
COMPARISON OF SINGLE-CELL SPIKE RATE 
AND TIMING IN RESPONSE TO COCHLEAR 
IMPLANT AND ACOUSTIC STIMULATION 

Michaela Alisa Müller 

Dissertation der 
Graduate School of Systemic Neurosciences 

der Ludwig‐Maximilians‐Universität München 

January 28, 2024 

https://edoc.ub.uni-muenchen.de/cover/19_Mustertitelblatt_Fakultaet_Biologie.pdf#page=1
https://edoc.ub.uni-muenchen.de/cover/19_Mustertitelblatt_Fakultaet_Biologie.pdf#page=1


 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1st Supervisor   
PD Dr. Michael Pecka  
Department Biology II 
Division of Neurobiology 
Ludwig-Maximilians-University Munich 
 
2nd Supervisor 
PD Dr. Conny Kopp-Scheinpflug 
Department Biology II 
Division of Neurobiology 
Ludwig-Maximilians-University Munich 
 
 
 
 
First Reviewer: PD Dr. Michael Pecka  
Second Reviewer: PD Dr. Conny Kopp-Scheinpflug 
External Reviewer: Prof. R. Michael Burger Jr. 
 
Date of Submission: 28.01.2024 
Date of Defense: 20.06.2024 
 



 
 

Abstract 
Spatial hearing plays a crucial role in everyday communication and navigation. Sound 

localization in the horizontal plane relies on interaural level difference (ILD) as well as 

interaural time difference (ITD) cues. The lateral superior olive (LSO) and the medial 

superior olive (MSO) integrate excitatory and inhibitory synaptic inputs from both ears to 

generate our brain’s sensitivity to these cues.  

ITD is the dominant binaural cue for sound localization in noisy environments. 

However, individuals with hearing impairment or deafness, which are common sensory 

deficits, face challenges in interacting with their environment. Cochlear implants (CIs), 

electronic devices that bypass hair cells and directly stimulate the auditory nerve, offer a 

solution to restore spatial hearing in these individuals. Although CI patients are able to use 

ILDs, achieving good ITD processing remains a challenge. Understanding the underlying 

causes of poor ITD detection in CI patients and the effects of electrical stimulation on the 

binaural integration process for ITD detection is crucial. 

This thesis focuses on investigating the differences between CI-based and acoustic 

stimulation of the auditory brainstem and their impact on fundamental principles of binaural 

integration. While low-frequency neurons in the MSO are primarily responsible for ITD 

processing in individuals with normal hearing, the envelope ITD information provided by CIs, 

combined with implantation techniques, is presumed to primarily stimulate higher frequency 

regions of the cochlea, thus activating the LSO pathway.  

In this study, we conducted in vivo electrophysiological recordings from monaural 

inputs to the LSO, specifically the anterior ventral part of the cochlear nucleus (AVCN) and 

medial nucleus of the trapezoid body (MNTB). We used click-train stimuli with varying inter-

click intervals (ICIs) to examine potential differences in the temporal precision of action 

potential (AP) firing between electrical and acoustic stimulation. Mongolian gerbils 

(Meriones unguiculatus) served as an animal model because of their closer resemblance than 

other rodents to the human low- and high-frequency hearing ranges.  

 Using this electrophysiological data, we employed a spike-count comparison model to 

predict ITD sensitivity in the LSO during CI-based stimulation. This model allowed us to 

compare our electrophysiological findings with model data and predict changes in ITD 

sensitivity during electric stimulation. 

 A significant aspect of this thesis was the establishment of two essential methods that 

laid the foundation for the new experimental paradigm in the laboratory. We developed a 

technique for acute CI implantation, deafening, and electrical stimulation of the auditory 



 
 

brainstem to obtain in vivo electrophysiological recordings from single neurons during CI 

stimulation. Additionally, a histology protocol using Technovit® 9100 was implemented to 

verify the correct placement of the implant within the cochlea. 

The acute CI implantation technique yielded stable and reproducible results, ensuring 

the feasibility of using this experimental design for future studies. The objective of the 

Technovit® 9100 histology protocol was not fully realized, as the CI was not evident in the 

histological sections of the Mongolian gerbil cochlea. 

Analysis of the electrophysiological results revealed differences between electrical and 

acoustic stimulation in the auditory brainstem. We observed a tendency of higher spike 

probability for lower stimulation rates and significantly reduced jitter in electrically 

stimulated cells in both the AVCN and MNTB. Interestingly, the precise timing of electrical 

stimulation in the auditory nerve was maintained even with the involvement of more synapses 

in the AVCN and MNTB. This finding shows that the neural detection of ITDs must adeptly 

adjust to altered input statistics when exposed to CI stimulation, as opposed to the conditions 

observed in acoustic hearing. 

The model indicates that the LSO is ITD-sensitive to electrical inputs and that the 

hyper-precision observed in our electrophysiological recordings from the AVCN and MNTB 

is transferred to the LSO. Importantly, the model suggests that the reduced jitter found in the 

electrical physiological data leads to a lateralization effect because of hyper-accurate ITD 

processing in the LSO. Furthermore, when we changed the electrically modeled jitter level to 

the one found in acoustic recordings, we exhibited a substantial recovery in the ITD coding 

capacity of the LSO model. Thus, this study highlights the critical role of input jitter as a key 

parameter in shaping ITD sensitivity in the LSO during CI-based sound localization. 
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1 Introduction 
Hearing constitutes one of the five mammalian senses, alongside vision, taste, touch, 

and smell. It plays a crucial role not only in communication but also in learning, forming 

meaningful relationships, and enjoying life to the fullest. 

One important aspect of hearing is the ability to localize sound sources. Many animals 

rely on sound localization to avoid predators and ensure their survival. In the case of humans, 

for example, this ability allows us to identify approaching cars, bicycles, or other vehicles and 

to cross the street safely.  

Sound localization in the horizontal plane depends on both interaural level difference 

(ILD) and interaural time difference (ITD) cues. The brain’s sensitivity to these auditory cues 

is generated by the integration of excitatory and inhibitory synaptic inputs from both ears in 

the lateral superior olive (LSO) and the medial superior olive (MSO). 

In environments with background noise, ITD becomes the primary binaural cue for 

sound localization. However, individuals with hearing impairment or deafness, common 

sensory deficits, encounter difficulties in navigating their surroundings. Cochlear implants 

(CIs), electronic devices circumventing hair cells to directly stimulate the auditory nerve 

(AN), present a solution to restore spatial hearing in such individuals. While CI users can 

utilize ILDs, achieving effective ITD processing remains a significant challenge. Therefore, 

comprehending the reasons behind poor ITD detection in CI patients and understanding the 

impact of electrical stimulation on the binaural integration process for ITD detection is 

crucial. 

This thesis aims to explore the distinctions between CI-based and acoustic stimulation 

of the auditory brainstem and their effects on fundamental aspects of binaural integration. 

The following chapter explains in detail how sound localization relies on binaural cues. 

I describe the anatomy and physiology involved in hearing and how the brain perceives and 

processes both binaural and spectral information. I also outline various hearing impairments 

and the potential treatment options available, such as CIs, which are electronic devices 

designed to restore hearing function. I then explore the challenges associated with sound 

source localization, specifically in individuals using CIs.  

This background information supports the broader aim of the thesis, which is to 

provide a deeper understanding of the underlying neuronal mechanisms that contribute to 

these challenges.  
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1.1 General Overview of the Auditory Process 
 

 
Figure 1: Illustration of the outer-, middle-, and inner ear. 
The external ear comprises the pinna and the ear canal, which is separated from the middle ear by the tympanic 
membrane. The middle ear contains the three auditory ossicles: the malleus, incus, and stapes. Adapted from 
MEDEL Cochlear Implants Synchrony 2 (n.d). 

 
Sound comprises waves that are created by vibrations and travel through space. It can 

be defined by a variety of attributes, including pressure, amplitude, and frequency. Frequency, 

expressed in hertz (Hz) or units per second (1/s), represents the quantity of vibrations 

occurring within a given time period. The hearing range of humans ranges from 20 Hz–16 

kHz, but humans are most sensitive to sound at frequencies between 2–5 kHz (Geiger, 2019).  

Sound pressure is quantified in pascals (1 Pa = 1 N/m²) (Geiger, 2019). Another way to 

quantify sound is by measuring its sound pressure level (SPL), in decibels (dB). This follows 

a ratio scale with an arbitrarily defined reference sound pressure, P0, of 2 × 10-5 N/m2. The 

equation that defines this pressure level is:  

L = 20 x 10log 𝑃𝑃𝑃𝑃
𝑃𝑃0

 [dB] (Geiger, 2019). 

Thus, when sound pressure increases by a factor of 10, the sound pressure level would 

increase by 20 dB.  

The initial stage of the auditory process involves the ear gathering this sound from the 

environment using its pinna, the soft, fleshy part of the outer ear. As sound waves travel 

through the auditory canal, they reach the tympanic membrane, causing it to vibrate. This 

vibration is then transferred to the ossicles and the oval window. 

The outer, middle, and inner ear comprise the first part of the auditory pathway (Figure 

1). The outer ear consists of the pinna and the external ear canal, which are separated from the 

middle ear by the tympanic membrane. Inside the middle ear are the three auditory ossicles: 
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the malleus, incus, and stapes (Figure 1). These amplify sound pressure at the oval window by 

a factor of 20 (Bear et al., 2007).  

Located in the inner ear, the cochlea contains hair cells that convert sound into neural 

signals, subsequently transmitted as action potentials (APs) to the brain (Figure 2). APs play a 

crucial role in transmitting signals between cells and triggering the release of 

neurotransmitters, facilitating communication between neurons. These APs are initiated by 

signals from other neurons, altering the resting membrane potential of a cell. The resting 

membrane potential represents the voltage difference across the cell membranes, with the 

interior being negatively charged (typically -70 (mV)) relative to the exterior. 

An action potential consists of distinct phases: depolarization, threshold, 

repolarization, hyperpolarization, and the refractory period (Draguhn, 2023). 

1. Depolarization: A sufficiently strong stimulus induces the opening of ion channels, 

allowing positively charged ions (such as sodium) to enter the cell. This influx leads to 

depolarization, reducing the voltage difference across the membrane. 

2. Threshold: As depolarization reaches the critical level of -50 (mV), voltage-gated sodium 

channels are activated, leading to a rapid influx of sodium ions. This event reverses the 

membrane potential (+30 (mV)), resulting in the generation of the action potential. 

3. Repolarization: Following the peak of depolarization, the membrane potential starts to 

repolarize as sodium channels are inactivated and potassium ions exit the cell. This 

restores a negative membrane potential (typically -70 (mV). 

4. Hyperpolarization: After repolarization but before returning to the resting membrane 

potential, the membrane occasionally exhibits a more negative state than the resting level. 

5. Refractory Period: An action potential results in a refractory period, during which the 

neuron exhibits reduced responsiveness to additional stimuli.  

Before delving into a detailed explanation of how an AP is generated in the auditory 

system in chapter 1.4, I first outline the anatomical components of the auditory system 

involved in this process. 
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1.2 Anatomy of the Cochlea  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The cochlea contains two different fluids: the endolymph and the perilymph. The 

perilymph fills both the vestibular duct, or scala vestibuli, and the tympanic duct, or scala 

tympani (Figure 2). The endolymph fills the scala media, which is the third compartment of 

the cochlea. 

At the apex of the cochlea, there is a connection point called the helicotrema, where 

the scala vestibuli and scala tympani merge. These fluids have distinct ionic compositions, 

which create an electrotonic gradient between the compartments. This so-called 

“endocochlear potential” comprises a voltage difference of +80 mV between the fluids, and is 

essential to producing neural activity (Geiger, 2019).  

The three compartments are separated by two membranes. Reissner’s membrane 

separates the scala vestibuli and the scala media, while the basilar membrane (BM) separates 

the scala media from the scala tympani (Geiger, 2019).  

scala tympani 

scala media 

scala vestibuli 

auditory 
nerve 

Hair cells 
• three rows of outer hair cells 
• one row of inner hair cells 

 

tectorial 
membrane 

Figure 2: Illustration of the outer-, middle-, and inner ear, - along with a cross-section of the cochlea. 
The external ear comprises the pinna and the ear canal, which is separated from the middle ear by the tympanic 
membrane. The middle ear contains the three auditory ossicles: the malleus, incus, and stapes. Within the cochlea, 
there are three distinct compartments: the scala vestibuli, the scala media, and the scala tympani. The scala media 
contains the organ of Corti, which houses three rows of outer hair cells (OHCs), one row of inner hair cells 
(IHCs), and the tectorial membrane. The auditory nerve serves as the connection between the cochlea and the 
brain. Adapted from MEDEL Cochlear Implants Synchrony 2 (n.d) and Purves et al. (2001). 
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The scala media hosts the organ of Corti, which comprises three rows of outer hair 

cells (OHCs), one row of inner hair cells (IHCs), and the tectorial membrane (Bear et al., 

2007) (Figure 2). On top of the hair cells are stereocilia, sensory receptors which extend into 

the endolymph. Both the stereocilia and the sensory inner hair cells are responsible for 

mechano-electric conduction.  

The inner hair cells are connected to dendrites, which are extensions originating from 

the cell bodies of neurons—in this context, the spiral ganglion neurons (SGNs). These SGNs 

are a collection of cell bodies situated in the cochlea’s spiral ganglion. Inner hair cells are 

innervated by the afferent dendrites of SGNs, which generate the first APs of the auditory 

pathway and transmit those to the brain (Johnson et al., 2019).  

The axons of these SGNs collectively form the auditory nerve, also known as the 

eighth cranial nerve, establishing a neural connection that connects the cochlea to the cochlear 

nucleus in the central nervous system (Figure 3).  

 

1.3 Anatomy of the Auditory Brainstem 
The cochlear nucleus is the first auditory nucleus in the auditory brainstem, receiving 

direct input from the auditory nerve (Figure 3). Notably, the cochlea’s tonotopy, where 

frequency is arranged in a topologically ordered manner (from high to low frequency), is also 

reflected in the cochlear nucleus. High-frequency fibers cover the dorsal and caudal parts of 

the nucleus, whereas the ventral and rostral regions receive low-frequency auditory input.  

The cochlear nucleus can be further subdivided into three distinct regions (Held, 1893; 

Ramón y Cajal, 1909): the dorsal cochlear nucleus (DCN); the posterior ventral part of the 

cochlear nucleus (PVCN); and the anterior ventral part of the cochlear nucleus (AVCN) 

(Harrison & Irving, 1965, 1966).  

The auditory nerve provides excitatory input to the large cells of the main ventral part 

of the cochlear nucleus (VCN) and the DCN. The AVCN, which is of most interest for this 

thesis, comprises globular bushy cells (GBCs), spherical bushy cells (SBC) (Figure 3), and 

multipolar stellate cells (Osen, 1969).  

The two types of bushy cells, SBCs and GBCs, can be distinguished anatomically by 

their typical shape (Cant & Morest, 1979) and their location in the VCN. SBCs are located in 

the rostral part of the VCN, while GBCs embed in the caudal part of the VCN (Rubio, 2018). 

In addition to these bushy cells, two types of stellate cells, T- and D-stellate cells, can be 

found in the VCN (Doucet & Ryugo, 2006). Auditory nerve fibers form a connection with the 
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SBCs and GBCs via the endbulb of the Held synapse, one of the largest axonal terminals in 

the brain (Baker et al., 2010). 

Regarding the ascending auditory pathway, the next section focuses on structures 

crucial to processing spatial information in the azimuthal plane. Specifically, GBCs project 

excitatory glutamatergic information onto contralateral neurons of the medial nucleus of the 

trapezoid body (MNTB) via the calyx of Held (Figure 3).  

Figure 3: Illustration of the outer-, inner- and middle ear, the auditory brainstem, and its nuclei. 
Red: excitatory input. Blue: inhibitory input. DCN: Dorsal cochlear nucleus. VCN: Ventral cochlear nucleus. 
SBC: Spherical bushy cells. GBC: Globular bushy cells. LSO: Lateral Superior Olive. MSO: Medial Superior 
Olive. MNTB: Medial nucleus of the trapezoid body. LNTB: Lateral nucleus of the trapezoid body. DNLL: 
dorsal nucleus of the lateral lemniscus. IC: inferior colliculus. See main text for further descriptions. Adapted 
from Grothe et al. (2010) and MEDEL Cochlear Implants Synchrony 2 (n.d.). 
 

The calyx of Held is a giant synapse in the auditory system that transfers information 

from the presynaptic site (axonal endings of the GBCs) to the postsynaptic side (neurons of 

the MNTB) via neurotransmitters (Guinan & Li, 1990; Held, 1893). Glycinergic inhibitory 

neurons of the MNTB then project to the ipsilateral lateral superior olive (LSO), where they 

converge with ipsilateral excitatory glutamatergic SBCs (Figure 3).  

Similarly, the medial superior olive (MSO), another nucleus essential for spatial 

processing, receives ipsilateral excitation via the SBCs as well as inhibition via the 

glycinergic cells of the MNTB (Figure 3). Besides these inputs, the contralateral 
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glutamatergic SBCs of the AVCN and the ipsilateral glycinergic neurons of the lateral nucleus 

of the trapezoid body (LNTB) also project onto the MSO.  

The MSO and the LSO make up the primary nuclei of the superior olivary complex 

(SOC), which is where the inputs of both ears first come together and create binaural 

sensitivity. The specific functional roles of the MSO and LSO are described later in sections 

1.9.2 and 1.9.3. 

The excitatory projections of the MSO reach the ipsilateral and contralateral dorsal 

nucleus of the lateral lemniscus (DNLL) as well as the ipsilateral inferior colliculus (IC) 

(Henkel & Spangler, 1983). The LSO sends excitatory inputs to the contralateral DNLL and 

the IC (Figure 3). By contrast, the inhibitory projections of the LSO are forwarded to the 

ipsilateral DNLL and IC (Brunso‐Bechtold et al., 1981; Glendenning et al., 1992). 

Glutamatergic excitatory input from the contralateral AVCN and binaural inhibitory input 

from the DNLL are sent to the IC (Pollak, 2012). The IC finally projects to the medial 

geniculate body (MGB), which transfers the information to the primary auditory cortex (A1) 

(Grothe et al., 2010).  

 

1.4 Physiology of the Cochlea and the Auditory Pathway 
In the auditory system, the initiation of an action potential (AP) commences with the 

initial phase of the auditory process. This phase entails capturing sound and transmitting the 

vibrations of the tympanic membrane through the ossicles to the oval window, initiating fluid 

movement within the cochlea. 

The movement of the cochlear fluid, results in the displacement of the basilar 

membrane (BM), the tectorial membrane, and ultimately, the deflection of the stereocilia, 

sensory receptors, on top of the cochlea’s hair cells.1 The basilar membrane within the 

cochlea exhibits distinct deflection patterns at various locations in response to different 

frequencies, forming a tonotopic map. This tonotopic organization represents a topological 

arrangement, with higher frequencies predominantly causing maximum deflection at the basal 

region of the BM, while lower frequencies induce maximal deflection closer to the apex, near 

the helicotrema.  
 

 
1 The impedance of air is less than the impedance of the fluid. Usually, this would mean that the transduction of 

the sound waves to a liquid, i.e., the cochlear fluid, leads to considerable energy reduction. However, since the 

diameter of the stapes at the oval window is smaller than the diameter of the tympanic membrane, the ossicles 

amplify and move the cochlear fluid efficiently (Geiger, 2019). 
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The deflection of the stereocilia causes a bending of the tip links, initiating the opening 

of transduction channels. This allows a potassium influx from the positively charged 

endolymph (+80 mV) into the negatively charged cytoplasm of outer hair cells (-70 mV), 

resulting in depolarization (Bear et al., 2007). As the tip links return to their original position, 

transduction channels close, and the outer hair cells undergo repolarization. Due to periodic 

changes in membrane potential, the prestin molecules within the cell membrane of outer hair 

cells either shorten or lengthen. This causes the outer hair cells to oscillate in length, locally 

amplifying the traveling wave (Geiger, 2019).  

Concerning the inner hair cells, the movement of the cochlear fluid results in the 

deflection of the stereocilia. This deflection, along with the influx of potassium from the 

positively charged endolymph (+80 mV) into the negatively charged cytoplasm of the inner 

hair cells (-40 mV), leads to depolarization. Consequently, the opening of voltage-gated 

calcium (Ca2+) channels results in the influx of Ca2+ into the inner hair cells. The influx of 

Ca2+ into the inner hair cells induces the release of the transmitter glutamate from vesicles into 

the synaptic cleft. The binding of glutamate to the receptors of the SGNs initiates the 

generation of the first APs in the auditory pathway (Geiger, 2019; Johnson et al., 2019).  
In summary, the BM’s movement transduces changes of air pressure into neural 

activity. The auditory nerve then transmits these neural signals to the AVCN, in the form of 

APs.  

The auditory nerve exhibits phase locking to low-frequency tones, i.e., the generation 

of APs at a specific part or phase of the stimulus waveform. This is essential for sound source 

localization (Grothe et al., 2010) and speech understanding (Verschooten et al., 2019). Phase-

locking of the auditory nerve is species- and frequency-dependent and occurs in various 

mammals up to 5 kHz (Heil & Peterson, 2015). The response pattern of the auditory nerve to 

sustained pure tones exhibits a sharp onset with a steady decline to a more or less constant 

state (referred to as primary-like adaption) (Smith & Zwislocki, 1975). The SBCs and GBCs 

also express this response pattern. 

 

1.5 Hearing Loss 
The current number of people with some degree of hearing loss across the globe stands 

at 1.5 billion, a figure that is projected to increase to nearly 2.5 billion by 2050 (World Health 

Organization, 2021). In 2021, 430 million people required rehabilitation services for loss of 

hearing. This number is estimated to rise to 700 million by 2050 (World Health Organization, 

2021).  
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The term “hearing loss” describes any decline or absence of hearing ability. Any 

alterations of the auditory pathway can cause hearing loss. These might be caused by 

infections, accidents, or hereditary factors. They may affect the inner ear (sensorineural 

hearing loss), or the outer or middle ear (conductive hearing loss). An occurrence of both 

types of hearing loss, sensorineural and conductive, is referred to as “mixed” hearing loss.  

Other conditions to consider include central hearing loss, caused by central nervous 

system problems of the brain, and hidden hearing loss. 

Hidden hearing loss is a type of hearing impairment that standard audiometric tests 

cannot easily detect. It can stem from various factors, including noise exposure, aging, 

peripheral neuropathy, and ototoxicity (Kohrman et al., 2020). The mechanisms underlying 

hidden hearing loss result from the degeneration of cochlear ribbon synapses, demyelination 

of the auditory nerve, and dysfunction of hair cells (Kohrman et al., 2020). Unlike 

sensorineural, conductive, or mixed forms of hearing loss, hidden hearing loss does not 

typically result in noticeable audiometric threshold shifts (Reiß et al., 2021). 

Despite having normal thresholds for pure tones, individuals with central auditory 

processing disorder (CAPD), a special type of central hearing loss (Zahnert, 2011), may 

experience challenges in localizing sound and understanding language in noisy backgrounds. 

In addition, patients have longer response times in oral communication, as well as reading, 

spelling, and learning difficulties (Bellis & Bellis, 2015) 

Physicians diagnose hearing loss by detecting a hearing threshold greater than 20 dB. 

People with disabling hearing loss, with a threshold greater than 35dB, may require 

rehabilitation services.  

Cochlear implants are one possible treatment for individuals with deafness or severe to 

profound hearing loss (with a hearing threshold of 70 dB), who receive minimal benefit from 

traditional hearing aids. These implants are electronic devices that restore hearing by 

bypassing the hair cells and directly stimulating the auditory nerve with electric click trains. 

The initiation of the first action potential in the auditory pathway is elucidated in chapter 1.4, 

where the depolarization of the inner hair cells results in the release of glutamate, triggering 

the generation of an action potential in the auditory nerve. In the absence of functional inner 

hair cells, no action potentials are generated in the auditory nerve. Therefore, cochlear 

implants bypass the hair cells and directly stimulate the auditory nerve. Hence, CIs can 

provide a solution to restore hearing in patients with sensorineural and mixed hearing loss.  

Such implants may not be very effective in cases of central hearing loss, where the 

problem derives from the brain’s processing of auditory information rather than an issue with 
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the cochlea itself (Dazert et al., 2020). However, people with central hearing loss may still 

qualify for CI implantation in certain cases, such as when they have co-existing sensorineural 

hearing loss: a CI may address peripheral hearing loss, enabling access to auditory 

information that can be processed by the brain. Individuals with central hearing loss must 

undergo a thorough evaluation by an experienced CI team to determine the potential benefits 

and limitations of CI implantation (Zahnert, 2011).  

 

1.6 Cochlear Implants 

 

 
Figure 4: Components of the CI. 
The external component comprises the speech processor, microphone, and transmitter. The internal component 
consists of the receiver and an electrode array. This array is implanted within the basal turn of the scala tympani. 
By delivering biphasic electronic pulses, the electrode array stimulates the auditory nerve, facilitating the 
perception of sound. Adapted from MEDEL Audio Processor SONNET 2 Cochlear Implant SYNCHRONY 2 
(n.d.). 
 

CIs are the most successful neuroprosthesis in use globally, with over 1 million 

implants placed worldwide by 2022 (Zeng, 2022).  
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The CI consists of two key components. The external part includes the speech 

processor, which is positioned near the outer ear, while the internal part is embedded in the 

bone above the ear (Figure 4). An external microphone senses incoming sounds and transmits 

them to the speech processor (Figure 4). The function of the processor is to turn acoustic 

signals into digital ones and to send these to the receiver via electromagnetic induction.  

The receiver, in the internal part, transfers these electronic signals to the auditory nerve 

through an electrode array (Figure 4). This array is embedded within the basal turn of the 

scala tympani, a part of the cochlea. The electrode array delivers biphasic electronic pulses to 

stimulate the auditory nerve, enabling the perception of sound.  

The objective of CIs is to simulate the experience of acoustic hearing by replicating the 

place of the stimulus using multichannel implants. These implants, which can have up to 24 

electrodes (Croghan et al., 2017), mimic the tonotopic organization of the BM; that is, they 

stimulate the high-frequency regions near the base of the BM and the low-frequency regions 

near its apex. The processor extracts cues from speech and adjusts the stimulation rate to 

represent the frequency of the stimulus.  

Limitations arising from the implantation process and the cochlear anatomy may result 

in the CI predominantly stimulating the higher frequency regions of the cochlea (Boyd, 2011; 

Canfarotta et al., 2021; Mehanna et al., 2019). CIs may also be limited in the range of sounds 

in speech that they are able to process.  

The temporal structure of speech can be divided into three components: the temporal 

fine structure (TFS), the temporal envelope, and periodicity (Rosen, 1992). TFS refers to 

rapid oscillations near the center frequency, while the envelope represents slower amplitude 

modulations that are superimposed on the TFS (Figure 5). In a quiet setting, envelope cues 

can assist in speech recognition, whereas in noisy environments, TFS cues may help to 

distinguish speech from a competing background of sounds, as well as recognizing pitch and 

melody (Moon & Hong, 2014).  

The continuous interleaved sampling (CIS) stimulation strategy most commonly used 

in CI speech processors focuses on encoding the envelope of the sound, resulting in the loss of 

the TFS and the fundamental frequency of the sound (Ricketts & Kan, 2021). Therefore, 

technicians have tried ways to incorporate TFS information into the sound-processing 

strategies of CIs, with mixed results. This approach is referred to as fine-structure (FS) 

temporal processing.  
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Figure 5: Envelope versus temporal fine structure. 
The temporal structure of speech comprises two elements: temporal fine structure (TFS) in blue, and the 
envelope in red. Adapted from Dhanasingh and Hochmair (2021). 

 

The CIS approach amplifies and passes the sound through band-pass filters (Wilson et 

al., 1991). It maps the amplitude of the sound and extracts the temporal envelope by rectifying 

and low-pass filtering of the sound with a cutoff frequency of 200–400 Hz (Laback et al., 

2015). The resulting envelopes are then compressed to match the patient’s dynamic range 

using nonlinear mapping, which accounts for the narrow dynamic range of electric hearing 

(Dhanasingh & Hochmair, 2021). The electrodes are activated in an interleaved fashion: in 

other words, the electrical pulses are not delivered simultaneously to more than one electrode. 

Despite its various benefits, the performance of the CI for many patients (those 

receiving CIS stimulation) significantly deteriorates in complex environments where multiple 

sound sources are present. CI patients often encounter difficulties with sound source 

localization, for example. To discuss the specific localization challenges faced by CI patients, 

it is important to first understand the binaural cues used in this process. 
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1.7 Interaural Level Difference and Interaural Time Difference 

 
Figure 6: Binaural cues for sound source localization: the interaural level difference (ILD) and the 
interaural time difference (ITD). 
ITD refers to the variation in the arrival time of a sound at each ear. ILD characterizes the dB level contrast 
between the ears, resulting from the head’s shadow effect. Taken from Müller et al. (2023). 
 

Two binaural cues are used for sound source localization: the interaural level 

difference (ILD) and the interaural time difference (ITD) (Figure 6). Depending on the angle 

from the sagittal plane, sound takes a different time to reach the left or right ear. The ITD 

measures the different arrival times of a sound at either ear, in the range of microseconds (µs). 

The human ITD threshold for pure tones is 11.5 μs (Laback et al., 2015), while maximum 

ITDs occur when the sound reaches the left or right ear at 90° from the sagittal plane 

(corresponding to values of 600–700 µs).  

The ILD defines the difference in dB levels between the two ears. The “head shadow” 

effect creates ILDs when the head attenuates sound waves which are smaller than or equal to 

the diameter of the head. Hence, higher frequencies contribute predominantly to ILDs because 

the head attenuates these wavelengths more. In contrast, the wavelength of lower frequency 

sounds (approx. < 2 kHz) is larger than a human head and so they pass by without being 

significantly attenuated.  

CI users mainly rely on ILDs for sound location (Aronoff et al., 2010; Grantham et al., 

2008), unlike normal-hearing listeners who largely depend on ITDs for the localization of 

broadband sounds (Macpherson & Middlebrooks, 2002; Wightman & Kistler, 1998). ITD can 

be received as low-frequency fine structure ITD cues or as high-frequency envelope ITD 

cues. In both cases, the APs generated by a stimulus are phase-locked to either the fine 

structure stimulus (for low-frequency sounds) or the envelope (for high-frequency sounds), 

thereby providing highly precise information about the exact timing of specific stimulus 

waveforms at either ear.  
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Numerous studies have demonstrated that CI users are capable of detecting ITDs (van 

Hoesel et al., 2008); however, their performance in this regard is significantly inferior to that 

of individuals with normal hearing (Laback et al., 2015). In scenarios involving noise or 

multiple speakers, their performance is further degraded, and the benefits of bilateral CI 

implantation become less apparent. 

The following chapter provides a more detailed description of the processes involved 

in ITD and ILD detection, including inputs from the brainstem’s nuclei (the cochlear nucleus 

and MNTB) to the binaural processors (the MSO and LSO).  

 
1.8 Cochlear Nucleus  

The anatomy of the cochlear nucleus has already been outlined, with a particular focus 

on the AVCN (see chapter 1.3). To attain a more comprehensive understanding of this part of 

the anatomy, the functions of the DCN and PVCN will be outlined.  

It is important to note that the DCN and PVCN are not strictly relevant to the central 

argument of this thesis, as they are not involved in binaural processing (by the MSO and 

LSO). However, it is crucial to have complete knowledge of all cell types to distinguish them 

during recording sessions and ensure the analytical process is precise.  

Researchers are still trying to comprehend the full function of the DCN, which 

integrates numerous sensory inputs. The cells in the DCN are sensitive to spectral notches, 

which are cues present in the sound spectrum and represent frequency ranges characterized by 

a reduction in sound amplitude. These cues play a role in distinguishing the front from the 

back and to localize sounds monaurally (Nelken & Young, 1994).  

The PVCN is populated by so-called octopus cells, which reside in the most caudal and 

dorsal parts of the PVCN (Oertel et al., 2000). Oertel et al. (2000) propose that octopus cells 

process and transfer information essential for speech understanding. 

Each cell type in the AVCN, PVCN, and DCN has a specific spiking pattern. This 

pattern can be distinguished by a peri stimulus time histogram (PSTH). The PSTH represents 

the spiking of a neuron over time in response to acoustic stimulation. Each dot in a PSTH 

represents an AP. Pfeiffer (1966) has described the spiking pattern of these cells according to 

three categories: “primary-like,” “chopper,” and “onset.” Through in vivo recordings and 

intracellular labeling of these different cell types, it has been possible to link these early 

electrophysiological recordings and spiking patterns with morphological findings (Friauf & 

Ostwald, 1988; Ostapoff et al., 1994; Rhode et al., 1983; Ryugo & May, 1993).  
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The spiking pattern of SBCs resembles the spiking pattern of the auditory nerve. In this 

respect, it can be considered primary-like: with a peak at the onset and then a decline to a 

steady level, exceeding 100 spikes per second (Blackburn & Sachs, 1989; Typlt et al., 2012). 

The spiking pattern of GBCs is like that of the SBCs, but they express an extra notch after the 

onset; therefore, the spiking pattern is called primary-like with notch (Blackburn & Sachs, 

1989; Typlt et al., 2012). 

Multipolar stellate cells create a different, “chopper” spiking pattern. These cells do 

not phase lock and have regularly spaced discharge peaks unrelated to the stimulus waveform 

(Blackburn & Sachs, 1989; Typlt et al., 2012). Octopus cells have fewer than 100 spikes per 

second and a sharp peak at stimulus onset. Afterward, there is little or no sustained activity 

(Blackburn & Sachs, 1989).  

Apart from the spiking pattern described, the AP waveform can also serve as a 

distinguishing factor among different cell types in the AVCN. SBCs have a unique AP 

waveform during extracellular recordings. The waveform comprises: the AP of the 

presynaptic input of the endbulb of Held, referred to as pre-potential (PP) (Figure 11 b); the 

excitatory postsynaptic potential (EPSP); and the AP of the SBCs (Pfeiffer, 1966).  

 Despite these characteristics, numerous studies have questioned the conventional 

approach of distinguishing different cell types solely based on their physiological response 

patterns to acoustic stimulation and their morphological characteristics. These studies have 

reported instances where prevailing theories did not hold true, identifying certain cells that 

exhibit characteristics distinctive of other cell types.  

Specifically, GBCs are recognized for displaying a variety of response patterns, not 

limited to the primary-like-with-notch pattern, but also including primary-like and various 

onset patterns, as evidenced in several studies (Rhode, 2008; Smith et al., 1991; Smith & 

Rhode, 1987; Spirou et al., 1990) Similarly, SBCs and stellate cells have been shown to 

exhibit a diverse array of PSTH patterns, as also discussed in previous research (Arnott et al., 

2004; Spirou et al., 1990). Consequently, Typlt et al. (2012) propose that, “based on their 

physiological response properties, AVCN units can be better described as occupying specific 

areas within a coherent multidimensional parameter space, rather than forming clearly 

distinguishable groups of units.” 

Given the existing evidence suggesting a gradient between SBCs and GBCs, in our 

study we have integrated the PSTH, the distinct waveforms of BCs, and the spatial 

distribution of cell types as crucial components to differentiate between BCs and various other 

cell types within the cochlear nucleus. 
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The following chapter illustrates the auditory nuclei of the superior olivary complex 

that receive direct input from the SBCs or GBCs.  

 

1.9 Superior Olivary Complex (SOC) 
The primary nuclei of the superior olivary complex are the MNTB, the LSO, and the 

MSO. This chapter first gives an outline of the MNTB, which gives direct input to the LSO. It 

then describes the LSO and MSO, which are responsible for processing binaural cues for 

sound source localization in the brain. 

 

1.9.1 Medial Nucleus of the Trapezoidal Body (MNTB) 

As explained in chapter 1.3, the MNTB receives excitatory input from the GBCs. The 

anatomy and physiology of MNTB cells has been investigated in cats by Smith et al. (1998), 

who found some similarities to GBCs. MNTB cells reproduce the spiking pattern of GBCs: 

like the bushy cells, the MNTB cells have a PSTH that is primary-like with a notch. Given the 

extra synapse between the auditory nerve and the MNTB cells, the latency of these cells is 

slightly longer than that of the GBCs. 

The synapse known as the calyx of Held forms the connection between the GBCs and 

MNTB neurons. This is supposed to be the largest synapse in the mammalian central nervous 

system. One AP triggers the release of glutamate from hundreds of transmitter release sites, 

leading to action potential with minimal jitter and short latency (Kopp-Scheinpflug & 

Forsythe, 2018). Therefore, the extracellularly recorded waveform of the MNTB exhibits, like 

the BCs, a compound waveform with a pre-potential and a postsynaptic AP (Guinan & Li, 

1990; Kopp-Scheinpflug et al., 2003).  

The inhibitory projections of the MNTB neurons are sent to the LSO, the MSO, and 

neighboring MNTB and VNTB neurons (Dondzillo et al., 2016; Kuwabara et al., 1991). 

These projections converge onto single neurons, with about 3–6 inputs onto each LSO neuron 

(Kim & Kandler, 2003), and about 2–4 inputs onto an MSO neuron (Couchman et al., 2010). 

Even though two synapses are involved in the connection between the auditory nerve and the 

MNTB, the MNTB provides fast and precise glycinergic inhibitory projections during 

ongoing stimulation (Kopp-Scheinpflug et al., 2008; Tolnai et al., 2008). MNTB neurons also 

follow the synaptic input from the cochlear nucleus with high temporal precision, even at high 

firing rates. Their capability to phase-lock to short tones exceeds even the capability of the 

auditory nerve (Smith et al., 1998). 
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1.9.2 Medial Superior Olive (MSO) 

The MSO detects ITDs of low-frequency tones (< 3 kHz), with the cells in the MSO 

being primarily biased toward low frequencies (Grothe et al., 2010).  

The MSO integrates the excitatory input from the ipsilateral and the contralateral SBCs 

of the AVCN with the inhibitor input from the ipsilateral LNTB and the contralateral 

inhibition input from the GBC via the MNTB (Grothe et al., 2010). Therefore, the ITD circuit 

of the MSO comprises two excitatory inputs and two inhibitory input types.  

In his 1948 study, Jeffress postulated a model in which ITD processing with axonal 

delay lines compensate for the different latencies originating at the ipsilateral and 

contralateral sides (Jeffress, 1948). This model assumes binaural excitatory input. Although 

axonal delay lines have since been identified in certain bird species (Carr & Konishi, 1988), 

no such discoveries have been made in the superior olivary complex of mammals. Instead, 

recent studies strongly support the idea that glycinergic inhibition contributes to and refines 

ITD processing in the MSO by altering the internal delay (Grothe et al., 2010; Grothe & 

Pecka, 2014). Nevertheless, the MSO acts as a coincidence detector. The coincidence 

detection of excitatory inputs is sharply tuned by precise glycinergic inhibition. 

Studies of the MSO have demonstrated that the MNTB’s inhibitory information arrives 

before the cochlear nucleus’s excitatory information (Roberts et al., 2013). Ford et al. (2015) 

have made some remarkable findings explaining this fast conductance. Depending on their 

characteristic frequency, the GBC axons which innervate the MNTB have differences in their 

internode length and diameter. The axons of low-frequency GBCs have a faster conduction 

velocity, shorter internode length, and thicker diameter toward the presynaptic terminal than 

high-frequency GBCs (Ford et al., 2015). These axons are tailored to provide highly precise 

temporal information to the MSO. However, there is a difference between high and low-

frequency GBC axons and diversity between GBCs and SBCs. The GBC axons innervating 

the MNTB have a larger diameter and internode length than the SBC axons transmitting 

excitatory information to the MSO (Ford et al., 2015). These findings show that the inhibitory 

pathway from the MNTB to the MSO is tuned to compensate for the extra delay created by an 

additional synapse, the calyx of Held.  

This myelination specialization is observable only in animals capable of ITD detection, 

such as gerbils, as shown by Stange-Marten et al. (2017). In addition to this myelination, 

when comparing low-frequency neurons with high frequency cells in gerbils, it becomes 

evident that low frequency cells have more stable synaptic delays than high frequency cells 

during ongoing stimulation (Stange-Marten et al., 2017). On the contrary, in mice, that 
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distinction between low and high frequencies has not been found, but synaptic delays are 

shown to be less variable overall. This observation underscores the finely tuned nature of ITD 

processing in the MSO, which is designed to deliver rapid and precisely timed information. 

Therefore, it is crucial to study ITD processing in a species that uses ITDs, e.g., the 

Mongolian gerbil, and not in mice or rats.  

In summary, these findings indicate the importance of the precise interplay between 

the timing of excitatory and inhibitory inputs as well as the evolutionary specialization 

involved within the auditory system. Any alteration in this pathway will influence ITD 

detection in the MSO. 

 

1.9.3 Lateral Superior Olive (LSO) 

The LSO integrates and compares the excitatory postsynaptic potentials (EPSPs) from 

the ipsilateral side (SBCs of the AVCN) with the inhibitory postsynaptic potentials (IPSPs) 

from the MNTB. Thus, two synapses are involved in the inhibitory pathway to the LSO: the 

endbulb of Held at the cochlear nucleus level, and the calyx of Held at the level of the MNTB.  

By contrast, for the ipsilateral excitatory pathway, there is a monosynaptic connection 

between SBCs and LSO. The ipsilateral excitation and contralateral inhibition foster a 

subtraction-like process. This subtraction-like process primarily works for ILDs and high 

frequencies. Even though the LSO has some low-frequency cells that detect ITDs, the primary 

ITD detector for low frequencies remains the MSO. Because of its principal high-frequency 

cells, the LSO has always been considered the primary ILD detector.  

MSO and LSO share some common features, receiving excitatory input from the SBCs 

and inhibitory input from the MNTB. While the LSO receives two inputs, the ITD pathway of 

the MSO involves four inputs. Grothe and Pecka (2014) state that the ITD pathway of the 

MSO probably occurred later in its evolution. Two hundred million years ago, it is suggested 

the tympanic ear of our mammalian ancestors encoded higher frequencies, between 4 and 18 

kHz (Rosowski & Graybeal, 1991), and mainly used ILD detection. Hence, Grothe and Pecka 

(2014) postulate that the relatively straightforward LSO pathway was inherited by the more 

complicated MSO pathway. Consequently, spatial hearing in the MSO and LSO is shaped by 

precisely timed inputs, generating ITD and ILD detection in the range of microseconds.  

Besides its ILD sensitivity, the LSO also detects high-frequency envelope ITDs and 

low-frequency unmodulated ITDs (Finlayson & Caspary, 1991). Joris and Yin (1998) have 

demonstrated that cats can use envelope ITD in the LSO to lateralize complex sound sources. 

This envelope ITD sensitivity declines with increases in the modulation rate. Besides this 
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investigation, other studies have also found ITD sensitivity of LSO cells in other species 

(Finlayson & Caspary, 1991; Park et al., 1996; Shu Hui Wu & Kelly, 1992; Tollin & Yin, 

2002). Beiderbeck et al. (2018) have demonstrated that the LSO of gerbils is sensitive to ITD 

click trains, also known as broadband noise. The click sequences, in Beiderbeck’s 

investigation, comprised diverse inter-click intervals spanning from 5ms to 1ms, presented at 

a repetition rate of six clicks reiterated 20 times. As click trains are used for electrical 

stimulation in cochlear implants, these findings are highly relevant for our study, as explained 

in the following chapter. 

 

1.10 Neuronal Processing of ITDs with Inputs from Cochlear Implants (CIs) 
 For individuals with normal hearing, the median ITD threshold of presented pure 

tones is 11.5 μs (Laback et al., 2015). Conversely, CI users achieve a median ITD threshold of 

144 μs for low-rate electrical pulse trains (below 100 pulses per second (pps)). Their 

performance can also vary considerably: some CI users achieve thresholds comparable to 

those of individuals with normal hearing, while others exhibit results outside the range of 

natural ITDs (Laback et al., 2015). It should be noted that these ITD thresholds have been 

measured under controlled laboratory situations with perfect timing between the implants. 

Such controlled conditions are very unlikely to occur in real life; hence, researchers may 

overestimate the true thresholds involved in everyday hearing.  

 Even in defined laboratory conditions, some thresholds at stimulation rates ranging 

between 400–800 pps become unmeasurable. Yet studies have shown that speech perception 

is improved with higher stimulation rates, typically around 1,000 pps, which is why speech 

processors in implants tend to use sound coding strategies that stimulate at high rates (Kiefer 

et al., 2000; Loizou et al., 2000).  

 Nevertheless, while there is a discrepancy between the ITD thresholds for pure tones 

among normal-hearing listeners and CI users, research has shown that CI patients demonstrate 

comparable thresholds for envelope ITDs and similar rate limits to those observed in 

individuals with normal hearing. In normal-hearing patients, the rate limit for acoustic 

envelope ITDs ranges from 300 to 500 Hz, with an envelope ITD threshold of 100 µs 

(Bernstein & Trahiotis, 2002). Interestingly, CI patients exhibit envelope ITD thresholds of 

100 µs and ITD rate limits (300–500 pps) that are coherent with the rate limits observed in 

high-frequency envelope ITDs of individuals with normal hearing (Laback et al., 2015). 

However, as previously noted, the envelope ITDs found in CI patients do not reflect the rate 
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limits of low-frequency pure tone ITDs of 1,400 Hz (Brughera et al., 2013) and the threshold 

of 20 µs for low-frequency pure tone ITDs (Thavam & Dietz, 2019). 

Besides psychometric studies on humans, numerous studies on animals have shown 

neuronal ITD sensitivity to CIs. Several electrophysiological studies on cats and rabbits have 

focused on ITD detection with CIs in the auditory cortex (Tillein et al., 2010, 2016) and IC 

(Buck et al., 2021; Chung et al., 2016, 2019; Hancock et al., 2010, 2012; Rosskothen-Kuhl et 

al., 2021; Smith & Delgutte, 2007; Vollmer, 2018). Smith and Delgutte (2007) have found 

that cells in the IC of acutely deafened cats are sensitive to ITDs, although their sensitivity 

differs from that of animals with normal hearing, with some neurons exhibiting lower 

dynamic ranges of ITD sensitivity. Additionally, ITD sensitivity was shown to decrease with 

an increase in the pulse rate, achieving the best ITD sensitivity at pulse rates below 100 Hz. 

ITD sensitivity ranged from 10 to 200 pps (Hancock et al., 2010; Smith & Delgutte, 2007). 

Even though the rate limits in animal studies are lower than those observed in human studies, 

these results are still more closely comparable to envelope ITD sensitivity in CI patients and 

individuals with normal hearing than to those findings regarding low-frequency pure-tone 

ITDs.  

Some studies of the auditory cortex and IC have focused on the influence of congenital 

deafness on ITD sensitivity to CI stimulation, discovering reduced ITD sensitivity compared 

with control subjects with experience of hearing (Hancock et al., 2010; Tillein et al., 2010, 

2016). Nevertheless, Rosskothen-Kuhl et al. (2021) conclude that poor ITD detection in CI 

patients is more likely attributable to technical or treatment limitations rather than 

developmental auditory deprivation.  

 In summary, these studies do not provide a clear understanding of the actual 

computations that enable ITD processing during electric stimulation, or of the reason why CI 

users perform worse than individuals with normal hearing. We have yet to investigate how 

electrical ITDs are processed in the brainstem—the original site of ITD detection and 

encoding—with bilateral CIs and how this compares to acoustic ITD processing. This would 

allow us to determine to what extent differences in neural processing occur during the initial 

computation of ITDs in the brainstem or during downstream processing at higher areas (such 

as the IC and cortex). 

 

1.11 Cue Reweighting  
Plasticity can result in cue reweighting, whereby CI patients, due to the absence of 

available ITD cues, adapt and primarily depend on ILD cues for sound source localization. 
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This adaptation phenomenon is particularly evident in patients with unilateral hearing 

loss during adulthood (Agterberg et al., 2012; Kacelnik et al., 2006; Kumpik et al., 2010) or 

development (Keating et al., 2013; Newton, 1983). In such cases, individuals typically learn 

to rely on monaural spectral cues to localize sounds in the horizontal plane due to the absence 

of accessible binaural cues.  

This recalibration of cues persists even after patients receive bilateral CIs, theoretically 

granting them access to binaural cues (Kral, 2017). However, because the neural pathways 

responsible for processing monaural spectral cues have become more prominent than those 

dedicated to detecting binaural cues (Keating et al., 2013), patients require training to 

overcome this neural remapping. 

Binaural cues are present in individuals with bilateral CIs, and these cues can be 

transmitted to the brain. However, the selected stimulation approach for cochlear implants, 

specifically continuous interleaved sampling (CIS), primarily prioritizes the encoding of 

sound envelopes, which results in the omission of the TFS and the fundamental frequency of 

the auditory signal (Ricketts & Kan, 2021).  

Additionally, it is worth noting that the current CIS stimulation strategy is constrained 

to high pulse rates of 1,000 pulses per second (pps) or greater, as reported by Laback et al. 

(2015). This limitation makes the prospect of detecting low-frequency, fine structure ITDs at 

the MSO level appear unlikely. Moreover, attempts to incorporate a fine structure coding 

strategy into the cochlear implant’s speech processor have not yielded improvements in the 

processing of fine-structure ITDs in real-world situations (Fischer et al., 2021).  

Considering these findings, and recognizing the limitations imposed by the technical 

aspects of CI surgery, which tend to predominantly activate the high-frequency area of the 

cochlea, we formulate a hypothesis suggesting that the low-frequency cells within the MSO, 

responsible for detecting low-frequency fine structure ITDs, may not receive significant 

stimulation from CIs.  

An absence of TFS preservation in the stimulation has the potential to hinder the 

effective use of ITDs as a cue for sound localization among CI users. Furthermore, it may 

contribute to a gradual decline in ITD sensitivity among CI users over time, since the ITD 

information derived from temporal fine structure lacks the consistency necessary to serve as a 

reliable spatial location cue. 

Given that the present CIS stimulation strategy and the limitations inherent to CI 

implantation are geared towards enhancing the perception of envelope-based ITDs, CI users 

adjust to these altered cues and primarily rely on envelope information for ITD detection.  
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As mentioned in section 1.9.3, research has shown that, in addition to their sensitivity 

to ILD, the cells within the LSO have the capability to detect interaural time differences 

arising from envelope ITDs in high-frequency stimuli (Finlayson & Caspary, 1991). 

Furthermore, studies involving gerbils have provided evidence that the LSO exhibits 

sensitivity to ITDs conveyed through click trains (Beiderbeck et al., 2018), further 

substantiating the notion that CIs predominantly activate the LSO.  

As a result, we and other researchers (Dietz et al., 2016; Hu et al., 2022) put forward 

the proposition that CI users predominantly interpret envelope-based ITDs within the LSO 

rather than relying on the MSO.  

 

1.12 Thesis Motivation  
While the CI remains the most successful implantable electronic device, restoring 

hearing and enriching the lives of people who have hearing loss, it is still unable to provide a 

full range of solid ITD cues to all its patients. These cues are crucial for sound source 

localization and understanding speech in a noisy environment. Solving this deficit by 

understanding the neuronal processing of the electrical input to the auditory brainstem and 

then using this knowledge to enhance the speech processors is the next necessary step in CI 

research. In particular, we want to understand how the brain encodes the electrical inputs of 

the BCs in the AVCN and the cells of the MNTB and, by acquiring that knowledge, propose 

new ideas on how CI users can improve ITD detection.  

This thesis concerns the differences between electrical and acoustic stimulation of the 

auditory brainstem, notably the inputs to the LSO and its influence on ITD processing in the 

LSO.  

Preceding the investigation of the neuronal processing of electrical inputs, it was 

essential to establish two methods as a crucial goal of this thesis. First, we developed a 

surgical technique for CI implantation in gerbils. Second, we aimed to provide a histological 

verification of the location of the implant within the cochlea.  

As such, the results of this thesis are organized into four parts. Each part is built on the 

results and outcome of the previous one. The first part corresponds to the establishment of CI 

implantation in gerbils, the second part focuses on the development of histological analyzes, 

the third part comprises physiological extracellular recordings in the auditory brainstem, and 

the fourth and final part aims at establishing an LSO model based on our in vivo recordings.  
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2 Methods and Materials 
As explained in the previous chapter, two experimental methods were developed to 

pursue the central aims of this thesis. The first comprises a surgical technique for CI 

implantation in gerbils. The second experimental approach aimed to validate the implant’s 

positioning within the cochlea through histological means, utilizing Technovit® 9100. 

Throughout the experiment, the animal subjects were placed under anesthesia. Each 

experiment followed a specific protocol, which is outlined in Table 1.  

The acoustic experiments involved six distinct steps and lasted approximately 8–9.5 

hours. The electrical recordings comprised 11 steps, and consequently their duration was 

longer, approximately 11–13 hours. For detailed information about the duration of each step 

in the experiments, refer to the Table 1 “Scheme of the acoustic and electrical recordings”.  

The following section provides a step-by-step explanation of each experiment and 

provides insights into the animal model used. 

 
Table 1: Scheme of the acoustic and electrical recordings.  
The left section of the table presents the process and duration of the acoustic recordings, while the right section 
details the steps and duration of the electrical recordings. The acoustic recordings extended for a duration of 9.5 
hours, whereas the electrical recordings persisted for 13 hours. In contrast to the 6 steps involved in the acoustic 
recordings, the electrical recordings comprised 11 steps. 
 
Steps acoustic recordings Time 

(min) 

electrical recordings Time 

(min) 

1 Anesthesia 45 Anesthesia 45 

2 Placing of the headpin 15 ABR recording 30 

3 Craniotomy 30 Placing of the headpin 15 

4 Stereotaxis 90 Surgical preparation for the CI implantation 30 

5 Recordings 360 Deafening of the animal 90 

6 Euthanasia 30 ABR recording 30 

7   CI implantation 30 

8   Craniotomy 30 

9   Stereotaxis 90 

10   Recordings 360 

11   Euthanasia 30 

Total  

(hour) 

 9,5  13 
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2.1 Animals 
All experiments complied with the German animal welfare law (55.2-1-54-2532-53-

2015) and were performed on Mongolian gerbils (Meriones unguiculatus). The animals were 

housed in Tecniplast Type 4 cages measuring 610 x 435 x 215 mm, equipped with wooden 

chippings, wooden wool, and a shelter for retreat. Each cage accommodated a maximum of 

five animals. Environmental conditions were regulated at 23°C ± 2°C and 50% ± 10% 

humidity, and the animals were subjected to a 12-hour dark/light cycle. 

For this study, it was essential to pick an animal model that reflects a human’s low and 

high-frequency hearing range. Compared with other rodents, which mostly rely on high 

frequencies, Mongolian gerbils can process both low and high frequencies ranging between 

0.1 and 60 kHz (Ryan, 1998). Mongolian gerbils are the only rodents that use low-frequency 

sounds to process ITDs and ILDs (Grothe & Pecka, 2014).  

Additionally, it was essential to have convenient access to the cochlea. The bony bulla 

of the adult Mongolian gerbil is very prominent and makes an effortless CI implantation 

possible.  

Adult animals (at least 3–7 months) of either sex weighing 60–100g were used for 

recording and implantation sessions. Choosing adult animals, we took into consideration that 

sound localization (Franzen et al., 2020; Seidl & Grothe, 2005), hearing ability (McFadden et 

al., 1996), and energy metabolism (Trattner et al., 2013) mature after the onset of hearing. In 

addition, other studies have proved that the cardiovascular system of these animals can endure 

prolonged anesthesia (Pecka et al., 2007, 2008, 2010).  

It was also noted that animals older than two years can experience a decrease in 

hearing threshold and capacity (Mills et al., 1990). Accordingly, the age of the animals used 

in this study ranged from three months to two years.  

 

2.2 Anesthesia 
 The anesthesia protocol used included general anesthesia and pain management both 

prior to and during the surgical procedure. 

 Thirty minutes before surgery, the animal was given a subcutaneous injection of a non-

steroidal analgesic (pain relief) anti-inflammatory drug (Metacam® 1.5 mg/ml oral 

suspension, Boehringer Ingelheim Vetmedica GmbH, Ingelheim, 0.2 mg/kg) to substitute the 

analgesic effect of the ketamine used in the anesthesia. Ketamine is classified as a dissociative 

anesthetic, yet it has applications in pain management as well. Besides Metacam, local 
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anesthetics (Xylocain® Dental Pumpspray, 50ml, Astra Zeneca Gmbh, Wedel) were required 

to sedate the muscles and neighboring tissue prior to implanting the head pin and the CI. 

 To achieve anesthetization, the animal was injected intraperitoneally (0.5 ml/100 g body 

weight) with a solution of ketamine (20%) and xylazine (2%) diluted in 0.9% NaCl (Ketamin 

10% Injektionslösung für Hunde und Katzen [injcection solution for dogs and cats], 100 

mg/ml, MEDISTAR Arzneimittelvertrieb GmbH, Ascheberg, 50 mg/kg; Rompun® 2% 

Injektionslösung, 20 mg/ml, Bayer AG, Leverkusen, 2mg/kg). The combination of ketamine 

and xylazine is frequently employed as anesthetic agents for animals, commonly known as 

“Ketamine-Xylazine anesthesia.” These two medications collaborate to bring about a state of 

unconsciousness and analgesia during medical procedures or surgical interventions in 

veterinary practice. Ketamine functions as a dissociative anesthetic, inducing a trance-like 

state, while xylazine serves as an alpha-2 adrenergic agonist, delivering sedation and muscle 

relaxation. 

To sustain general anesthetic levels, the animal was regularly given the above-

mentioned mixture of ketamine and xylazine via a micro-pump (Univentor 801 Syringe 

Pump, Univentor, France) with a flow rate of 1.7 μl per minute for every 70g of the animal’s 

weight throughout the experiment. In the event of necessity, one-third of the original ketamine 

and xylazine dose was administered to the animal again. 

 The animal was considered anesthetized if it showed no eye-blink reflex, slight rotation 

of the bulbus oculi, positive corneal reflex, and lack of leg withdrawal reflex.  

 Throughout the implantation and recording sessions, anesthesia was supervised by 

monitoring parameters such as temperature (via a rectal probe), heart rate (EKG), breathing 

rate, pulse, and oxygen levels (using the Pulsoxymeter LifeSense® VET Portable 

Capnography and Pulse Oximetry Monitor, Nonin Medical, Inc., Plymouth, USA). The rectal 

probe and a heating pad were used to ensure the body temperature was maintained at 37°C. 

These parameters were monitored consistently to ensure that anesthesia levels were both 

secure and stable. 

 

2.3 Placing of the Headpin 
Upon confirming the correct level of anesthesia, the process began with the placing of 

the headpin. This step was necessary to assure a constant, secure head alignment in the 

electrophysiological recording setup for craniotomy, stereotaxy, and recordings. 

First, a sterile surgical setting was created. An electric razor was used to shave the 

head and post-auricular implantation side of the animal and the area was then cleaned with 
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sodium chloride (NaCl). Subsequently, cuts were made bilaterally on either side of the tragus 

to ensure it could be folded. The folding of the tragus enabled visual control of the ear canal 

and the tympanum. Removing the tragus also allowed the headphones to be placed close to 

the eardrums, to ensure adequate acoustic hearing measurements. Exclusion of animals from 

the study was necessary if ear canals were plugged or eardrums were inflamed.  

Afterward, the skin and tissue on top of the skull were removed and a local anesthetic 

was administered to sedate the bone. Following a five-minute period of local anesthesia, the 

tissue rostral to the bregma was removed using a raspatory. The bone tissue had to be eroded 

with phosphoric acid (Etch 35 gel) in order to enable a strong bond between the headpin and 

the skull. Restricting the exposure time of phosphoric acid to 30 seconds prevented further 

damage to the bone. After that, adhesive glue (Bond) was applied to the roughened portion of 

the skull and dried with ultraviolet light (UV).  

The last part of the process involved attaching the UV-hardening plastic component 

(known as a charisma) above the adhesive glue, putting the pin in the charisma, and ensuring 

that the transverse bar of the pin was orthogonal to the skull. To complete the procedure, this 

construction was treated with UV light in three 40-second intervals. Following confirmation 

of the headpin’s secure attachment, the animal was either deemed ready to undergo the CI 

implantation or taken to the acoustic chamber for additional preparatory steps. 

The following chapters, 2.4–2.7, differ from the preparations for the acoustic 

experiments. They describe the preparatory steps taken for the electrical recordings, including 

the implantation of the CI.  

 

2.4 Surgical Preparation for the Cochlear Implant 
 First, the postauricular area of the Mongolian gerbil was shaved and disinfected. Then 

the correct position of the surgical incision was identified by palpation of the tympanic bulla.  

 The initial curvilinear cutaneous incision, ranging from 2 to 3 cm, removed the 

superficial and deep skin layer. The correct position for the incision was 3 mm behind the 

pinna attachment; this was carried out with a disposable scalpel. Following this incision, the 

skin was retracted with a retractor, and the musculus auricularis superior and posterior 

(splenius capitis and cervicoauricularis) were incised with fine scissors (Risoud et al., 2016).  

 After the second incision, the retractor was repositioned to retract the muscles and the 

skin. The musculus temporalis was incised, after which the bony wall of bulla tympanica 

became visible. The retractor was then repositioned, and the rest of the muscles were removed 

from the bony wall of the bulla tympanica with a raspatory.  
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 The bulla tympanica consists of a thin wall of bone and two thicker pillars. The septum 

superioris and the septum inferioris separate the bulla tympanica into three parts (epibullar, 

mediobullar, and hypobullar) (Risoud et al., 2016). The mediobullar part was opened with a 

drill, allowing it to impact the bony bulla wall with minor force. The tiny opening made it 

possible to identify the stapes, the stapedial artery, and the fenestra cochleae.  

 Since all the animals were deafened before the implantation (see following chapter 2.5), 

any noise damage created by the drill was considered acceptable. As the specific architecture 

of the dorsal part of the round window niche and the round window membrane prevent access 

to the round window, drilling needed to extract the dorsal section. Consequently, after 

accessing the bulla tympanica, sections of the round window niche were removed using the 

same drill. Careful attention was given to this process since the round window niche is 

situated near the stapedial artery.  

 The round window membrane was subsequently detached using a Bonn micro probe 

angled at 45 degrees. The final step supported the exact placement of the CI and the 

GELoader® tip (Eppendorf) needed for deafening. 

 

2.5 Deafening 
 Most patients granted a CI are either deaf or suffer from severe to profound hearing 

loss. Our goal was to imitate the physiological state of deafness in the animal model. To 

guarantee there was no electrical stimulation of the hair cells, our animals were acutely 

deafened before the electrophysiological recordings. To meet this goal, the cochlea of the 

animal was treated with neomycin.  

 Neomycin belongs to the family of aminoglycoside antibiotics and has ototoxic effects, 

which are still not fully understood. Aminoglycoside combines with iron ions and membrane 

lipids to form complexes that generate oxidative radicals. These radicals enhance oxidative 

stress and may lead to apoptosis of the outer hair cells (Huth et al., 2011; Kranzer et al., 

2015).  

 First, the perilymph of the scala tympani had to be replaced with neomycin. The 

successful completion of this task was enabled by inserting the GELoader® (20yl, Eppendorf) 

at the opening of the scala tympani through the round window and drawing off the fluid. The 

extraction of this perilymph and flushing of the scala tympani with neomycin sulfate 

(60mg/ml in NaCl) was done with great care and precision to avoid any harm to cochlea 

structures. The scala tympani was flushed for five minutes in total.  
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 This process was iterated every 10 minutes over a span of 90 minutes. Subsequently, 

the neomycin was removed and the scala tympani was cleansed with a ringer solution to 

counter any neurotoxic effects on the spiral ganglia cells.  

 

2.6 Auditory Brainstem Response Recordings 
To evaluate the impact of the deafening technique on the animal’s hearing sensitivity, 

an auditory brainstem response (ABR) was carried out (Figure 7). In this experiment, the ear 

was exposed to broadband clicks (Figure 7 a, 7 b) or high-frequency pure tones (Figure 7 c).  

Our CIs were specifically designed to stimulate the basal high-frequency region of the 

cochlea, which means no low-frequency pure tones were used to determine if the animals 

were deaf. As click trains are frequently used for electrical stimulation in CIs, they were 

selected as our preferred approach for evaluating deafening, as well as for both electrical and 

acoustical stimulation in this study (refer to chapter 2.10).  

ABR recordings capture the brainstem’s auditory evoked potential, which generates 

waves corresponding to different auditory nuclei: 

 Wave I and II originate from the auditory nerve; 

 Wave III corresponds to the cochlear nucleus; 

 Wave IV is associated with the superior olivary complex; 

 Wave V correlates to the IC. 

The loudness of the speaker determines the threshold in dB at which no wave is 

elicited anymore. To ensure good recording quality, the loudspeaker (MF1 Tucker Davis 

Technologies) was calibrated regularly with a microphone, type 4938, and a preamplifier, 

type 2670 (Bruel and Kjaer).  

Prior to the recording, the animal was positioned on a heating pad regulated by the 

ATC 1000 DC Temperature Controller (World Precision Instruments) inside a double-walled 

sound-attenuated chamber (Industrial Acoustics, GmbH), which was lined with acoustic foam. 
The temperature was adjusted to 37°C in order to maintain a stable body temperature.  

The recording electrodes were then placed on the animal as follows: The reference 

electrode was subdermally placed at the vertex, the active electrode was positioned over the 

bulla, and the ground electrode was inserted above the hindlimb. The placement of the 

loudspeakers accompanied this step. A short plastic tube extending from the loudspeaker was 

inserted into the outer ear. Finally, broadband clicks and pure tones were presented to the ear, 

and ABRs were detected.  
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Broadband clicks (0.1 ms duration, 0 ms rise/fall time) and pure tones of 28, 36, and 

44 kHz (5 ms duration, 1 ms rise/fall time) were produced with Spike software (Brandon 

Warren, University of Washington, Seattle, WA; pre-amp gain: 20; additional gain: 0 dB) and 

played at a rate of 50/s. The auditory stimulus was transferred to the RZ6 Multi I/O Processor 

(TDT) and passed on to the loudspeakers. The RA16 PA 16 Channel Medusa preamplifier 

(TDT) and RZ6 Multi I/O Processor detected ABR waveforms.  

After 1,000 repetitions for each frequency and intensity, the average of these ABR 

recordings was calculated. A hearing threshold above 70 dB, determined by ABR, indicated 

that the deafening procedure was successful (Figure 7 a).  
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Figure 7: Example of ABR recordings used to verify deafening.  
(a) Click-evoked ABR recordings ranging from 40 to 90 dB SPL in a deafened animal (DA) following the 
administration of the ototoxic drug neomycin; (b) ABR recordings in a normal-hearing animal (NH) from 10 to 
60 dB SPL in response to click stimuli; (c) High-frequency pure tone ABR recordings at 90 dB in deafened 
animals (DAH). The red circle indicates the hearing threshold for both normal hearing and deafened animals. No 
threshold could be detected for high-frequency pure tones. 
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2.7 CI Implantation 

 

 
Figure 8: Cochlear implant  
5-pin connector (A) and electrode array (B) with a black marker, an apical and basal electrode contact at the free 
end of the implant (C) (MED-EL Elektromedizinische Geräte GmbH, Innsbruck, S. Schilp). 
 

The CIs used in this study, for either guinea pigs or Mongolian gerbils, were 

manufactured by MED-EL. Each implant consists of a connector, an electrode array, a black 

marker, and two electrodes at the end of the implant for stimulation (Figure 8).  

 Chapter 2.4 provides a detailed account of the initial procedural steps, which involve 

shaving, cleaning, making an incision in the skin and muscle, as well as accessing the bulla 

and removing the round window niche and membrane. In this chapter, the focus is on 

describing the insertion of the CI into the scala tympani of the cochlea (Figure 9), as well as 

its fixation. 

   

 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9: Cross-section of the cochlea illustration the placing of the CI within the scala tympani. 
In the middle of the cross-section, the scala media becomes visible. This houses the organ of Corti, featuring 
three rows of outer hair cells (OHCs), one row of inner hair cells (IHCs), and the tectorial membrane. The 
yellow color represents the auditory nerve responsible for transmitting APs to the brain. Adapted from Purves et 
al. (2001). 
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In order to secure the implanted wire in the adjacent tissue, a peripheral venous 

catheter was employed to puncture the musculus auricularis posterior and musculus trapezius 

pars thoracica, guiding it towards the epibullar part of the bony bulla wall. Subsequently, the 

CI was fed through the peripheral venous catheter towards the round window. Once the 

peripheral venous catheter was removed, the CI was firmly anchored within the surrounding 

muscles. Finally, the device was inserted through the round window and carefully positioned 

within the scala tympani. 

To avoid any displacement of the CI, the part of the wire that meets the septum 

superioris was securely bonded (using Histoacryl®) to the bony bully wall once the CI was 

fully inserted into the scala tympani and the desired position was achieved. Finally, the plug 

of the CI was placed on the back of the animal. To secure the remaining section of the wire 

between the muscle entry point and the plug, a skin suture was utilized to hold it in place. The 

knot of the suture was deliberately tied loosely to avoid damaging the metal wires. 

 

2.8 Craniotomy and Stereotaxis 
Recordings of the AVCN, MNTB, and LSO utilized the same hardware and were all 

conducted using an identical setup. For more information on the LSO recordings with 

acoustic stimuli, refer to the study by Beiderbeck et al. (2018).  

Acoustic and electrical recordings had the following step in common. After the CI was 

implanted or the headpin placed (in the case of acoustic experiments), the animal was 

positioned on a custom-made stereotactic setup inside a sound-attenuated chamber. A 

thermostatically controlled heating pad (Fine Science Tools GmbH) maintained a temperature 

of 37.5°C to ensure comfort and stability during the procedure. Body temperature was 

monitored using a rectal probe, and the head was fixed with the headpin placed inside a metal 

rod.  

Since reference and recording electrodes were placed inside the brain, we had to gain 

access to the tissue and perform a craniotomy and durotomy. The reference electrode was 

positioned within a small craniotomy located between bregma and lambda. The drilling for 

the recording electrode’s craniotomy and durotomy was carried out behind the sinus 

transversus, situated laterally to the midline. The specific lateral position depended on the 

auditory nuclei. Finally, the head of the animal had to be stereotactically aligned to lambda. 

The stereotactic alignment was essential to determine and reproduce the location of the 

auditory nuclei during every recording session.  
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Throughout the recording sessions, the surface of the brain was coated with a 

physiological NaCl solution (0.9%) to keep the superficial brain tissue healthy. Dry tissue 

would have led to necrosis and breaking of the tips of the recording electrodes.  

 

2.9 In Vivo Electrophysiology 
 

 
 
Figure 10: In vivo electrophysiology. 
Sagittal plane representation of the Mongolian gerbil’s auditory brainstem to illustrate the in vivo 
electrophysiological activity within specific auditory nuclei (the AVCN, MNTB, and LSO). The insertion of the 
tip of the glass electrode into the brain (specifically, the AVCN, the MNTB, or the LSO) allowed for the 
recording of APs. The glass electrode used for recording contained 5 units/µl of horseradish peroxidase. Taken 
from Müller et al. (2023). 
 
 APs were registered using a glass electrode containing horseradish peroxidase (Sigma-

Aldrich Corp.) at a concentration of 5 units/µl, which was diluted in a 10% NaCl solution. As 

a result, the tip resistance ranged from 8 to 12 MOhm. The extracellular neuronal signal was 

recorded and underwent pre-amplification (Electro 705, World Precision Instruments), 

amplification (TOE 7607, Toellner Electronic), and filtering (Hum Bug Noise Eliminator, 

Quest Scientific Instruments Inc.). 

Upon performing stereotaxis, the tip of the glass electrode was gently inserted into the 

brain at a 20-degree angle, facilitated by a motorized micromanipulator (Inchworm controller 

8200, EXFO Burleigh Products Group) (Figure 10).  

 While employing Audiospike (HörTech GmbH), the extracellular neuronal signal was 

recorded, then subjected to pre-amplification (Electro 705, World Precision Instruments) and 

filtering using the Hum Bug Noise Eliminator from Quest Scientific Instruments Inc. After 

filtering, the recorded signal was transferred to a digital computer with a real-time processor 

(RP2, Tucker Davis Technologies Inc.) or via a sound card interface (Fireface UFX, RME-

Audio).  
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 Finally, Brain Ware (Jan Schnupp, Tucker Davis Technologies Inc.) or Audiospike 

(HörTech GmbH) were used to record and analyze the data. These software programs allow 

visual inspection of the recorded signal as well as online and offline spike sorting. 

During the experimental phase, the initial recording and stimulation setup, consisting of 

Tucker Davis Technologies Inc. and Brainware, was replaced with a combination of 

Audiospike and an Audio Interface (RME fireface ufx II). Hence, from 2015 to 2018, Tucker 

Davis/Brainware was used; from the beginning of May 2018, Audiospike/Audio Interface was 

utilized. 

 

2.10 Stimulus Generation 
During the preparatory phase of the experiment, the stimuli applied during recording 

sessions differed between CI experiments and acoustic recordings. Electrical biphasic click 

stimuli were used during CI experiments, while acoustic recordings were performed using 

acoustic monophasic click stimuli. 

Given that the LSO in gerbils can detect ITDs in click trains (Beiderbeck et al., 2018), 

and considering that CIs function by delivering electronic biphasic pulses resembling clicks to 

stimulate the auditory nerve, we opted to use acoustic clicks to imitate CI stimulation, rather 

than using pure tone stimulation. Additionally, the use of click trains enabled us to scrutinize 

the impact of each individual event within the ICIs. This approach allowed to explore how the 

LSO responses to changes in timing of the electrical click train. 

To investigate this, we employed a model to assess the electrical ITD sensitivity of 

LSO cells. This approach aimed to test whether the activation of LSO cells was indicative of 

the primary source of ITD information for CI users, further shedding light on the role of the 

LSO versus that of the MSO in processing ITDs in this context. 

During the experimental phase, both acoustic and electric stimulation were generated 

either using MATLAB and Tucker Davis Technologies Inc. or MATLAB and Audiospike 

(HörTech). 
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2.10.1 Acoustic Stimulation  

Acoustic stimuli spanning the frequency range of 15 kHz to 90 kHz were digitally 

created using MATLAB (MathWorks) and then converted to an analog signal using an RX6 

device from Tucker Davis Technologies Inc. The sampling rate used was 192 kHz. The 

signals were further attenuated using a PA5 device from the same company before being 

delivered to the headphones. 

Utilizing Audiospike (HörTech), acoustic stimuli covering a range from 0.1 kHz to 90 

kHz were generated digitally using MATLAB (MathWorks). Subsequently, these stimuli 

were converted to an analog signal through a sound card (Fireface UFX, RME, Audio AG) 

operating at a sampling rate of 192 kHz. Audiospike (HörTech) was employed to control 

stimulus presentation. The headphones used for both setups were the Etymotic er-4 micropro. 

White noise bursts with a duration of 200 ms and rise/fall times of 5 ms were delivered 

through the headphones. These bursts were presented either to the ipsilateral ear, targeting the 

cochlear nucleus, or to the contralateral ear, targeting the MNTB. Once a neuron was 

detected, audio-visual methods were utilized to determine its characteristic frequency (CF) in 

response to pure tones, as well as its thresholds for pure tones and broadband stimuli. Neurons 

typically exhibit the highest sensitivity within a specific narrow frequency range. The CF 

represents the frequency to which the neuron responds with the lowest threshold, indicating 

its utmost sensitivity to that particular frequency.  

Afterward, a series of six clicks, each with a duration of 50 μs, was presented in a 

pseudo-randomized order at five different ICIs of 5, 4, 3, 2, and 1 ms (Figure 11 a, c). The 

repetition rate for this click train was 20.  

Apart from the click train and the audiovisual assessment of neurons, two additional 

recordings were taken, namely the frequency response area (FRA) and the PSTH. The FRA 

served to map the neuronal response to various frequencies and attenuations, graphically 

determining the neuron’s CF and threshold. As described in chapter 1.8, the PSTH and the 

pre-potential together facilitate the differentiation of cell types in the cochlear nucleus (Figure 

11 b) and the identification of cells in the MNTB (Figure 11 d). 
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Figure 11: Examples of acoustic stimulated and recorded cells. 
Figures (a) and (b) show raw data of one BC; (c) and (d) show raw data of one MNTB principal cell; (a) and (c) 
show raw recording trace of AP in response to the acoustic click train consisting of six clicks; (b) and (d) show 
average spike waveform of the recorded cells (a) and (c). The black circle indicates the pre-potential. 
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2.10.2 Electrical Stimulation  

 

 

 

 

 

 

 

 

 

 

Electrical stimuli were created using digital means—MATLAB (MathWorks) or 

Audiospike (HörTech GmbH)—and then either converted to an analog signal using an RX6 

device from Tucker Davis Technologies Inc., or transferred to an audio interface, specifically 

the RME Fireface UFX II. Subsequently, these stimuli were directed to a voltage-to-current 

converter (ICS5, Thomas Wulf Elektronik) and delivered via a CI manufactured by MED-EL 

(Figure 12). The stimulation current varied from 0.11–0.49 milliampere. 

To begin the experiment, a search stimulus was employed, consisting of a click train 

with a single click duration of 110 μs (with anodic and cathodic phases of 50 μs each and an 

interphase of 10 μs), presented at an ICI of 5 ms. When neuronal spikes were detected in 

response to this stimulus, the electrical threshold of the neuron was determined visually. 

Subsequently, a sequence of six clicks, each lasting 110 μs (comprising anodic and 

cathodic phases of 50 μs each, and an interphase of 10 μs), was delivered in a pseudo-

randomized manner, covering five distinct ICIs of 5, 4, 3, 2, and 1 ms. These click trains were 

delivered to either the ipsilateral or contralateral ear (Figure 13 a, c). 

During electrical stimulation, strong electrical artefacts were observed (Figure 13 a, c). 

To focus solely on analyzing the spike waveforms and spike times resulting from the 

electrical stimulation, the artifacts were removed from the raw data traces. This was achieved 

by zeroing the amplitude values, typically within a range of +/-10 samples centered on the 

artifact peak, during the analysis process using MATLAB. 

 

 
Figure 12: Electrical stimulation of the Mongolian Gerbil’s Cochlea. 
Digital electrical stimuli were initially produced (A) and then routed either to the RX6 (Tucker Davis Technologies 
Inc.) or an Audio Interface (RME Fireface UFX II) (B). Subsequently, these stimuli were channeled into a voltage-
to-current converter (ICS5, Thomas Wulf Elektronik) (C) before being transmitted to a cochlear implant (CI), 
produced by MED-EL (D). This implant was surgically placed within the scala tympani of a Mongolian Gerbil (E). 

A                                     B                           C                                            D                                 E 
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Figure 13: Examples of electrical stimulated and recorded cells. 
Figures (a) and (b) show raw data of one BC; (c) and (d) show raw data of one MNTB principal cell; (a) and (c) 
show raw recording trace of AP in response to the electrical click train consisting of six clicks; (b) and (d) show 
the average spike waveform of the recorded cells (a) and (c). Green depicts the stimulation artifact; orange 
represents the AP.  
 

2.11 Acoustic and Electrical Model 
Technical limitations prevented us from conducting CI recordings in the LSO. As this 

thesis focuses on the electrical ITD sensitivity in the LSO and the influence of electrical 

stimulation on the inputs to the LSO, we employed a computational model. Dr. Hongmei Hu 

and Prof. Mathias Dietz from the University of Oldenburg produced the model’s data. 

The model framework was adapted from Klug et al. (2020). It displays, in principle, 

two combined models: 

1. A coincidence-counting model of the LSO for binaural excitatory-inhibitory (EI) 

interaction.  

2. An acoustic or electrical auditory periphery model of the auditory nerve. 

The periphery model used by Bruce et al. (2018) functioned as the basis for the 

acoustically stimulated auditory nerve. This model replicates the middle ear, the cochlea, and 

the auditory nerve and receives input via a pressure waveform. The output is produced by a 

spike generator that transfers a series of auditory nerve spikes.  
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Most of the model parameters we adopted are analogous to Bruce et al. (2018) and 

Zilany et al. (2009, 2014). However, the intensity of the parameters of the auditory nerve was 

changed to 50/60 dB SPL to better mimic the excitatory input (50 dB SP) and inhibitory input 

(60 dB SPL) to the LSO.   

The electrical auditory nerve model is based on the work of Hamacher (2004) and 

comprises four stages: cell membrane, membrane noise, refractory period, and latency and 

jitter. The model did not implement tonotopy and adaptation, and every auditory nerve had 

the same threshold input level. As for the acoustic periphery model, most of the parameters 

used by Fredelake and Hohmann (2012) and Hamacher (2004) were kept unchanged. 

Nevertheless, the auditory nerve mean and standard deviation of latency and jitter were 

modified to reflect the findings from the AVCN and MNTB physiological recordings. It is 

important to state that the acoustic and electrical periphery models do not include a cochlear 

nucleus or MNTB stage. As described above, we had to adapt the parameters of the auditory 

nerve to fit the output of the cochlear nucleus and MNTB.  

The binaural integration stage incorporated the model framework from Klug et al. 

(2020), while retaining the original parameters of the coincidence-counting LSO model by 

Ashida et al. (2016). This model encompasses a wide array of stimulus classes and effectively 

replicates the characteristic response properties of LSO neurons (Hu et al., 2022; Klug et al., 

2020). 

Inhibitory inputs are provided by contralateral auditory nerve fibers, while excitatory 

synaptic inputs are provided by ipsilateral auditory nerve fibers. The rectangular inhibitory 

window (Winh) and the rectangular excitatory coincidence window were set to 1.6 ms and 0.8 

ms, respectively, using the default settings of Ashida et al. (2016). Detailed parameter 

settings, as well as a description of the models, can be found in Bruce et al. (2018), Fredelake 

and Hohmann (2012), Hamacher (2004), Hu et al. (2022), Klug et al. (2020) and in Zilany et 

al. (2009, 2014). 

A set of six digital rectangular clicks, each with a duration of 50 µs, was created at a 

sample rate of 100 kHz and employed as input for the acoustic auditory nerve model. 

Conversely, for the electrical auditory nerve model, six biphasic constant-amplitude pulse 

trains (with cathodic/anodic phases of 50 µs each) served as the input. Five different ICIs (5, 

4, 3, 2, and 1 ms) were tested for each condition, at varying presentation levels, over 200 

repetitions, and the results were recorded. 
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2.12 Histology with Diaminobenzidine  
 At the conclusion of the experiment, to confirm the recording site, iontophoretic 

administration of horseradish peroxidase (HRP) was carried out through the recording 

electrode by applying a current of 1 µA for a duration of 8 minutes. In some instances, no 

distinct HRP staining was found, and the identification of the recording site therefore 

depended on either tracing the path of the recording electrode or detecting a pre-potential 

(Figure 11 b, d) in the waveform of the recorded action potential. 

 After administering HRP, an intraperitoneal injection of a lethal dose of narcoren 

(Pentobarbital 500 mg/kg) was given. A needle was injected into the left ventricle when the 

heart stopped beating, while the right atrium was cut open. The animal underwent perfusion 

with a solution consisting of Ringer’s solution containing NaCl (0.9%), heparin (100 µl), and 

five mM phosphate-buffered saline (PBS) in H2O for a duration of 10 minutes. This was 

followed by perfusion with 4% paraformaldehyde (PFA in PBS pH 7.4) for an additional 10–

25 minutes. Subsequently, the brain was extracted and put into 4% PFA for 1–2 days at 4°C. 

Afterward, the brain underwent three 10-minute washes in PBS (0.02 M) and was embedded 

in 4% agarose. Coronal brain slices of 50–80 µm thickness were produced using a vibratome.  

 Taking a diaminobenzidine (DAB) substrate kit (Vector Laboratories, Inc.), the brain 

was stained against HRP. Adding DAB leads to the oxidation of HRP, resulting in a brown 

precipitate at the administered location of HRP. The brown marking spot can be visualized 

using light microscopy (Figure 14). 

Figure 14: Example verification of the recording site. 
In (a) the black circle demonstrates the HRP labeling of the recording site in the AVCN; with (b) showing the 
HRP labeling of the MNTB. Scale bar: 500 µm. 
 

Initially, the brain was exposed to DAB for a duration of 8 minutes. Subsequently, the 

slices underwent three 10-minute washes with distilled water and PBS. Following the washes, 
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the slices were mounted onto glass slides and left to air-dry overnight. The subsequent day, 

the slices were counter-stained with neutral red according to the following protocol: 

 

1. Neutral red     8 minutes 

2. Dest. Water     

3. 70% Ethanol 

4. 96% Ethanol 

5. 100 % Isopropanol   

6. 100 % Isopropanol    

7. Xylol I 

8. Xylol II 

9. Xylol III 

 

The solution of neutral red comprised 1 g neutral red, 4 ml acetate buffer (0,2 M) at a 

pH of 4,8 mixed with 100 ml distilled water. Ultimately, the slices were covered with glass 

objectives slides and DePeX (Serva Electrophoresis GmbH). Images of the slices were 

captured on a fluorescence microscope, and the correct recording site was verified. 

 

2.13 Histology with Technovit® 9100 
Our research aimed to evaluate both the positioning of the CI within the cochlea and 

the impact of the inserted CI on cochlear structures, specifically focusing on the density of the 

spiral ganglion. Consequently, we aimed to identify a material and accompanying technique 

that could accomplish both immunohistology and cochlea slicing without the need to remove 

the implant.  

We finally settled on Technovit® 9100 as a promising material. However, four 

different methods were initially considered, using paraffin, celloidin, resin, and frozen 

sections.  

Paraffin is widely used for embedding and slicing various tissues (Gillespie et al., 

2003; Scheper et al., 2009). Paraffin is advantageous in that it can maintain high-quality 

morphology and immunogenicity. However, its high melting temperature can cause heat-

induced trauma, which disrupts the morphology (Merchant et al., 2006).  

Every step for 2,5 minutes 
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By contrast, high-quality morphology can be achieved through celloidin (Hinojosa & 

Nelson, 2011); however, this material does not provide a stable immunohistology because 

celloidin is not completely removed from the tissue (Merchant et al., 2006).  

Resin requires high temperatures for tissue polymerization and so is also unsuitable for 

immunohistology (Ruddell, 1967). In addition, like celloidin, resin also leads to incomplete 

removal from the tissue, which adds to poor antigenicity—numerous protocols have been 

devised to enhance low antigenicity, among them the high-temperature antigen retrieval 

technique (Yamashita & Okada, 2014). However, while this yields favorable results, the 

process is lengthy and complex. 

Immunohistology commonly employs frozen sections, but their usage can cause 

morphology quality reduction due to the occurrence of freezing artifacts and crystal formation 

(Whitlon et al., 2001).  

In addition, the metal components of the electrode array prevent traditional histology 

techniques (paraffin, celloidin, resin, frozen sections) being used to slice the cochlea while the 

implant is still in place. Therefore, other histology methods were taken into account.  

Micro-grinding of the cochlea allows researchers to study the implant’s effect on 

cochlea trauma and its position. However, disadvantages including the thickness of the slices 

(200–250 µm) and the loss of inner cochlea structures (Cisneros et al., 2017; Stöver et al., 

2005) limits performance in immunohistology studies. 

As a result, we finally focused on Technovit® 9100 as a promising material. 

Technovit® 9100 is a resin-based embedding material that hardens at cold temperatures 

between -8° C and -20° C, enabling the cutting of bones. The low temperatures of the 

Technovit® 9100 protocol result in the immunoreactivity of bone sections (Yang et al., 2003). 

A recently published paper by Bako et al. (2015) on Technovit® 9100 cochlea slices shows 

highly preserved cochlea morphology and immunogenicity. Hence, this study served as an 

orientation for our Technovit® 9100 experiment. We adopted the Technovit® 9100 protocol 

by adding the CI in the scala tympani. As Technovit® 9100 is able to slice bones, it should, 

generally speaking, be able to slice electrode arrays as well.  

In the subsequent section, the methods utilized in Dick’s (2017) bachelor thesis are 

detailed. The thesis primarily concentrated on developing a histology protocol for Technovit® 

9100, with me serving as the project supervisor. Simon Dick conducted the majority of the 

practical tasks, such as staining, slicing, and analysis. I performed the CI insertion and bulla 

removal. Furthermore, I initiated and adjusted the protocols for slicing, staining, and analysis. 
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2.13.1 Technovit® 9100 Protocol 

Technovit® 9100 was tested for slicing, preservation of morphology, and three 

different staining methods: (1) Giemsa, (2) hematoxylin-eosin, and (3) epoxy tissue stain. For 

this purpose, ten Mongolian gerbils were sedated with isoflurane and injected 

intraperitoneally with pentobarbital mixed with NaCl. After death confirmation, nine animals 

were unilaterally implanted with a CI, as described in chapter 2.7. Following this procedure, 

the bulla containing the cochlea subjected to implantation, as well as the bulla containing the 

non-implanted cochlea utilized as a control sample, were both extracted. 

An incision was made, starting at the os foramen magnum, between the os 

interparietale and the os parietale. Using gentle force, the petrous bone was removed and 

placed in formalin (4%) at 4°C overnight. The following day, the petrous bone containing the 

cochlea was placed in an EDTA–citric-acid–PBS solution (0.35%) to decalcify. This process 

took between three to four days. After complete decalcification, the Technovit® 9100 

protocol started. It consisted of four different steps: (1) dehydration, (2) preinflitration, (3) 

infiltration, and (4) polymerization (Table 2).  

(1) Dehydration occurred in an ascending series of ethanol concentrations, ending in 

100% ethanol, in which xylol served as an intermedium.  

(2) Preinfiltration consisted of three steps. First, the cochlea was placed in a 1:1 

mixture of Technovit® 9100 base solution and xylol overnight at room temperature. Then the 

cochlea was added to a mixture of Technovit® 9100 base solution and hardener and kept for 

eight hours at room temperature. Afterward, the same mixture was used to further preinfiltrate 

the tissue overnight at 4°C. 

(3) Infiltration contained a 250 ml Technovit® 9100 base solution, 20 g PMMA 

powder, and 2 g hardener and lasted 24 hours at 4°C.  

(4) Two different solutions were needed for the polymerization: stem solution A and 

stem solution B. First, the cochlea was placed in midmodiolar orientation in the histoform N. 

Then both solutions were poured onto the histoform. Afterward, an exicator that produces a 

vacuum removed unwanted bubbles. This was necessary because remaining oxygen prevents 

polymerization. Next, the tissue was placed at either -16°C for 2 days or at -4°C for 4–14 days 

in a freezer. Some cochleae exhibited incomplete polymerization and needed extra time to 

harden at room temperature. At the end of this part of the procedure, the cochleae were 

blocked onto the histobloc N by pouring Technovit® 3040 onto the histoform and dried 

overnight at room temperature. 
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After complete polymerization, the histobloc was sliced with a microtome at 10 µm. 

Then, the slices were straightened with 60% Ethanol, covered with foil, put into a press, and 

left in an incubator at 37°–60° degrees overnight. During the squeezing process, we observed 

a phenomenon where sections were lost from the slices. As a result, not all of the slices could 

be assessed at first. However, upon identifying this issue, the pressure was adjusted, resulting 

in an improvement. Following these modifications, nearly all the slices could be evaluated. 

The sections were finally stained with one of the following: Giemsa, hematoxylin-

eosin (HE), or epoxy tissue stain (ETS).  

 
Table 2: Technovit® 9100 protocol.  
The process involved four specific phases: (1) dehydration, (2) preinfiltration, (3) infiltration, and (4) 
polymerization, for a total duration ranging from 8 to 18 days. 
 
Step Solution Temperature Time 

Dehydration 30% Ethanol RT 1 h 

 40% Ethanol RT 1 h 

 50% Ethanol RT 1 h 

 60% Ethanol RT 1 h 

 70% Ethanol RT Overnight  

 80% Ethanol RT 2 x 1 h 

 90% Ethanol RT 2 x 1 h 

 96% Ethanol RT 2 x 1 h 

 100% Ethanol RT 2 x 1 h 

 Xylol RT 3 x 1 h 

Preinfiltration Technovit Base solution + Xylol (1:1) RT Overnight 

 Technovit Base solution + hardener 1 RT 8 h 

 Technovit Base solution + hardener 1 4°C Overnight 

Infiltration Technovit Base solution + hardener 1 + PMMA Powder 4°C 24 h 

Polymerization Stem solution A + Stem solution B (9:1) -4°C – -16°C 4-14 days 

 
 
2.13.2 Staining 

The Giemsa and HE staining protocols were executed according to the manufacturer’s 

protocols (Table 3,Table 4). Before every staining, the use of Giemsa required producing a 

new base solution (1 ml of Giemsa + 50 ml Aqua dest.). The first four steps of the Giemsa 

and HE protocol served for deplastification.  

 

 



46 
 

Table 3: Giemsa staining protocol 
The staining procedures followed the specified guidelines outlined in the manufacturer’s Technovit 9100® 
protocols. 
 
Solution Time [min] 

Xylol 2 x 20 

2-Methoxyethylacetat 20 

Aceton 2 x 5 

Aqua dest. 2 x 5 

Giemsa-solution 30 - 40 

Aqua dest. 1 

Aceton/Xylol 95:5 10 

Aceton/Xylol 70:30  10 

Aceton/Xylol 30:70 10 

Xylol 10 

 
Table 4: Hematoxylin eosin staining protocol. 
The staining methods adhered to the prescribed instructions detailed within the manufacturer’s Technovit 9100® 
protocols. 
 
Solution Time [min] 
Xylol 2 x 20 

2-Methoxyethylacetat 20 

Aceton 2 x 5 

Aqua dest. 2 x 5 

Hematoxylin 10 

Water 2 

Eosin 5 

Aqua dest. 1 

70% Ethanol 5 

80% Ethanol 5 

96% Ethanol 5 

100% Ethanol 5 

100% Isopropanol 5 

Xylol 3x5 

 

The epoxy tissue stain (ETS) staining protocol was based on (Aescht et al., 2010) 

(Table 5). The ETS was diluted in water at a 1:5 concentration. In contrast with the other 

staining methods, the incubation of the slides took place on a heater at 42° degrees. 
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Table 5: ETS staining protocol. 
The procedure for an epoxy tissue stain (ETS) was derived from the method described by Aescht et al. (2010). 
 
Solution Time [min] 
ETS-solution 6 

Aqua dest. 2 

70 % Ethanol 0,25 

Water 2 

Xylol 3 x 10 

 

 

2.13.3 Modification of the Staining Protocols  

During the initial stages of staining, we encountered certain challenges associated with 

the adherence of tissue slices to the slides and their deterioration during deplastification. In 

addition, in some cases we needed to adjust the intensity of the staining, to gain either a 

milder or a stronger effect. Consequently, we decided to implement several modifications to 

the staining protocols: 

1. Elimination of specific steps, including the deplastification process. 

2. Incorporation of an additional coating on the slides using a mixture consisting of 2% 

ponal classic and 0.01% poly-l-lysine, in a 2:1 ratio. 

3. Alteration of the staining concentrations. 

4. Reduction or extension of the incubation times. 

A comprehensive description of the modifications implemented in the three staining 

protocols are provided below. The outcomes resulting from these modifications are presented 

afterward in Chapter 3, which provides the results of our research. 
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Giemsa modifications: 

We shortened the incubation time in the Giemsa solution from 50 to 35 minutes and 

omitted the first four steps (deplastification) of the original protocol (Table 6). 

 
Table 6: Modified Giemsa staining protocol. 

Solution Time [min] 

Giemsa-solution 35 

Aqua dest. 1 

Aceton/Xylol 95:5 10 

Aceton/Xylol 70:30  10 

Aceton/Xylol 30:70 10 

Xylol 10 

 

Hematoxylin-eosin modifications: 

The first four steps (deplastification) were withdrawn. Secondly, ethanol (70%, 96%) 

and isopropanol were removed from the protocol. Additionally, the incubation time for 

hematoxylin was increased to 15 minutes, and the incubation time for eosin was reduced to 4 

minutes (Table 7).  
Table 7: Modified hematoxylin eosin staining protocol. 

Solution Time [min] 
Hematoxylin 15 

Water 2 

Eosin 4 

Aqua dest. 1 

96% Ethanol 5 

100% Ethanol 5 

Xylol 5 
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Epoxy tissue stain (ETS) modifications: 

The modification of ETS included slight modifications. The incubation time of 

distilled water and ethanol was modified, and the ratio of the ETS solution was changed to 

1:10 (Table 8).  

 
Table 8: Modified ETS staining protocol. 

Solution Time [min] 
ETS-solution 6 

Aqua dest. 2x5 

70% Ethanol 0,25 

Water 2 

Xylol 3 x 10 

 

 
2.14 Programs and Analysis  

We utilized custom-made MATLAB programs (The MathWorks Inc.) for data analysis 

in this study. The physiological data for AVCN and MNTB were assessed by computing the 

median spike probability and jitter for every inter-click interval (ICI). Additionally, the LSO 

was examined to determine its dynamic ITD range and delta slope per dB ILD. The spike 

probability for each neuron was determined by dividing the median spike rate per trial by 6, 

corresponding to the number of pulses per trial. Jitter was calculated based on the standard 

deviation of the AP latency in relation to the eliciting click. The range between the ITDs 

which caused the maximum and minimum spike rates was termed the dynamic ITD range. 

By computing the delta slope, which is the normalized maximal and minimal spike 

rates’ difference divided by the dynamic ITD range, we evaluated the effect of ILDs on ITD 

sensitivity. We calculated the difference between the values obtained at the most positive and 

negative ILD conditions tested for each LSO neuron and then divided this difference by the 

respective ILDs. To analyze the significance across groups, we employed a non-parametric 

ANOVA test. Additionally, for assessing the statistical significance of individual ICIs, we 

used the Mann-Whitney U-test. As previously mentioned (Sakitt, 1973), the standard 

separation D is calculated as follows:  

Dn = |mun+1 – mun| / (sqrt(sigman+1 * sigman)) 

where mun+1 and mun represent the mean values of the hemispheric rate differences to two 

ITD values, and sigman+1 and sigman are their respective standard deviations. We applied a 5-
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sample moving average filter to smooth Dn. The sigma of the model responses follows a 

Poisson noise assumption. 

 MATLAB programs (The MathWorks Inc.) were employed to visualize the data. 

Figures were generated using Affinity Designer (Version 1, Serif). Statistical analysis was 

conducted using SPSS (IBM Corp. Released 2022. IBM SPSS Statistics for Windows, 

Version 29.0. Armonk, NY: IBM Corp).  

 The process of reviewing the text for grammatical and spelling errors included the 

utilization of ProWritingAid. ChatGPT was employed to rephrase my originally authored and 

formulated text, without altering the core content of the dissertation.  
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3 Results 
The research at the heart of this thesis was focused on three goals: the first was to 

establish a successful CI implantation method, while the second was to develop a successful 

electrical stimulation technique. Our third aim, to establish a histology protocol with 

Technovit® 9100, had limited success, as will be explained in the succeeding chapters.  

The analysis of the acoustic and electrical recordings, as well as the modeling results, 

will be presented in the concluding chapter. 

 

3.1 Establishment of a CI Implantation and Stimulation Process 
CI implantation is a complicated process that requires the surgeon to be highly precise 

and knowledgeable of the right order of steps. Before performing surgery on living creatures, 

experience with the CI was gained through training on the removed inner ear of Mongolian 

gerbil corpses. The surgeon adhered to the following training routine: 

1. Identifying the gerbil anatomical inner ear structures on 10 isolated Mongolian gerbil 

corpse’s inner ear 

2. Implanting CIs  

a. on 10 isolated gerbil Mongolian corpse’s inner ear, 

b. on 10 cochleae of Mongolian gerbil corpses, 

c. on living Mongolian gerbils. 

 

3.1.1 CI Implantation 

Step 1: Identifying the main anatomical inner- and middle ear structures using the isolated 

inner ear of ten gerbil corpses. 

Determining the structures of the inner- and middle ear was the first step in utilizing 

the CI implantation technique in Mongolian gerbils. Consequently, the tympanic bulla of 10 

Mongolian gerbil corpses were extracted and decalcified with ethylenediaminetetraacetic-acid 

(EDTA)-PBS solution (0.35%). The amount of time necessary to decalcify the bone is 

determined by its size. Since the bony bulla wall of the Mongolian gerbil is a very thin 

structure, this was generally 3–4 days. After this time, the bony wall was removed with 

scissors, and the round and oval window, together with the stapedial artery, were identified. A 

prominent feature of the Mongolian gerbil cochlea was then detected at the entry of the round 

window: the so-called round window niche. It became evident that the presence of the round 

window niche could pose a potential obstacle to the successful implantation of a CI. 
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Step 2 a: CI implantation on 10 isolated cochleae from Mongolian gerbil corpses 

Following the structure identification, the implantation of the CI was performed on the 

removed inner ear (Figure 15). Forceps were used to push the CI slowly into the scala 

tympani. It was determined that the prominent round window niche hindered the implantation 

process and obscured the sight of the implant’s black implantation spots. Therefore, the 

second implantation attempt involved using a drill to remove parts of the round window 

niche, resulting in satisfactory results. Upon surgically removing portions of the round 

window niche, we were able to uncover the black implantation spots of the CI, enabling us to 

insert the implant seamlessly into the scala tympani. 

A microscope was then employed to provide images of the structures of the decalcified 

inner ear. Once these structures were identified, the next step was implanting a CI into a 

Mongolian gerbil corpses cochlea. 

 

 
 
Figure 15: Anatomical specimen depicting the anatomical structures of the inner- and middle ear and the 
structures of the implanted CI.  
Illustration of the CI placed within the scala tympani of the cochlea. The anatomical sample clearly demonstrates 
the proximity of the stapedial artery to the round window, highlighting the need for meticulous care to avoid any 
damage to this artery during CI implantation. 
 

Step 2 b: CI implantation on 10 whole Mongolian gerbil corpses 

During the implantation process, we faced several challenges or obstacles. As a result 

of manufacturing issues, we were compelled to reuse the CIs following the initial 

implantation. This necessitated the development of novel strategies to ensure a secure and 

stable implantation while allowing for subsequent removal of the CI after recording, in order 

to perform additional implantations on other animals.  
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After resolving these challenges, the implantation procedure on gerbil corpses closely 

mirrored that of live animals. For more information on the implantation process, please refer 

to Chapter 2 on “Material and Methods.” 

In the subsequent section, the difficulties we encountered will be outlined and the 

innovative approaches we developed to overcome them will be elaborated upon. 

 

Reuse of CIs: 

In our acute CI experiment, careful consideration was given to every step of the 

implantation process in order to facilitate the reuse of the CIs without causing any damage to 

the implant. While chronic animal CI experiments typically utilize acrylic Paladur® by 

Hereus Kulzer to secure the CI to the animal’s skull (Fischer, 2015; Wiegner, 2016), this 

approach was not suitable for our acute experiment. Heraeus Kulzer is a company dedicated 

to dental products and solutions, recognized for delivering materials and technologies tailored 

for dental professionals. Paladur® represents an effective denture repair plastic utilized in the 

rehabilitation of oral functions, including chewing, speaking, and enhancing aesthetics. It 

serves to restoratively or prosthetically stabilize the remaining dentition and/or the alveolar 

ridge. Paladur® is specifically designed for long-term dental prostheses and its hardening 

properties render CI reuse impossible. As an alternative, we devised a solution involving the 

use of tissue adhesive.  

Using this adhesive, we implemented three fixation points. First, the neck muscles 

served as a temporary placeholder; secondly, the wire of the implants was bonded to the bony 

wall using Histoacryl®; and finally, a skin suture on the back provided a secure grip for the 

wire.  

However, employing tissue adhesive, such as Histoacryl®, used by Fischer (2015), and 

VetbondTM, utilized by Wiegner (2016) to attach the CI onto the bony bulla wall presented 

us with new challenges and difficulties. As we applied Histoacryl® to the bony bulla wall and 

the CI, we encountered complications when attempting to remove the adhesive from the 

implants. Histoacryl® adhered strongly to the implant, causing an increase in its diameter and 

making reimplantation initially difficult. To mitigate this effect, we used a different size of 

venous catheter during the operation and carefully removed the adhesive from the wire. 
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CI implantation: 

During the insertion of the CI into the scala tympani, additional challenges were 

identified. The flexible nature of the CI’s tip necessitated precise placement in front of the 

round window to ensure smooth passage through this window without any obstructions. The 

bending of the electrode array, induced by contact with adjacent cochlea structures further 

complicated the precise positioning of the CI’s tip and the overall implantation process. 

Additionally, great care had to be taken while handling the CI wire with forceps to prevent 

damage to the wires connected to the electrodes concealed beneath the silicone layer. 

 

Step 2 c: CI implantation on living Mongolian gerbils. 

After conducting experiments on deceased Mongolian gerbils and analyzing the errors 

made during surgical procedures on their corpses, we proceeded to implant CIs into live 

animals. During the recordings, we observed that the CI remained within the scala tympani, 

and there were no instances of injury to the stapedial artery during the surgery. None of the 

animals were excluded from the study due to mishaps during the implantation process. The 

implantation model we employed proved successful in obtaining acute CI recordings in the 

Mongolian gerbils. 

 

3.1.2 Stimulation of the Cochlear Implant 

The stimulation process initially involved stimulating electrodes using voltage, but this 

was found to have limitations. Because of the high non-linearity discovered during the 

analysis of voltage stimulation produced by an interconnecting tool, Prof. Dr. Hemmert and 

Dr. Obando provided us with support. They manufactured a voltage-to-current converter to 

get a well-defined current output (Figure 16). Unfortunately, this attempt resulted in low 

saturation thresholds and this approach was again unusable in the experiment. 
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Figure 16: Self-made voltage to current converter resulted in a low saturation threshold. 

 
Ultimately, the decision was made to invest in a customized CI voltage-to-current 

converter (ICS5, Thomas Wulf Elektronik) to allow stable current steps and well-defined 

currents that were applied. This allowed recording data to be obtained from electrically 

stimulated cells at 2 dB above the threshold.  

To establish the capability of the customized CI voltage-to-current converter (ICS5, 

Thomas Wulf Elektronik) to generate stable current steps, we conducted measurements of the 

applied current at different voltage levels before conducting the initial experiment. 
Throughout the experiments, the applied current ranged from 0.11–0.49 milliampere, 

depending on the threshold of the electrically recorded cell that was identified visually. 

Bipolar stimulation was employed, with an active electrode located in the most apical part of 

the cochlea, and another electrode in the adjacent, basal part of the cochlea serving as a 

reference. 

 

3.2 Histology with Technovit® 9100 
This chapter presents the outcomes of Dick’s (2017) bachelor thesis, conducted in the 

Pecka lab under my supervision. Please refer to Chapter 2.13 for an account of my 

participation and contribution to the thesis. 

A grading system was employed to evaluate the level of detection, with assigned 

values representing different grades. The grading system used in this analysis was as follows: 

“--” indicated not detectable, “-” represented poor detection, “+” denoted good detection, and 
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“++” signified very good detection. The assessment included evaluation of (1) the staining 

quality, (2) the morphology, and (3) the slicing of the implant. These are described as follows: 

1. The original staining protocol revealed decent results regarding the Giemsa staining 

process (Figure 18). The removal of the deplastification steps depended on the loss of slices 

during the process and was not involved in the staining quality. The first results of the ETS 

staining produced intense staining, which did not allow for cell differentiation (Figure 19 A, 

B). On the contrary, HE staining was mainly too weak to evaluate the (Figure 17 A, B). After 

modifying the protocol and removing specific steps, the quality of the Giemsa staining 

remained the same. The modification of the HE staining led to better results, while the 

detection of SGNs improved compared with the older protocol (Figure 17 C). Changes in the 

ETS protocol produced better cell differentiation and the unwanted violet staining tone 

vanished (Figure 19 C). In the end, the best staining results were achieved with Giemsa 

(Figure 18).  

2. All membranes (Reissner’s, tectorial, and basilar membranes) were mostly detectable 

in good quality (Table 11, Figure 20, Figure 21). The CI did not interfere with the slicing 

process, and the cochlea structures stayed intact (Figure 20). 

3. The primary objective is yet to be accomplished. While the knife sliced the implant 

without damaging structures, the CI was not detected on the slides (Table 9, Table 10, Figure 

20). 

 
Table 9: Preliminary evaluation of staining quality and detectability of the CI. 
The evaluation was carried out using a grading system that involved assigning values to indicate the level of 
detection. The grades used in the system were as follows: “--” for not detectable, “-” for poor detection, “+” for 
good detection, and “++” for very good detection. 
 
Staining Detection of implant Detection of SGNs 

Giemsa -- ++ 

HE -- - 

ETS -- + 

 
Table 10: Evaluation of staining quality and detectability of the CI following protocol modification.  
The analysis was conducted to assess the staining quality and detectability of the CI after implementing protocol 
modifications.  
 
Staining Detection of implant Detection of SGNs 

HE -- + 

ETS -- ++ 
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Table 11: Evaluation of cutting quality for cochlea embedded in Technovit without implant.  
The assessment utilized a +/- system to rate the criteria as follows: (--) not detectable at all, (-) poorly detectable, 
(+) well detectable, (++) very well detectable. 
 
Staining Mid-modiolar 

orientation  

Reissner’s 

membrane 

Tectorial 

membrane 

Basilar 

membrane 

Giemsa + -- ++ ++ 

HE  + + + + 

ETS + -- + + 

     

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 C 
C 

 
Figure 17: Comparison of individual turns in 
Technovit sections stained with hematoxylin-eosin.  
Image C displays the staining after modifying the 
staining protocol, while images A and B represent the 
staining prior to the protocol adjustment. The spiral 
ganglion cells are clearly visible in image C, whereas in 
images A and B the spiral ganglion cells are barely 
discernible. The black scale bar depicts 200 micrometers 
(µm). Taken from Dick (2017). 
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Figure 18: Section of a cochlear turn stained with Giemsa. 
The initial staining method showed satisfactory outcomes in Giemsa staining. Ultimately, the most optimal staining 
results were obtained using Giemsa. The black scale bar depicts 200 micrometers (µm). Taken from Dick (2017). 

Figure 19: Comparison of individual turns in 
Technovit sections stained with ETS. 
Image C illustrates a section after adjusting the 
incubation times. The spiral ganglion cells are clearly 
visible, as well as other tissues. Image A depicts the 
undesired violet staining tone. Image B demonstrates a 
dark staining with ETS. Nevertheless, in both images A 
and B the spiral ganglion cells are still distinguishable. 
The black scale bar depicts 200 micrometers (µm). 
Taken from Dick (2017). 
 
 

C 
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Figure 20: Comparative analysis of sections from implanted samples. 
Images A–C present the complete cochlea, while images D–F focus on individual turns of the cochlea. Giemsa 
staining was applied to produce images A and D, hematoxylin-eosin staining to produce images B and E, and 
ETS staining for images C and F. The scales and membranes of the respective turns were labeled as follows: 
(SV) scala vestibuli, (SM) scala media, (ST) scala tympani, (RM) Reissner’s membrane, (TM) tectorial 
membrane, (BM) basilar membrane, (SG) spiral ganglion, (SL) spiral ligament, (CN) cochlear nerve. The black 
scale bar on the left lower row depicts 200 micrometers (µm), that on the left upper row 500 micrometers (µm). 
Taken from Dick (2017). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



60 
 

 
Figure 21: Comparative analysis of sections from control samples.  
Images A–C provide an overview of the entire cochlea, while those labelled D–F focus on individual turns. 
Image A corresponds to a Giemsa-stained sample, images B and E to samples stained with hematoxylin-eosin, 
and images C and F to samples stained with ETS. The respective scales and membranes of the turns were 
identified as follows: (SV) scala vestibuli, (SM) scala media, (ST) scala tympani, (RM) Reissner’s membrane, 
(TM) tectorial membrane, (BM) basilar membrane, (SG) spiral ganglion, (SL) spiral ligament, (CN) cochlear 
nerve. The black scale bar on the left lower row depicts 200 micrometers (µm), that on the left upper row 500 
micrometers (µm). Taken from Dick (2017). 
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3.3 Acoustic and Electrical Stimulation of the AVCN and the MNTB 

 
Figure 22: Responses in auditory brainstem neurons differ between acoustic and electrical stimulation.  
(a) The egocentric location of a sound source in the horizontal plane generates specific interaural time 
differences (ITDs) and interaural level differences (ILDs). (b) Extracellular single cell recordings with glass 
pipettes were conducted in either the antero-ventral cochlear nucleus (AVCN), medial nucleus of the trapezoid 
body (MNTB), or lateral superior olive (LSO). (c) Acoustic and electrical [i.e., cochlear implant (CI)-based] 
stimulation consisted of a train of six clicks with varying inter-click intervals (ICIs) from 5 to 1 ms. (d) 
Exemplary dot-raster displays of single cell recordings from MNTB [action potential (AP) waveforms shown on 
top] during acoustic in response to different ICIs. (e) Same as panel (d) but for electrical stimulation. Each ICI 
was repeated 20 times. Responses to the individual clicks are readily identifiable, particularly at larger ICIs and 
overall spike probability decreased with smaller ICIs. Note the difference in spike timing variability (jitter) for 
each click at all ICIs between acoustic and electrical stimulation. Data from ICI = 1 ms for electrical stimulation 
was not analyzed due to a strong overlap of APs and electrical artifacts. Taken from Müller et al. (2023). 
 

In order to examine potential differences in the response properties of the AVCN and 

MNTB during acoustic and electrical stimulation, we conducted extracellular single-cell 

recordings in both parts (Figure 22 b). 

To establish a baseline dataset for acoustic stimulation, we presented a sequence of six 

clicks lasting 50 μs each at 30 dB above the threshold. The clicks were randomly ordered and 

delivered at five different ICIs of 5 ms, 4 ms, 3 ms, 2 ms, and 1 ms (Figure 22 c). Depending 

on the specific nuclei, the clicks were directed either to the ipsilateral ear (AVCN) or the 

contralateral ear (MNTB). Each ICI was repeated twenty times (Figure 22 d, e). 
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Conversely, the electrical dataset was obtained by stimulating the cells in the AVCN 

and MNTB using an electrical mean 2 dB above the threshold. We generated a digital voltage 

that was converted into a current for stimulation (see chapter 2 Methods and Materials section 

2.10.2 Electrical Stimulation for more details). The current was then delivered to the auditory 

nerve through an implanted CI. The electrical stimulus consisted of a train of six clicks, with 

each click lasting 110 μs (anodic phase 50 μs; cathodic phase 50 μs; interphase 10 μs). Similar 

to the acoustic click train, the electrical click train was presented in a random order at five 

different ICIs (5 ms, 4 ms, 3 ms, 2 ms, 1 ms) and was repeated 20 times. However, due to 

strong interference caused by the stimulation artifact, data analysis for the 1-ms ICI was not 

possible in the electrical dataset.  

During the extracellular recordings, the animals were anesthetized using ketamine and 

xylazine, and their condition was carefully monitored by the researcher. At the conclusion of 

the recording session, horseradish peroxidase (HRP) was used to mark the recording location, 

and the animals were euthanized using pentobarbital. Subsequently, the brain was collected 

for histological verification of the recording site. 

 The acoustic dataset comprised recordings from 18 cells in the MNTB, obtained from 

a total of 10 animals. These MNTB cells had a median CF of 15 kHz, with a CF range 

spanning from 7 kHz to 35 kHz. Additionally, recordings were made from 22 BCs in the 

AVCN, collected from 13 animals. The BCs in the AVCN had a median CF of 16.4 kHz, 

ranging from 1.2 kHz to 35.1 kHz. 

Regarding the electrical recordings, the AVCN dataset consisted of recordings from 11 

cells, which were acquired from animals with severe hearing loss (n = 8). The MNTB dataset 

included recordings from nine cells, obtained from animals with either moderate hearing loss 

(animals: n = 1, recorded cells: n = 1) to severe hearing loss (animals: n = 2, recorded cells: n 

= 2), as well as animals that underwent deafening procedures without obtaining ABR 

recordings (animals: n = 4, recorded cells: n = 6) (Figure 23). 

The data analysis focused on two key aspects: spike probability, which represents the 

average percentage of clicks in the train that generated APs, and response jitter, which 

measures the standard deviation of spike timing. Jitter is essential for assessing the temporal 

precision of neuronal responses, particularly in relation to ITD processing. 

Drawing from previous studies on the auditory nerve, we hypothesized that electrical 

responses in the auditory system might exhibit greater precision than acoustic responses 

(Hartmann et al., 1984; van den Honert & Stypulkowski, 1987). 
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3.3.1 Spike Probability 

We observed that the acoustic stimulation of the BCs in the AVCN and the MNTB 

principal cells resulted in similar responsiveness patterns (Figure 23 a, Table 12, p = 0.098 

Kruskal–Wallis H-test). The spike probability was relatively high for larger ICIs, approaching 

100% (one spike per click and repetition) and decreased significantly with smaller ICIs (Table 

12).  

With acoustic stimulation, the MNTB cells showed a slight tendency towards higher 

responsiveness compared with the BCs for ICIs of 4 ms, 3 ms, 2 ms and 1 ms. However, this 

tendency shifted at an ICI of 5ms, where the BCs exhibited a greater tendency to spike at each 

click.  

Regarding the neuronal response to electrical pulse-trains, the spike probability of BCs 

dropped at ICI of 2ms (Figure 23 b). Notably, the MNTB data at an ICI of 2 ms displayed a 

large variability with strong bimodality, where some cells did not respond while others 

exhibited spike rates close to six spikes per repetition. These findings suggest that at least a 

subset of MNTB neurons keep their ability to encode information even at a pulse rate of 500 

pulses per second (pps). 

Overall, we found a tendency for higher response rates in the electrically stimulated 

MNTB and BCs (Figure 23 b). However, it is important to note that the median values of the 

acoustic and electrical MNTB data were quite similar (Figure 23 and Table 12; p = 0.949 

Kruskal-Wallis H-test). The electrical MNTB data exhibited a considerable amount of 

variability.  

 

3.3.2 Jitter 

We observed that the spike timing of the cells in the MNTB and the AVCN in 

response to the acoustic click train was similar (Table 12 and Figure 23; p = 0.949 Kruskal–

Wallis H-test). Interestingly, we found that the spike timing jitter during electrical stimulation 

was nearly identical in both the MNTB and AVCN across all ICIs (Figure 23 b). When 

comparing the electrical and acoustic datasets for the MNTB and AVCN, we found 

statistically significant differences for all ICIs, with the electrical data displaying drastically 

lower values (approx. 10-fold smaller) than the acoustic data (Figure 23 and Table 12; all ICIs 

for MNTB and BCs resulted in p < 0.001, Mann–Whitney-U-test). Based on these 

observations, we can conclude that electrical stimulation yields higher precision in the AVCN 

and MNTB in comparison with acoustic stimulation.  
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This data shows that the high precision observed in AN response to electrical 

stimulation, as previously reported by Hartmann and Klinke (1990) and Dynes and Delgutte 

(1992) persists and may even be enhanced in subsequent brainstem nuclei. 

These findings suggest that this hyper-precision is likely to affect the processing of 

binaural spatial information in the MSO and LSO. We therefore compared acoustic click-train 

data from the LSO with the responses of a published auditory brainstem model. 

 
Table 12: Median values for spike probability and jitter shown in Figure 23. 
 
  ICI 5 ms ICI 4 ms ICI 3 ms ICI 2 ms ICI 1 ms 

Acoustic 

medians 

MNTB 

(probability) 

84.58% 

 

85.42% 76.67% 64.95% 35.88% 

BCs 

(probability) 

90.83% 81.25% 70.00% 57.08% 27.92% 

MNTB (jitter) 0.14 ms 0.15 ms 0.14 ms 0.14 ms 0.11 ms 

BCs (jitter) 0.18 ms 0.14 ms 0.13 ms 0.14 ms 0.10 ms 

Electrical 

medians 

MNTB 

(probability) 

95.83% 95.00% 93.33% 95.93%  

BCs 

(probability) 

100.00% 91.67% 83.33% 42.11%  

MNTB (jitter) 0.021 ms 0.019 ms 0.023 ms 0.020 ms  

BCs (jitter) 0.031 ms 0.025 ms 0.020 ms 0.017 ms  

ICI 5 ms: MNTB p = 0.27, BC p = 0.058; ICI 4 ms: MNTB p = 0.21, BC p = 0.089; ICI 3 ms: MNTB p = 0.14, 

BC p = 0.61; ICI 2 ms: MNTB p = 0.2, BC p = 0.017; Mann–Whitney U-test. 
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Figure 23: Quantification of spiking probability (upper row) and precision (lower row) in gerbil antero-
ventral cochlear nucleus (AVCN) and medial nucleus of the trapezoid body (MNTB) in response to 
acoustic (a) and electrical (b) click train stimulation.  
Plotted are average values for each recorded neuron (thin lines) and the sample medians (bold lines). Taken from 
Müller et al. (2023). 
 
 

3.3.3 Summary  

In summary, the response properties of cells in the AVCN and MNTB during electrical 

stimulation exhibit distinct differences compared with their responses to acoustic stimulation, 

particularly in terms of timing. The question arises as to how these differences in response 

properties affect spatial processing. In the auditory system, the MSO and LSO integrate 

excitatory and inhibitory inputs from both ears individually. Beiderbeck et al. (2018) showed 

that LSO neurons display high sensitivity to ITDs for each individual click in a series of 
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acoustic click trains. This sensitivity was found to be shaped by the precise timing of 

inhibitory signals. We therefore propose that the temporal integration process in the LSO may 

be influenced by the altered precision observed during electrical stimulation of the AVCN and 

MNTB cells. Moreover, we speculate that this changed integration process might account for 

the diminished sound localization ability observed in individuals with bilateral CIs.  

However, the impact of these differences on the integration process of the LSO 

remains unknown, as there is a lack of physiological data. Understanding how this altered 

neuronal responsiveness affects ITD detection in the LSO is crucial. 

 

3.4 Acoustic Stimulation of the LSO 
Our goal was to assess ITD sensitivity in the LSO under both electrical and acoustic 

stimulation. Dr. Beiderbeck performed binaural recordings from 15 LSO neurons, utilizing 

the identical acoustic click train stimuli employed for the AVCN and MNTB (Figure 24 a; 

Beiderbeck et al. (2018), unpublished subset of data). Based on these recordings, we assessed 

the rate-ITD functions at an ILD of 0 dB, drawing conclusions regarding the dynamic ITD 

range. This dynamic ITD range is characterized as the range between the ITDs that induce the 

highest and lowest response rates. The results showed that the dynamic ITD range 

consistently encompassed or surpassed the physiological range of ITDs observed in gerbils 
(approximately 300 µs; Maki and Furukawa (2005)) for all ICIs (Figure 24 b). The median 

dynamic ITD ranges for ICIs of 5, 4, 3, 2, and 1 ms were 400, 400, 400, 400, and 600 µs, 

respectively (Figure 24 b). 

Subsequently, we examined how different ILDs influenced the steepness of the slope 

in the rate-ITD functions, which represents the change in normalized AP rate over the 

dynamic ITD range. This analysis was conducted due to previous research (e.g., Beiderbeck et 

al., 2018; Park et al., 1995) indicating that differences in sound intensity can impact ITD 

sensitivity in the LSO. When different ILDs were applied, we observed only minor to 

moderate effects across all ICIs (Figure 24 c; norm. spikes/rep/µs/dB∗ 10−5): ICI 5 ms: 6.0, 

2.3, 7.1; ICI 4 ms: 6.0, 3.0, 7.1; ICI 3 ms: 2.0, 1.5, 8.4; ICI 2 ms: 4.2, 2.0, 9.4, ICI 1 ms: 3.2, 

2.0, 6.6. These findings suggest that the LSO can maintain its ITD sensitivity across various 

binaural conditions (Figure 24 c).  

To understand how the altered input statistics for the AVCN and MNTB to LSO 

during CI stimulation affect ITD processing in the LSO, ideally electrical ITD response 

functions from the LSO would be obtained. Nevertheless, the task of recording individual 

LSO neurons with bilateral CI stimulation posed significant challenges and, ultimately, was 
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not successful. As an alternative, we constructed a model based on the physiological data 

obtained from the AVCN, the MNTB and the LSO, and then simulated both acoustic (Figure 

24 d) and electrical inputs to the LSO, as the primary aim of this modeling approach was to 

predict any changes in ITD sensitivity during electrical stimulation. 

 

 
Figure 24: Interaural time differences (ITD) sensitivity of lateral superior olive (LSO) neurons to click 
trains is maintained over a large range of interaural level differences (ILDs).  
(a) Example rate-ITD function from a gerbil LSO neuron. Plotted are mean rates and the standard errors. (b) 
Histogram of dynamic ITD ranges at ILD = 0 dB across all 15 recorded LSO neurons. (c) Quantification of 
magnitude of changes in the slope steepness of rate-ITD functions with changes in ILD for gerbil LSO 
(boxplots) and model (at various intensities of the excitatory input, colored dots). The slope/dB was calculated 
by first determining the slope of rate-ITD functions (difference in the normalized maximal and minimal spike 
rates divided by the respective ITD range), and then subtracting these values between the most positive and 
negative ILD that each LSO neuron was tested for and dividing this difference by the respective difference in 
ILD. (d) Model rate-ITD function during acoustic stimulation (ipsi intensity = 50 dB; ILD = 0 dB). Taken from 
Müller et al. (2023). 
 

 
 
 
 



68 
 

3.5 Modeling of the Electrical and Acoustic Stimulation of the AVCN and 

MNTB 
We applied a functional count-comparison model of the LSO as described by Ashida et 

al. (2016). This model enabled us to extract response properties for both acoustic and 

electrical stimulation at different stages of the LSO pathway (Hu et al., 2022). The model 

demonstrates a high degree of accuracy in replicating both the response characteristics of the 

LSO and its characteristic spatial perceptions. This level of precision is consistently 

maintained across a diverse set of stimulus categories (Klug et al., 2020; Hu et al., 2022).  

By incorporating this model with a pre-existing auditory nerve model capable of both 

acoustic and electrical stimulation, we facilitated the comparison of the model’s performance 

with our physiologically recorded data from the AVCN and MNTB.  

To predict changes in the ITD sensitivity during both electrical and acoustic 

stimulation, it was crucial for the model’s responsiveness to closely align with the 

physiological data obtained from the AVCN and MNTB. Initially, it was essential to establish 
an acoustic stimulus intensity at the input stage of the model (auditory nerve) that would lead 

to similar responsiveness as found in the extracellular recorded AVCN and MNTB neurons. It 

is important to note that the model does not have an AVCN or MNTB stage, and that the 

auditory nerve directly leads to the LSO count comparison model. Therefore, the parameter 

settings of the auditory nerve were adapted to replicate the physiological responsiveness of 

the AVCN and MNTB.  

By employing previously published parameter settings (Ashida et al., 2016), we 

observed that at model levels of 50dB and 60dB the model displayed comparable 

responsiveness (Figure 25 a) to what we had determined during extracellular recordings in the 

AVCN and MNTB of the gerbil (at 30db above threshold) (Figure 23 a). 

Subsequently, we sought to assess the extent to which the responses from the electrical 

model align with the physiological recordings. Similar to the acoustic model, the electrical 

model displays comparable spike probability to the physiological data gathered from gerbils 

(Figure 23 b and Figure 25 b). After all, in both models, the values decrease with decreasing 

ICIs. As found in the physiological data, the modeled jitter decreased by a similar factor (10x) 

between acoustic and electrical stimulation (Figure 23 b and Figure 25 b). Thus, we 

concluded that the inputs to the LSO in the model do an adequate job of replicating the jitter 

of the cells in the AVCN and MNTB.  
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Based on these findings, this model may be utilized to replicate the acoustic and 

electrical stimuli to the LSO, allowing for a deeper understanding of the LSO’s electrical ITD 

detection capabilities. 

 

 
Figure 25: Quantification of spiking probability (upper row) and precision (lower row) of model 
excitatory and inhibitory inputs to lateral superior olive (LSO) [corresponding to antero-ventral cochlear 
nucleus (AVCN) and medial nucleus of the trapezoid body (MNTB), respectively] in response to acoustic 
(a) and electrical (b) click train stimulation.  
Plotted are medians and 95% confidence intervals. Dotted lines represent model condition with auditory nerve 
(AN) jitter levels during electrical stimulation that resemble physiological acoustic jitter levels. Taken from 
Müller et al. (2023).  
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3.6 Modeling of the Electrical and Acoustic Stimulation of the LSO 
As an initial step, we conducted a test to assess how well the LSO stage of the model 

captures the characteristic ITD features observed in the LSO at 0 dB ILDs. The results 

revealed that the model quantitatively resembles the physiological data from the LSO. At 

ipsilateral intensities of 50 dB SPL, which had previously been identified as the best fit for the 

electrical response behavior of the AVCN, the model exhibited qualitatively similar ITD 

sensitivity as found in the gerbil LSO at all ICIs. 

Next, we quantified the effects of changing the ILD on the slope of the rate-ITD 

functions (the steepness of this slope representing the change in AP rate per unit ITD) at 

various ICIs. This analysis was performed across different ICIs and shows that the model 

approximates the physiological acoustic and electrical recordings from the LSO qualitatively 

and even quantitatively, with a high degree of accuracy. This indicates that the model can 

effectively predict the LSO ITD sensitivity.  

Our objective was to assess the model’s ability to distinguish adjacent ITDs with 20 µs 

increments. This evaluation covered the entire range of ITDs produced by the human head, 

with the goal of delivering a precise assessment of the model’s informational content. 

To quantify the distinguishability of adjacent ITDs, we calculated the standard 

separation “D” (Sakitt, 1973). For the computation of D, we utilized the hemispheric rate-

difference model of spatial coding (Gleiss et al., 2019; Grothe et al., 2010). The hemispheric 

rate-difference model compares the rate difference between the LSOs in each hemisphere.  
The assumption was made that the responses in one hemisphere were reflected by the 

corresponding LSO in the other hemisphere, and subsequently, these responses were 

subtracted from each other at each ITD. This computation involved calculating the ratio 

between differences in mean rate and response variability, assuming conservative Poisson 

noise due to the high determinism of the LSO model. 

The findings indicated that the rate-ITD functions exhibited a distribution of D in 

response to acoustic stimulation (Figure 26 a) that covered a significant portion of the human 

physiological ITD range. The peak values of D were observed at midline or slightly 

lateralized ITDs (Figure 26 b). During bilateral electrical stimulation, we conducted further 

testing using the LSO model and obtained new measurements of D. The LSO model displayed 

a steep rate modulation in response to ITDs for all ICIs, indicating that the sensitivity to 

electrical ITDs was maintained (Figure 26 c).  

Although lateralized ITDs to either hemisphere yielded response rates that were nearly 

indistinguishable, the modulation (reflected in the slope of the function) was restricted to a 
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narrower range of ITDs, approximately ±100 µs and 0 µs ITD, in comparison with the 

acoustic ITDs. This “hemispheric binarization” led to a notably reduced distribution of D 

(Figure 26 d), with high distinguishability near the midline but no distinguishability at more 

lateral positions on either side.  

For human listeners, the ability to perceive left versus right with small ITDs around the 

midline can be interpreted as a lateralization effect, while resolution is nearly absent for larger 

ITDs within each hemisphere. By contrast, the distribution of D during acoustic stimulation 

displayed a more gradual pattern, enabling the differentiation of ITDs within each hemisphere 

(Figure 26 b). 

Given our earlier findings that the increased response precision (jitter) during electrical 

recordings was the primary difference when compared with acoustic stimulation, we were 

curious whether this effect might contribute to the heightened lateralization observed. 

Consequently, we conducted tests to investigate whether altering the electrical jitter level of 

excitatory and inhibitory LSO inputs to a level more closely resembling that of acoustic 

recordings (approximately 20 µs to approximately 180 µs) would influence the ITD 

sensitivity of the model LSO. Interestingly, this adjustment in jitter level (Figure 25 b) led to 

the reinstatement of a broader dynamic range of ITD (Figure 26 e) and an accompanying 

expansion of the range of distinguishable ITDs (Figure 26 f). 

These results from the model suggest that the coding capacity of the LSO is influenced 

by artificial electrical stimulation, with the jitter level being a critical factor in shaping the 

ITD sensitivity during CI-based sound localization. 
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Figure 26: Interaural time differences (ITD) sensitivity in model lateral superior olive (LSO) is 
maintained during electrical stimulation, but altered by jitter level.  
(a) Model rate-ITD functions during acoustic stimulation. Inset shows hemispheric rate differences for all inter-
click intervals (ICIs) (assuming mirrored rate-ITD functions in the LSO on the other brain hemisphere). (b) 
Standard separability D of the hemispheric rate differences for the data shown in panel (a). (c,d) Same as in 
panels (a,b), but for electric stimulation. (e,f) Same as in panels (a,b), but for electric stimulation with jitter 
levels of the model inputs increased to resemble acoustic conditions. Taken from Müller et al. (2023). 
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4 Discussion 
The study established crucial methods for acute cochlear implant (CI) procedures, 

including implantation, deafening, and electrical stimulation, enabling the recording of 

neuronal activity during CI stimulation. Additionally, a histological protocol using 

Technovit® 9100 was established. Electrophysiological analysis of the recorded cells 

uncovered distinctions between electrical and acoustic stimulation in the auditory brainstem. 

Cells stimulated electrically exhibited higher spike probability at lower rates and reduced 

jitter. Despite the involvement of more synapses, precise timing of electrical stimulation in the 

auditory nerve was maintained at the level of the AVCN and MNTB, suggesting adaptive 

neuronal ITD detection in response to altered input statistics during CI stimulation, as 

opposed to conditions in acoustic hearing. 

The model proposed that the LSO is responsive to electrical inputs, and the hyper-

precision observed in electrophysiological recordings from AVCN and MNTB extends to the 

LSO. The reduced jitter in electrical data resulted in a lateralization effect, indicating hyper-

accurate ITD processing in the LSO. When the modeled jitter level was adjusted to that found 

in acoustic recordings, there was a substantial recovery in the ITD coding capacity of the LSO 

model. 

This discussion encompasses the unique challenges arising from altered input statistics, 

the significance of precise timing (jitter) in neuronal ITD detection, and the potential 

implications for sound localization in individuals with CIs. Furthermore, the methods 

employed in this study are examined, and the hypothesis suggesting that CI users primarily 

rely on the LSO for ITD detection is discussed. By addressing these aspects, the discussion 

sets the stage for a comprehensive consideration of the study’s impact and the broader 

implications it carries for advancing our understanding of auditory processing in both normal 

and CI-based hearing. 

 
4.1 Methods 

To translate findings from animal research to humans, it is essential to research both 

organisms and organs that are very similar to humans. Hence, for our study, it was necessary 

to conduct experiments on animals with a similar hearing range to humans (0.2–16 kHz) and 

on animals expressing MSO and a similar ITD sensitivity.  

 The Mongolian gerbil is specialized in ITD detection and differs from the mouse in 

both myelination and synaptic delay patterns. The gerbil illustrates differences between GBCs 

and SBCs and between low- and high-frequency GBCs in terms of diameter and internode 



74 
 

length to guarantee fast conductance and stable synaptic delays from GBCs to the MSO (Ford 

et al., 2015; Stange-Marten et al., 2017).  

This specialization in myelination and synaptic delay has not been found in mice 

(Stange-Marten et al., 2017). Because of the high-frequency hearing range of mice, they 

barely experience fine-structure ITDs. Mice still express the MSO, but apart from a few 

features, their MSO differs in anatomy and physiology from the typical MSO found in other 

mammals (Fischl et al., 2016). Even though mice lack low-frequency hearing, they are still 

sensitive to envelope ITDs in the IC (Ono et al., 2020); however, they miss the ITD 

specialization found in the Mongolian gerbil.  

 The hearing range of many mammals is centered above 5 kHz in the high-frequency 

hearing range (Grothe & Pecka, 2014). As mentioned in 1.7, ILDs are the most prominent cue 

for high-frequency sound localization, while ITDs are mainly used for low frequencies. The 

hearing range of Mongolian gerbils expands from low to high frequencies between 0.1 and 60 

kHz (Ryan, 1998). By comparison, the frequency range of mice ranges from 2 to 90 kHz 

(Masterton & Heffner, 1998), while it ranges from 1 to 80 kHz in rats, from 0.2 to 50 kHz in 

guinea pigs, and from 0.125 to 60 kHz in cats (Malmierca & Ryugo, 2012).  

According to these hearing ranges, guinea pigs and cats would also represent an 

excellent model to study the effect of electrical stimulation on envelope ITD processing in the 

LSO. These animal models are also widely used in hearing research. Nonetheless, German 

law requires conducting experiments according to the 3R principles (replacement, refinement, 

reduction). Consequently, higher-developed animals (rats, guinea pigs, cats) can only serve in 

experiments if other animals cannot deliver the research answer.  

 Besides these considerations regarding animal hearing ranges and German animal 

welfare law, the implantability of the animal model was also considered. Both mice and 

Mongolian gerbils are suitable models for CI implantation. Because of their head size, mice 

are more challenging, but recent studies confirmed good outcomes (Claussen et al., 2019; 

Soken et al., 2013). Even so, the positive aspects of the Mongolian gerbil as an animal model, 

especially its exquisite ITD sensitivity, outweighed these considerations of mice. Hence, 

experiments were conducted on the Mongolian gerbil.  

 

4.1.1 Anesthesia 

The main components of the anesthesia were ketamine and xylazine. Ketamine has 

hypnotic, analgesic, and amnesic effects (Gao et al., 2016). Combined with xylazine, it is 

widely used as an anesthetic in veterinary medicine and animal research.  
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Ketamine binds as a noncompetitive antagonist to the N-methyl-D-aspartate receptors 

(NMDA receptors) (Chizh, 2007), which are widely presented in the lower auditory pathways 

(Sanchez et al., 2015). Stahl (2013) has demonstrated that it also binds to AMPA receptors. 

Hence, ketamine might affect neuronal transmission in the auditory pathway and interfere 

with the experimental results.  

The second component, xylazine, is an α2 adrenoceptor agonist with sedative, 

analgesic, and muscle-relaxant effects. Xylazine influences the parasympathetic and non-

parasympathetic systems on receptors activated through adrenalin or noradrenalin. Therefore, 

it does not directly affect the neurons of the auditory system.  

Ketamine is, compared with other anesthetics such as isoflurane, or the combination of 

medetomidine, midazolam, and fentanyl (MMF), less controllable and only partly 

antagonizable. Isoflurane is the best controllable anesthetic but has been proven to be less 

than ideal for hearing research (Ruebhausen et al., 2012). An advantage of MMF is the 

reversibility of its general anesthesia effect, which can be repealed by the administration of 

antagonists. However, midazolam binds to the benzodiazepine site of gamma-aminobutyric 

acid (GABA) receptors and enhances its effects (Olkkola & Ahonen, 2008). GABA, in turn 

influences sound localization in the LSO and MSO, so any enhancing effects are unwanted 

(Magnusson et al., 2008; Stange et al., 2013). In addition, neuroimaging studies using 

midazolam-induced sedation have resulted in contradictory findings of either a reduction of 

brain activation (Frölich et al., 2017) or preserved activation (Tian et al., 2010) in the auditory 

cortex. 

Most of the studies conducted on the effect of ketamine on the auditory system agree 

that it only mildly affects the results of hearing research. A study on the effects of ketamine 

and pentobarbital on the IC and A1 has demonstrated that IC neurons are only mildly 

affected; A1 neurons, however, were profoundly influenced by anesthetics that improved 

temporal precision (Ter-Mikaelian et al., 2007). Smith and Mills (1989) have proved that 

ketamine does not affect gerbil ABR recordings. Another study, comparing the effect of 

isoflurane and ketamine on the sensitivity of ABR thresholds, concluded that isoflurane leads 

to a decreased sensitivity of the ABR threshold. The threshold recorded with ketamine was 27 

dB lower than with isoflurane (Ruebhausen et al., 2012). In agreement with these studies, 

Cederholm et al. (2012) has similarly determined that isoflurane increases the hearing 

threshold while also showing that ketamine produces stable ABR thresholds (Cederholm et 

al., 2012).  



76 
 

These findings are surprising, because both anesthetics are NMDA antagonists and 

should induce the same effects. One plausible explanation for the different effects of ketamine 

and isoflurane might be that ketamine reduces blood flow to the IC (Lo et al., 1991), which 

induces an increase in the excitatory neurotransmitter release of glutamate (Yao et al., 1993). 

This effect could temper the antagonistic effect of ketamine on the NMDA receptor. 

 Following from these findings, our anesthesia comprising ketamine and xylazine 

seems superior to isoflurane and MMF, even though it is less controllable. However, it is 

suggested that future studies should be conducted on awake animals to avoid any anesthetic 

effects and make the findings more comparable to humans.  

 

4.1.2 Deafening 

 To replicate the state of deafness or profound hearing loss in humans, animals were 

deafened by the ototoxic neomycin drug through the round window, 1–2 hours before the 

electrophysiological recordings took place. Preceding the recordings, the animals’ normal 

hearing was verified with ABR recordings. To impede any possible ototoxic effects on SGNs, 

neomycin was extracted after the deafening process, and the cochlea was washed with a ringer 

solution.  

 Even though chronic or congenital deafening would be more comparable to human 

studies, we aimed to study the electrical influence on ITD detection in animals with fully 

developed binaural hearing. Long-term deafening effects lead to changes in circuit formation 

and anatomy of the auditory brainstem and therefore influence ITD detection. The long-term 

deafening effects would impede investigations into the impact of electrical stimulation on 

short-term variations. To solely test the electrical stimulus on intact spatial hearing, all the 

other parameters were excluded, and acute deafening was favored.  

 Considering the extended period between deafening and recordings, we opted 

against systemic administration of ototoxic drugs, as the effect on SGNs would be uncertain. 

Moreover, the effect would not be as manageable as local administration.  

 As opposed to chronic deafening, our acute local deafening did not have an effect on 

the animals’ hearing prior to the experiment. Thus, we were able to exclude any long-term 

effects of hearing loss. Wiegner (2016) has demonstrated that acute local administration of 

neomycin does not affect auditory nerve fibers. However, chronic administration of ototoxic 

drugs can have long-term effects on the auditory system: Ryugo et al. (2010)have 

demonstrated that neonatal administration of neomycin expanded postsynaptic densities, 

decreased synaptic vesicle (SV) density by 35.4%, and reduced the somatic size of SBCs. 
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Furthermore, Sanes and Bao (2009) have found that hearing loss changes excitatory and 

inhibitory gain, which leads to an over-excitability of the central nervous system.  

 For a detailed review of deafness-induced changes in the auditory pathway, I refer 

the reader to research by Shepherd and Hardie (2001).  

 Hearing experience is essential for developing localization skills. Refinement of 

inhibitory inputs in the MSO is activity-dependent and happens shortly after hearing onset 

(Franzen et al., 2020; Kapfer et al., 2002). In a study by Franzen et al. (2020), Mongolian 

gerbils were exposed to omnidirectional white noise without binaural cues, resulting in a 

faster refinement of excitatory inputs and calcium signaling. In addition, those gerbils that 

were exposed to omnidirectional noise after hearing onset failed to develop normal ITD 

tuning, while older animals did not exhibit changes (Seidl & Grothe, 2005). Thus, it can be 

concluded that the development of sound source localization is shaped by binaural cues.  

 Given these various effects, my thesis deliberately did not include developmental 

aspects and effects of prolonged deafening, to allow for better interpretability of the results 

concerning responsiveness and binaural processing. 

 Our acute deafening resulted in moderate (animals n = 1, cells n = 1) to severe 

(animals n = 10, cells n = 13) hearing loss. Even though we tested prolonged deafening times 

and tried to apply different concentrations of neomycin and other ototoxic drugs, such as 

kanamycin, we could not find a reason for incomplete deafening with neomycin for click 

tones. After these findings, deafening was tested for pure tones at high frequencies (28–44 

kHz, as shown in Figure 7 c) and found to be successful. No ABR waveforms could be 

elicited at these high frequencies. Since our CI was inserted at the base of the BM and 

intended to stimulate high-frequency cells, our deafening can be regarded as successful, even 

though click stimuli produced ABR waves at 70–90 dB (Figure 7 a). The incomplete 

deafening results for click tones may be due to residual intact low-frequency hair cells, which 

would still respond to noise stimulation.  

 In addition, the deafening noise exposure caused by drilling during the implantation 

may have resulted in additional damage to the hair cells. This could be verified by trying to 

stimulate the auditory cells during our CI experiments; none of the cells reacted to acoustic 

stimulation. Despite the lack of confirmation regarding the success of the deafening procedure 

for four animals (n= 6 cells) within the dataset, their deafness status remains plausible as they 

underwent identical deafening protocols and were also subjected to noise exposure during the 

implantation process.  
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 Furthermore, it is worth noting that there was no observable spontaneous activity 

detected during the electrophysiological recordings conducted during CI-based stimulation. 

This serves as additional evidence of successful deafening, even though the click ABR 

recordings conducted before the experiment indicated predominantly severe hearing loss. 

Although indications suggest the animals were deaf during the recording sessions, future 

research should implement a deafening protocol with thresholds exceeding 90 dB, to entirely 

eliminate the possibility of any electrophonic stimulation. 

 

4.1.3 Possible Electrophonic Stimulation  

As described earlier, the deafening resulted in moderate (animals n = 1, cells n = 1) to 

severe (animals n = 10, cells n = 13) hearing loss. Even though we could never acoustically 

stimulate cells after the CI implantation, and deafened animals demonstrated complete 

deafening in the high-frequency range, we cannot completely rule out that electrophonic 

stimulation of residual hair cells was carried out during our recordings.  

Electrophonic stimulation differs from electro-neural stimulation (stimulation of the 

SGNs) in terms of its lower threshold, more extensive dynamic range, and more extended 

response rate latency (~1 ms) (Sato et al., 2017). However, these differences are not 

disadvantageous for our study, since we are interested in the basic principles (spike timing, 

spikes per repetition) of electrical stimulation of the auditory pathway.  

The fact that the firing rate is higher in the deafened condition than in the hearing 

condition (Sato et al., 2016) could interfere with our analysis of the MNTB cells. This is due 

to the inclusion of animal recordings (n = 4) in which confirmation of deafness was not 

conducted before the experiment. Nonetheless, we detected a similar responsiveness and 

response timing of the cells in the MNTB and the cells of the AVCN. Furthermore, as detailed 

in section 4.1.2, our acoustic stimulation of the AVCN and MNTB was not successful after 

deafening. During the cochlea implantation, additional noise damage was applied to the hair 

cells via drilling, and spontaneous activity was not detected during our electrical recordings 

post-deafening. Therefore, the research results do not indicate that electrophonic stimulation 

occurred during CI-based stimulation.  
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4.2 Results 
This thesis has been divided into four sequential parts: 

1. Establishing a CI implantation technique;  

2. Establishing the Technovit® 9100 histology; 

3. In vivo extracellular recording of the cells in the AVCN and MNTB;  

4. Setting out an LSO model. 

Accordingly, the discussion of the results is organized into four corresponding parts.  

 
4.2.1 CI Implantation and Stimulation 

The CI implantation procedure for gerbils described in this thesis was based on 

research by Wiegner (2016) and Fischer (2015). Wiegner established a multichannel CI for 

chronic use in the Mongolian gerbil, whereas Fischer conducted chronic implantation in 

guinea pigs, performing ABR and impedance measurements over a 16-week period. Given 

that our implantation method was initially designed for acute experiments spanning several 

hours rather than weeks, adjustments had to be made to align with the experimental design. 

The subsequent points highlight both differences and similarities in the approach between our 

method and those employed by Fischer and Wiegner. 

 

4.2.1.1 Reference electrode 

In experimental animal designs, researchers can either place the reference of the 

implant externally or use one of the implanted electrodes as a point of reference. However, 

evidence has suggested a significant decrease in magnitude and electrical resistance when a 

reference electrode is placed closer to the stimulation electrode (Ramos-Miguel et al., 2015).  

Thus, we tested both systems but did not detect notable differences during electrical 

stimulation between the reference positions. In chronic implantation, the assurance of a secure 

position for the external electrode is facilitated by the associated wound healing process. 

Unlike our study, Wiegner (2016) and Fischer (2015) opted for an external reference point 

positioned on the animal’s neck. Due to the nature of our acute experimental setup and the 

reutilization of implants, which prevented wound healing and a stable positioning, we 

employed the neighboring electrode as a reference point. This measure was implemented to 

prevent the CI from becoming loose or dislodging.  
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4.2.1.2 Reuse of CIs 

We adjusted the chronic implantation procedure for our acute experiment by reusing 

the implants. Pre-implantation, a microscope was used to evaluate the reused implants for any 

exterior breaking points or silicon damage. Without any visible damage, the electrode wire 

may have been subject to lesions when force was applied during implantation. Nevertheless, 

we consistently observed the electrical artifact during the stimulation, so this confirms that the 

electrical current was being delivered to the brain.  

 Reuse of the implants also required that the implant was not designed to be fixated 

permanently. During our recordings, the bulla was not closed, and the wire was directed 

through muscle and skin tissue toward the back of the animal, where the implant connector 

was fixed with loose skin sutures. Fischer (2015) and Wiegner (2016) permanently fixed the 

implant connector on the skull using dental cement and drills. They guided the electrode 

array, touching the bone beneath the skin and muscle tissue directly to the bulla. After the CI 

implantation, both researchers closed the bulla with skin and muscle sutures. Using drills to 

fix the connector can cause brain damage or infection (via non-autoclaved screws).  

In chronic implantation, such damage or infection can in turn impact the experimental 

outcome. In our acute experiments, by contrast, infections would not have interfered with the 

experiment. Though attaching the connector to the skull would have been optimal, the need to 

reuse the implants led us to make a less secure fit on the back of the animal.  

 

4.2.1.3 CI Implantation 

In humans, it has been shown that CI implantation can cause insertion trauma 

(Eshraghi et al., 2003; Martins et al., 2015) and misplacement of the CI within the scala 

vestibuli (Adunka & Buchman, 2007; Aschendorff et al., 2007).  

In our study, misplacement or destruction of the cochlea—especially damage to the 

BM and the SGNs—would have had a significant impact on the results. Our aim was to 

stimulate the cochlea’s high-frequency, i.e., basal region. Hence, a wire breakthrough to other 

cochlea compartments and resulting stimulation of the low-frequency regions was unwanted. 

Therefore, a stop marker on the implant itself, which limited further implantation, was used to 

prevent any harm to the cochlea. Indeed, our Technovit® 9100 histological sections did not 

reveal any such damage. 

The experimental design we used was shown to be both safe and efficient in acute CI 

implantation using Mongolian gerbils. 
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4.2.1.4 CI Stimulation 

As previously observed and evidenced in the literature (Israel & Burchiel, 2004) the 

morphology of the AP varies during extracellular recordings, exhibiting first either a positive 

and/or a negative potential based on the position of the recording electrode. The 

depolarization at the soma should manifest as a negative potential at the electrode, leading to 

an initial phase of the AP waveform being negative, succeeded by a subsequent positive 

component. When an electrode is in proximity to an isolated axon, the recorded AP displays a 

distinct pattern, characterized by a positive potential followed by a negative potential. 

The initial negative phase of the AP was observable in both our electrical and acoustic 

recordings. This characteristic has consistently been identified in the majority of acoustically 

recorded APs based on the experiential knowledge accumulated in our laboratory over time. 

Therefore, the negative potential of the MNTB AP (Figure 13 d) recorded during electrical 

stimulation aligns with the shape of other recorded APs during acoustic stimulation (Figure 11 

b, d), indicating that the waveform reflects the AP recorded from a different electrode 

position. 

However, the waveform of the electrically recorded APs differed from acoustically 

recorded APs in terms of the pre-potentials (Figure 11, Figure 13) as they were obscured by 

artifact and therefore not discernible in the electrically generated AP waveform under CI 

stimulation. Thus, we had to rely on the electrode tracing and the marking of the recording 

side with HRP as evidence that cells in the AVCN and MNTB were recorded.  

In contrast to our research, Stange-Marten et al. (2017) successfully identified pre-

potentials in the recorded MNTB cells. Their study involved the direct electrical stimulation 

of cells, particularly the GBCs in the AVCN, using a 16-channel tungsten electrode microwire 

array (Omnetics-based electrodes, Tucker-Davies Technology). Subsequently, they conducted 

extracellular single-cell recordings of principal cells in the MNTB. They analyzed the 

duration from the peak of the stimulation artifact to the peak of the pre-potential to establish 

the latency of axonal action potential propagation.  

Unlike the approach taken by Stange-Marten et al. (2017), in our study, we utilized the 

most apical electrode in the CI to stimulate the auditory nerve, as opposed to employing a 16-

channel array as described above. In contrast to their use of a 16-channel array, our choice 

required more power for stimulation, consequently leading to the generation of larger 

artifacts. Moreover, our research focused on the timing and precision of electrically generated 

APs, not on latency. Consequently, the identification of pre-potentials was not a critical aspect 

of our study. Due to the adoption of different methods and objectives in both studies and the 
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significant artifact in our data, which prevented the detection of pre-potentials in the 

waveform, direct comparisons became unfeasible. Furthermore, since we implanted the CI in 

the basal turn of the cochlea to stimulate the auditory nerve, subsequently relaying 

information to cells in the AVCN and MNTB, including the endbulb of Held and the calyx of 

Held, there is no evidence to suggest that the cell activity as recorded is a result of direct 

electrical stimulation rather than the synaptic pathway. 

 

4.2.2 Histology and its Shortcomings 

The purpose of the Technovit® 9100 histology was to locate the placement of the 

implanted CI and, at the same time, to perform immunohistochemical staining on the same 

slice. As described in chapter 2.13, this method was picked because it was superior to other 

histological methods, including those using paraffin and resin. Paraffin-embedded hard 

materials such as electrode arrays cannot be sliced, while the high temperature needed for 

resin embedding denatures the protein and prevents immunohistochemistry (Merchant et al., 

2006). Studies have shown that immunohistochemical staining and slicing of the tissue is, in 

principle, possible with the implants in place (Areid et al., 2021; Shahramian et al., 2020). 

However, our study was specifically based on data recently published by Bako et al. (2015) 

on Technovit® 9100 in relation to guinea pig and mouse cochlea, and the authors had 

demonstrated that Technovit® 9100 led to highly preserved morphology and immunogenicity. 

 Despite its promising attributes, we encountered several issues while using 

Technovit® 9100. Firstly, during polymerization the axis of the cochlea tilted, resulting in 

off-center slices. Since Technovit® 9100 polymerizes at low temperatures (-2°C to -20°C) 

without oxygen (Willbold & Witte, 2010), a vacuum was applied to the specimen at room 

temperature to remove the remaining oxygen. However, this step resulted in slight movements 

and tilting of the central axis (the mid-modiolar axis). Additionally, the advanced 

polymerization prevented repositioning of the cochlea.  

Our protocol also differed from other studies in that we were not able to apply 

controlled vacuum pressures at 4°C to -4°C. Instead, we used pre-cooled Teflon embedding 

molds at room temperature. This temperature and vacuum pressure divergence may have 

caused the leftover bubbles to tilt the main axis of the cochlea as they attempted to reach the 

top of the solution. Other studies using controlled vacuums and regulated temperatures 

encountered decent results. For example, Shahramian et al. (2020) applied 200 to 400 mbar at 

-4°C for 30 minutes; Willbold and Witte (2010) evacuated the tissue in the pre-infiltration and 

infiltration step at 600 mbar at 4°C for 10 minutes.  
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In further studies, it is important to analyze whether temperature and vacuum pressure 

levels have an effect on the central axis rotation.  

 Secondly, in addition to tilting of the axis, the polymerization process varied during 

the protocol. Some samples demonstrated incomplete polymerization at the suggested 

temperature and time. According to the manual for Technovit® 9100, the polymerization 

process should be completed at -2°C to 20°C after 24 hours, while Bako et al. (2015) have 

reported that polymerization in their study took four days at -12°C.  

After the first incomplete polymerization results, therefore, we decided to prolong the 

polymerization time to 7–14 days and to try different temperatures. However, even after the 

prolongation, some samples showed incomplete polymerization and had to be withdrawn 

from further steps. The cause for this incomplete polymerization was not detected. As 

mentioned above, Technovit® 9100 polymerizes without oxygen and at low temperatures. It 

is therefore possible that remaining oxygen and/or the ambient temperature may have caused 

incomplete polymerization. To rule out the second possibility, another series of tests would be 

necessary to analyze the influence of temperature on polymerization.  

 The second part of the research did not succeed in detecting the position of the 

implanted CI. The basal turn not being infiltrated could have been the result of incomplete 

polymerization and remaining bubbles. Consequently, the CI was not attached to the rest of 

the tissue and dropped out of the basal turn during slicing. Aside from more complete 

polymerization, tissue growth around the electrode during chronic implantation might 

improve attachment and prevent bubbles from covering the basal turn.   

 Since our protocol was based on Bako et al. (2015), we decalcified the cochlea. This 

created a different stiffness for the cochlea than that of the electrode array and the Technovit® 

9100. In chronic experiments, the differing stiffness of different parts of the tissue could 

affect the slicing process and the quality of the preserved morphology. It should also be noted 

that, according to the manufacturer, no decalcification of the tissue is necessary. Additional 

research aligns with the manufacturer’s guidelines, asserting that decalcification is not 

required (Areid et al., 2021; Shahramian et al., 2020; Willbold & Witte, 2010).  

Ultimately, decalcification had no impact on our preserved morphology since the 

electrode array dropped out of the cochlea during slicing. Future studies should include 

testing to see if decalcification is inevitable.  

 While Bako et al. (2015) observed that the integrity of the Reissner’s membrane was 

maintained, and O’Malley et al. (2009) found the best preservation in celloidin sections, we 

sometimes detected disrupted membrane integrity. Preserving the tissue depends not only on 
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the histological protocol but also on the researcher’s slicing skills. In our case, an 

inexperienced student carried out the slicing. Hence, in future studies, a focus should be set on 

developing these skills to prevent rupture. 

 Neglecting the deplastification steps for the Giemsa and HE staining maintained the 

slices, but did not enhance the quality of the staining. Deplastification is detrimental to 

immunohistochemical labeling (Bako et al., 2015). Even though our slices were not tested for 

immunohistochemical labeling, marking the SGNs remains one of the original goals. Hence, it 

is preferred to modify the protocol instead of removing the deplastification part. 

 In order to avoid similar issues in future studies, extra caution and consideration 

should be paid to the polymerization steps, such as temperature, pressure, and oxygen 

retrieval. Additionally, sections should be preserved, despite deplastification taking place.  

 
4.2.3 Electrophysiological Data 

The forthcoming sections 4.2.3.1-4.2.3.4 cover the discussion of the physiological data 

acquired through extracellular acoustical and electrical recordings. 

 
4.2.3.1 Yield of the Experiments 

The acoustic dataset contained recordings of 18 cells located in the MNTB from 10 

different animals. Additionally, the dataset included recordings from 22 BCs, collected from 

13 animals. This means that, on average, 1.8 cells were obtained per recording session in the 

MNTB, while 1.7 cells were obtained in the AVCN. Over the course of the study, a greater 

number of cells were gathered; however, they were not included in the dataset as they were 

not recorded at 30 dB above the threshold. 

Regarding the electrical recordings, the AVCN dataset comprised recordings from 11 

cells, acquired from eight animals, resulting in an average of 1.4 cells per animal. By contrast, 

the MNTB dataset included recordings from nine cells obtained from seven animals, 

averaging 1.3 cells per animal. The yield of electrical recordings was slightly lower than that 

of the acoustic recordings. This difference can be attributed to the challenging nature of the 

recordings, as only after the recording sessions could histological sections confirm if the 

recordings were indeed obtained from the AVCN or the MNTB. 

 

4.2.3.2 Acoustic Stimulated Cells 

We have demonstrated that MNTB cells display a slight tendency for higher 

responsiveness than the bushy cells of the AVCN for smaller ICIs (≤ 4 ms). With larger (ICIs 
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> 4ms), this tendency changed, with the BCs now found to have a higher tendency of spiking 

at every click. However, the cells of both nuclei demonstrated mostly similar responsiveness.  

These findings agree with previous reports, which state that the response properties of 

SBCs are very similar to those of GBCs and MNTB neurons (Joris & Yin, 1998). Another 

study investigating the anatomy and physiology of the cells in the MNTB has found that the 

responses of cells of the MNTB were similar to those of GBCs (Smith et al., 1998). Like 

GBCs, phase-locking of the cells in the MNTB was improved at lower CFs compared with the 

auditory nerve. Above 1 kHz, the spiking of the MNTB cells showed primary-like-with-notch 

responses resembling the PSTH of many GBCs.  

Our results show that the spike timing of the cells in the MNTB and the BC was 

comparable. Comparing pre- and postsynaptic activity in the MNTB, Kopp-Scheinpflug et al. 

(2003) have found that phase locking is greater in postsynaptic than in presynaptic conditions, 

but only up to sound frequencies of 1 kHz. However, the CF of our recorded cells was mainly 

above 1 kHz (median CF MNTB: 15, median CF BC: 16.4), and so cannot be directly 

compared to these earlier findings. 

 

4.2.3.3 Electrical Stimulated Cells 

We found comparable responsiveness to both electrical and acoustic stimulation in the 

AVCN and MNTB. There was a tendency towards a higher response rate (close to the 

maximum of six per trial) for electrically stimulated bushy cells at ICIs of 5 ms, 4 ms, and 3 

ms, as well as for MNTB cells at ICIs of 5 ms, 4 ms, 3 ms, and 2 ms. Our findings at ICIs of 5 

ms, 4 ms, and 3 ms (200 pps, 250 pps, 333 pps) for the AVCN and at ICIs of 5 ms, 4 ms, 3 

ms, and 2 ms (200 pps, 250 pps, 333 pps, 500 pps) for the MNTB are similar to observations 

in the ventral cochlear nucleus (VCN) and auditory nerve. 

Babalian et al. (2003) examined the discharge patterns from in vitro isolated whole 

brain preparations in the VCN to electrical stimulation. The investigators found that the cells 

in the VCN have a high discharge synchronization at low stimulation rates (200–300 pps) 

(Babalian et al., 2003). Observations of the auditory nerve demonstrate higher response rates 

and entrainment during electrical stimulation than in acoustic stimulation. At low frequencies 

(< 800 Hz), auditory nerve spikes show unnatural entrainment, spiking once per stimulus 

cycle (Hartmann et al., 1984; Javel & Shepherd, 2000; Litvak et al., 2001; van den Honert & 

Stypulkowski, 1987).   

At high stimulation rates, however, Babalian et al. (2003) show that many cells in the 

VCN exhibit discharge patterns comparable to natural sound stimuli. They have hypothesized 
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on the basis of their findings that high stimulation rates produce more physiologically 

meaningful discharge patterns. On the contrary, our BCs demonstrated decreasing spike rates 

at higher stimulation rates. However, our data was generated by in vivo electrophysiological 

recordings, whereas Babalian et al. (2003) used in vitro isolated whole brain preparations. 

Therefore, their findings cannot capture the complete auditory organ system’s complexity and 

cannot fully be extrapolated to our results.  

Dynes and Delgutte (1992) and Hartmann and Klinke (1990) were able to demonstrate 

that the auditory nerve follows electrical pulse trains at rates above 1,000 pps. However, 

phase locking and fidelity are shown to degrade at high stimulation rates (above 400 pps) 

(Shepherd & Javel, 1997). At 1,000 pps, responses vary between strong and weak (Wilson et 

al., 1997).  

We found similar results in the MNTB. The AP recorded from the cells in the MNTB 

at ICI = 2 ms varied, with some cells responding to almost every click and others almost not 

at all. We can only make assumptions about the physiological data at an ICI of 1 ms (1,000 

pps), because stimulation artifacts prevented data analysis. With the MTNB exhibiting this 

alternation between strong and weak responses at ICI = 2 ms, we assume that the response 

behavior would be similar at 1,000 pps. 

 

4.2.3.4 Jitter during Electrical Stimulation 

 Consistent with earlier research by Hartmann et al. (1984) and van den Honert and 

Stypulkowski (1987), our electrical stimulation showed greater precision relative to acoustic 

stimulation. As previously reported by Kiang and Moxon (1972), electrically stimulated fibers 

generate PSTH with short latencies and less temporal dispersion compared with acoustic 

stimulation. What factors might explain the enhanced precision observed in electrical 

stimulation?  

The neural responses to acoustic and electrical stimuli differ from each other. In the 

normal-hearing ear, the BM traveling wave generates a low-frequency (LF) latency, which 

arises from the delayed mechanical response of the BM (Ruggero & Temchin, 2007). In 

addition, the BM acts as a gain-control amplifier, boosting low-level sounds and compressing 

high-level sounds (Gregan et al., 2011). The mechanical response of the BM in intact ears 

leads to a more extensive dynamic range (Rhode, 1971; Sachs & Abbas, 1974; Yates et al., 

1992). However, the electrically stimulated auditory nerve has a dynamic range of only 1.5–6 

dB (Kiang & Moxon, 1972), as opposed to the acoustic dynamic range of 30 dB (Abbas & 

Miller, 2004).  
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An important distinction between acoustic and electrical stimulation pertains to the 

absence of hair cells and synapses in the deaf ear, which leads to minimal or no spontaneous 

activity of the auditory nerve (Hartmann & Klinke, 1990). This is because no transmitters are 

released into the synaptic cleft. By contrast, the spontaneous discharge rate of the auditory 

nerve fibers in an intact auditory system can range from 0 to 80 spikes per second (Liberman, 

1978). The absence of BM latency, hair cells, and synapses may account for the heightened 

precision found in the auditory nerve and in our data.  

 Our findings suggest that the precision observed in the auditory nerve during electrical 

stimulation (as previously reported by Hartmann et al. (1984) and van den Honert and 

Stypulkowski (1987)) is maintained at the level of the cochlear nucleus and the MNTB, 

despite the involvement of multiple synapses. This suggests that the initial high precision 

achieved in the early stages of the auditory pathway remains unimpaired and may even be 

improved. At low acoustic stimulation rates, it has been shown that the SBCs, and especially 

the GBCs, demonstrate higher entrainment and phase locking compared with the auditory 

nerve (Joris, Carney, et al., 1994; Joris, Smith, et al., 1994). Joris et al. (1994) could not detect 

such differences at higher stimulation rates. It has been hypothesized that this behavior 

correlates with the number of synaptic inputs from the auditory nerve. Compared with SBCs, 

GBCs receive more auditory-nerve input via smaller synapses (Liberman, 1991; Spirou et al., 

2005), known as the modified endbulbs of Held (Smith & Rhode, 1987). In contrast, auditory 

nerve inputs converge onto the SBCs via few large synapses, called the endbulbs of Held 

(Sento & Ryugo, 1989).  

The convergence of multiple auditory nerve inputs onto GBCs results in increased 

entrainment and phase locking, as well as a decrease in jitter (Burkitt & Clark, 1999; 

Kuhlmann et al., 2002; Rhode & Smith, 1986; Rothman et al., 1993; Xu-Friedman & Regehr, 

2005). While low acoustic stimulation rates have been shown to increase the entrainment and 

phase locking of SBCs and GBCs, we believe that the precision achieved through electrical 

stimulation of the auditory nerve is further enhanced at the level of the cochlear nucleus. This 

is likely because electrical stimulation presumably activates every auditory nerve synapse at 

the SBCs and GBCs, producing many subthreshold inputs that coincide and reduce the jitter.  

 

4.2.4 Model 

Our LSO model illustrates how the hyper-precise electrical input from the AVCN and 

MNTB contributes to ITD sensitivity with a pronounced lateralization effect, suggesting that 

coincidental detection of excitatory and inhibitory inputs remains functional.  
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 The sensitivity to ITDs observed in our electrical brainstem model diverges from that 

found in normal-hearing animals. By contrast, a few studies propose that ITDs in the IC 

remain consistent between acoustic and electrical stimulation. Notably, Rosskothen-Kuhl et 

al. (2021) and Vollmer (2018) are the sole examples that illustrate the similarity of ITDs in 

the IC under both stimulation modalities. Rosskothen-Kuhl et al. (2021) demonstrated 

comparable electrical behavioral ITDs in the IC to those in normal-hearing rats, employing 

neonatally deafened rats with bilateral implants in adulthood. Vollmer (2018), meanwhile, 

implanted CIs in the round window of intact hearing gerbils and recorded in the IC, revealing 

analogous ITD discrimination thresholds for electric and acoustic stimuli.  

Despite these findings, it is important to note that Rosskothen-Kuhl et al. (2021) 

conducted their study in rats, which likely employ the LSO for envelope ITD detection, while 

Vollmer (2018) implanted CIs in the round window. Despite Vollmer’s (2018) assertion that 

electrophonic stimulation did not occur during the procedure, the potential for this stimulation 

remains high, given the absence of cochlear damage and preserved hearing in the animals. 

This type of stimulation and implantation markedly differs from conventional forms of CI 

implantation. 

Conversely, Smith and Delgutte (2007), Hancock et al. (2010), and Chung et al. (2019) 

reported differences in ITD sensitivity between electrical and acoustical stimulation scenarios. 

When comparing ITD sensitivity in the brainstem and the IC, it is crucial to consider that the 

cells in the IC, receive converging projections from MSO and LSO cells and many other 

auditory nuclei (Grothe et al., 2010). This adds another layer of complexity, making it harder 

to understand ITD processing mechanisms in the IC on a broader scale.  

In summary, more studies support the idea that ITDs in the IC vary between acoustic 

and electrical stimulation scenarios. Therefore, the differences observed in our electrical LSO 

model, leading to a pronounced lateralization effect, align with the broader evidence in this 

regard. 

This, in turn raises the question of what could be the underlying cause of this 

phenomenon. The LSO integrates the hyper-precise input in an all-or-nothing manner, 

potentially due to strong inhibition from the MNTB. Activation of all modified endbulbs of 

Held through electrical stimulation could create coincidence-subthreshold input on the GBCs, 

potentially leading to increased precision that is then transmitted to the LSO. As a 

consequence, the inhibitory input from the MNTB might be stronger than the input from the 

SBCs because the SBCs receive less auditory nerve input than the GBCs (Liberman, 1991; 

Spirou et al., 2005). 
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 Alternatively, or additionally, the lateralization effect may also arise from changes in 

the timing between excitatory and inhibitory inputs. Beiderbeck et al. (2018) demonstrate that 

inhibition controls the spiking of the LSO with microsecond precision in high-frequency click 

trains, whereby the timing of the inhibition and excitation either suppresses or facilitates 

spiking. Since the relative timing between input signals can be significantly altered during 

electrical stimulation, the specific role of inhibition in ITD processing might be strongly 

affected. However, the facilitatory effect of inhibition was not incorporated into our LSO 

model and thus was not captured in our binaural simulations. 

Overall, the model adequately replicates the physiologically recorded data. However, 

one of its limitations is the absence of brainstem nuclei and synapses, such as the cochlear 

nucleus and MNTB. Instead of receiving synaptic input from SBCs and MNTB, the LSO 

model directly receives input from the auditory nerve.  

To compensate for this discrepancy, we adjusted the intensities of ipsilateral and 

contralateral inputs (60 dB contra, 50 dB ipsi) to mimic the response properties of MNTB and 

cochlear nucleus cells as determined through our in vivo gerbil recordings However, it is 

important to note that, at low acoustic stimulation rates, SBCs and GBCs exhibit greater 

entrainment and phase locking than the auditory nerve (Joris, Carney, et al., 1994; Joris, 

Smith, et al., 1994). This likely relates to the number of synaptic inputs.  

Considering the significance of jitter in ITD sensitivity, it would be interesting to 

incorporate such parameters into the model to investigate how the activation of multiple 

inputs during electrical stimulation might enhance the precision of jitter and whether electrical 

stimulation activates more inputs than acoustic stimulation does. 

 

4.3 Does Jitter Influence ITD Detection? 
We discovered that the level of jitter significantly influences the shape of electrical rate 

ITD functions. By adjusting the jitter input of the electrical LSO model to match 

physiological acoustic levels, we managed to restore the dynamic ITD range. Consequently, 

the model implies that physiological jitter levels play a critical role in defining the temporal 

width of the integration window between excitatory and inhibitory inputs. 

Consistent with this concept, Myoga et al. (2014) illustrated that jitter can increase 

inhibition-driven shifts of excitatory postsynaptic potential peaks in the MSO, which shape 

excitatory timing. Their study shows that the introduction of jitter degrades spike timing 

without interfering with the efficiency of inhibition-enforced EPSP peak shifts (Myoga et al., 
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2014). Although these findings were derived from the MSO low-frequency range, it 

reinforces the significance of jitter in shaping ITD sensitivity. 

Our results may also contribute to recent findings on jittering the interpulse intervals to 

improve ITD sensitivity. According to Laback and Majdak (2008), this mechanism operates 

by resetting the adaptation process with each randomization of the pulse. They suggest that 

binaural adaptation during ongoing high stimulation results in compromised ITD detection. 

Additionally, their findings demonstrate that binaural jitter could enhance ITD sensitivity at 

higher stimulation rates (≥ 800 pps) (Laback & Majdak, 2008). The concept of binaural 

adaptation was first described by Hafter and Dye (1983). Increasing the envelope modulation 

rate of high-frequency carriers has been observed to induce binaural adaptation, reducing ITD 

sensitivity in individuals with normal hearing (Hafter & Dye, 1983). This adaptation leads to 

scenarios where the onset of a sound contributes significantly to ITD detection, while the 

ongoing signal contributes minimally (Saberi, 1996; Stecker & Hafter, 2002).  

CI recipients exhibit a similar reduction in ITD sensitivity when exposed to high rates 

of unmodulated pulse trains. One potential explanation for the phenomenon of binaural 

adaptation observed during electrical stimulation is that it could be attributed to the atypical 

neuronal response evoked by electrical stimulation, characterized by a high degree of phase 

locking and synchronization across fibers (Dynes & Delgutte, 1992; Hartmann et al., 1984; 

Litvak et al., 2001; Wilson et al., 1997). Additionally, it has been hypothesized that the 

latency difference between electrical and acoustic stimulation due to the mechanical 

properties of the BM is responsible for poor ITD detection (Joris et al., 2006).  

In a subsequent study, Hancock et al. (2012) conducted recordings from neurons in the 

IC of anesthetized cats. Their findings reveal an enhanced sensitivity to ITDs when higher 

stimulation rates are applied, which was achieved by implementing short inter-pulse intervals 

(SIPIs) (Hancock et al., 2012). The researchers observed that introducing jitter leads to an 

increase in firing activity in half of the neurons. Notably, the tuning of ITDs in these 

conditions becomes comparable to the tuning observed at lower stimulation rates. 

Srinivasan et al. (2020) have conducted experiments involving the introduction of 

jittering in amplitude-modulated high-rate pulse trains. The results illustrate that the insertion 

of short SIPIs leads to an improvement in ITD sensitivity. Together, these studies provide 

evidence that incorporating jitter into pulse trains can affect behavioral ITD sensitivity, which 

could potentially be used reduce binaural adaptation.  

It is important to note that our own findings may not be directly comparable. 

Discrepancies have possibly arisen from the brief duration of our stimulation click trains, 
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which may not have been long enough to initiate the adaptation process. Consequently, our 

data contradicts the earlier findings, indicating that the diminished spatial sensitivity in the 

LSO does not appear to result from binaural adaptation. Instead, in our research, it appears to 

be attributable to the exceptionally precise binaural input originating from the AVCN and 

MNTB. This precision leads to highly narrowed ITD range in the LSO.  

Therefore, it is imperative to investigate longer stimulation conditions to ascertain 

whether binaural adaptation occurs in the superior olivary complex during electrical 

stimulation, as well as its potential impact on ITD detection. Additionally, studying the 

influence of synchronization between the two ears during jittering effects should be examined 

through synchronized and unsynchronized conditions. 

While our data differs from the previous findings of Hancock et al. (2012), Laback and 

Majdak (2008), and Srinivasan et al. (2020) regarding binaural adaptation, both our results 

and theirs provide evidence supporting the idea that incorporating jitter into electrical input 

enhances the physiological neural representation of temporal information. 

 

4.4 Myelination Specialization and its Implication for ITD Detection 
As highlighted in section 1.9.2, myelination has been demonstrated to play a crucial 

role for ITD processing in the MSO (Ford et al., 2015; Stange-Marten et al., 2017). To 

elaborate, the fibers of low-frequency-tuned GBCs involved in ITD processing show shorter 

internode length and thicker axonal diameters when contrasted with high-frequency GBCs. 

However, differences extend beyond the distinction between high and low-frequency GBC 

axons; there is also a divergence between inhibitory GBCs and excitatory SBCs. Notably, the 

axons of GBCs that innervate the MNTB exhibit larger axonal diameters compared with those 

SBC axons responsible for conveying excitatory signals to the MSO, as reported by Ford et al. 

(2015). Besides higher precision (lower jitter), this configuration also results in faster 

conduction velocities, leading to the faster arrival of contralateral inhibitory signals in the 

MSO in comparison with the contralateral excitatory input from SBCs (Brand et al., 2002; 

Roberts et al., 2013). 

Our research reveals precise jitter across all ICIs during electrical stimulation. No 

distinctions were observed in terms of firing precision between low-frequency (larger ICIs) 

and high-frequency (smaller ICIs) in our study. These results prompt us to reconsider the 

extent to which myelination plays a crucial role in ITD detection and precise jitter. This raises 

questions about the generalizability of the findings put forth by Stange-Marten et al. (2017) 
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and Ford et al. (2015), considering that their conclusions primarily pertained to MSO cells, 

while our study is centered around high-frequency LSO cells. 
However, it is important to highlight that, in the study conducted by Stange-Marten et 

al. (2017), they not only identified low-frequency cells with consistent synaptic delays but 

also identified certain high-frequency cells that exhibited stable synaptic delay. Therefore, it 

is plausible that the myelination specialization observed in GBCs may not be limited solely to 

cells connected to the MSO, but could also be present in GBCs that contribute to other nuclei, 

such as the LSO.  

In the LSO, high-frequency cells can detect envelope ITDs. Therefore, it is possible 

that GBC cells responsible for innervating the MNTB and transmitting this information to 

high-frequency LSO cells that detect envelope ITDs may also exhibit myelination 

specialization similar to that found in low-frequency GBC cells. However, this consideration 

remains unexplored. Additionally, our research does not differentiate between electrically 

stimulated SBCs and GBCs, meaning that our data encompasses both cell types. 

Consequently, it is possible that the precise electrical jitter observed across all frequencies is 

influenced by the inclusion of both cell types. 

If myelination specialization is not needed for constant jitter, it could imply that factors 

such as electrical input and differences between acoustic and electrical hearing (e.g., absence 

of hair cells, no spontaneous activity, and no traveling wave along the BM) might influence 

jitter and ITD detection. 

 
 
4.5 LSO versus MSO as the Main ITD Detector During CI-Based Stimulation 

In order to preserve the experience-dependent mechanism responsible for refining 

input strength and timing, the animals involved in our experiments possessed fully developed 

hearing capabilities before the study. Moreover, no degenerative effects were noted 

beforehand. 

By contrast, individuals who receive CIs often undergo extended periods of deafness, 

which can lead to various complications due to the inactivity of the auditory system. For 

example, researchers have demonstrated reduced ITD sensitivity in the IC (Hancock et al., 

2010) and auditory cortex (Tillein et al., 2010) in congenitally deaf animals. However, if a CI 

is implanted during a critical early period, it can compensate for functional deficits in the 

auditory cortex that result from congenital deafness (Kral & Sharma, 2012). 

 On the other hand, Buck et al. (2021) and Rosskothen-Kuhl et al. (2021) propose that 

poor ITD detection in humans is independent of hearing experience during development, as 
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the ITD threshold of neonatally deafened rats was comparable to that of rats with normal 

hearing. These findings suggest that certain aspects of auditory development are not 

influenced by auditory experience. This leads to the inference that the LSO may serve as the 

primary ITD detector during CI stimulation. This proposition is supported by the fact that, in 

contrast to the MSO, the LSO’s excitatory and inhibitory tuning curves are already aligned at 

the onset of hearing (Sanes & Rubel, 1988). Moreover, the developmental changes in 

inhibitory projections to the LSO are finalized before the onset of hearing (Kim & Kandler, 

2003).  

Conversely, the ITD sensitivity of the MSO undergoes developmental maturation after 

hearing onset and is dependent on auditory experience (Seidl & Grothe, 2005). Thus, the 

findings of Buck et al. (2021) and Rosskothen-Kuhl et al. (2021) align with our hypothesis, 

which is that the LSO, rather than the MSO, plays a primary role in CI-based ITD detection. 

 The data obtained by Buck et al. (2021) and Rosskothen-Kuhl et al. (2021) were 

derived from rats, an animal model with high-frequency hearing in which ITD detection in the 

MSO can be neglected. Therefore, it is presumed in this case that the envelope ITDs of the 

CIs are processed in the LSO and subsequently transferred to the midbrain. While this 

observation provides further support for our hypothesis that the LSO serves as the primary 

ITD detector during CI-based stimulation, the experimental data acquired by Buck et al. 

(2021) in the rat midbrain does not allow for an accurate determination of whether the 

collected data originates from the LSO or MSO. 

In general, two types of ITD sensitivity can be identified: the through type and the 

peak type. The predominant view is that MSO neurons exhibit peak-type ITD sensitivity, 

resulting from the binaural coincidence of excitation, while LSO neurons exhibit through-type 

ITD sensitivity, arising from the coincidence of excitation and inhibition (Batra et al., 1997; 

Yin & Kuwada, 1983). Various studies assessing ITD sensitivity in the superior olivary 

complex (SOC) provide evidence for the existence of neurons with peak-type characteristics 

in the MSO and neurons with through-type characteristics in the LSO (Batra et al., 1997; 

Spitzer & Semple, 1993; Tollin & Yin, 2005). 

To classify these ITD functions, best interaural phase differences (IPDs) are plotted 

against stimulus frequencies to calculate the characteristic phase (CP) (Yin & Kuwada, 1983). 

LSO cells typically exhibit a CP of ±0.5, indicating through-type ITD sensitivity, while MSO 

cells demonstrate a CP close to 0, signifying peak-type ITD sensitivity. Through-type ITD 

sensitivity is characterized by a specific ITD evoking the minimum response independent of 
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frequency, whereas peak-type ITD sensitivity generates the maximum response (peak) at a 

specific ITD regardless of frequency (Siveke, 2007).  

However, LSO cells may also display peak-type ITD sensitivity, depending on the 

strength of the excitatory or inhibitory input, as perfect through-type ITD functions with a CP 

of 0.5 only occur when excitation and inhibition are maximally out of phase (Tollin & Yin, 

2005). Furthermore, in addition to peak-type and through-type, intermediate-types with a CP 

between 0 and 0.5 have also been identified (Fitzpatrick & Kuwada, 2001; Pecka et al., 2007). 

Given that inhibition, rather than just excitatory inputs (EE), is involved in ITD sensitivity 

within the MSO, it becomes apparent that numerous non-zero CPs are observed within the 

MSO (Grothe et al., 2010; Pecka & Encke, 2020). At the midbrain level, the existing evidence 

suggests that the convergence of inputs from brainstem neurons may contribute to the 

emergence of intermediate-type ITD sensitivity (Cai et al., 1998; Fitzpatrick et al., 2002; 

Fitzpatrick & Kuwada, 2001; Kuwada & Yin, 1983). However, certain studies have observed 

the presence of intermediate-type ITD sensitivity even at the level of the superior olivary 

complex (SOC) (Batra et al., 1997; Spitzer & Semple, 1993).  

Therefore, especially at the midbrain level, where different types of ITD inputs, 

including peak, through, and intermediate, converge, determining the source of ITD 

information (LSO or MSO) becomes challenging. Studies employing electrical stimulation, 

such as those conducted by Tillein et al. (2010) and Hancock et al. (2010), which 

demonstrated the presence of both peak-type and through-type ITD functions, or 

investigations by Smith and Delgutte (2007, 2008) and Vollmer (2018) reporting peak-type 

responses, do not establish a conclusive link between the origin of the ITD input and the ITD 

sensitivity types. Moreover, these studies did not differentiate ITD types based on the CP, 

given that CPs cannot be computed with electrical stimulation. This limitation makes it 

challenging to establish a clear differentiation between types during this form of stimulation. 

Consequently, discerning between the various types of ITD sensitivity and determining the 

ITD origin (LSO, MSO) solely based on the ITD type is rendered impossible.  

As a result, recording electrical signals in the midbrain will not provide a definitive 

solution to whether the LSO or MSO is primarily utilized for ITD detection by CI patients. 

In summary, considering the developmental disparities between MSO and LSO, where 

the LSO matures before the onset of hearing, along with the findings presented by Buck et al. 

(2021) and Rosskothen-Kuhl et al. (2021), and taking into account the technical limitations 

associated with CI implantation that primarily target the high frequencies of the cochlea, there 

is strong indication that the LSO plays a significant role as the primary ITD detector during 
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CI-based stimulation. However, to comprehensively address this question, it is imperative to 

obtain electrophysiological recordings from both the MSO and LSO. An outline of the 

proposed research required for this is presented in the concluding chapter that follows.  

 

5 Conclusion  
Our study indicates that electrical stimulation triggers exceptionally precise spiking in 

the AVCN and MNTB. As a result, the binaural comparators face different timing patterns 

compared to acoustic stimulation. Nevertheless, our LSO model anticipates that this 

heightened precision maintains ITD sensitivity in the LSO, resulting in a steep rate 

modulation. However, this modulation, represented by the slope of the function, was confined 

to a narrower range of ITDs compared to acoustic ITDs. Adjusting the electrical jitter level of 

excitatory and inhibitory LSO inputs to more closely mimic acoustic recordings restored a 

broader dynamic ITD range and expanded the range of distinguishable ITDs, highlighting the 

importance of jitter levels. It is hoped our findings can improve CI stimulation strategies, as 

well as help to enhance ITD coding in CI patients. 

 

5.1 Limitation of my Study 
A limitation of the study is the necessity to model the ITD coding of the LSO due to 

the inability to conduct bilateral extracellular electrical stimulated recordings in the LSO. 

While the model effectively reproduces physiologically recorded data, it lacks brainstem 

nuclei and synapses, such as the cochlear nucleus, MNTB, and the endbulb of Held and calyx 

of Held. Instead of receiving synaptic input from SBCs and MNTB, the LSO model directly 

receives input from the auditory nerve. The different synaptic inputs play a crucial role in 

influencing the spiking pattern of the AVCN and MNTB, thereby impacting subsequent 

nuclei like the LSO. As ITD coding in the LSO is directly influenced by inhibition and 

excitation, even minor timing deviations can alter the LSO’s ITD detection. Incorporating the 

MNTB and AVCN stages, along with their synapses, into the LSO model would be valuable. 

Although we posit that the LSO serves as the primary ITD detector during CI-based 

stimulation, we cannot fully address this question due to the absence of extracellular 

recordings from the LSO or MSO. Additionally, our hypotheses remain incompletely resolved 

as we employed acutely deafened animals, neglecting any long-term effects on the auditory 

system. It would be intriguing to conduct similar recordings in congenitally deaf animals to 

explore whether auditory deprivation affects ITD detection and if, even under such 
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conditions, the LSO remains the primary ITD detector during CI-based stimulation. The 

concluding chapter provides a framework for the proposed research needed for this endeavor. 

 

5.2 Outlook 

Given the constraints of the study, I propose an experimental framework for future 

research, which is outlined in this concluding chapter.  

This proposed research would involve: (1) conducting in vivo extracellular recordings 

with extended click durations and incorporating these results into the model; (2) integrating 

additional parameters into the model and carrying out in vivo extracellular recordings in the 

mice; (3) performing bilateral in vivo extracellular recordings; and (4) conducting bilateral in 

vivo extracellular recordings involving congenitally deaf animals. These are considered in 

more detail as follows: 

 

5.2.1 In vivo Extracellular Recordings with Extended Click Durations 

First, I intend to replicate our experiments with extended click durations. The purpose 

is to examine whether binaural adaptation influences both jitter and ITD processing, in 

accordance with propositions by Hancock et al. (2012), Laback and Majdak (2008), and 

Srinivasan et al. (2020). During this first phase, the testing of ITD processing with the model 

becomes essential, as the extracellular acoustic and electrical in vivo recordings will be 

carried out in the AVCN and MNTB. 

 

5.2.2 In Vivo Extracellular Recordings in the Mice 

The next experimental paradigm would center on animals with varying hearing ranges, 

such as mice and gerbils, integrating additional factors into the model. Our research findings 

demonstrate that the precise transmission of information from the AVCN and MNTB to the 

LSO generates a distinct lateralization effect. Hence, it would be intriguing to introduce the 

GBC myelination specialization of gerbils into the model to observe its impact on jitter.  

Furthermore, it would be of interest to conduct experiments in mice, which lack 

myelination specialization and have a high frequency hearing range. In mice, ITD detection 

likely occurs in the LSO, while the MSO can be disregarded (see chapter 4.1). The aim is to 

investigate whether the pronounced lateralization effect found in our model also manifests in 

non-specialized ITD-detector animals, such as mice. Initially, we would replicate the 

experiments and perform extracellular recordings in the AVCN and MNTB of mice. These 
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findings would subsequently be integrated into the model. Finally, it would be especially 

interesting to verify if the model’s findings hold true for both gerbils and mice. 

 

5.2.3 Bilateral in Vivo Extracellular Recordings  

The next step would involve conducting bilateral electrical extracellular single-cell 

recordings, not limited to the LSO but also encompassing the MSO. The goal is to validate 

our hypothesis that the LSO primarily functions as the ITD detector during CI-based 

stimulation. To gain fundamental insights into ITD processing in both the MSO and LSO, an 

initial step would involve establishing bilateral CI implantation in gerbils and conducting 

extracellular single-cell recordings under anesthesia.  

 

5.2.4 Bilateral in Vivo Extracellular Recordings Involving Congenitally Deaf Animals 

The investigation would then assess the impact of developmental alterations in the 

auditory system on ITD processing within the LSO. Our argument hinges on the completion 

of inhibitory projections to the LSO before hearing onset, indicating the LSO’s primary role 

in CI-based stimulation. By contrast, the MSO undergoes developmental maturation after 

hearing onset and relies on auditory experience. Consequently, alongside the aforementioned 

study, we plan to explore whether congenital deafness influences cue reweighting, particularly 

concerning the animals’ reliance on envelope ITD cues. To execute this part of the study, 

animals that are congenitally deaf will undergo immediate implantation, followed by regular 

CI stimulation. Subsequent recordings in the LSO and MSO will shed light on whether these 

animals predominantly utilize envelope ITDs or ILDs for sound source detection. 

 

5.3 Summary 
As indicated and subsequently confirmed by our results, the parts of the auditory 

system stimulated electrically, including the auditory nerve, the AVCN, and the MNTB, 

demonstrate enhanced temporal precision compared with cells stimulated acoustically. In 

theory, this heightened precision should lead to improved ITD detection during CI stimulation 

for hearing-impaired subjects in comparison with normal-hearing listeners. However, as 

outlined in chapter 1.10, this is not the case, and CI patients still lag behind individuals with 

normal hearing in this respect. 

Our findings reveal that electrical stimulation induces hyper-precise spiking in the 

AVCN and MNTB. Consequently, the binaural comparators must handle significantly 

different timing patterns compared with acoustic stimulation. However, our model predicts 
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that this hyper-precision does not diminish ITD sensitivity in the LSO. Instead, it generates a 

steep ITD sensitivity, resulting in a pronounced lateralization effect. These modeling 

predictions align with recent behavioral and neuronal data in rats (Rosskothen-Kuhl et al., 

2021), as well as localization data from human CI patients (Laback et al., 2015). 

Future studies involving CI patients could provide insights into the lateralization effect 

proposed by our LSO model. By testing ITD sensitivity in very fine steps, it should be 

possible to identify a region on the tuning curve where patients can distinguish small 

deviations in ITD, corresponding to the slope range of the LSO ITD curves. 

The enhanced coding capacity for ITD, following the adaptation of electrical jitter to 

acoustic hearing, underscores the importance of jitter in ITD sensitivity. Future CI stimulation 

strategies should therefore focus on exploiting the LSO pathway by improving envelope ITD 

detection in the LSO using jitter values that mimic acoustic conditions. This approach may 

potentially lead to stimulation strategies that enable CI patients to attain comparable ITD 

abilities in localizing sound sources. 
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9 Glossary 
µs  microseconds 

A1  primary auditory cortex 

AN  auditory nerve 

AP  action potential 

APs  action potentials 

AVCN  anterior ventral part of the cochlear nucleus 

BC  bushy cells 

BM  basilar membrane 

Ca2+  calcium 

CI  cochlear implant 

CIs  cochlear implants 

CP  characteristic phase 

dB SPL  sound pressure level, measured in decibels 

DCN  dorsal cochlear nucleus 

DNLL  dorsal nucleus of the lateral lemniscus 

EDTA  ethylenediaminetetraacetic-acid 

EE  excitatory-excitatory input 

EI  excitatory–inhibitory 

EPSP  excitatory postsynaptic potential 

ETS  epoxy tissue stain 

GABA  Gamma-Aminobutyric Acid 

GBC  globular bushy cell 

HE  hematoxylin-eosin 

IC  inferior colliculus 

ICI  inter click interval 

IHC  inner hair cells 

ILD  interaural level difference 

IPSP  inhibitory postsynaptic potential 

ITD  interaural time difference 

kHz  kilohertz 

LNTB  lateral nucleus of the trapezoid body 

LSO  lateral superior olive 

MGB  medial geniculate body 
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MMF  medetomidine, midazolam, and fentanyl 

MNTB  medical nucleus of the trapezoid body 

MSO  medial superior olive 

NaCl  sodium chloride 

NMDA  N-methyl-D-aspartate receptors 

OHC  outer hair cell 

PP  Pre-Potential 

pps  pulses per second 

PSTH  peri stimulus time histogram 

PVCN  posterior ventral part of the cochlear nuclei 

SBC  spherical bushy cells 

SGN  spiral ganglion neuron 

SGNs  spiral ganglion neurons 

SIPIs  short inter-pulse intervals 

SOC  superior olivary complex 

TFS  temporal fine structure 

UV  ultraviolet light 

VCN  ventral cochlear nucleus 
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