
Moiré physics in the semiconductor
MoSe2/WS2 heterostructure

Borislav Polovnikov

München, 2024





Moiré physics in the semiconductor
MoSe2/WS2 heterostructure

Borislav Polovnikov

Dissertation
an der Fakultät für Physik

der Ludwig-Maximilians-Universität
München

vorgelegt von
Borislav Polovnikov
aus Minsk, Belarus

München, den 15. April 2024



iv

Erstgutachter: Prof. Dr. Alexander Högele
Zweitgutachter: Prof. Dr. Jonathan Finley
Tag der mündlichen Prüfung: 13. Juni 2024



v

Zusammenfassung

Atomar dünne Übergangsmetall-Dichalkogenide sind Halbleiter mit direkter Band-
lücke und stellen eine sehr vielversprechende Plattform sowohl für optoelektronische An-
wendungen als auch für die Quantengrundlagenforschung dar. In Monolagen zeichnen
sie sich durch eine starke Licht-Materie-Kopplung aus, die durch fest gebundene Elektron-
Loch-Paare, sogenannte Exzitonen, vermittelt wird. Mehrschichtige Heterostrukturen hin-
gegen haben sich als wertvolle Modellsysteme für die Realisierung von korrelierten elek-
tronischen Zuständen etabliert. Der geometrische Moiré-Effekt in gestapelten van der
Waals Heterostrukturen spielt bei dieser Entwicklung eine wichtige Rolle, da kritische
Parameter des Moiré-Potentials über die Materialien der einzelnen Lagen und deren ge-
genseitige Rotation kontrolliert werden können.

Die MoSe2/WS2 Heterostruktur zeichnet sich durch nahezu resonante Leitungsband-
kanten aus, was starke Hybridisierungseffekte und elektrostatische Kontrolle ihres ener-
getischen Grundzustands ermöglicht. Bei kleinen Verdrehungswinkeln hat das Moiré-
Potential sogenannte Moiré Exzitonen zur Folge, die optische Untersuchungen von elek-
tronischen Zuständen mit Signaturen des Fermi-Hubbard-Modells, korrelationsinduzier-
ten Magnetismus oder korrelierter Mott-Isolator Zustände ermöglichen. Das komplexe
Zusammenspiel von Intra- und Interlagen-Effekten hat jedoch lange Zeit die grundlegen-
de Bandstruktur und die Eigenschaften der Moiré Exzitonen verschleiert. In dieser Arbeit
werden diese Fragen im Rahmen einer umfassenden theoretischen und experimentellen
Studie von MoSe2/WS2 Heterostrukturen geklärt. Wir verwenden eine Probenarchitektur
mit zwei Elektroden, die es uns erlaubt, gleichzeitig sowohl das elektrische Feld als auch
die Ladungsträgerdotierung zu kontrollieren. In Kombination mit zusätzlichen Parame-
tern wie der Temperatur oder senkrechten Magnetfeldern untersuchen wir das Verhalten
der Moiré Exzitonen in einem erweiterten Parameterbereich und entwickeln theoretische
Modelle, um die beobachteten experimentellen Daten zu erklären.

Zunächst charakterisieren wir die Moiré Exzitonen, indem wir ihre Dispersion mit
senkrechten elektrischen Feldern in Weißlichtreflexion und Schmalband-Modula-
tionsspektroskopie untersuchen. Wir stellen ein Kontinuumsmodell auf, das eine theo-
retische Beschreibung der beobachteten Exzitonen ermöglicht, und auf das wir anschlie-
ßend aufbauen, um das exzitonische Verhalten als Funktion von Elektronendotierung zu
untersuchen. Mittels elektrostatischer Modellierung decken wir ein bisher unbekann-
tes Dotierungsverhalten auf, das schichtweise abläuft, wobei das erste und zweite Elek-
tron pro Moiré-Zelle nacheinander Moiré-Potentialminima zunächst in der MoSe2 und
dann in der WS2 Lage besetzen. Schließlich untersuchen wir die dotierungsabhängige
Spin-Suszeptibilität des entstehenden Bilagen-Elektronengitters, die auf das Auftretetn
von elektrostatisch abstimmbarem Ruderman-Kittel-Kasuya-Yosida-Magnetismus schlie-
ßen lässt. Unsere Ergebnisse etablieren MoSe2/WS2 als ein einzigartiges System für die Er-
forschung von Coulomb-korrelierten Zuständen in zweischichtigen Spin-Ladungsgittern
und bieten eine Motivation für zukünftige experimentelle und theoretische Arbeiten zur
Vielteilchenphysik in MoSe2/WS2.
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Abstract

Atomically thin Transition Metal Dichalcogenides are direct band gap semiconductors
and present a very fertile ground for both optoelectronic applications and fundamental
quantum research. In their monolayer limit, they are characterized by inherently strong
light-matter coupling mediated by tightly bound electron-hole pairs known as excitons.
Multilayer heterostructures, on the other hand, have attracted considerable interest as
model systems for band engineering and implementations of previously elusive corre-
lated electronic states. The geometric moiré interference effect in stacked van der Waals
heterostructures plays an integral role in this development, since critical parameters of the
long-range moiré potential can be engineered via the constituent layer materials and their
rotational alignment.

The MoSe2/WS2 heterostructure is characterized by near-resonant alignment of its
conduction band edges which implies significant hybridization effects and electrostatic
tunability of its energetic ground state. For small twist angles, the presence of a moiré po-
tential leads to the emergence of distinct moiré excitons that allow to study electronic
states optically, with signatures of Fermi-Hubbard model physics, correlation-induced
magnetism, or correlated Mott-insulator states. The complex interplay of intralayer ex-
citon mixing with interlayer electron tunneling, however, has long obscured the funda-
mental band structure and the nature of the bright moiré excitons. In this thesis, we clar-
ify these questions by presenting a comprehensive theoretical and experimental study of
angle-aligned MoSe2/WS2 heterostructures. We employ a dual gate field-effect device ar-
chitecture that allows us to simultaneously control both out-of-plane electric fields as well
as charge carrier doping. In combination with additional tunable parameters such as tem-
perature or perpendicular magnetic fields, we study the behavior of the moiré excitons
in an extended parameter range and develop theoretical models in order to explain the
observed experimental data.

First, we determine the nature of the bright moiré excitons by studying their disper-
sion with perpendicular electric fields in white light reflectance and narrow-band modula-
tion spectroscopy. We present a continuum model that allows us to accurately describe the
low-energy exciton physics and which we subsequently build upon to study the exciton
behavior in the presence of electron doping. By means of electrostatic modeling, we estab-
lish evidence of a previously unseen charging behavior that proceeds layer-by-layer, with
the first and second electron per moiré cell consecutively occupying moiré potential pock-
ets first in the MoSe2 and then in the WS2 layer. Finally, we study the doping-dependent
spin-susceptibility of the emerging bilayer electron lattice that suggests the presence of
electrostatically tunable Ruderman-Kittel-Kasuya-Yosida magnetism. Our results estab-
lish MoSe2/WS2 as a unique system to explore Coulomb-correlated states in bilayer spin-
charge lattices and provide compelling motivation for future experimental and theoretical
work on many-body phenomena in MoSe2/WS2.
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Introduction

No exaggeration could possibly overstate the surge in scientific progress throughout the last
century. A hundred years ago, the Nobel committee recognized the dawn of quantum physics
and awarded the 1921 Nobel prize to Albert Einstein for the discovery of the photoelectric
effect [1]. Today, state of the art technologies harvest our understanding of materials science
and quantum mechanics to routinely control light on the single-photon level [2, 3]. The extent
of physical discoveries that led to fundamental upheavals of our societies is difficult to com-
prehend and can hardly be covered in a single work [4–6]. A big number of the 20th century’s
most disruptive innovations, however, manifest themselves in the advent of the modern semi-
conductor industry which came to permeate through almost every aspect of our modern life
and became fundamental to the emerging information age.

The main characteristic of a semiconducting system is as simple as it is far-reaching and
boils down to an energetic gap in its fundamental excitations. Through the process of doping,
it is possible to control both the prevalence and the coupling of such excitations to other sys-
tems, allowing to exploit them in a range of electronic and photonic applications. As a materials
class, the family of semiconductors includes some of the most versatile compounds, with use
cases spanning from computing and memory storage through energy production and power
electronics to logic, light emission and sensing [4].

At the present day, conventional electronics is almost entirely dominated by elemental sili-
con which is one of the most abundant materials in the earth’s crust. In the same time, innova-
tions in photonic technologies and the emergence of new computing paradigms [7, 8] drive the
demand for alternative materials that could overcome the limitations of traditional silicon which
is thwarted by its indirect band gap. While some classical semiconductors such as germanium
or gallium arsenide already proved invaluable for specific edge applications, the recent decades
have also seen a growing research interest in the role of dimensionality. The effects of quan-
tum confinement and size quantization emerged as vital parameters for exploiting light-matter
coupling in low-dimensional semiconductor structures, with the example of zero-dimensional
quantum dots having already entered their phase of commercialization with the introduction
of the QLED screen technology [9]. In the two-dimensional corner, on the other hand, the

1



Chapter 1. Introduction

family of the atomically thin transition metal dichalcogenides (TMDs) [10] has recently emerged
as a very promising candidate platform for both optoelectronic applications and fundamental
quantum research.

One of the most important properties of TMDs lies in their direct band gap in the visible
spectral range. In their monolayer limit, TMDs are characterized by extraordinarily large ef-
fective masses of charge carriers and very pronounced light-matter interaction, which is dom-
inated by tightly bound electron-hole pairs known as excitons. Multilayer TMD structures, on
the other side, have attracted ever increasing attention in the framework of van der Waals
engineering which promoted them as valuable model systems for two-dimensional condensed
matter physics [11]. In particular the so-called moiré effect – a geometric interference pattern
that generally appears in slightly mismatched periodic structures – has enabled the discovery
of numerous unprecedented phenomena mediated by strong Coulomb interactions. The be-
havior of excitons in the presence of such moiré effects, as well as their interaction with free
charge carriers, provides a non-invasive spectroscopic probe of moiré induced phenomena and
established TMD bilayers as a uniquely fertile ground for basic research in solid-state physics.

With the formidable abundance of exotic phases observed in most TMD heterostructures,
the scientific literature has long focused on the commonly studied MoSe2/WSe2 [12] and
WS2/WSe2 [13] which are characterized by large conduction and valence band offsets of hun-
dreds of meV. The less prominent combination MoSe2/WS2, on the other hand, exhibits
resonantly aligned conduction bands [14] and has only recently begun to gain attention in the
framework of correlated states [15, 16]. The resonance condition between MoSe2 and WS2

implies significant hybridization effects and electrostatic tunability of the fundamental band
alignment between the two monolayers, rendering MoSe2/WS2 both more complex yet inter-
esting at the same time. The goal of this thesis was to explore the effects of the moiré pattern
in this specific heterostructure and to establish fundamental understanding of its low-energy
excitonic physics.

The results of this work are mainly based on optical spectroscopy. To introduce the notions
necessary to understand and contextualize the experimental data, we proceed after the intro-
ductory Chapter 1 by giving a general overview of the optoelectronics of TMDs in Chapter 2.
We introduce the family of TMDs in the context of two-dimensional van der Waals materials
and establish the properties of excitons and their behavior in the presence of externally applied
fields or free charge carriers.

In Chapter 3, we present the main experimental methodology employed in this work. To
study the low-energy physics of excitons, it is important to establish control over a range of
experimentally tunable parameters such as temperature, charge density, electric or magnetic
fields, spatial sample positions or the optical excitation. We provide a self-contained discussion
of how to perform cryogenic spectroscopy on layered semiconductor structures and explain
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Chapter 1. Introduction

the fundamentals of state of the art technologies such as sub-Kelvin cooling by dilution refrig-
erators.

Chapter 4 deals with the theoretical models that have been either adapted or developed for
the evaluation of the experimental results of this work. In particular, we present an extensive
discussion of the moiré effect in TMD heterobilayers and explain both its geometric origin as
well as its implications on band folding and exciton mixing. Moreover, we provide a clarified
discussion of electrostatics in planar semiconductor structures that is relevant to modeling of
the excitonic behavior in the presence of periodic charge carrier lattices in moiré structures.

Subsequently, we present themain experimental results of thiswork togetherwith their the-
oretical discussion in Chapter 5. In particular, we discuss the exciton physics in angle-aligned
MoSe2/WS2 heterostructures and provide a comprehensive description of the effects of the
moiré pattern. By studying the dispersion of the moiré excitons with perpendicular electric
fields, we establish the presence of a complex interplay of resonant interlayer tunneling with
non-resonant moiré potentials that leads to very disctinctive electrostatics of the studied sam-
ples. As a result, we find evidence for a peculiar layer-by-layer charging behavior that enables
the formation of bilayer lattices of electrons correlated across two layers. We performmeasure-
ments of doping-dependent spin susceptibility that indicate antiferromagnetic exchange inter-
actions and suggest the presence of electrostatically tunable Ruderman-Kittel-Kasuya-Yosida
magnetism, establishing MoSe2/WS2 as a novel platform for studies of bilayer Hubbard model
physics with exotic magnetic phases on frustrated lattices.

Finally, we give a summary of this thesis in Chapter 6 and provide an outlook for future re-
search directions related to theMoSe2/WS2 system. Notably, the scope of this work is naturally
limited to questions that can be addressed with methods of optical spectroscopy and – apart
from the collaboration on many-body theory with Fabian Grusdt and Annabelle Bohrdt – with
phenomenological low-energy models. For this reason, there is a range of questions that can be
addressed by dedicated ab initio theoretical studies as well as by complementary experimental
probes such as transport measurements or scanning tunneling microscopy, providing opportu-
nities for future collaborations in the field. Importantly, we wish to emphasize that this thesis
itself is the result of collaborative work and would not be possible without the contribution of
several people. The spectroscopic experiments have notably been carried out together with Jo-
hannes Scherzer and Subhradeep Misra, whereas the theoretical models have been developed
together with Anvar S. Baimuratov and Henning Schlömer. The results of this work have been
published, partly verbatim, in Refs. [17, 18].
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2

Fundamentals of transition metal
dichalcogenides

We take a point of view in the spirit of Wolfgang Pauli’s famous quote “God made the bulk; the
surface was created by the devil” and emphasize the fundamental difference between the surface
of a given material and its bulk. A surface – or more generally an interface between two ma-
terials – can be characterized by the discontinuities in the dielectric environment and the elec-
tronic dispersion that impose distinctive governing principles upon the mobile charge carriers.
The surface to volume ratio of a given sample has therefore far-reaching physical consequences
that can be controlled bymanipulating the thickness of amaterial layer. Historically, this idea has
been demonstrated in classical semiconductor heterostructures where well-defined interfaces
enabled the confinement of charge carriers to two dimensions. Some of the most prominent
highlights of the 20th century physics, such as the discovery of the quantum hall effect [19]
or the development of quantum well lasers [20], have only been made possible by meticulous
control of interfaces in molecular beam epitaxy.

Layered van der Waals (vdW) materials provide an alternative route to quantum confine-
ment and present a natural limit in terms of how thin a device can be made. Loosely speaking,
a vdW material is defined by strong planar covalent bonds and weak vdW forces between in-
dividual atomic planes. By going to the atomically flat monolayer limit of such a layered com-
pound, the notion of bulk loses its applicability altogether – the material becomes the surface.
In recent years, vdW materials emerged as an increasingly important platform for fundamental
condensed matter research, and the goal of this Chapter is to give a high-level introduction to
the physics of these materials. In particular, we will focus on a certain class within them called
transition metal dichalcogenides (TMDs). In presenting TMDs, we will motivate the enthusiasm
of the scientific community for this class of materials and establish some important notions of
semiconductor optoelectronics that will be used throughout this work.

We start by giving a general overview of the field of vdW materials in section 2.1 and in-
troduce some important compounds that are used extensively in this thesis. Motivated by the
common honeycomb geometry in these materials, we subsequently introduce some basic re-
sults on the Brillouin zone and the band structure in hexagonal two-dimensional (2D) crystals
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Figure 2.1: Basic crystal structure of monolayer graphene. (a) Three-dimensional view
on the hexagonal graphene lattice. (b) Top view illustrating the lattice geometry and the
graphene unit cell spanned by the vectors â1 and â2. The unit cell contains two carbon
atoms denoted by A and B in the figure. This and other crystal structures in this work
have been visualized by the VESTA software package [21].

in section 2.2 and characterize the low-energy bands that dominate the optoelectronic physics
in TMDs. In section 2.3, we build upon the established band structure and familiarize ourselves
with the light-matter coupling in TMDs. The latter is dominated by tightly bound electron-hole
pairs known as excitons, and we dedicate subsections 2.3.1-2.3.3 to explain the basic physics
of these quasi-particles as well as their response to experimentally tunable parameters such as
temperature, charge density, or electric and magnetic fields. Finally, we give a brief summary
of this Chapter with an emphasis on TMD physics in section 2.4.

2.1 | Overview of two-dimensional van der Waals materi-
als

If the family of vdW materials had a mother, it would undoubtedly be graphene. It was the
first monoatomic 2D crystal that retained a persistent and continuous interest of the physics
community [22–27]. As illustrated schematically in Fig. 2.1, graphene is a monolayer of car-
bon atoms arranged in a hexagonal honeycomb lattice that occurs naturally in the form of pla-
nar atomic sheets in graphite [28]. Whereas graphite itself is an ordinary material that can be
found in pencils or car electrodes, a pioneering study by the later Nobel laureates Andre Geim
and Konstantin Novoselov showed that monolayer graphene presents remarkable electronic
properties with an unprecedented electron mobility [29], and triggered a natural gold rush in
research on two-dimensional materials in general.

The appeal of graphene arises from the simultaneous simplicity of its physics and the di-
6
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Figure 2.2: Basic crystal structure of monolayer hBN. (a) Three-dimensional view on the
hexagonal hBN lattice isomorphic to the graphene structure. (b) Top view illustrating the
lattice geometry and the hBN unit cell spanned by the vectors â1 and â2. Qualitatively,
the only difference between graphene and hBN is in the different atoms at the A- and B-
sublattices labeled in Fig. 2.1.

versity of the phenomena that it can host. While early studies focused more on characteri-
zation and exploration of potential applications in monolayers, the discovery of a range of ex-
otic phases in mono- and bilayer graphene revealed its increasing significance for fundamental
research [30–36]. Soon after, it became clear that it can also be integrated with other two-
dimensional crystals into vertically stacked heterostructures [37–43]. The combination of dif-
ferent materials into artificial vdW heterostacks provided researchers the freedom to deliber-
ately design previously elusive structures in a process termed "van der Waals lego" [40], and
started a new era in condensed matter physics while promoting the quest for new vdW mate-
rials as prospective building blocks [44].

Today, the family of 2D materials includes hundreds of compounds and extends over the
whole range of modern solid-state physics including metals [45], semimetals [27], supercon-
ductors [46, 47], semiconductors [10, 48, 49], insulators [50], magnetic crystals [51, 52], and
topological materials [53, 54]. It would be out of the scope of this work to give a comprehen-
sive overview of all these compounds, and we refer the reader to some of the several excellent
reviews in the literature [10, 43, 44, 49, 52, 55]. Here, we focus on the materials that became
increasingly important for optoelectronics based on vdW materials and that constitute the ba-
sis for this work, namely the insulating hexagonal Boron Nitride (hBN) and the semiconducting
Transition Metal Dichalcogenides (TMDs).

Continuing with the family analogy, hexagonal Boron Nitride [56] is certainly graphene’s
closest cousin that has been used industrially for decades in its bulk form [57] and is sometimes
also called white graphene. The two materials share the same hexagonal honeycomb structure
that can be understood as two staggered triangular sublattices A and B (see. Fig. 2.1b). In
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Figure 2.3: Basic crystal structure of monolayer TMDs. (a) Three-dimensional view on
the hexagonal MX2 lattice (top) and side view illustrating the bonding between the metal
(M = Mo or W, red) and chalcogen (X = S, Se or Te, beige) atoms. (b) Top view illustrating
the lattice geometry reminiscent of the graphene and hBN lattices. Here, each unit cell
contains three atoms (one metal and two chalcogenes).

graphene, both of these sublattices are occupied by carbon atoms, whereas in hBN they have a
lower symmetry and consist of boron and nitrogen atoms as shown in Fig. 2.2. The difference in
the orbital energies of these two sublattices introduces a band gap of around 6 eV that makes
hBN insulating [55]. The magnitude of its band gap renders hBN interesting for both deep-UV
photonic applications [58–60] as well as an inert dielectric for vdW heterostructures, where it
is known to reduce extrinsic disorder [61] and drastically improve electronic [50] and optical
properties [62, 63] of other 2D materials. In this work, we rely heavily on the latter property
and use hBN as a dielectric in the field-effect heterostacks presented in Chapter 3.

Finally, Transition Metal Dichalcogenides present the next step in terms of complexity for
elementary 2D crystals. They share the general formula MX2 where M stands for a transition
metal - most commonly molybdenum (Mo) or tungsten (W) - and X for a group VI chalcogen
atom (most commonly S or Se, sometimes Te) [10, 48, 49, 64]. While they can occur in different
structural phases with distinct crystal symmetries, the modern literature focuses mostly on the
semiconducting trigonal prismatic 2H phase that is characterized by its hexagonal honeycomb
lattice reminiscent of graphene and hBN. Just as in the case of hBN, the unit cell of TMDs can be
split in two inequivalent sublattices with the first one covering the metal atoms and the second
the chalcogens. Contrary to the atomically flat hBN layer, however, TMDs are structured in
three atomic layers with the metal atoms sandwiched between two layers of chalcogens as
shown in Fig. 2.3, implying that the second sublattice contains two atoms per unit cell itself.

Similar to graphene and hBN, bulk TMDs have been known and studied for decades [65].
In the 2D limit, first monolayer flakes of TMDs were exfoliated as early as graphene [66], yet
their presence has long been obscured by the numerous studies on the latter. The first TMD

8
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monolayer to emerge from oblivion was MoS2 [67, 68] after the vain efforts to open a band
gap in graphene [48]. Indeed, the commonly studied TMDs are characterized by a band gap in
the visible spectral range that is indirect in multilayered structures but becomes direct in the
monolayer limit [67]. For this reason, the first studies in the early 2010smainly viewed TMDs as
a form of ’gapped graphene’ and focused on their (opto-) electronic applications [69–72]. Com-
bined experimental and theoretical progress, however, revealed that TMDs also possess several
distinctive properties such as large effective masses for both electrons and holes [64, 73–75],
huge spin-orbit splittings [64, 75–77], or valley-selective chiral optical selection rules [64, 75,
76, 78–81]. Furthermore, electrostatic control of the charge carrier density inside TMDs [82]
enabled studies of charged excitonic complexes and opened the way to investigations of elec-
tronic many-body states probed in optical spectroscopy.

The range of their unique characteristics, togetherwith the flexibility in designing novel vdW
heterostructures from individual 2D crystals, established TMDs as a very fertile ground in fun-
damental condensed matter research [11, 83–85]. Especially the geometric moiré effect [86],
arising when stacking two monolayers with small lattice mismatch or rotational misalignment,
plays a very important role in this development by introducing a periodic long-range moiré po-
tential for charge carriers and providing a scaffold for ordered electronic states [11, 17, 87, 88].
The periodicity of the moiré potential depends sensitively on the rotation angle between the
layers and allows to deliberately engineer the physical properties of van der Waals structures,
enabling first-ever demonstrations of such fascinating phenomena as Wigner electron crystal-
lization [89] or kinetic magnetism in frustrated spin-lattices [16].

2.2 | Basic band structure considerations: from graphene
to layered semiconductors

All of TMDs, graphene, and hBN share the same hexagonal honeycomb lattice geometry that
corresponds to a triangular Bravais lattice spanned by the vectors

â1 =
3
2

a

(
1

1/
√

3

)
, â2 =

3
2

a

(
1

−1/
√

3

)
. (2.1)

These vectors define a triangular reciprocal lattice that is spanned by the vectors
ĝ1 =

2π

3a

(
1√
3

)
, ĝ2 =

2π

3a

(
1
−
√

3

)
, (2.2)

implying a hexagonal first Brillouin zone as illustrated in the left panel of Fig. 2.4.
To motivate the low-energy band structure of TMDs, we first proceed by familiarizing our-

selves with this reciprocal space geometry and recall the basic tight-binding description in
9
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Q

Figure 2.4: Left panel: first Brillouin zone of the two-dimensional triangular Bravais lattice
with the high-symmetry points Γ, M, Q, K and K′ = −K. Center panel: band dispersion of
monolayer graphene at the high-symmetry momenta ±K reminiscent of relativistic mass-
less fermions. Right panel: band dispersion of monolayer hBN at the high-symmetry mo-
menta ±K, corresponding to masive Dirac fermions.

monolayer graphene and hBN. We assume a free orbital per atom and nearest-neighbor hop-
ping. In graphene, for example, this would correspond to an on-site orbital energy of that we
set to zero, ϵ0 = 0, as well as of a hopping Hamiltonian of the form

H = −t ∑
R
|R⟩B ⟨R|A + |R− â1⟩B ⟨R|A + |R− â2⟩B ⟨R|A + h.c. , (2.3)

where |R⟩A/B corresponds to a free orbital at the A (B) carbon atom in the lattice site R (see
Fig. 2.1) and t is the nearest-neighbor hopping amplitude. Introducing the Bloch functions,

|k⟩A/B =
1√
N

∑
R

eikR |R⟩A/B , (2.4)

results in the familiar tight-binding Hamiltonian diagonal in k, but not yet in the A/B sublattice,
Hk =

(
0 −tγ∗

−tγ 0

)
. (2.5)

Here, the geometric phase factor γ = 1+ exp ikâ1 + exp ikâ2 encodes the lattice geometry and
by this defines the basic properties of the electronic band structure. Most notably, it vanishes at
the two inequivalent ±K = (0,± 4π

3
√

3a
)T valleys, i.e. γ±K = 0. To study the low-energy physics

at these high-symmetry points, one usually expands γ to first order in q = k− K, yielding the
low-energy approximation known as the massless Dirac Hamiltonian:

H±K =

(
0 3at

2 (±qy − iqx)
3at
2 (±qy + iqx) 0

)
. (2.6)

10
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Figure 2.5: Left panel: parabolic band dispersion at the high-symmetry ±K valleys with
the pronounced spin-orbit coupling (SOC) at the valence bands. Right panel: low-energy
electron and hole dispersions for Mo and W based TMDs at the ±K valleys.

This Hamiltonian implies two touching bands with linear dispersion as illustrated by the Dirac
cones in the central panel of Fig. 2.4, λ± = ±3at |q|/2. In the case of hBN, one simply introduces
an asymmetry between the orbital energies of boron and nitrogen atoms. By defining their
energy difference as 2∆ and setting the Fermi energy exactly in the middle between the two,
the low-energy Hamiltonian of hBN becomes [90]

H±K =

(
∆ 3at

2 (±qy − iqx)
3at
2 (±qy + iqx) −∆

)
. (2.7)

As a result, the fundamental excitations obtain an effective mass and the two bands present
the parabolic dispersion λ± = ±

√
9a2t2|q|2/4 + ∆2 as illustrated in the right panel of Fig. 2.4.

In monolayer TMDs, the similarity to the lattice geometry of hBN implies the same quali-
tative low-energy dispersion at the ±K valleys, i.e. in first approximation one also deals with
parabolic bands with a direct band gap. The increased crystallographic complexity (Fig. 2.3),
however, as well as the large number of available orbitals in the heavy metal atoms, render
naive tight-binding models unsuitable to describe the TMD’s electronic structure. For this rea-
son, early studies focused on ab initiomethods [67, 73, 91–96] that allowed to reveal such dis-
tinctive properties as the very pronounced spin-orbit splitting due to the heavymetal atoms [91]
or the locking of the spin and valley degrees of freedoms due to the broken inversion symmetry
in the trilayer lattice structure [76].

The insights obtained from first-principle calculations imply that the low-energy bands at
the ±K valleys of TMDs are dominated by the dz2 , dxy and dx2−y2 orbitals of the metal atoms,
whereas the chalcogen orbitals barely play a role [91, 97]. This enables à posteriori modeling
of the band-edges through taylored tight-binding approaches [77, 97, 98] or k · p Hamiltoni-
ans [73]. In particular, in a first approximation k · p theory yields the easiest Hamiltonian that
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can capture the low-energy physics in TMDs, and it turns out to be nothing more than the
gapped Dirac Hamiltonian (2.7) extended by spin-orbit coupling (SOC) [73, 76, 97]:

H±K =

(
∆ 3at

2 (±qy − iqx)
3at
2 (±qy + iqx) −∆

)
±
(

∆c
soc 0
0 ∆v

soc

)
⊗ ŝz . (2.8)

Notably, time-reversal symmetry implies opposite SOC for the two valleys [73], whereas the
difference of the metal atoms results in opposite sign of ∆c

soc between Mo and W based TMDs
as indicated in Fig. 2.5. It is important to emphasize that the SOC in the valence bands is
one order of magnitude stronger than in the conduction bands, reaching hundreds and tens
of meV, respectively. Moreover, all bands exhibit relatively large effective masses on the order
of 0.5me [73]. Together with the pronounced quantum confinement inherent to 2D materials,
these properties tend to dominate the light-matter interaction in TMDmonolayers, and we will
continue exploring their implications for optoelectronics in the next section.

2.3 | Optoelectronics in transitionmetal dichalcogenidemono-
layers

When a light photon is absorbed by a semiconducting material, it usually involves a direct elec-
tronic transition and results in an electron promoted to the conduction and a hole remaining
in the valence band [99]. Both of these (quasi-) particles carry such elementary properties as
an effective mass or charge and are generally subject to non-vanishing Coulomb interactions.
The charges of the electron and the hole being opposite results in an attractive interaction and
enables the formation of correlated electron-hole pairs known as excitons [100]. The goal of
this section is to introduce the physics of excitons in monolayer TMDs and to establish them as
important optical reporters of electronic states.

2.3.1 | Wannier-Mott excitons and the role of dielectric screening
Historically, the notion of the exciton is usually attributed to Frenkel [101] who introduced the
type of tightly localized excitons known under his name. While much of related work remains
buried in the Soviet literature, modern semiconductor research usually focuses on another type
of excitons that were first investigated by Wannier and Mott [102, 103] and are characterized
by a larger spatial extent of the correlated electron-hole pair. As a result, their behavior becomes
qualitatively analogous to the one of hydrogen with corrected masses and dielectric screening,
andmost of excitonic complexes in TMDs are studied from the pespective of suchWannier-Mott
excitons.
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In TMDs, excitons typically present mean-square radii on the order of 1 nm [75, 96] and
cover several elementary unit cells as illustrated in Fig. 2.6a. This makes the hydrogen model
applicable to describe excitons in bulk TMDs, and because of the large effective masses the
excitonic binding energies reach scales of 50 meV already in the bulk [65, 104]. In the two-
dimensional limit, reduced dielectric screening renders both the 3D and 2D hydrogen models
inaccurate [105]. The discontinuity in the dielectric environment, schematically depicted in
Fig. 2.6c, implies a distinct effective interaction that is described by the Rytova-Keldysh poten-
tial [75, 106, 107]. As a result, the exciton binding energies in monolayer TMDs attain values
on the order of hundreds of meV [75, 92, 94, 96, 107], leading to pronounced absorption peaks
deep below the free-particle band edge even at ambient temperatures. At cryogenic temper-
atures, the reduction of thermal broadening and the resulting small line widths enable the ob-
servation of excited excitonic states for a range of principal quantum numbers n = 1, . . . , 5 as
illustrated in Fig. 2.6d [107].

Finally, it is important to emphasize that in the absence of band mixing, the light-matter
interaction of the excitons is affected by the typical conservation laws of energy (Eph = EX),momentum (k∥ph = k∥X) and spin (∆s = 0). For this reason, even if electrons and holes of different
spins and momenta can be bound together, it is imperative to distinguish between so-called op-
tically bright (satisfying the conservation laws) and optically dark (not satisfying the conservation
laws) excitons as illustrated in Fig. 2.6b. Optically bright excitons are those that can couple to
light without the involvement of further quasi-particles such as phonons and are characterized

(b)

bright dark

K Q

(a) (c)

(d)

O
p
ti
c
a
l 
a
b
s
o
rp

ti
o
n

Energy

Bound 

excitons

1s

2s

3s
4s

Free charge

carriers

Figure 2.6: Overview of excitons in TMDs. (a) The spatial extent of the bound electron-
hole pair covers several unit cells, justifying the Wannier-Mott picture. (b) An exciton can
consist of electrons and holes in different valleys, while spin and momentum conservation
laws imply that only direct transitions between bands of the same spin are optically bright.
(c) Side view on an exciton in a monolayer TMD. The reduced dielectric screening outside
of the monolayer implies sizable changes to the exciton binding energies that can reach
hundreds of meV. (d) Schematics of the optical absorption spectra featuring a series of
excitonic states below the free particle band edge. This Figure builds upon Ref. [75].
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by short radiative lifetimes on the order of few ps [108]. Momentum conservation demands
that bright excitons are necessarily intravalley complexes, and the large spin-orbit coupling in
TMDs implies that there generally are two bright exciton species A and B involving the upper
and lower valence bands in both ±K valles, respectively [109].

2.3.2 | Charged excitonic complexes
When free charge carriers are present in a semiconductor – either controlled electrostatically
or present due to (un-) intentional chemical doping – the excitons will generally form charged
complexes that are characterized by specific resonance energies and distinct optical signa-
tures [110]. In MoSe2, for example, a K-valley exciton can form a bound state with a K′-valley
conduction electron that will manifest itself by a distinct peak in photoluminescence (PL) as
illustrated in Fig. 2.7b. The behavior and the properties of these new resonances critically de-
pend on both the charge carrier and the exciton densities [75]. High-exciton densities typically
lead to a range of exciton-exciton interactions and result, for example, in the formation of biex-
citons [75]. Low exciton densities, on the contrary, correspond to the case of isolated excitons
when the exciton Bohr radius is significantly smaller than the inter-exciton distance. In the
following discussion, we limit ourselves to the case of low exciton densities and consider the
interaction of isolated excitons with a Fermi sea of electrons or holes.

In the regime of intermediate to high charge carrier densities, it is important to emphasize
that the exciton represents a composite boson in the presence of a dense reservoir of fermions.
For this reason, charged excitons have commonly been addressed in the framework of the so-
called Fermi-polaronmodel [110–114]. In this approach, the exciton is considered as an impurity
dressed by the mobile charge carriers as illustrated on the left of Fig. 2.7a. A full description of
the Fermi-polaron in amany-body framework predicts the emergence of two distinct resonance
branches, the so-called repulsive and attractive polarons. In particular, the repulsive polaron
evolves continuously from the charge-neutral bare exciton, whereas the attractive polaron is
characterized by a non-vanishing binding energy and manifests itself by a distinct absorption
peak on the lower energy side of the bare exciton.

For low to intermediate charge carrier densities – generally either comparable or lower than
the exciton density – the inter-particle distance becomes large enough such that scattering
events only involve isolated excitons and charge carriers. In this regime, the many-body polaron
states reduce to correlated three-particle states known as trions [82, 105, 115–118]. In this
picture, the repulsive polaron corresponds to the neutral exciton in the presence of moderate
Pauli blocking, whereas the attractive polaron can be understood as the exciton capturing a
mobile electron (hole) to form a negative (positive) three-particle complex reminiscent of the
Hydrogen ion, see Fig. 2.7a.
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Figure 2.7: Schematics of charged exciton complexes in MoSe2. (a) In the presence of
free charge carriers, excitons can form charged correlated many-body states. For high
carrier densities, Fermi polarons consisting of excitons dressed with the carriers can form
(left), whereas for low densities, three-particle complexes like positive (X∗+) or negative
(X∗−) trions (right) appear. (b) Similar to excitons, trions can invole charge carriers from
different valleys and bands. In Mo-based TMDs, optical selection rules and exchange
interactions imply that only K (K′) excitons that are bound to a charge from the K′ (K)
valley are optically bright. In the case of MoSe2, the resulting binding energy is around
30 meV and leads to a bright emission peak on the lower-energy side of the neutral exciton
in photoluminescence (PL).

We emphasize that both approaches largely agree in their predictions on the binding energy
or the oscillator strength of the charged exciton states [110], leading to a continuing debate on
the validity of the two models. In this work, we will mainly be dealing with low or intermediate
charge carrier densities, and therefore we will employ the trion picture and think of charged
three-particle complexes in the spirit of tightly bound excitonic ions.

2.3.3 | Response to external fields: excitonic valley Zeeman and Stark
effects

Finally, we point out that the excitonic resonances in TMDs are strongly influenced by the
presence of magnetic and electric fields. The range of the different bright and dark excitonic
species, as well as the details of the internal exciton structure, result in a plethora of intricate
phenomena that can critically modify the optical signal of a TMD device [75, 119–123]. The
most pronounced effects are undoubtedly related to the influence of out-of-plane fields, and in
the following, we present the linear excitonic behavior in response to such externally applied
magnetic and electric fields.

First, in order to understand the evolution of excitons in the presence of magnetic fields,
we outline some of the symmetries that govern the light-matter interaction in TMDs. As in the
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case of graphene and hBN, monolayer TMDs are subject to a range of crystallographic symme-
try relations that determine the band structure and the optical selection rules. The three-fold
rotation and time-reversal symmetries, for example, imply that the bands at the ±K valleys
present the same energies but opposite spin-splitting as illustrated in Fig. 2.5. Moreover, ad-
ditionally to the spin, also the angular momentum of the electronic states is opposite due to
the time-reversal symmetry. The breaking of inversion symmetry, on the other side, introduces
the valley-dependent off-diagonal terms in the Hamiltonian (2.8) that imply chiral optical selec-
tion rules with opposite helicity at the K and K′ valleys [76, 124]. This results in pronounced
valley dichroism that can be probed in circulary polarized reflection or photoluminescence spec-
troscopy [78, 79, 125–131].

The discussed contrast between the K and K′ valleys leads to distinct evolution of the elec-
tronic states in the presence of an externally applied magnetic field B. In linear response theory,
an electron or hole interacts with the magnetic field through its spin and angular momentum.
An electron (hole) with momentum k changes its potential energy by a Zeeman shift VZ(k) pro-portional to B [132, 133],

VZ(k) = µBB [g0s + L(k)] , (2.9)

where µB = 57.9 µeV/T is the Bohr magneton, g0 ≃ 2 the free electron Landé factor, s = ±1/2
the (out-of-plane) spin of a given electronic state and L(k) its angular momentum. The opposite
sign of s and L in the two valleys (i.e. L(K) = −L(−K) from time-revesal symmetry) implies
that their Zeeman shift is also opposite as illustrated in Fig. 2.8a. As a result, the excitonic
resonance probed in either σ+ or σ− polarized light will present an energy shift itself, with the
(a) (b)
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Figure 2.8: Valley-Zeeman effect in MoSe2. (a) Due to their opposite spins and angular
momenta, the electronic states in the±K valleys present opposite energy shifts in the pres-
ence of an out-of-plane magnetic field B. (b) The chiral optical selection rules illustrated
in (a) imply that the photoluminescence signal (PL) in σ± detection is entirely dominated
by the excitons in the ±K valley, leading to different measured resonance energies in the
presence of a magnetic field.
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valley Zeeman energy splitting given by
∆EZ = E(σ+)− E(σ−) ≡ gµBB. (2.10)

In the last equation, we defined the exciton Landé factor g = ∆EZ/(µBB) as a dimensionless
number characterizing the behavior of an exciton under out-of-plane magnetic fields. It mea-
sures the exciton dispersion as a function of B, and as such it can act both as a reporter on the
electronic subbands involved in the exciton as well as on the local magnetization in the exciton’s
neighborhood.

The presence of electric fields is different in the way that contrary to a magnetic field, an
electric field can always be associated with a scalar electric potential ϕ, i.e. E = −∇ϕ. For
out-of-plane fields, this means that the electric potential is constant throughout a monolayer
plane, implying that intralayer excitons are not affected by such perpendicular electric fields
in first order. The situation changes, however, when vertical vdW heterostructures consisting
of several monolayers of TMDs are considered. In that case, the interlayer degree of freedom
allows for so-called interlayer excitons consisting of an electron and a hole residing in different
layers. Changing the out-of-plane potential difference effectively amounts to changing the rel-
ative energetic position of the electronic states in the different layers. Therefore, similar to the
energy shift by the Zeeman effect discussed above, such electrostatic shifts of the electron and
hole band energies result in linear Stark shifts of the interlayer excitons [134, 135].

2.4 | Summary
In summary, the family of van der Waals materials covers layered, two-dimensional planar
crystals and includes a wide range of different phenomenologies, ranging from insulators [50]
through semiconductors [10, 48, 49] tometals [45], magnets [51, 52], and superconductors [46,
47]. In this class, atomically thin transition metal dichalcogenides (TMDs) are direct band gap
semiconductors and present a very fertile ground for both optoelectronic applications [49, 74]
and fundamental quantum research [11, 83–85]. In particular, vertical integration of TMDs into
moiré heterostructures enables deliberate design of new functionalities and allows to study
strongly correlated states of matter in a controlled way [11].

Monolayer TMDs are characterized by very large effective charge carrier masses on the or-
der of 0.5me [73] and by reduced dielectric screening [105]. This leads to very pronounced
light-matter coupling that is dominated by tightly bound electron-hole pairs known as exci-
tons [75]. Excitons in TMDs present binding energies of hundreds of meV [75] and act as optical
reporters for a range of degrees of freedom such as the charge carrier density or external elec-
tric and magnetic fields. So-called optically bright excitons consist of electrons and holes with
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the same momentum and spin at either of the high-symmetry momentum points ±K, but also
optically dark excitons involving other charge carriers are possible. The crystallographic sym-
metries of the common TMD atomic structure enforce valley-selective chiral optical selection
rules at both±K valleys and lead to pronounced spin-valley locking, allowing optical addressing
of the valley pseudo-spin degree of freedom.

Ultimately, due to their strong light-matter interaction, excitons in TMDs couple photonic
and electronic degrees of freedom and enable non-invasive characterization studies of elec-
tronic states under variable charge carrier densities, temperatures, or out-of-plane magnetic
and electric fields. It will be the goal of this thesis to establish state of the art understanding
of optically bright excitons in the presence of the moiré effect and to use them in order to gain
insights on the low-energy moiré physics in the TMD heterostructure MoSe2/WS2.
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3

Experimental techniques

Ever since the industrial revolution and up to the present day, the public debate often pays
heed to the rapid technological progress by employing the notion of exponential growth. The
paramount success of modern semiconductor electronics exemplifies this idea through the
long-term validity of the notoriousMoore’s Law [136] – the empirical observation that the tran-
sistor densities on integrated circuits double every 18 to 24 months [137]. This development
has been made possible by the common research efforts in basic physics, materials science
and electrical engineering [4], and it illustrates in a nice way the principle known as Kroemer’s
Lemma of New Technology [138]. In essence, this principle states that new technologies en-
able new applications that in their turn drive the demand for these technologies, emphasizing
the fundamental importance of technological tools as precursors to progress and subsequently
even better new tools.

The field of basic condensed matter research is, at least when viewed as part of the global,
value-adding economy, no exception to this rule. In the last decades, rapid progress in material
science has been driving the development of tools that became indispensable for the modern
laboratory. This included, but was not limited to advances in cryogenics and vacuum technolo-
gies, nano-fabrication, laser sources, photodetectors, or electronic data acquisition and analysis
devices. This development played a vital role in the boom on van der Waals materials, and it is
the goal of this Chapter to introduce the most significant experimental tools that are necessary
to study two-dimensional materials in general and TMDs in particular.

We note that parts of this Chapter have been published partly verbatim in Refs. [17, 18].
In section 3.1, we give a short overview of the modern abilities in the nano-fabrication of vdW
heterostructures. We introduce the field-effect device architecture that is used throughout
this thesis and that allows to control charge carrier densities and out-of-plane electric fields.
Afterwards, in section 3.2 we touch on parameters such as temperature or position and discuss
the cryogenic requirements posed by the low-energy physics in monolayer TMD structures.
Section 3.3 presents the optical setup that is used to study the excitonic resonances discussed
in this work. Finally, we close this Chapter by remarking some of the unavoidable challenges
encountered in the operation of modern experiments and present ways to mitigate them.
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3.1 | Sample fabrication
A common joke in the modern photonics community goes that whatever results are claimed to
be new, radio engineers actually did it in the 1910s, with the only difference that now we have
access to nano-fabrication [139]. While it is probably a little overstatement, we emphasize that
the boom in research on vdWmaterials has indeed largely been enabled by the democratization
of access to nano-fabrication capabilities. In this section, we introduce some of its core concepts
related to 2D materials and define the field-effect device architecture that was used in the
experimental part of this work.

3.1.1 | Essentials of nanofabrication
Before even considering possible design architectures for elaborate heterostructures, the most
important pointswhen dealingwith two-dimensional crystals are related to the source and qual-
ity of materials and the methods to integrate them into vertical stacks. Similar to the evolution
of culinary recipes over time, progress in the field of van der Waals materials has often been
achieved through a try-and-error approach, with the introduction of hBN [50] being the best
example of this development. Today, there is a whole ecosystem established around the supply
of 2D crystals, with both industrial (e.g. HQ graphene for bulk graphite or TMD crystals) and
academic players (e.g. National Institute for Materials Science, Japan for hBN) providing access
to high-quality van der Waals materials.

As already introduced in section 2.1, the most important materials in the field of TMD op-
toelectronics are – among the TMD crystals themselves – few-layer graphene for electric gates
and hBN as a passivating substrate layer and a dielectric. Both of these materials are commonly
obtained through exfoliation from bulk crystals by the notorious scotch tape method [66], with
example flakes shown in Fig. 3.1b, c.

As far as TMDs are concerned, on the other hand, there are currently two competing ap-
proaches that produce materials of similar quality. Exfoliated monolayers have been used in a
variety of seminal works [13, 16, 89], but are usually subject to uncontrolled exfoliation condi-
tions that limit the homogeneity of the flakes and produce irregular crystal shapes. Since the
crystallographic orientation is important for the control of momentum space alignment as well
as the moiré effect, there is also an ever increasing attention to monolayers that were directly
grown by Chemical Vapor Deposition (CVD) [140–143] and that are characterized by regular
triangular crystal shapes, see Fig. 3.1a.

For integration of several 2D crystals into vertical vdW structures, a dry-transfer method us-
ing stamps of sticky polymers emerged as the easiest way for picking up and releasing individual
monolayers [144–146]. The fundamental idea of this approach is based on the observation that
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Figure 3.1: (a) Monolayer flakes of MoSe2 grown by Chemical Vapor Deposition (CVD) on
a SiO2 substrate. (b) Large-area homogeneous flake of exfoliated hBN of approximately
55 nm thickness. (c) Extended homogeneous flake of exfoliated few-layer graphene, used
as an electric gate in gated heterostructures. (d) View through the PDMS/PC droplet on a
hBN/MoSe2/WS2/G stack during the stamping process.

the adhesion forces of polymers strongly depend on the polymer temperature. By varying the
temperature, one can therefore control the stickiness of a given polymer stamp to one’s liking
and pick-up individual monolayers or whole vdW stacks. In this work, we mainly employed thin
films of polycarbonates (PC) such as polystyrene deposited on drops of polydimethylsiloxane
(PDMS). Figure 3.1d shows the view on a vdW stack through such a PDMS/PC droplet during
the process of stamping. The bright, circular area in the left part of the Figure corresponds to
the contact area of the PC film to the substrate and is delimited by characteristic interference
fringes at the edge to the darker out-of-contact area. By controlling the vertical position of the
PC film with micro-positioners, it is possible to increase (or reduce) the contact area in order to
cover the stack of interest and to pick it up or release it. Iterative application of this procedure
– possibly combined with thermal annealing steps for enhanced homogeneity – allows one to
fabricate involved heterostructures consisting of several distinct materials such as the dual gate
device presented in the next subsection.
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3.1.2 | Field-effect devices for electric field and charge density control
As already introduced in section 2.3, TMDs present an intricate phenomenology related to the
presence of free charge carriers or externally applied electric fields. Experiments designed to
study or to build upon this behavior naturally require a method to control the corresponding
degrees of freedom, and the traditional field-effect device architecture is a straightforward way
to simultaneously control both carrier densities and out-of-plane electric fields [147].

For this end, different (semi-) conducting or insulating layers are assembled in a way as to
form a plate capacitor with the TMD structure functioning as one of its constituent plates.
While early works initially employed global back gates based on the substrate material (e.g.
Si/SiO2 [82] or LaF3 [148]), state of the art TMD devices nowadays employ few-layer graphene
gates, mainly because of its good electric properties combined with transparency in the visible
spectral range. Full control of both carrier density and electric fields requires two graphene
electrodes as the top and bottom gates together with a separate contact gate coupling the TMD
structure to a charge carrier reservoir, see Fig. 3.2b. Figure 3.2a shows a microscope picture of
the corresponding, fully assembled and contacted MoSe2/WS2 device. Building such a sample
requires several stamping steps starting with the top hBN layer and picking up subsequent
layers one-by-one, until the whole stack is deposited onto a Si/SiO2 substrate and covered by
the top graphene gate in a last step.

Figure 3.2: (a) Microscope image of a CVD-grown MoSe2/WS2 heterostack encapsulated
by symmetric hBN spacers of 55 nm each and sandwiched between top and bottom few-
layer graphene (G) electrodes. (b) Corresponding schematics of the field-effect device
architecture with the denoted externally defined gate voltages at the top, contact, and
bottom gates. This Figure was adapted from Ref. [17].
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3.2 | Dilution refrigeration and low-temperature position
control

Despite the fact that TMDs are characterized by large exciton binding energies of hundreds of
meV (and are often studied at ambient conditions), there is a plethora of fundamental questions
related to the understanding of the TMD’s phenomenology that require cryogenic tempera-
tures. The reason behind this lies in the smaller energy scales associated with the intricate
charge and spin physics in TMD structures. The binding energies of trions, for example, range
from 20 to 50 meV, the Zeeman and Stark shifts are usually of the order of few meV [75], and
the spin exchange coupling in moiré induced charge lattices can be as low as 0.05 meV [13]. To
study all these effects it is therefore imperative to have access to temperatures comparable or
inferior to those energy scales. Recalling the relation 1 K = 0.0862 meV/kB implies that regular
4He cryostats with base temperatures of a few Kelvin are sufficient for most studies of excitonic
physics. Studies of spin physics in moiré lattices, on the other hand, necessitate sub-Kelvin tem-
peratures that require more advanced cooling methods such as adiabatic demagnetization or
3He/4He dilution refrigerators [149].

In this work, different studied TMD samples were loaded either into a closed-cycle cryostat
(Attocube systems, attoDRY 1000) with a base temperature of 3.2 K or a dilution refrigerator
(Leiden Cryogenics) operated between 0.1 and 26 K. Both cryogenic systems were equipped
with a superconducting magnet providing magnetic fields of up to ±9 T in Faraday configura-
tion. Figure 3.3a shows a photograph of the dilution refrigerator setup with the corresponding
control electronics on the left. As illustrated by the schematic in Fig. 3.3b, a (dry) dilution refrig-
erator is characterized by two independent cooling circuits. The first one is just a regular 4He
closed-cycle circuit that provides a base temperature of approximately 3-4 K, while the second
one is the actual dilution unit with a circulating 3He/4He mixture. The corresponding cooling
principle is based on the finite solubility of 3He in 4He down to zero temperature [149, 150]
and requires that the common evaporator used in other refrigeration cycles be split into a two
chamber device consisting of the so-called mixing chamber and the still. In the mixing chamber,
3He passes through a phase boundary from a concentrated, 3He-rich phase to a dilute 3He/4He
phase, while in the still the liquid dilute phase is actually evaporated (distilled) in order to pump
the 3He. Since the latter is lighter than 4He, it evaporates much faster and can subsequently
be reinserted back into the circuit. Notably, both the phase crossing and the evaporation pro-
vide cooling, albeit based on different physical principles. If the circuit contained but 3He, the
evaporative cooling would allow to reach temperatures down to 300 mK, but ultimately, at zero
temperature the tendency of any gas to evaporate reduces to zero. In the case of a 3He/4He
mixture, on the other hand, the ratio of Fermi liquid 3He in superfluid 4He can not fall below 6%.
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Figure 3.3: (a) Photograph of the dilution refrigerator setup including the cryostat as well
as the control electronics on the left. (b) Schematics of the distinct parts inside the di-
lution refrigerator. The 3He/4He circuit passes through all of the thermal stages up to
the mixing chamber at the 10 mK stage, with the dark blue liquid depicting the concen-
trated 3He phase and the light blue liquid corresponding to the dilute 3He/4He phase.
The main cooling effect happens as the 3He passes through the phase boundary from the
concentrated to the dilute phase in the mixing chamber, after which it is extracted from
the still by a turbo pump and reinserted again into the circuit. An experiment cage that
is accessible by an optical path is suspended from the 10 mK stage and penetrates into a
superconducting magnet where low-temperature piezo positioners (X,Y,Z directions) are
used to position the sample with respect to the optical beam spot.
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For this reason, crossing of 3He through the phase boundary has no thermodynamic limitations
and can be used to cool down asymptotically to absolute zero.

A particularity of the employed dilution refrigerator lies in the customized optical access
from the outside all the way down to the cold stage of the setup. At this stage, a home-built
experiment cage unit made of phosphor bronze is thermally attached to the cold plate. It con-
tains a low-temperature apochromatic objective (Attocube systems, LT-APO/VISIR/0.82) and
a stack of piezo stepping and scanning positioners (ANP101 and ANS100) that are used to
position the sample with respect to the optical beam spot, see Fig. 3.4. Since the positioners
introduce a considerable heat load into the system, the actual sample is thermally isolated by
an insulating teflon spacer. Instead, it is located on an oxygen-free copper sample holder that
is connected to the cage by flexible copper braids. The choice of copper (or bronze as a copper
alloy) is motivated by its exceptional thermal conductivity [151] and its very weak magnetic
susceptibility [152], with the latter being required by the use of high magnetic fields.

Figure 3.4: Experiment cage made of non-magnetic phosphor bronze with a stack of piezo
stepping and scanning positioners from Attocube systems (ANP101 and ANS100). The
top plate on the stack is made of oxygen-free copper and it is thermally isolated from the
positioners by a teflon spacer. The sample holder is then located on top of this plate and
connected to the cold stage by flexible copper braids, allowing for simultaneous cooling
and positioning.
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3.3 | Confocal microscopy and spectroscopy
Since the discovery of the famous Fraunhofer lines in the spectrum of the Sun light around
210 years ago, spectroscopy became quite possibly the most important characterization tool
in condensed matter research. Alone its applications to TMDs range throughout large parts
of the electromagnetic spectrum and encompass such diverse techniques as static absorption
or emission spectroscopy [64], time-dependent pump-probe measurements [153, 154], angle-
resolved momentummicroscopy [155, 156] or interferometric scattering spectroscopy [157]. It
can be performed in the linear or non-linear optics [158] regimes and include elastic or inelastic
scattering [159] in both far and near-field optics [160], giving unrivaled insight into the energetic
states of the studied samples.

Ultimately, the choice of the spectroscopic technique depends on the type of question that
is being asked. In this work, we mainly investigated excitonic transitions in reflection and pho-
toluminescence (PL) spectroscopy by using home-built confocal microscopes in back-scattering
geometry. In the following subsections, we give a brief overview of these two techniques. Sub-
sequently, we introduce a type of modulation reflectance spectroscopy that is used to improve
the sensitivity to otherwise elusive optical transitions.

3.3.1 | Differential reflectance spectroscopy
The general optical setup used in this work is illustrated in Fig. 3.5. We used a home-built, fiber-
based confocal microscope (see also Fig. 3.6) that consisted of an excitation and a detection arm
optically connected with an apochromatic objective inside the cryostat. For all measurements,
excitation light was inserted through the horizontal arm and reflected into the vertical beam
path by a 90/10 beam-splitter, i.e. effectively only 10% of the excitation light were used. The
reason for this choice lies in the optimization of detection efficiency: after the reflected or
emitted light is collected by the objective, 90% of it can pass through the beam-splitter and
couple to the detection fiber that is connected to a spectrometer or a photodiode.

The main characterization tool used in this work is the so-called white-light Differential Re-
flectance (DR), defined as (R0 − R)/R0 where R is the reflectance signal from the sample and
R0 is a reference background signal from the substrate. The idea of DR is to measure the oscil-
lator strength of the allowed optical transitions which is directly related to the corresponding
absorption. Reflectance measurements were typically performed using a stabilized Tungsten-
Halogen lamp (Thorlabs, SLS201L) or supercontinuum lasers (NKT Photonics, SuperK Extreme
and SuperK Varia) as broadband light sources. The reflection signal was spectrally dispersed
by monochromators (Roper Scientific, Acton SP2500 or Acton SpectraPro 300i with a 300
grooves/mm grating) and detected by liquid nitrogen or Peltier cooled charge-coupled devices
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Figure 3.5: Experimental setup for PL and DR measurements (I) and for narrow band
modulation spectroscopy (II). The sample is mounted on a stack of piezo positioners
(X/Y/Z) inside a closed-cycle cryostat. A home built, fiber-based confocal microscope
with an apochromatic objective is used to focus the excitation light (horizontal micro-
scope arm) onto the sample, and the reflected/emitted light is then collected by the same
objective and coupled into the detection fiber (vertical microscope arm). The light from
the detection fiber is either dispersed by a monochromator for spectral information (I), or
detected by a silicon photodiode for narrow-band modulation measurements (II). A set of
linear polarizers (LP), waveplates (λ/4) and optionally also optical filters is used to con-
trol the incident light. This Figure was published in Ref. [17].
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Figure 3.6: Photograph of the assembled microscope head that was used together with the
dilution refrigerator setup.

(Roper Scientific, Spec-10:100BR or Andor, iDus 416). Figure 3.7a-c shows example data ob-
tained on a monolayer flake of MoSe2 encapsulated by hBN.

The asymmetric lineshape observed in Fig. 3.7c is reminiscent of the notorious Fano res-
onance [161, 162] and characteristic for integrated TMD devices. We note that without hBN
encapsulation, theDR signal would simply be proportional to the imaginary part of the dielectric
susceptibility χ′′ [163] which in its turn is proportional to absorption. In vdW heterostructures,
however, additional interfaces (e.g. introduced by the ecapsulating hBN) influence the lineshape
of the reflected signal by interference effects. As shown in Ref. [164], these effects can be taken
into account by introducing a phenomenological phase factor for the electrical susceptibility,

χ→ ψ = χ eiα , (3.1)

where α is an à prioriwavelength-dependent phase factor and the DR signal is now proportional
to the imaginary part of ψ, DR ∼ Im(ψ). Here, for simplicity, we assume α to be a constant in
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Figure 3.7: Top panel: raw reflection signal of a hBN/MoSe2/hBN stack obtained with a
Halogen lamp white light. Center panel: neutral background reflection signal obtained in
a region of isolated hBN on top of Si/SiO2. Bottom panel: the DR signal computed from
the reflectance signal and the background by DR = (R0 − R)/R0.

the relevant spectral range. Then, using the Kramers-Kronig relations for the complex-valued
function ψ(ω), we can compute χ′′ from DR as

χ′′(ω) = Im(e−iαψ(ω)
)
= cos (α)ψ′′ − sin (α)ψ′

= cos (α)ψ′′ − sin (α)
∫

R

ψ′′(ω′)

ω−ω′
dω′

= cos (α)DR(ω)− sin (α)
∫

R

DR(ω′)
ω−ω′

dω′ .

(3.2)

To illustrate this method, we plot the raw DR signal of an encapsulated MoSe2/WS2 het-
erostructure (α = 0◦) alongside phase-corrected data (α = 13◦) for better lineshape in Fig. 3.8.
A third example with an arbitrary phase for illustration of the principle (α = −45◦) is also in-
cluded for completeness. Finally, we emphasize that additional polynomial background correc-
tion as detailed in Ref. [165] can be usedwhen visualization of the data requires a uniform signal
dispersion.
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Figure 3.8: Top panel: Raw DR signal of an antiparallel, angle-aligned MoSe2/WS2 moiré
heterostructure. Center panel: Phase corrected DR with the phase α = 13◦ for better line-
shape. Bottom panel: Phase corrected DR with α = −45◦. One can see that the phase
affects the lineshape of the resonances without changing their widths nor resonance ener-
gies. This Figure was published in Ref. [17].

3.3.2 | Photoluminescence spectroscopy
Alongside DR, photoluminescence spectroscopy (PL) is arguably the most basic optical char-
acterization method for studies of semiconductors. It is based on the observation that charge
carriers that get optically excited by the absorption of a photon eventually end up relaxing back
to their ground state. If the energy difference between the lowest excited state and the ground
state is non-zero (as is the case for gapped materials like insulators and semiconductors), and if
the optical selection rules allow a transition between the two, the relaxation can be of radiative
character and involve the re-emission of a photon.

The advantage of PL lies in the fact that in first order, one can use any excitation wavelength
that has a higher photon energy than the studied transition. Contrary to absorption or reflection
spectroscopy, however, PL signals are not necessarily proportional to the oscillator strength of
a given transition. Instead, PL measures the quasiparticle population of a given excited state.
Excited carriers are generally subject to a range of different physical processes with several
distinct time scales, including phononic relaxation and radiative or non-radiative recombination
processes. In TMDs, phonon-mediated intraband relaxation happens on a sub-ps time scale
and is typically an order of magnitude faster than radiative recombination [166], implying that
PL from higher energy states is strongly quenched [17]. On the lower energy side, however, it
is often possible to observe pronounced phonon replica side bands. This is especially the case
in W-based TMDs in which the lowest energy transition is spin-forbidden and recombination
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therefore requires the involvement of phonons [167, 168].
In this work, we studied MoSe2/WS2 heterostructures in which the fundamental transitions

appear at an energy around 1.65 eV or a wavelength of 750 nm. To study them in PL, we there-
fore mostly used a red semiconductor diode laser with a wavelength of 690 nm or an energy
of 1.8 eV. Typically, a short pass filter (Semrock FF01-720SP) was mounted in the excitation
arm and a long pass filter (Semrock FF01-715LP) in the detection arm to disentangle excitation
from emission.

3.3.3 | Modulation spectroscopy
Conventional DR is intrinsically limited to optically bright transitions. To improve the sensitivity
to darkish states, it is possible to use the modulation-spectroscopy technique – an approach
that uses a narrow-band tunable laser to measure differential reflectance DR′ [169–171]. For
the measurement, we typically employed a wavelength-tunable Ti:sapphire laser (M squared)
of 50 µeV linewidth to excite the sample while modulating the top gate with an ac-voltage
Vac = 500 mV at 147 Hz. The reflected optical signal was detected by a silicon photodiode and
its output was preamplified by the Ithaco Model 1211. The amplified dc-part of the photosig-
nal (Rdc) was measured, and the ac-part was demodulated and further amplified by a lock-in
amplifier (EG&G 7260) supplied with the same reference frequency as that of the modulation
voltage to obtain Rac. Finally, the narrow-band differential reflectance is given by the ratio of
the demodulated ac part to the dc photosignal, DR′ = Rac/Rdc. We used an integration time
constant of 1 s per data point acquisition to obtain sensitivity to otherwise elusive transitions
such as interlayer excitons presented in Chapter 5. In simple limits of the modulation condi-
tions, the signal is proportional to the derivative of DR [169], whereas in general, it requires a
microscopic analysis including optical pumping of charge carrier reservoirs.

3.4 | Experimental challenges and solutions
In a perfect world wemight all live in communism, wars and crises would be vague notions from
the past, and all scientific instruments and measurements would work as expected. Unfortu-
nately, this is still far from being true, and maybe it will never be. Regardless of all technological
progress there are unalienable natural laws – entropy continues increasing, decoherence sep-
arates the quantum world from the classical one, and doctoral students have to fight the un-
known. Notably, operating a modern laboratory is often inexctricably linked with facing instru-
mentation bottlenecks and developing measurement protocols. In this section, we exemplify
this problem by presenting three representative issues encountered in the experimental part of
this work and discuss possible ways to mitigate them.
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Figure 3.9: Positional drift of the device with varying magnetic field, visualized by hyper-
spectral position maps of an exfoliated MoSe2/WS2 sample where each pixel is colored
according to the maximum value of DR at that position acquired in σ− polarization. The
left panel shows the map at zero magnetic field, and the right panel shows a map acquired
under identical conditions, but for an out-of-plane magnetic field of B = 8 T, with the lat-
ter resulting in a lateral shift of the device on the order of 1 µm.

3.4.1 | Landé-factors and position drift with changing magnetic field
We already mentioned above that the dispersion of an exciton in an out-of-plane magnetic
field – quantified by the magnetic Landé g-factor – can provide valuable insight on both the
nature of the involved electronic bands as well as the local magnetization. To measure a g-
factor, it is necessary to determine the exciton transition energies in σ+ and σ− polarizations
for several values of the magnetic field and subsequently perform a linear fit to obtain the
proportionality constant between them, see Eq. (2.10). Unfortunately, typical examples of van
derWaals devices present considerable degrees of disorder, leading to variations of the exciton
energies up to tens of meV across any given sample. For meaningful results, it is therefore
imperative to ensure that different measurements are performed at the same spatial position.
In reality, however, it turns out that a changingmagnetic field often leads to uncontrolled spatial
drifts of the studied samples. In Fig. 3.9, we show two hyperspectral position maps obtained by
displacing the sample by the piezo positioners with respect to the objective. In this experiment,
changing the magnetic field from B = 0 T to B = 8 T lead to a drift of approximately 1 µm,
which is larger than the diffraction-limited optical spot size and can strongly affect the acquired
data. Luckily, in that particular case the diagnosis directly yields the solution to the problem: to
ensure the comparability of different data points, measurements that were performed at large
magnetic fields always included a spatial scan in order to manually fix the spot of interest to a
given position on the sample.
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3.4.2 | Charge doping blockades
In many measurements we also faced sizable charge doping blockades that we illustrate by data
on monolayer MoSe2 in Fig. 3.10. Here, the positive gate voltage VG = VT = VB induces free
electrons inside the TMD layer, with the onset of doping visualized by the vanishing of the
neutral A-exciton at 1.64 eV and the appearance of a negative attractive polaron resonance
around 1.615 eV. With low-power incident light, doping would not set in until a sudden and
uncontrolled breakthrough, whereas for medium-power incident light, it occured much earlier.
This behavior is indicative of sizable Schottky-barriers that are passivated by photo-generated
charge carriers, so higher illumination power naturally produced the best results. At lowest
temperatures, however, strong incident light might influence the local temperature and thus
corrupt the obtained data [16]. In our experiments, this could be observed in the data on the
magnetic susceptibility of the moiré spin-charge lattice in angle-alignedMoSe2/WS2, see Chap-
ter 5. For this reason, to guarantee comparability in the charge filling and unperturbed spin-
correlations, we employed a method that we call laser-assisted charge doping. For the latter, we
performed actual measurements with a low illumination power of 300 pW, but added a 200 µW
laser light (690 nm diode laser co-inserted with the white-light by a fiber beam-splitter) during
each change in the applied gate-voltage, resulting in the algorithm:

Algorithm 1: Laser-assisted charge doping

Input: gate voltages V1, ..., VN ;
i← 1;
while i ≤ N do
⋄ Turn 200 µW laser on;
⋄ Set VG ← Vi;
⋄ Turn 200 µW laser off;
⋄Wait until the sample temperature equilibrates;
⋄Measure DR in low-power illumination;
⋄ i← i + 1;

end

3.4.3 | Data complexity and software-driven automatization for data ac-
quisition and analysis

We close this Chapter by emphasizing the complexity of modern research questions that is
partially introduced by the need of multidimensional data sets. Today, most scientific questions
require efficient pipelines for both data acquisition and analysis, with state of the art facilities
like the CERN treating terabytes of data daily.
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Figure 3.10: Comparison of optical reflectance data in monolayer MoSe2. The left panel
shows the evolution of the signal as obtained with a white-light illumination of 20 nW
incident power. Under these conditions, the neutral exciton visible at 1.64 eV did not
respond to the gate voltage until a sudden breakthrough at around 5 V, and fast, non-linear
evolution of the emerging trion afterwards. The central panel shows the corresponding
measurement at a higher incident power of 600 nW, which presents a doping onset around
3 V and a smoother evolution of the emerging trion. Finally, the right panel was obtained
by the laser-switching technique described above, i.e. by measuring reflectance in low
power (here 20 nW) and changing the gate voltage while simultaneously illuminating the
sample by a strong 690 nm diode laser of approximately 200 µW power.

Related to this work, the increasing amount of data can be seen in the requirements posed
by the measurements of exciton g-factors. Obtaining the value of one g-factor requires only
the variation of the magnetic field and produces reasonable results with about ten data points.
If one wants to study the behavior of the g-factor of charged excitons, it is necessary to intro-
duce the parameter of the charge density, so studying the magnetic dispersion of trions at ten
representative carrier densities already requires about 102 = 100 data points. Finally, studies of
correlated many-body states with signatures of correlated magnetism introduce the parameter
of temperature that can strongly influence the magnetic susceptibility. As a result, a modest set
of ten distinct temperatures leads to 103 = 1000 data points, illustrating the exponential growth
of data needed to ask advanced scientific questions.

It would obviously be a vain attempt to try to collect all the necessary data manually. For
this reason, it is important to develop robust and efficient tools that can automatize both data
acquisition and analysis and allow for fast-paced iteration of measurements and evaluation. For
the present work, this included development of software control in Python – a language known
for its extended scientific ecosystem and its wide compatibility with other technologies. In the
appendix, we show some selected Python scripts that have proved extremely beneficial for the
evolution of this work.
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Theoretical models

Among the substantial advances in experimental techniques presented in the previous Chap-
ter, the explosion of digital computing capabilities that unfolded in the last 30 years led to rapid
progress in numerical simulations and theoretical techniques relevant for condensed matter
physics. New algorithms such as tensor-network approaches for quantum many-body prob-
lems [172, 173] or open-source software packages for first-principle calculations [174] trig-
gered a new era in theoretical research, allowing to study previously elusive physical problems
numerically as well as to use the simulation insights to develop new analytic approaches.

In this Chapter, we present some important theoretical models that are essential to study
excitons and charges in periodic moiré lattices. We start by introducing the moiré geometry
in section 4.1 where we familiarize ourselves with the relevant length scales. In section 4.2,
we present the limitations of the simple geometric approach to moiré patterns and mention
the notorious effect of periodic lattice reconstruction. Subsequently, in section 4.3 we build
upon the fact that reconstruction is inhibited in incommensurate bilayers such as MoSe2/WS2

and develop an effective continuum model that describes intra- and interlayer excitons in the
presence of a triangular moiré lattice. Section 4.4 describes an electrostatic model that we use
to study charge density doping in the presense of a peaked density of states. Finally, we close
this Chapter by invoking the behavior of excitons in the presence of periodic charge lattices. We
note that similar to Chapters 3 and 5, parts of this Chapter have been published partly verbatim
in Refs. [17, 18], with section 4.3 falling under the copyright of the American Physical Society.

4.1 | Moiré geometry in bilayer van der Waals structures
To understand how themoiré pattern depends on the relative twist or latticemismatch between
two layers, we need to reconsider the basic geometry of two-dimensional lattices in general and
of the honeycomb lattice in particular.

For a minimal theory of moiré superlattices [86], we assume that â1/2 are the basis vectors
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of a 2D Bravais lattice. It is instructive to write them in a matrix notation,
A :=

(
â1| â2

)
, (4.1)

such that the reciprocal vectors can be written in the form(
ĝA

1 | ĝA
2

)
= 2π(A−1)T =: GA . (4.2)

When two different lattices A and B with basis vectors â1/2 and b̂1/2 are stacked on top of eachother, we can expand any B-periodic function fB(x⃗) both in the A and B reciprocal space, i.e.
fB(x⃗) = ∑

n⃗
cn⃗ ei(n1 ĝB

1 +n2 ĝB
2 )x⃗ = ∑

n⃗
ei(n1 ĝA

1 +n2 ĝA
2 )x⃗

[
cn⃗ ei(n1(ĝB

1−ĝA
1 )+n2(ĝB

2−ĝA
2 ))x⃗

]
︸ ︷︷ ︸Periodic modulation on top of the A lattice

. (4.3)

Since fB is not A-periodic, its expansion coefficients with respect to the reciprocal vectors ĝA
1/2are not constant in x⃗ themselves, but rather present periodic modulations with a periodicity

defined by the reciprocal vectors Gm = GB − GA. This periodicity arises from the long-range
moiré superlattice illustrated in Fig. 4.1b, allowing us to obtain the moiré lattice vectors from
Gm through matrix inversion by simply reading off the column vectors of (GT

m)
−1/(2π).

In the following, we illustrate this procedure for the case when both lattices A and B share
the honeycomb geometry. For the first lattice, we assume the same basis vectors as in Eq. (2.1),
but write them as a function of the lattice constant a0 =

√
3a as defined in Fig. 4.1a. With this

choice, we can conveniently write them as
â1 = a0

(
sin π/3
cos π/3

)
, â2 = a0

(
sin π/3
− cos π/3

)
. (4.4)

(a) (b) (c)
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Figure 4.1: (a) Geometry of the honeycomb lattice. Here, in order to facilitate the compu-
tations we work with the lattice constant a0 =

√
3a instead of the atomic bond distance a

(cp. Fig. 2.1). (b) Schematics of the moiré pattern in two stacked hexagonal lattices with a
twist of 5◦. (c) The moiré pattern in (b) presents a triangular geometry with a lattice con-
stant λm. The corresponding moiré density reads n0 = 1/Amoiré with Amoiré = λ2

m
√

3/2.

36



Chapter 4. Theoretical models

For the second lattice B, we assume a relative twist angle of θ and a different lattice constant
b0. By introducing the rotation matrix

R =

(
cos θ − sin θ

sin θ cos θ

)
, (4.5)

we can write its basis vectors as B := (b̂1| b̂2) =
b0
a0

RA. This corresponds to the explicit form of
b̂1 = b0

(
sin (π/3− θ)

cos (π/3− θ)

)
, b̂2 = b0

(
sin (π/3 + θ)

− cos (π/3 + θ)

)
, (4.6)

but it is more convenient to work in matrix notation. In particular, recalling that a rotationmatrix
is orthogonal (i.e. RT = R−1), the reciprocal basis vectors of the lattice B can be directly written
as GB = 2π a0

b0

(
A−1R−1)T

= a0
b0

RGA. This allows us to write down the moiré reciprocal vectors
in the case of scaled and twisted triangular lattices,

Gm = GB − GA = (
a0

b0
R− 1)GA . (4.7)

With this, we finally obtain the moiré unit vectors to be given by
(λ̂m

1 | λ̂m
2 ) = M :=

1
2π

(GT
m)
−1 =

(
a0

b0
RT − 1

)−1

A =

(
a0

b0
− R

)−1

RA =

(
1− b0

a0
R
)−1

B .

(4.8)
By defining the lattice mismatch parameter δ = (a0 − b0)/b0, a straightforward exercise in
matrix inversion yields an analytic expression for M:

M =
1 + δ

2(1 + δ)(1− cos θ) + δ2

(
1 + δ− cos θ − sin θ

sin θ 1 + δ− cos θ

)
B . (4.9)

Despite the intimidating impression, Eq. (4.9) has a straightforward interpretation. The whole
prefactor that ismultipliedwith B is nothing but an orthogonal rotationmatrix with an additional
scaling factor, so the moiré lattice itself can be understood as a rotated and stretched lattice B.
By carefully keeping track of all factors, one deduces that the moiré lattice constant is given by

λm =
b0(1 + δ)√

2(1 + δ)(1− cos θ) + δ2
, (4.10)

which for small twist angles θ and lattice mismatches δ reduces to the familiar relation [11]
λm ≈

a0√
θ2 + δ2

. (4.11)

The area of a moiré unit cell is then given by Amoiré = λ2
m
√

3/2 as illustrated in Fig. 4.1c, which
leads to a moiré density of n0 = 1/Amoiré. In this work, the materials studied have the lattice
constants of a0 = 0.3289 nm for MoSe2 and b0 = 0.3154 nm for WS2 [73]. This defines a lattice
mismatch of δ ≈ 0.04, which for small θ results in superlattice constants around 7− 8 nm and
moiré densities of around 2.0× 1012/cm2, see Table 4.1.
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θ 0◦ 1◦ 2◦

λm 7.7 nm 7.1 nm 5.9 nm

n0 1.95 1012

cm2 2.3 1012

cm2 3.3 1012

cm2

Table 4.1: Moiré lattice constant and density in MoSe2/WS2 as a function of θ.

4.2 | Lattice reconstruction as an obstacle tomoiré physics
in commensurate bilayers

The mathematical treatment of the moiré lattice presented above is sometimes deemed ’naive’
because of the idealized assumptions of robust monolayers. Mathematically, the three-fold
rotational symmetry inherent to TMDmonolayers implies that there are two distinct, long-range
moiré patterns that can be obtained in either parallel (R-type, θ = 0◦) or antiparallel (H-type,
θ = 60◦) alignment as shown in Fig. 4.2. A microscopic study of these limiting cases reveals that
in both configurations there are periodically repeated high-symmetry points such as MM, MX,
XM and XX [11], where M stands for metal and X for chalcogen atoms.

In real TMD heterostructures, all of these different atomic registries possess distinct inter-
layer adhesion energies that compete with intralayer elastic strain and distort the homogeneity
of the flat monolayers. The result of this competition is commonly referred to as atomic and
mesoscopic reconstruction [12, 175–179] and it can substantially influence the emergentmoiré
superlattice. In particular in lattice-commensurate bilayers that share the same lattice constant,
mesoscopic reconstruction leads to uncontrolled propagation of lattice defects which can ef-
fectively change the local dimensionality of the structure [12]. In TMDs, the lattice constant
is mainly determined by the chalcogen atoms, with studies on selenide-based heterostructures
such as MoSe2/WSe2 revealing a range of 0D (quantum dot), 1D (quantum wire) and extended
2D (quantum well) structures all within the same microscopic samples.

Heterostructures with different chalcogens, on the other side, typically feature a relatively
large lattice mismatch of 4% which impedes lattice reconstruction and stabilizes the canoni-
cal triangular moiré geometry shown in Fig. 4.2. In this limit, the moiré pattern varies spatially
through the points of high-symmetry registries. For these reasons, many seminal works on
moiré physics in TMD structures have been performed in the type II WS2/WSe2 heterostacks,
with recent examples of many-body Hubbard model physics [180] including demonstrations of
correlation-inducedmagnetism [13],Mott insulating states [181–185], two-dimensionalWigner
crystals of electrons [89, 181] at fractional and integer fillings as well as stripes at half-filling
factors [186].
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Figure 4.2: (a) Three-fold rotational symmetry of a TMD monolayer. (b) Because of the
120◦ symmetry in TMD monolayers, the moiré pattern differs between parallel (R-type, 0◦)
and antiparallel (H-type, 60◦) alignment. In both limits, the moiré pattern varies spatially
through points of high-symmetry registries such as MM, MX, XM and XX [11] where M
stands for metal and X for chalcogen atoms.

The periodically modulated moiré potentials for electrons, holes and excitons [180, 187–
189] give rise to distinct, energetically favored spatial positions of these quasiparticles and thus
provide a scaffold for correlated electronic states [11, 87, 88]. Among the extensively studied
WS2/WSe2 heterostrucure, MoSe2/WS2 is the next most natural candidate for the implementa-
tion of a stabilized moiré lattice and correlated many-body states. In contrast to WS2/WSe2 or
MoSe2/WSe2, which have conduction (CB) and valence band (VB) offsets of a few hundreds of
meV, ab initio studies have shown that the CBs of MoSe2 and WS2 are much closer [14]. At the
same time, the low accuracy inherent to DFT calculations and the complications arising from
the CB resonance repeatedly obscured the precise energetic ordering of the lowest conduction
bands. The nature of the lowest energy moiré excitons in MoSe2/WS2 therefore remains mat-
ter of continuing debate, with reported CB offset values ranging between −20 meV [190] and
+100 meV [15].

4.3 | Continuum models for excitons in incommensurate
bilayers

We emphasize that the moiré potential generally gives rise to pronounced exciton mixing by
umklapp-scattering off the long-range superlattice, resulting in robust moiré excitons [15, 17,
190–192] as observed in Fig. 3.8. The interpretation of optical data, however, is often limited by
the lack of microscopic understanding of such moiré excitons and their interactions with charge
carriers. A moiré supercell usually contains thousands of atoms, making full first-principle cal-
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culations of moiré exciton bands remain particularly hard [193]. Common approaches to model
moiré excitons therefore mainly focus on two different continuum models. On the one hand,
studies on WS2/WSe2 or MoSe2/WSe2 with large band offsets [14] repeatedly relied on intro-
ducing a phenomenological moiré potential for intra- (X) or interlayer (IX) excitons [165, 180,
187, 188, 194]. For nearly aligned bands, on the other hand, resonant interlayer tunneling was
argued to play the dominant role, and therefore a model describing full interlayer hybridization
of resonant bands has been developed [195, 196]. In the former approach, it is possible to ac-
count for the emergence of distinctmoiré exciton bandswhilemissing on hybridization between
intra- and interlayer excitons, whereas in the latter, intralayer states differing bymoiré reciprocal
vectors can not mix but through a second order process. It turns out that in MoSe2/WS2, both
effects have to be taken into account, and we proceed by introducing a continuum model that
combines a phenomenological potential with interlayer hybridization and allows us to describe
the complexity of both intra- and interlayer excitons in MoSe2/WS2 simultaneously. We note
that during the course of this thesis, similar results have been published in Refs. [197–199].

4.3.1 | Two-dimensional moiré band folding
The effect of amoiré pattern can be vaguely split into a geometric and an energetic contribution.
The former is motivated by the simple fact that the longer periodicity of the superlattice as
illustrated in Fig. 4.1b gives rise to a new mini Brillouin zone (mBZ) in the reciprocal space. The
geometry of the reciprocal space enables new umklapp-scattering off the moiré superlattice,
leading to the folding of the quasiparticle bands (i.e. electrons, holes or excitons) inside the

E
n
e
rg

y

~
ℏ𝑘 2

2𝑚

𝑘 𝑘

Figure 4.3: One-dimensional band folding. The energy dispersion of a simple free elec-
tron in a one-dimensional periodic potential of periodicity a takes the form of a parabola
and can be presented in the so-called extended (left) and reduced (right) zone schemes.
In the latter, every wave vectors k in the reciprocal space is associated with a crystal-
momentum inside the first Brillouin zone (shaded in pink).
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Figure 4.4: Reciprocal space geometry for the continuum exciton model. (a) Mini Bril-
louin zones with moiré reciprocal vectors bj (red arrows) and interlayer coupling (violet
arrows). The red and blue points represent intra- and interlayer states considered in the
model [17]. (b) Band structure of antiparallel MoSe2/WS2 with spin-polarized subbands
indicated by solid and dashed lines, as well as intra- and interlayer excitons. (c) Schemat-
ics of the MoSe2/WS2 heterostructure with depicted intra- and interlayer excitons in a
field-effect device, with top and bottom gate voltages VT and VB.

mBZ to form so-called moiré bands. The energetic contribution, on the other side, builds upon
the actual moiré potential that introduces an interaction between the different folded moiré
bands and can lead to the emergence of the notorious correlated flat bands [87].

The geometric idea of band folding can bemotivated by the textbook discussion on the visu-
alization of the reciprocal space. To illustrate the procedure, we show the folding of a parabolic
band in a one-dimensional space in Fig. 4.3. For this, we note that low-energy electrons in a
semiconductor can generally be studied in the effective mass approximation, i.e. with a Taylor-
expanded parabolic dispersion E(k) = (h̄k)2/2m that is reminiscent of free electrons with a
renormalized mass. The full parabola can be visualized in the so-called extended zone scheme
as shown on the left of Fig. 4.3. In the same time, the discrete periodicity of a regular lattice
(e.g. here with a lattice constant a) means that all momenta in the reciprocal space can also be
associated with a crystal-momentum inside the first Brillouin zone, resulting in the more famil-
iar reduced zone scheme shown on the right of Fig. 4.3. The effect of the latter visualization is
equivalent to subsequent folding of the original parabola into the Brillouin zone and introduces
distinct energy bands that can be quantified according to the number of folding steps required.

In the two-dimensional case, the basic idea of band folding remains the same while the
geometry of the moiré lattice, and hence also of the mini Brillouin zone, is generally more com-
plex. Here, we restrict the discussion to the case of a triangular moiré pattern in a MoSe2/WS2

heterostructure emerging from two honeycomb lattices as introduced in section 4.1. We as-
sume an antiparallel alignment between a MoSe2 and a WS2 layer with a small twist angle θ
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and lattice constant mismatch δ that result in a small valley mismatch which we denote by
∆K = K′WS2

−KMoSe2
. The long-range periodicity of themoiré lattice is reflected by the forma-

tion of a mini Brillouin zone [86] with the moiré reciprocal lattice vectors g(n, m) = nb1 + mb2

shown in Fig. 4.4a. Here, n and m are integers, bj = (Cj−3
6 − Cj+1

6 )∆K are the first-shell recip-
rocal lattice vectors, j = 1, 2, ..., 6, and Cµ

ν represents rotation by 2πµ/ν (Fig. 4.4a). We define
the angle-dependent mBZ with the center γ matching the K-valley of MoSe2 (KMoSe2

), and the
point κ at the K′-valley of WS2 (K′WS2

).
We choose to work directly in the exciton space and restrict ourselves to the low-energy

physics of moiré excitons, assuming parabolic dispersions E(k) = EX + h̄2|k|2/(2MX) and
E(k′) = EIX + h̄2|k′|2/(2MIX) of the intralayer (X) and interlayer (IX) excitons, respectively.
This implies that we can use plane waves as basis vectors, e.g. |k⟩ ∼ exp (i kx), where k and k′

are the center-of-mass wave vectors of X and IX excitons measured from γ and κ, respectively,
MX and MIX are their effective masses, and EX and EIX are (optical) band gaps averaged over
the moiré supercell. This results in the folded moiré exciton bands numbered by the reciprocal
vectors g and presenting the energy dispersions E(k + g) and E(k′ + g), respectively.

4.3.2 | Exciton mixing through phenomenological moiré potentials and
interlayer coupling

To introduce interactions and define the general moiré Hamiltonian, we introduce two moiré
potentials [180, 187, 188] for X and IX excitons:

V(r) =
6

∑
j=1

Vj exp (ibjr) ,

W(r) =
6

∑
j=1

Wj exp (ibjr) .

(4.12)

These are the lowest-order harmonic expansions of the moiré potential which, due to the 120°
rotational symmetry, present the usual symmetry relations V1 = V3 = V5 ≡ V and V2 =

V4 = V6 ≡ V∗ (and analogously for W) [180, 187, 188]. In total, they result in the scattering
amplitudes:

⟨k + g′|HX|k + g⟩X = δg,g′E(k + g) +
6

∑
j=1

Vjδg−g′,bj
,

⟨k′ + g′|HIX|k′ + g⟩IX = δg,g′E(k′ + g) +
6

∑
j=1

Wjδg−g′,bj
.

(4.13)
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Notably, V and W do not include resonant interaction terms between X and IX excitons yet,
which we introduce explicitly [196] by defining the Hamiltonian as:

H =

(
HX T
T∗ HIX

)
, (4.14)

where the tunneling is described by interlayer hopping elements
⟨IX, k′ + g′|T|X, k + g⟩ =

2

∑
η=0

tδk+g−k′−g′,Cη
3 ∆K, (4.15)

with the hopping parameter t. We follow the approximation introduced in Refs. [195, 196] and
assume the same term t in all mBZs, mediating the hybridization of MoSe2 excitons X with the
closest three IX states in the reciprocal space denoted by the violet arrows in Fig. 4.4a.

Finally, we restrict the number of vectors g considered in the Hamiltonian and keep only
the lowest seven X-bands and six IX-bands arising from band folding of mBZs as specified by
the red and blue dots in Fig. 4.4a, respectively. Furthermore, we assume that the non-resonant
part of the interlayer potential is zero, W1...6 = 0, resulting in the 13-band Hamiltonian:

H(k) =



E0 V V∗ V V∗ V V∗ t t t 0 0 0
V∗ E1 V 0 0 0 V 0 0 t 0 t 0
V V∗ E2 V∗ 0 0 0 t 0 0 0 t 0
V∗ 0 V E3 V 0 0 t 0 0 0 0 t
V 0 0 V∗ E4 V∗ 0 0 t 0 0 0 t
V∗ 0 0 0 V E5 V 0 t 0 t 0 0
V V∗ 0 0 0 V∗ E6 0 0 t t 0 0
t∗ 0 t∗ t∗ 0 0 0 E0 0 0 0 0 0
t∗ 0 0 0 t∗ t∗ 0 0 E1 0 0 0 0
t∗ t∗ 0 0 0 0 t∗ 0 0 E2 0 0 0
0 0 0 0 0 t∗ t∗ 0 0 0 E3 0 0
0 t∗ t∗ 0 0 0 0 0 0 0 0 E4 0
0 0 0 t∗ t∗ 0 0 0 0 0 0 0 E5



. (4.16)

The first seven diagonal terms correspond to the X bands marked by the red dots in Fig. 4.4a,
with

E0(k) = E(k), Ej(k) = E(k− bj),

for j = 1, 2, ..., 6; the last six diagonal terms relate to IXs marked by the blue dots in Fig. 4.4a:
Eη(k) = E(k− Cη

3 ∆K), Eζ(k) = E(k + 2Cζ−3
3 ∆K), (4.17)
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where η = 0, 1, 2 and ζ = 3, 4, 5. This Hamiltonian combines the non-resonant intralayer con-
tinuum model described by the potential V [180, 187, 188] with the interlayer hybridization
described by the hopping parameter t [195, 196], and it can be used to compute the band dis-
persion within the full mBZ. Here, since we are mainly interested in the optical response of the
system, we consider the center of the mBZ at the γ-point. After diagonalization of the Hamilto-
nian in Eq. (4.16), we obtain the absorption χ′′ (cp. Eq. (3.2)) by projecting the eigenstates onto
the fundamental A-exciton state as:

χ′′(ω) ≈ χ′′0

13

∑
m=1
|⟨m|A⟩|2

γ2
0

h̄2(ω−ωm)2 + γ2
0

, (4.18)

where |A⟩ is the MoSe2 intralayer exciton state corresponding to the first row and column in
Eq. (4.16), χ′′0 is its dielectric susceptibility [180], |m⟩ and h̄ωm are the eigenstates and eigen-
values of the m-th exciton band obtained from the diagonalized Hamiltonian in Eq. (4.16), and
γ0 is a peak broadening parameter. Notably, this implies that the oscillator strength of the |A⟩
exciton is redistributed among the set of the moiré excitons |m⟩.

Finally, to describe the behavior of interlayer excitons IX as a function of an out-of-plane
electric field, we assume symmetric dielectric hBN layers and define the field as F = ∆VTB/l =
(VB −VT)/l, with l being the total distance between the electric gates. Then, we compute the
evolution of χ′′(ω) as a function of ∆VTB by shifting the IX resonance energies in (4.17) as

E(∆VTB) = E − ed∆VTB
εl

, (4.19)

where e is the electron charge, d = 0.6 nm the distance between the two TMD layers and
ε ≈ 4 [134] is an effective fit parameter accounting for the interlayer dipole of the IX resonance.

4.3.3 | Limiting cases of the effective model
To illustrate the quantitative impact of the most important fitting parameters, we show the evo-
lution of some computed absorption spectra with the varying parameters θ, |V|, arg(V) and t
in Fig. 4.5. Notably, the phenomenological model developed above presents a combination of
intralayer exciton mixing mediated by the potential V and interlayer hybridization mediated by
the hopping parameter t. Conversely, setting V = 0 meV recovers the pure interlayer hybridiza-
tion model, and setting t = 0 meV results in a pure intralayer exciton mixing description.

In Chapter 5, we will present full modeling of the moiré excitons in antiparallel MoSe2/WS2

heterostructures. Here, we wish to assess the two limiting cases of the description which we
illustrate by considering the two cases of parallel and antiparallel alignment with a different
order of the spin-polarized subbands. In Fig. 4.6a, we show the experimental DR signals of two
samples with opposite alignment (H and R-type) together with theoretical fits in both limiting
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cases of the model. The good agreement between theory and experiment shows that both
the V = 0 meV and t = 0 meV subspaces provide enough descriptive power to model the
neutral spectra of both H- and R-type devices. Therefore, full field-dependent experimental
data is needed in order to determine the correct contributions to the intra- and interlayer moiré
potentials.

We emphasize that in the V = 0 meV description, any exciton mixing is mediated through
second-order hopping processes and is associatedwith substantial out-of-plane electric dipoles
as shown in Fig. 4.6b. To describe the vanishing electric-field dispersion of the bright excitons
as observed in experiment, it is therefore necessary to include the potential V to enable first-
order intralayer coupling. The strong avoided crossing of M3 in theH-type data, on the contrary,
requires finite interlayer hybridization. Therefore, to correctly describe all three bright excitons,
it is necessary to combine both intralayer coupling and interlayer hybridization, and we will
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Figure 4.5: Evolution of the computed spectra when all parameters but one are kept con-
stant, with varying θ in (a), |V| in (b), t in (c) and arg(V) in (d) [17].
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Figure 4.6: Limiting cases of the model with V = 0 meV and t = 0 meV with a comparison
of H-type (left) and R-type data (right). (a) DR spectra with three bright moiré excitons
complemented with theoretical fits within the interlayer hybridization (V = 0 meV) or
the intralayer mixing model (t = 0 meV) only. (b) & (c) Calculated dispersions under
perpendicularly applied electric fields for V = 0 meV and t = 0 meV, respectively. (d) Ex-
perimental dispersions of the three bright moiré excitons. In both stacking configurations,
M1 and M2 have no sizable energetic shifts (contrary to the hybridization model), whereas
M3 presents an avoided crossing with a sizable Stark shift in the H-type data (contrary to
the t = 0 meV calculation) [17].
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proceed with the respective discussion in Chapter 5.

4.4 | Charge doping in periodic moiré lattices
For studies of charge doping dependent phenomena in TMD heterostructures, it is important to
know the exact charge carrier density for any applied top and bottom gate voltages VT and VB.Unfortunately, despite its paramount significance, the state of the educational and scientific lit-
erature on the topic remains potentially confusing [200]. The reason for this can be traced back
to partially contrasting definitions of what solid-state physicists call the Fermi energy. While
some classic texts define it as the (zero-temperature) chemical potential of a condensed mate-
rial [201], some of the semiconductor-oriented works often use it to refer to the electrochemical
potential that combines both the chemical and the electrostatic ones [147]. In metals, where
the density of states (DOS) can often be assumed to be quasi-infinite, controlling the charge
carrier density can be typically achieved by considering the latter only. In semiconductors and
low-dimensional structures, on the other hand, the electrostatic and chemical energy costs can
be of the same order of magnitude and require a careful analysis of any problem that involves
free charge carriers.

The conflict between the two definitions is nicely illustrated by the idea of band bending
in classical semiconductor device engineering [147]. Take for example a pn-junction: while the
chemical potential in the p- and the n-doped regions is obviously not the same, the diffusion
of minority carriers typically builds up an electric field that leads to a competition between the
chemical and electrostatic potentials. In equilibrium, a depletion region emerges in which the
drop in electrostatic energy eϕ is exactly balanced by a gain in chemical energy µ, meaning that
the electrochemical potential η = µ− eϕ is constant across the junction. The latter fact is often
described by the statement of ’constant Fermi energy’ that obviously only makes sense if one
identifies EF with η. It is, however, important to keep in mind that neither the chemical (which is
measured with respect to a reference point such as the vacuum potential), nor the electrostatic
potential are constant. In particular, this last point implies that in general it is wrong to identify
the voltage with the electrostatic potential: when measuring the voltage drop between the two
sides of a pn-junction, any voltmeter would naturally show a value proportional to the drop in
electrochemical potential which is zero.

In the following discussion, we avoid confusion by abandoning the notion of Fermi energy
altogether and by sticking to the terms of chemical energy E = µ and electric fields F. We
also emphasize that while the chemical potential is defined as the potential for electrons, an
electrostatic potential (and hence a voltage V) is defined as the energy for positive test charges.
In terms of the electrochemical potential introduced above, it implies the association ∆V =
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−∆η. Here, however, we seek for a comprehensive discussion and we will explicitly state any
chemical or electrostatic energy contributions for the charges in our field-effect devices.

The basis for any discussion of capacitor structures is given by the Gauss’s law of electro-
statics, which in its general form invokes the notion of the displacement field. In the presence
of a static dielectric susceptibility, an externally applied electric field F⃗appl typically induces a
polarization of the medium P⃗ that implies a total electric field F⃗ = F⃗appl− P⃗/ϵ0. In linear media,
the polarization itself is proportional to the electric field, i.e. P⃗ = ϵ0χF⃗. By noting the relation
ϵ = 1 + χ, the displacement field is then defined as

D⃗ = ϵ0F⃗ + P⃗ = ϵ0ϵF⃗ , (4.20)

and obeys the Gauss’s law
∇ · D⃗ = ρf ⇔

∫
∂V D⃗ · dA⃗ = Qinfree . (4.21)

Here, ρf is the density of free charge carriers (i.e. those that make a material non-neutral), and
Qinfree is the integral over this density contained in the volume V and delimited by the area ∂V.

A classical application of Gauss’s law shows that in a conductor, free charges can only be
present at the surface, but never inside the bulk. Otherwise, a non-zero electric field F⃗ would
force charges to flow until an equilibrium is reached, and any static equilibrium is necessarily
characterized by vanishing fields inside the conductor and hence vanishing bulk charge carriers.
Figure 4.7a shows the application of this principle to the case of capacitance structures: when
a voltage is applied, the charge in a capacitor is redistributed among its different electrodes, but
regardless of the geometry the capacitor as a whole remains always charge-neutral.

In the case of a two-plate device shown in Fig. 4.7b, this implies that the electron density n
of one plate is always compensated by an opposite (hole) density −n on the other plate. Here,
we assume a metallic top electrode at an externally applied voltage V and a 2D material as the
bottom electrode at the ground potential. A positive voltage typically induces positive charge
carriers in the top plate and negative charge carriers in the bottom one, so the field F⃗ = −F êz

shows from top to bottom. Applying Gauss’s law to a infinitesimally thin area at the surface of
the top plate relates the field strength to the carrier density, where a careful consideration of
the signs leads to the equation en = ϵ0ϵF.

To relate the field F to the voltage V, we proceed by carefully analyzing the energy costs of
moving one electron from the top electrode to the bottom one. The total energy cost is given
by the externally applied voltage potential and simply amounts to eV. This total energy itself,
however, consists of an electrostatic and a chemical contribution. The former corresponds to
the energy cost of moving an electron over a distance d in the presence of the electric field F⃗
and is given by Fed. The latter, on the other side, is generally given by the difference of the
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Figure 4.7: Electrostatics in capacitors. (a) By virtue of the Gauss theorem, upon charging
any capacitance there is no net charge added or removed, but only redistributed between
different capacitor surfaces. (b) Illustration of a single-gate device consisting of a metallic
plate as the top gate and a 2D material with a finite density of states as the bottom plate.
Application of Gauss’s law typically includes integration over an infinitesimal volume at
the plate surface as depicted by the dashed line. (c) Schematics of a general multi-layer
device with several plates at specific voltages and with finite densities of states.

chemical potentials inside the two electrodes and reads as E(n)− ET(−n). Here, E(n) is the
chemical potential of the bottom plate at the electron density n, and similarly for ET and the
top plate. By using a metallic plate as the top gate, however, we can assume a quasi-infinite
density of states that implies a constant chemical potential ET =: E0. Together, this results in
the equations

en = ϵ0ϵ F (4.22)

eV = Fed + E(n)− E0 , (4.23)

and defines a general procedure of characterizing parallel plate capacitors with arbitrary chem-
ical potentials E(n).

Now, we illustrate the principle for amore complex, four-plate structure depicted in Fig. 4.7c.
At each of the plates, numbered by i = 1, 2, 3, 4 from top to bottom, we assume a chemical po-
tential Ei and an externally applied voltageVi. Furthermore, we assume that all fields point again
from top to bottom, so by virtue of Gauss’s law we can directly relate the electron density in
the second plate to the electric fields by en2 = ϵ0(ϵ12F12 − ϵ23F23). The energy equations, on
the other hand, assume the form

e(V1 −V2) = F12ed12 + (E2 − E1) (4.24)

e(V2 −V3) = F23ed23 + (E3 − E2) , (4.25)

which results in the equation for the electron density
en2 = C12

(
V1 +

E1

e

)
− (C12 + C23)

(
V2 +

E2

e

)
+ C23

(
V3 +

E3

e

)
, (4.26)
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with the geometric capacitances Cij = ϵ0ϵij/dij [134, 202–204].The above relationship (4.26) can be used for any multi-layer device, and in particular for
the dual gate field-effect device shown in Fig. 3.2. For the use with a TMD heterostructure, we
assume that both TMD layers are at the ground potential (i.e. V2 = V3 = 0) and encapsulate the
TMD dielectric ϵTMD = ϵ23 (with dTMD = d23), whereas the top and bottom dielectrics are both
given by hBN (ϵ12 = ϵ34 = ϵhBN with dT = d12 and dB = d34). We denote the top and bottom
gate voltages as V1 = VT and V4 = VB and assume that both top and bottom gates share the
same infinite density of states, which allows us to set their chemical potential as the energetic
zero and restrict the chemical potentials involved to those of the top and bottom TMD layers,
i.e. E2 =: ET and E3 =: EB. Finally, since we are mainly interested in the electronic densities in
the TMD layers, we also restrict ourselves to the study of nT = n2 and nB = n3. As a result, the
total electrostatic equations for the two TMD layers read

e

(
nT

nB

)
=

(
CT −(CT + CTMD) CTMD 0
0 CTMD −(CB + CTMD) CB

)
VT

ET/e
EB/e
VB

 , (4.27)

with CT(B) = ϵ0ϵhBN/dT(B) being the geometric gate and CTMD = ϵ0ϵTMD/dTMD the TMD het-
erostructure capacitances.

It is important to note that we work with the charge densities being functions of the chem-
ical potential, ni(Ei) =

∫ Ei
0 DOSi(E′)dE′, with i = T, B, rather than Ei = Ei(ni). This is impor-

tant, since for regions with DOSi(E) = 0, ni will be still a well-defined and continuous function
whereas Ei(ni) will become discontinuous. Moreover, we emphasize that at this level of de-
scription, the DOS is explicitly not related to a single particle band structure, since electrons
might also exhibit energy costs from mutual Coulomb repulsion and result in peaks of the DOS.
We generally assume that charging occurs in steps of the moiré density n0, with each step
corresponding to a peak in DOSi. For a given DOSi, we solve the equations numerically with
the scipy.optimize root method for (ET, EB) and subsequently evaluate nT(B) at the computed
energies.

In Fig. 4.8, we show the computed electron densities ν in a MoSe2/WS2 dual gate device for
some particular choices of the densities of states. Here, we assume symmetric hBN dielectrics
with dT = dB = 55 nm such that the total charge density in the HBL is determined by the
doping potential Vµ = (VT +VB)/2, whereas the electric field is given by F = (VB−VT)/l, with
l = 110 nm being the total thickness of hBN layers. We recall that a parabolic energy dispersion
in two dimensions gives rise to a constant DOS and results in linear charging behavior of both
layers, whereas a non-constant DOS, on the other hand, can result in a non-linear charging
behavior of the individual layers. In the same time, we emphasize that the total electron density
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Figure 4.8: Electrostatic simulations with discretized density of states. The computed
charge distribution among the two layers (MoSe2 and WS2 in the central and right
columns, respectively) shows distinct responses to different parameters in the simula-
tions. The top panel highlights the effect of the conduction band offset ∆CB for other-
wise constant DOS (the higher DOS for MoSe2 reflects its higher electron effective mass
as compared to WS2). The middle panel shows the effect of the energy gap in the DOS of
WS2, entailing step-like charging in WS2 and kinks in the charge-onset line in MoSe2. The
bottom panel emphasizes the effect of gapped subbands in MoSe2, resulting in step-like
charging of the MoSe2 layer.
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n = nT + nB in the heterostructure always follows the equation
en = CT

(
VT −

ET

e

)
+ CB

(
VB −

EB

e

)
≈ CTVT + CBVB , (4.28)

and is approximately given by the simple geometric capacitance equation in first order. The
reason for this lies in the typical size of the 2D DOS that is sometimes referred to in the context
of the so-called quantum capacitance. Typically, the applied top and bottom voltages are on the
order of a few to tens of V and lead to a change of the chemical potential on the order of a few
tens to a few hundreds of meV. This contrast in the electrostatic and chemical energy scales
is sometimes characterized by stating that the quantum capacitance is much bigger than the
geometric capacitance, i.e. an additional electron leads to a much bigger change in electrostatic
potential than in chemical potential. Therefore, the charging behavior shown in Fig. 4.8 is above
all characterized by the distribution of the total charge among the two layers, whereas the total
charge itself does not strongly depend on the microscopic DOS in the two layers.

4.5 | Interaction of excitons and periodic charge lattices
Finally, we note that in a moiré lattice, a peaked DOS typically corresponds to a situation where
electrons are tightly localized in the minima of the moiré potential, leading to a periodic array of
charges that can implement a correlated spin-charge lattice. Here, we introduce a framework
to address the binding energy of localized excitons inside such a periodical array of localized
charge carriers (electrons or holes).

Importantly, we consider electrons ordered on two vertically displaced and staggered lat-
tices, and we assume that the exciton is confined in one moiré cell and interacts with the sur-
rounding ordered electrons as illustrated in Fig. 4.9.
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Figure 4.9: Theoretical binding energy of a localized moiré exciton in the presence of an
ordered bilayer electron lattice in the process of filling, evaluated as the red-shift from the
energy of its neutral counterpart. The right panel shows a schematic of the moiré exciton
position and sublattice charge ordering at integer filling factors.
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We further assume that the main contribution to the binding energy stems from charge-
induced modification of the electron-hole relative motion ρ ≡ (ρ, θ) = re − rh, where re(h) arethe coordinates of the electron and hole forming the exciton. The corresponding Schrödinger
equation takes the form

− h̄2

2µ
∆φ(ρ) + [VRK(ρ) + V(ρ)]φ(ρ) = Eφ(ρ), (4.29)

where E is the exciton energy, µ = memh/(me + mh) is the reduced exciton mass, me and mhare the electron and hole effective masses, and the Rytova–Keldysh potential [75, 106, 107,
205] of the electron-hole attraction is given by:

VRK(ρ) = − πe2

2ερ0

[
H0

(
ρ

ρ0

)
−Y0

(
ρ

ρ0

)]
. (4.30)

Here, e is the electron charge, ρ0 is the screening length, ε is the effective dielectric constant,
and H0(x) and Y0(x) are the Struve and Neumann functions.

The interaction of the exciton with the charge lattice is described by the Coulomb sum:
V(ρ) = ± e2

ε ∑
n

[
1

|βeρ + n| −
1

|βhρ− n|

]
, (4.31)

where the plus and minus signs correspond to positive and negative elementary charges, βe =
me/(me + mh), βh = mh/(me + mh), and n are the coordinates of electrons (holes) on the
lattice. The two terms in the brackets determine the interaction of the charge lattice with the
hole and the electron that constitute the exciton.

To determine the binding energy of the state, we calculate the free exciton energy EX to
obtain

Eb = EX − E . (4.32)

To calculate EX , we set V(ρ) = 0, and use in the calculations of both EX and E the set of 2D
hydrogen-like wave functions with the Bohr radius as variational parameter [107, 206, 207] and
the basis of six functions [208] with quantum numbers (n, l) = (1, 0), (2, 0), (2,±1), (4,±3) to
take into account polarization effects on the exciton relativemotion. Due to the lower rotational
symmetry of the potential V(ρ), we also include hydrogen-like wave functions with angular
momenta l = ±1,±3. The explicit expression for the trial function is

φ(ρ, θ) = e−αρ + ζρe−βρ + ηρe−γρ cos θ + ξρ3e−δρ cos 3θ . (4.33)

We solve the minimization problem numerically for seven parameters (α, β, γ, δ, ζ, η, ξ) using
MATLAB R2017B and experimental material parameters of MoSe2 monolayers [131]: me =

0.84m0, mh = 0.6m0, ε = 4.4, ρ0 = 0.89 nm. The only fitting parameter for comparison between
the experimental data and the theoretical model is the moiré superlattice constant, which in
Fig. 4.9 is taken to be 7.7 nm.
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5

Moiré physics in MoSe2/WS2
heterostructures

In this Chapter, we present our experimental and theoretical results on the moiré physics in
angle-aligned MoSe2/WS2 heterostructures. Contrary to WS2/WSe2 or MoSe2/WSe2 hetero-
bilayers, the MoSe2/WS2 system did only recently begin to receive interest in the framework
of correlated states in moiré flat bands, and instead it raised some controversy regarding its
band alignment [14, 15, 190–192, 209, 210]. Notably, ab initio calculations predicted a type-II
band alignment, with the valence band maximum located at the K valley of MoSe2 and the con-
duction band minimum in the K valley of WS2 below the CB edge of MoSe2 [211, 212]. This
prediction, however, was revised in recent work in charge-tunable MoSe2/WS2 heterostacks
[15, 192], suggesting type-I band alignment with the band gap given by that of MoSe2. Our
study confirms this band alignment for twisted heterostacks near both high-symmetry config-
urations of antiparallel (H) and parallel (R) layer orientation with twist angles close to 180◦ and
0◦, respectively. With experimental access to sub-Kelvin temperatures, ambipolar doping in
field-effect devices and out-of-plane electric and magnetic fields, we provide a comprehensive
understanding of the bright moiré excitons and the moiré induced ordered electronic states
in the studied platform. Our work introduces both new methodology as well as previously un-
available theoretical insight into the low-energy moiré physics in MoSe2/WS2 heterostructures.
Notably, our experimental access to temperatures on the order of mK allows us to reveal intri-
cate signatures of frustrated magnetism hosted in the flat moiré bands and paves the way for
future studies of correlated many-body physics in triangular spin-charge lattices.

In section 5.1, we introduce the samples that present the backbone of this work and show
some basic insights from their initial spectroscopic characterization. Section 5.2 deals with the
dispersion of the bright moiré excitons in perpendicular electric fields that allows us to model
the observed optical transitions in the continuum model framework presented in sec. 4.2. Sub-
sequently, in section 5.3 we focus on the evolution of the bright moiré excitons with charge car-
rier doping and establish evidence for flat electronic bands that can host a bilayer spin-charge
lattice of electrons. Finally, the emergence of stabilized electron order enables detailed stud-
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ies of the corresponding magnetic spin-susceptibility that we present in section 5.4. We per-
formmeasurements of doping-dependent spin susceptibility that indicate antiferromagnetic ex-
change interactions and suggest the presence of Ruderman-Kittel-Kasuya-Yosida (RKKY) mag-
netism above doping levels of one electron per moiré cell. We note that the results of this
Chapter have been published partly verbatim in Refs. [17, 18].

5.1 | Sample overview and initial characterization
Over the last four years, we investigated in total five MoSe2/WS2 samples with two devices
based on CVD-grown TMDmonolayers in H-type stacking configuration, one device with CVD-
grown monolayers in R-type configuration, and two devices assembled from exfoliated flakes
and identified as H-type by their spectroscopic signal. The main conclusions, however, were
based on data in three samples that we show in Fig. 5.1 and that are denoted as S1 (CVD H-
type), S2 (exfoliated H-type) and S-R (CVD R-type).

Figure 5.2 shows the optical absorption data of the sample S1 in both the MoSe2 mono-
layer and the MoSe2/WS2 heterobilayer (HBL) regions. In the top panel, the data in the mono-
layer region shows a very strong absorption peak around the energy of the MoSe2 A-exciton

S1 S2 S-R

Figure 5.1: Optical images of three studied MoSe2/WS2 devices. The left panel shows the
CVD-based sample S1 [17], the central panel shows the sample S2 assembled from exfoli-
ated flakes, and the right panel shows the CVD-based R-type sample S-R. The insets show
confocal maps of the devices acquired in reflection and visualized around the spectral re-
gion of the MoSe2 monolayer A-exciton.
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Figure 5.2: From top to bottom: optical absorption of the monolayer MoSe2 A-exciton in
sample S1, optical absorption of the three moiré excitons M1, M2 and M3 in the bilayer
region of the same sample, and photoluminescence at the same spot in the bilayer region.
The absorption data were obtained from raw DR signals by applying the shape correc-
tion (3.2) [17].

at 1.633 eV and exhibits a linewidth of around 1.6 meV which is comparable to the best sam-
ples from exfoliated native crystals. In the central panel, we show the absorption spectrum at
charge neutrality with three moiré exciton peaks M1, M2 and M3. The peak M1 at 1.60 eV is
approximately 30 meV below the monolayer MoSe2 A-exciton at 1.63 eV and has the largest
oscillator strength. The peaks M2 and M3 have decreasing oscillator strengths and lie 38 and 65
meV above M1, respectively. Finally, the very bright emission from M1 in photoluminescence
measurements (bottom panel) indicates that it is the excitonic ground state of the system, and
the strong quenching of PL from the higher peaks shows fast population relaxation towards the
ground state.

Throughout our study, we faced the trend that the optical resonances of the WS2 layer
were strongly suppressed in the MoSe2/WS2 heterobilayers. In Fig. 5.3, we illustrate this for
the sample S2. The left panel shows an optical photograph of the sample during the stamping
process with monolayer flakes delimited by dashed lines. The central panel shows confocal
maps of the device acquired around the resonance energies of theMoSe2 (top) orWS2 (bottom)
bright intralayer excitons. Finally, the right panel shows representative DR spectra obtained
from spots both in theMoSe2 andWS2 monolayer as well as from theMoSe2/WS2 heterobilayer
regions. In particular, the bilayer region always exhibits a pronounced signal from the moiré
excitons M1 and M2, whereas no resonance in the vicinity of the WS2 intralayer exciton is
observed. This behavior was consistent in all studied samples, implying that insight on the
moiré physics in MoSe2/WS2 is mainly based on the bright moiré excitons M1, M2 and M3.
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Figure 5.3: (a) Optical photograph of the sample S2 where the red and blue dashed lines
delimit the MoSe2 and WS2 monolayers, respectively. (b) Hyperspectral map of the sam-
ple acquired by projecting the maximum of the PL signal in the spectral range [1.62 eV,
1.65 eV], with the bright areas reproducing the shape of the MoSe2 monolayer. (c) Hy-
perspectral map of the sample acquired by projecting the maximum of the derivative of
the DR signal in the spectral range [2.0 eV, 2.1 eV], with the bright areas reproducing the
shape of the WS2 monolayer. (d) Representative DR spectra of the MoSe2 monolayer and
MoSe2/WS2 heterobilayer in the spectral range of the MoSe2 intralayer exciton at the po-
sitions A and B shown in (b). (e) Representative DR spectra of the WS2 monolayer and
MoSe2/WS2 heterobilayer in the spectral range of the WS2 intralayer exciton. Notably, no
WS2 transition is visible in the heterobilayer region.
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In Fig. 5.4a, we show the evolution of DR in monolayer MoSe2 in sample S1 as a function
of the gate voltage VG = VT = VB. Notably, the spectra show a transition from the p-doped
(holes) through the intrinsic to the n-doped (electrons) regime, with characteristic signatures of
the intralayer A-exciton XA and its attractive (AP) and repulsive polarons (RP). Additionally, the
good quality of the sample is reflected by the relatively strong absorption by the intralayer B-
exciton XB at around 1.85 eV. Consistent with the state of the literature, the charged attractive
polarons of XB present a pronounced red-shift with increasing charge carrier density, whereas
the attractive polarons of the fundamental XA exciton exhibit blue-shifts [134].

Figure 5.4b and the top left panel of Fig. 5.5 show the evolution of the differential re-
flectance (DR) of sample S1 as a function of symmetric gate voltage, VG = VT = VB. In the
neutral regime from 0.6 to −7.0 V, three bright moiré excitons are observed close to the energy
of the MoSe2 A-exciton. At the boundaries of the neutral region, optical signatures indicate
transitions to both the electron (0.6 V) and the hole (−7.0 V) doped regimes. On the p-doped
side, the lowest energy exciton M1 at 1.60 eV exhibits a series of step-like red and blue-shifts
before losing its oscillator strength and giving rise to a faint positive trion M+

1 with 25 meV red-
shift, whereas the higher-energy peaks M2 and M3 at 1.60 and 1.67 eV, respectively, disappear
as soon as charge doping into the valence band sets on. On the n-doped side this behavior is
reversed: in a first charging step, M1 converts abruptly into a negative trion M−1 with a binding
energy of 33 meV, whereas M2 evolves gradually into a slightly red-shifted peak M̃−2 before
jumping abruptly to M−2 in a second charging step. In particular, this second transition at 6.5 V
coincides with the emergence of a resonance between M2 and M3 which we identify as the
charged exciton M−3 , and with a similarly abrupt quench of the ground state trion M−1 . Fi-
nally, in a third charging step around 13.0 V, both M−2 and M−3 red-shift and lose their oscillator
strength.

We note that in the samples underlying this work, electric field control worked much better
in CVD-grown samples, whereas both of the exfoliated samples presented uncontrolled stray
fields that inhibited detailed electrostatic modeling. This is likely caused by the fact that in ex-
foliated samples, a monolayer flake is often near a bulk region of the TMD. In S2, this is the
case for WS2 as detailed in the Fig. 5.3 above. In CVD-grown flakes, on the contrary, one deals
per construction with isolated flakes of a very controlled geometry, such that the overall het-
erostructure is more controllable in electrostatic terms. Despite the difference in field-control
among the studied samples, however, charge carrier doping was much more controllable and
produced consistent results throughout different samples. In particular, the distinct signatures
in the doping-dependent absorption data can be used to differentiate H-type from R-type sam-
ples. From our data on the CVD grown devices shown in Fig. 5.5, it is visible that in the H-type
stacking the peak M̃−2 is stabilized in an extended voltage range, whereas in R-type stacking it
presents a single maximum and a pronounced blue-shift away from this maximum at lower and
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Figure 5.4: Charge doping dependent DR showing ambipolar doping in sample S1.
(a) In the monolayer region, changing the gate voltage VG = VT = VB from -22 V to 22 V
results in a transition from the hole through the intrinsic to the electron doped regime with
characteristic positive and negative attractive (AP) and repulsive polaron (RP) branches.
The energy splitting between the negative polaron branches (RP− and AP−) of the A-
exciton at the onset of electron doping is approximately 28 meV. Additionally, at around
1.85 eV, a faint peak that is interpreted as the B-exciton can be observed. (b) In the spectral
region close to the intralayer exciton XA, the three bright moiré excitons M1, M2 and M3
show distinct signatures as function of VG. At approximately 1.80 eV, faint features that
are only visible in the derivative of DR and that copy the behavior of M1, M2 and M3 are
interpreted as the B-exciton states of the three moiré excitons. At 1.97 eV, an unidenti-
fied faint peak that is likely reminiscent of the MoSe2 intralayer B2s-exciton disappears at
the same onset of hole doping and shows weak red-shift with electron doping. We note
that due to bad contacts, the onset of hole doping is strongly dependent on the individual
measurement run and coincides in the A and B moiré excitons in data where both signals
were acquired within one measurement.

higher gate voltages. Furthermore, complemented by the data from Ref. [16], our data suggests
that the peak M−3 is bright in H-type and dark in R-type stacking. Both features can therefore
be used to assign the stacking in the exfoliated devices.

Finally, we gain further insight into the nature of the neutral and charged excitons by probing
their response to out-of-plane magnetic fields. In Fig. 5.6, we show the doping-dependent ab-
sorption spectra in the heterobilayer regions of samples S1 and S-R for H- and R-configuration,
respectively. At a perpendicular magnetic field of−8 T, the neutral excitons M1 and M2 in both
stackings (with the contrast of M3 being too law in this set of data) show similar DR signals in
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Figure 5.5: Top: charge-doping dependent data in the CVD-based MoSe2/WS2 heterobi-
layers shown in Fig. 5.1. In the H-type stacking (left), the peak M̃−2 is stabilized in an ex-
tended range of voltages, whereas in R-type stacking (right), it presents a single maximum
and pronounced blue-shift away from this maximum at lower and higher gate voltages.
Bottom: comparing the doping dependent data of sample S2 with the two CVD-grown
samples identifies its stacking regime as H-type.

both σ+ and σ− polarizations. Their exciton g-factors, shown in Fig. 5.6c, exhibit values close
to the g-factor of the MoSe2 XA exciton around g ≈ −4 and suggest that these moiré excitons
arise from mixing of the XA peak. The peak M−1 , on the other side, features almost complete
valley polarization, just like Fermi polarons inmonolayerMoSe2 [213]. Finally, the peak M̃−2 (and
similarly M̃+

1 ) is unpolarized and shows a pronounced, doping-dependent Zeeman splitting with
nonlinear dependence on the magnetic field.

To illustrate the dispersion of ∆EZ as function of B, we show representative data on the
p-doped, the intrinsic and the n-doped regimes in Fig. 5.7. The top panel shows the evolution
of the Zeeman energy splitting of the p-doped peak M̃+

1 which acts as a sensor exciton for
the emerging hole lattice and shows a strongly renormalized, non-linear g-factor of +30. The
central panel shows the corresponding evolution of ∆EZ for the neutral moiré peak M1 with the
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Figure 5.6: Basic magnetic characterization of the MoSe2/WS2 heterobilayer in H- and R-
type configuration in the samples S1 and S-R, respectively. (a) Doping-dependent DR
spectra in σ+ (top) and σ− (bottom) polarization at an out-of-plane magnetic field of
B = −8 T. (b) Line cut of the DR-signal at VG = 5 V (H-type) and VG = 7 V (R-type)
showing a polarized negatively charged trion M−1 and a pronounced Zeeman shift of M̃−2 .
(c) Evolution of the moiré exciton energies in σ± polarization as a function of the magnetic
field. For both brightest peaks M1 and M2, the Landé g-factors show values around the
g-factor of the MoSe2 intralayer A-exciton of around -4.
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Figure 5.7: Evolution of the valley Zeeman splitting ∆EZ of the hole-doped peak M̃+
1 (top)

at VG = −11 V, the neutral moiré peak M1 (center) and the electron-doped peak M̃−2
(bottom) at VG = 5 V in sample S1 at T = 3.8 K. The splittings of M̃+

1 and M̃−2 depend
non-linearly on the magnetic field, with a maximum g-factor of 30± 3 (M̃+

1 ) and −33± 3
(M̃−2 ), respectively (determined from linear fits for B ≲ 2 T). The non-linear evolution
of the Zeeman splittings is indicative of correlation-induced magnetism probed by the
respective sensing exciton.

expected linear dispersion and a g-factor of −4. Finally, the bottom panel shows the Zeeman
splittings of the n-doped peak M̃−2 which acts as a sensor exciton for the emerging electron
lattice and also shows a strongly renormalized, non-linear g-factor of −33. We note that the
magnetic response of M̃+

1 and M̃−2 are in striking contrast: whereas in the latter case the g-
factor is increased into the negative, for the former peak the g-factor changes its sign to positive
values, consistent with other studies on hole-mediated spin lattices [13, 214]. This shows that
both the hole and the electron doped regimes of MoSe2/WS2 present rich physics, and the
fact that one heterostructure provides simultaneous access to both electron and hole-doped
correlated states makes it standing out in the field.

63



Chapter 5. Moiré physics in MoSe2/WS2 heterostructures

5.2 | Field-induced hybridization ofmoiré excitons and the
role of band alignment

The dual gate architecture of the studied field-effect devices enables us to control both the out-
of-plane electric field as well as the charge carrier density simultaneously. The former allows
to shift the electrostatic potential of the MoSe2 and the WS2 layer with respect to each other,
whereas the latter results in subsequent charge filling of the energetically lowest electronic
bands. In this section, we proceed by studying the dispersion of the moiré excitons in the
presence of an electric field, before focusing on their behavior under electron doping in the
next section. This section falls under the copyright of the American Physical Society (Ref. [17]).

5.2.1 | Modeling of moiré excitons
Wealready pointed out in section 4.3.3 that different limiting cases of the developed continuum
model can yield very similar results in terms of moiré exciton multiplicity and brightness. For
this reason, it is important to consider full electric field-dependent data in order to distinguish
the intralayer exciton mixing from the interlayer coupling contributions. In Fig. 5.8a, we show
the evolution of DR with an out-of-plane electric field proportional to ∆VTB = VB − VT in the
H-type sample S1. As already pointed out in previous studies [15, 192] and shown in Fig. 4.6,
the peaks M1 and M2 behave as intralayer states with vanishingly small linear slopes of the
first-order Stark effect. For these peaks, this implies that they can be captured in terms of the
non-resonant moiré potential V, whereas interlayer tunneling plays a negligible role. The peak
M3, on the contrary, exhibits two branches with finite dispersion indicative of an anticrossing of
X and IX states with weak coupling, which necessitates a non-vanishing hopping parameter t in
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Figure 5.8: (a) Experimental DR signal of MoSe2/WS2 in sample S1 as a function of the
out-of-plane electric field. (b) Corresponding simulation of χ′′(ω) capturing the strong
intralayer character of the three lowest-energy moiré exciton peaks as well as their relative
strengths. Inhomogeneous broadening was included by smoothing χ′′(ω) over a 5 meV
broad Gaussian kernel in the fit parameter EIX [17].
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the model. Also, M1 and M2 show minor narrowing with a small red-shift at high ∆VTB ≥ 18V,
indicating the presence of dark IX resonances.

By fitting the model to the electric field dependent data, we reproduce the multiplicity and
relative oscillator strengths of the three moiré excitons with very good agreement. In Fig. 5.8b,
we show the theoretical χ′′ obtained for the material parameters aMoSe2 = 0.3288 nm, aWS2 =

0.3154 nm, MX = 1.44m0, and MIX = 0.86m0 [73, 131] with electron mass m0, and with free
fitting parameters EX = 1617 meV, EIX = 1614 meV, θ = 178.8◦, |V| = 9.3 meV, arg(V) =

π/5, t = 3 meV and γ0 = 4 meV. We emphasize that although EIX < EX, the fitting implies
a type I heterostructure due to the relation EIX > min[EX + V(r)] ≈ 1566 meV, with a CB
offset in the order of 50 meV. The remaining fit parameters for a given twist angle (|V|, arg(V),
and t) determine the layer character of moiré excitons as well as their energy separations and
oscillator strengths. The resulting susceptibility captures the main features of the experimental
data such as the relative strengths of the peaks, the strong intralayer character of M1 and M2,
the anticrossing of the M3 doublet and the IX perturbation of M1 at high positive fields. At the
same time, it predicts a weak coupling of M2 with an IX state at ∆VTB ≈ −10 V which can not
be observed in white-light DR.

5.2.2 | Interlayer excitons in modulation spectroscopy
To improve the sensitivity to interlayer states we repeated the field-dependent measurement
with the modulation-spectroscopy technique introduced in section 3.3.3. In Fig. 5.9a we show
DR′ = Rac/Rdc with signatures of both intra- and interlayer states: the interlayer character
of the M3 doublet becomes much more prominent compared to the white-light DR data, the
red-shifts of M1 and M2 at high ∆VTB confirm the admixing of IX excitons, and the contrast
change of M2 at ∆VTB ≈ −20 V suggests the coupling to a dark IX state made visible with this

1.60 1.65 1.70

30

0

−30

D
V

T
B
 (

V
)

Energy (eV)

−5

0

5

DR'

(10−3)

1.60 1.65 1.70

30

0

−30

D
V

T
B
 (

V
)

Energy (eV)

−4

−2

0

g

b

X

IX

MoSe2

WS2

a

Figure 5.9: (a) Narrow-band modulation spectroscopy signal of MoSe2/WS2 in sample S1
as a function of the applied out-of-plane electric field. (b) Dispersion of the eigenvalues
of the Hamiltonian in Eq. (4.16) as a function of the electric field and experimental exciton
g-factors of the respective resonances color-coded from −5.5 (yellow) to 0 (black) [17].
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technique.
In Fig. 5.9b we show the dispersion of the peaks extracted from Fig. 5.9a alongside the

evolution of the eigenvalues of the Hamiltonian in Eq. (4.16) as a function of ∆VTB. In contrast
to Fig. 5.8b, where the oscillator strengths of the three bright excitons are visible, here the
dotted lines indicate the eigenvalues corresponding to all 13 moiré exciton bands irrespective
of their oscillator strength. The experimental dispersion of both M1 and M2 in Fig. 5.9a is
well reproduced, and the strong anticrossing of the M3 doublet is qualitatively captured within
our theoretical model. We note that although the magnitude of the X-IX coupling changes
between the M2 and M3 resonances, they are both controlled by the same parameter t, and
introducing different hopping parameters for different mBZs [192] would allow to improve on
the quantitative agreement with the data. Finally, we find that in the neutral regime the first IX
state – which is momentum-dark and can not be observed in Fig. 5.8 – lies 30 meV above the
ground state M1, indicating type I character for the studied MoSe2/WS2 heterostack.

Additionally to the electric field dependence we studied the Zeeman effect of moiré exci-
tons by repeating the modulation-spectroscopy measurements for out-of-plane magnetic fields
in the range of B = ±6T. The colors of the data in Fig. 5.9b show the g-factors of the respec-
tive peaks for different electric fields, ranging from g = −5.5 (yellow) through −2 (purple) to
0 (black). We observe that for electric fields where M1 and M2 follow vertical lines of zero
Stark effect due to nearly-pure MoSe2 character, the corresponding g-factors are close to the
fundamental MoSe2 A-exciton with gA ≈ −4. Near the IX-X anticrossings, on the contrary, all
three states exhibit sizable changes in the g-factors reaching values up to 0. The effect is most
pronounced for the dispersive branch of M1 at high positive electric fields as well as the M3

doublet, which we attribute to field-induced hybridization with interlayer states. The values
of the exciton g-factors depend on both the degree of layer hybridization and the exciton mo-
mentum [215, 216], making a full quantitative description of this behavior out of scope for this
work. The overall trend, however, is consistent with the intralayer character of the peaks M1and M2 at negative electric fields, and with interlayer admixing near anticrossings captured by
our theoretical model.

5.2.3 | Real space distribution of moiré exciton states
Finally, for zero electric andmagnetic fields, we illustrate the difference of the three brightmoiré
excitons by plotting the spatial distributions of their wavefunctions in Fig. 5.10. To compute
the real-space distribution of the emerging moiré excitons, we denote the original basis of the
Hamiltonian (4.16) by |j⟩ with j = 0, ..., 12, such that it holds, for example, ⟨j|H|j⟩ = Ej for j =
0, ..., 6 and ⟨j|H|j⟩ = Ej−7 for j = 7, ..., 12. Similarly, the Hamiltonian’s eigenbasis corresponding
to the moiré excitons is denoted by |m⟩.
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Figure 5.10: Spatial distribution of the exciton wavefunction for the three lowest-energy
bright states M1, M2 and M3 (all scale-bars are 5 nm). All three states are located in differ-
ent positions of the moiré supercell delimited by the dashed lines [17].

We define b0 = 0 such that the intralayer states |j⟩, j = 0, ..., 6 correspond to the plane
waves exp (ibjr). Then, the intralayer distribution of the moiré excitons |m⟩ is simply computed
by the plane-wave projections of these first seven states, i.e. ψm(r) = ∑6

j=0⟨j|m⟩ eibjr. Using
this formula for the bright moiré excitons results in the plots in Fig. 5.10.

Remarkably, all three states are located at different points of the moiré supercell and exhibit
different spatial distributions: the ground state exciton M1 is tightly localized, whereas both M2

and M3 have non-negligible spatial extents. We note that a detailed modeling of such behavior
requires the explicit knowledge of both the electron and the hole potential [193], whereas in our
model, the spatial characteristics of moiré excitons are captured entirely through the exciton
potential V.

Similarly, we can obtain the interlayer distribution from projections on the six interlayer
states, ψ̃m(r) = ∑12

j=7⟨j|m⟩ eibjr, where we define bj as the vectors pointing to the blue states
defined in Fig. 4.4. Interestingly, comparing the intra- and interlayer distributions helps to pro-
vide an intuition on the coupling strengths between intra- and interlayer excitons which we
specify for the peaks M2(−10V) and M3 in Fig. 5.11. If we plot the overlap of the respective
wave functions for each branch as shown in the bottom panel, one easily sees that the overlap
for the M3 doublet is much larger than for the M2 peak, resulting in the strongest anticrossing
as observed in Fig. 5.9.
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Figure 5.11: The upper and middle panels show spatial distributions of intra- and inter-
layer exciton wave functions of the peaks M2(−10V) and M3, respectively. The bottom
panel shows their wave functions overlap with the strongest overlap for the M3 doublet.

5.3 | Charge doping and the role of the moiré potential
In this section, we now turn to the doping diagonal and study the behavior of the bright moiré
excitons in the presence of finite charge carrier densities in the H-type samples S1 and S2.
Notably, given the challenges associated with good p-type contacts to atomically flat TMD
layers [217], we mainly focus our discussion on the electron doped regime with signatures of
strongly correlated electronic flat bands. By establishing experimental control of the electron
density in these bands, we implement electrostatically stabilized periodic spin-charge lattices
across both the MoSe2 and theWS2 layers that can be used to study the Fermi-Hubbard model
in its strongly coupled t− J limit.

5.3.1 | Exciton localization in the moiré cell and intralayer sensing
In section 5.2, we established different spatial localizations of the three bright moiré excitons
inside the moiré unit cell. Looking at the doping dependent DR signals, the contrasting re-
sponses of M1 and M2 to positive and negative charge doping as illustrated in Figs. 5.4b, 5.6
and 5.12 can be attributed to these distinct spatial positions of the two excitons. The n-doped
side is particularly instructive: just as in the case of parallel alignment [16], the charged trion
M−1 indicates that doping-induced electrons are co-localized with M1 at the moiré potential
minima of XX sites [16, 17]. The second exciton M2, on the contrary, is located at the MM site,
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Figure 5.12: (a) Evolution of the DR spectra as a function of symmetrically applied gate
voltages for the hole (p), intrinsic (i) and electron (n) doping regimes in sample S1. Neutral
excitons M1, M2 and M3 show different responses to doping, consistent with different
spatial localization in the moiré cell. (b) Geometry of the moiré cell (top) with its high-
symmetry atomic registries in the case of H-type alignment, and the respective moiré
potential Vmoiré computed from the continuum model with different localizations of the
bright excitons M1 and M2 (bottom). (c) DR signal (top) and its derivative (bottom) at the
gate voltage VG = 5 V, showing the presence of the charged peaks M−1 and M̃−2 .

which in the limiting case of perfect rotational alignment corresponds to a lateral displacement
of∼ 4 nm. This behavior is consistent with previous studies [165, 193] and indicates that, prior
to the second doping transition, the exciton M̃−2 acts as a remote sensor [185] with binding
energy and oscillator strength acting as probes of the surrounding electron lattice.

In the following analysis, we employ M̃−2 to obtain insight into doping characteristics at
varying electric fields and establish evidence of stabilized spin-charge order in the MoSe2 layer.
To this end, we first study the DR signal in sample S1 as a function of both top and bottom
gate voltages VT and VB. The charge density in the heterobilayer is determined by the dop-
ing potential Vµ = (VT + VB)/2, whereas the electric field is given by F = (VB − VT)/l, with
l = 110 nm being the total thickness of hBN layers (55 nm each). For aggregated visualization
of the hyper-spectral data, we monitor the negative maximum of the derivative d(DR)/dE be-
tween 1.603 and 1.800 eV as shown in Fig. 5.12c and plot it in Figs. 5.13 and 5.14a. Notably,
extended regions of constant color indicate constant optical response, whereas straight lines
and kinks between these regions represent transitions mediated by charging. In particular, the
three consecutive electron-doping regions denoted by I, II and III represent the three charging
steps of MoSe2 discussed above as can be seen by their spectral signatures shown in Fig. 5.13.
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Figure 5.13: Evolution of DR in sample S1 with F and Vµ. We show the DR spectra at
nine different points of the charging diagram (A-I) across regions of constant doping as
indicated by the color. As obvious from direct comparison, the optical signatures of M−1 ,
M̃−2 , M−2 , and M−3 remain at constant energies for voltages of same doping regimes.

The extent of these three charge-stability regions varies strongly with the applied electric
field. In Fig. 5.14b, we show the evolution of M1 and M2 with Vµ for three distinct electric
fields indicated by the three lines in Fig. 5.14a. For F = 0.24 V/nm (right panel), the region I is
shifted to higher voltages, with neutral excitons vanishing at ∼ 4 V which is half-way through
the first charging step at zero-field (central panel). The onset of this shift happens at a field
of F0 = 0.1 V/nm, which is consistent with a conduction band (CB) offset of 30 meV between
MoSe2 and WS2 [17]. Thus, the behavior at fields higher than F0 is readily explained: in this
regime, the CB edge of WS2 has been tuned below that of MoSe2 through a crossover from
type I to type II band alignment, forcing electrons into the WS2 layer first. The red-shift of M1,observed at ∼ 1.0 V in the right panel of Fig. 5.14b, confirms the presence of electrons, and
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Figure 5.14: (a) Hyperspectral map of the DR signal highlighting the different charging states from
the p-doped (left) through the intrinsic (central) to the n-doped (right) regime. The boundaries of the
three distinct regions on the n-doped side (I, II and III) signify subsequent charging steps in the MoSe2
layer. (b) Line-cuts of the data in (a) for representative electric fields showing a crossover from type I
at negative and small positive fields (lines A1 and A2) to type II band alignment for elevated positive
fields (line A3). Charged excitons M−1 and M̃−2 are present throughout the region I and reflect the
charge distribution among the MoSe2 and WS2 layers. (c) Simulation of the electron density in the
MoSe2 layer as a function of Vµ and F, reproducing the most pronounced features of electron doping.
(d) Schematics of the DOS in both layers obtained from the simulation. Doping of the layers proceeds
in steps of n0, and the step-like extent of the region I implies Coulomb repulsion of 60 meV between
the first and the second electron charging event in the MoSe2 layer. Together with the CB offset of
30 meV this leads to peculiar charging behavior shown in (e) with charging of the MoSe2 layer up to
one electron per moiré cell and subsequent charge stability upon consecutive filling of the WS2 layer
up to the same filling factor. (f) Experimental and theoretical binding energy of M̃−2 , evaluated as the
red-shift from the energy of its neutral counterpart M2, as a function of the electron filling factor along
the line A2. (g) Schematics of the moiré exciton position and sublattice charge ordering at integer filling
factors.
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hence a change of the dielectric environment in the WS2 layer. The excitons M1 and M2 in
the MoSe2 layer [15, 17, 192] are unable to form intralayer charge-bound states until electrons
start filling the MoSe2 sublattice at higher Vµ, and the emergence of M−1 and M̃−2 is shifted to
higher voltages accordingly.

For the negative field F = −0.24 V/nm (left panel), on the contrary, the onset of electron
doping coincides with the zero-field case, but the width of the charging region I with stabil-
ity of both M−1 and M̃−2 is reduced by half. This behavior is more intriguing, since it indicates
that for electric fields pointing from the MoSe2 to the WS2 layer, the second charging transi-
tion occurs earlier than at zero electric field. From a different perspective, it implies that the
number of electrons added to the MoSe2 layer along the zero-field line is reduced, resulting in
an extended charge stability range of region I. Notably, this charging behavior is absent in par-
allel MoSe2/WS2 HBLs, where the moiré potential is deeper and can thus accommodate more
electrons within one layer (see Fig. 5.15).

5.3.2 | From moiré to Hubbard: discretization of the density of states
by on-site Coulomb repulsion

To explain the observed charging behavior, we apply the capacitance model introduced in sec-
tion 4.4. Since both the geometric capacitance and the moiré density n0 ≈ 2.0× 1012 cm−2 are
fixed, the only free degree of freedom pertinent to the charge carrier density is the quantum
capacitance, which quantifies the cost of electrochemical energy per charge carrier induced in
the HBL, n(E) =

∫ E
0 DOS(E′)dE′. We assume that carrier doping happens in steps of n0 for

both layers, with each step corresponding to a peak in the DOS as shown in Fig. 5.14d. The
gaps between these peaks represent energetic cost associated with on-site Coulomb repulsion
U due to strong confinement in moiré potential pockets. Thus, subsequent electrons sense a
flattened potential upon filling, with resulting Coulomb gaps reaching tens of meV.

To model the charging behavior of the HBL, we adjust the energy of consecutive peaks with
finite DOS to recover the same extents for the regions I, II and III as in Fig. 5.14a. Figure 5.14c
shows the simulation result on the electron-doped side with very good agreement with experi-
mental data. Remarkably, the simulation implies that region I represents a regime with just one
electron per moiré cell in MoSe2, with excess electrons populating the WS2 layer instead. Re-
gion II, with the presence of the peaks M−2 and M−3 , corresponds to two electrons insideMoSe2,
and the region III is characterized by reduced oscillator strength of the slightly red-shifted M−2and M−3 with three and more electrons per moiré cell inside the MoSe2 layer.

In the simulation, the CB offset between the first DOS peaks in MoSe2 and WS2 is fixed to
30 meV by the field F0, with an uncertainty of about 10% stemming from uncertainties in the
thickness and the dielectric susceptibility of the HBL. The small CB offset confirms the near-
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resonant alignment in MoSe2/WS2 [14] and allows to tune the effective energetic ordering of
the two layers by out-of-plane electric fields. Importantly, to explain the non-uniform width of
region I, the Coulomb gap U between the first and second electron charging events in MoSe2

must be larger than the CB offset. This is at the origin of the difference between parallel and
antiparallel MoSe2/WS2 HBLs, and for the latter, our calculation predicts U ≈ 60 meV which
leads to the peculiar charging behavior illustrated in Fig. 5.14e and g. At zero field, in a first step,
all electrons fill the moiré potential minima inside MoSe2 until the filling factor of ν = n/n0 = 1
is reached. In a second step, successive electrons occupy theWS2 layer while the charge density
on the MoSe2 sublattice remains constant. Only after both layers host one electron per moiré
site does the charge carrier doping into the primary MoSe2 lattice continue. For F ≪ 0 V/nm,
on the contrary, the effective CB offset becomes larger than U, such that the second electron
populates the MoSe2 layer, leading to the continuous transition from region I to region II (cp.
the left panel of Fig. 5.14b).

We emphasize that while the electrons fill theWS2 lattice, the optical response of both M−1and M̃−2 is onlymarginally affected. This indicates that themoiré potential minima inWS2 are lo-
cated away from both the XX and theMM sites, and implies that the two excitons act as remote
sensors of the emerging secondary lattice. To confirm this scenario, we consider M̃−2 pinned on
the MM site of the moiré unit cell and subjected to Coulomb interactions with electron lattices
of varying geometry for different fractional fillings. Using the variational approach introduced
in section 4.5, we calculate the change in the exciton binding energy in the presence of the
two laterally and vertically displaced charge lattices in MoSe2 and WS2 in the process of filling.
The quantitative agreement between experiment and theory in Fig. 5.14f is compelling: as the
filling factor is increased from zero to two electrons per moiré cell, the binding energy varies
from zero up to a maximum of 2 meV, providing an estimate for the energy scale of interac-
tions between excitons and electrons ordered on the surrounding vertically offset and laterally
staggered moiré lattices with schematics in Fig. 5.14g.
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Figure 5.15: Comparison of antiparallel (H-type) and parallel (R-type) MoSe2/WS2 charg-
ing behavior. (a) Hyper-spectral dual gate DR data for antiparallel (left panel) and parallel
(right panel) stackings in the samples S1 and S-R, respectively. The interval J for the visu-
alization of data in the parallel heterostack is between 1.595 and 1.800 eV. Notably, the first
charging step into the MoSe2 layer does not change between negative and small positive
electric fields in the parallel stack, signifying that all electrons charge the MoSe2 layer. We
attribute this behavior to a deeper moiré potential in parallel heterostacks, with a rough
estimate obtained by fitting the neutral exciton spectra in (b) as detailed in Ref. [17], with
peak-to-peak potential amplitudes of 100 and 170 meV shown in (c) for the antiparallel
(left panel) and parallel heterostack (right panel).
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5.4 | Magneto-optical signatures of bilayer spin-susceptibility
The presence of stabilized electron order in MoSe2 between ν = 1 and 2 enables detailed
studies of the corresponding spin-lattice, with moiré excitons as local probes of magnetization.
Previously, isolated bands in TMDmoiré structures have been theoretically predicted [188] and
experimentally observed [13, 214] to mimic the triangular-lattice Hubbard model, which maps
onto the spin Heisenberg model with antiferromagnetic order for strong on-site Coulomb re-
pulsion U and next-neighbor coupling only [188]. Experimentally, spin-spin interactions mani-
fest in diverging magnetic susceptibility which, depending on the optical selection rules, can be
probed either by magnetically induced circular dichroism (MCD) [16] or renormalized exciton
g-factors [13, 214]. In MoSe2/WS2 HBLs, the M−1 trion is a candidate for the former approach
as it inherits the optical selection rules of monolayer MoSe2 [16, 213], whereas M̃−2 shows
highly renormalized g-factors consistent with the latter method. In the following, we focus on
the effective g-factor of M̃−2 as the main probe of spin polarization. We note that the results
of this section have been obtained in collaboration with Henning Schlömer, Fabian Grusdt and
Annabelle Bohrdt and published verbatim in Ref. [18].

Here, we study the sample S2 that was mounted in the dilution refrigerator. To ensure the
applicability of the charging behavior described above, we show a direct comparison of the dop-
ing behavior in the samples S1 and S2 in Fig. 5.16. Notably, the extended stability range of the
peak M̃−2 confirms that both samples share the distinctive layer-by-layer electron doping se-
quence. Figure 5.17a shows the temperature-dependent Zeeman splitting ∆EZ = E+− E− be-
tween the M̃−2 peaks with σ+ and σ− polarization for a range of discrete temperatures between
0.1 and 28 K at the filling factor ν = 1 in sample S2. Analogous to hole-mediated magnetism
in WS2/WSe2 [13] or MoSe2/WSe2 [214], the evolution of ∆EZ with magnetic field is highly
nonlinear, with maximum slopes proportional to the effective g-factor with absolute values |g|
exceeding 600 at the lowest temperature. A Curie-Weiss fit to the temperature-dependence of
|g| in the bottom left inset of Fig. 5.17a confirms the paramagnetic response of the underlying
spin lattice. Notably, the fit yields a negative Curie temperature θ = −40± 15 mK, which is
consistent with weak antiferromagnetic interactions. The top right inset of Fig. 5.17a shows
the Zeeman splitting as a function of the rescaled field B/T, and the scaling collapse confirms
that the degree of spin-polarization is limited by the thermal energy scale only.

The evolution of the g-factor upon electron doping within the stability range of M̃−2 (i.e.
between ν = 0 and 2.5) is shown in the upper panel of Fig. 5.17b. For all temperatures, the
absolute g-factor values rise quickly around the filling factor of 0.5 until they reach their max-
imum at ν = 1. Remarkably, and in contrast to other heterostructures [13, 214], |g| remains
at high values as long as the peak M̃−2 is present. This is consistent with the understanding
developed above: the MoSe2 electron sublattice is locked in a Mott insulating state during suc-
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Figure 5.16: Direct comparison of charging in samples S1 and S2. Evolution of normalized
DR across the first charging step. Both samples feature the same charging behavior, with
peaks M−1 and M̃−2 throughout extended ranges of voltages. Sample S2 (assembled from
exfoliated native crystals) exhibits a narrower linewidth than sample S1 (assembled from
monolayers synthesized by chemical vapor deposition).

cessive charging of the WS2 layer (1 < ν < 2). Throughout the plateau, the g-factor values
exhibit variations on the order of 10− 15% due to emergent filling of the secondary lattice. The
corresponding variations are also pronounced in the Curie temperature θ, determined from the
respective Curie-Weiss fits to the data as a function of the filling factor and shown in the lower
panel of Fig. 5.17b. Akin to g-factors, θ exhibits variations across the range 1 < ν < 2 with
two distinct maxima around ν = 1 and∼ 1.8. Since negative Curie temperatures are associated
with antiferromagnetic (AFM) ordering, an increase in θ towards zero indicates a weakening of
AFM interactions within doping regimes highlighted in grey in the bottom panel of Fig. 5.17b.

To understand this behavior, we first focus on the g-factors at integer filling and plot the
difference ∆|g| = |g|(ν = 1)− |g|(ν = 2) in the top panel of Fig. 5.17c as a function of the
temperature. Obviously, the g-factor of the bilayer lattice (ν = 2) is always below the value
of the singular lattice (ν = 1) throughout the experimental temperature range. This can be
understood qualitatively by invoking classical Heisenberg models on the corresponding mono-
and bilayer lattices and computing the magnetic susceptibility χS by Markov chain Monte Carlo
methods (MCMC) [18]. The difference in magnetization ∆χS = χS(ν = 1)− χS(ν = 2) com-
puted for J⊥/J∥ = 1, shown in the bottom top panel of Fig. 5.17c, confirms the experimentally
observed trend. This aligns with the intuition of the magnetic structure in the bilayer Hubbard
model: coupling two singular triangular lattices in antiferromagnetically ordered 120◦ state by
finite interlayer coupling J⊥ results in enhanced frustration between the magnetic moments,
canting the lattice-ordered spins out-of-plane. This in turn suppresses correlations within each
layer, which results in a reduction of the susceptibility as compared to the case of a singular
filled spin lattice. This qualitative correspondence between the classical spin model and the
observed phenomenology of g-factors at integer fillings ν = 1 and 2 suggests a non-vanishing

76



Chapter 5. Moiré physics in MoSe2/WS2 heterostructures

T

0.16 K

16.3 K

Δ|g|

𝜈

AFMAFM

𝐽1
𝑅𝐾𝐾𝑌

𝐽3
𝑅𝐾𝐾𝑌

𝐽2
𝑅𝐾𝐾𝑌

Localized spins

d

a

b

Mobile electrons

ν = 1

ν = 2

1 < ν < 2

MoSe2

WS2

z

x

T (K)

T/

Δ
|g

|
Δ
χ

S
 [
1
0

-2
] 
(a

.u
.)

y

x

c

𝐽𝑅
𝐾
𝐾
𝑌
/(
𝐽⊥
)2

𝜈

AFMAFM

TPSC

non-interacting

B(T)/T(K)

T(K)

|g|

Experiment

MCMC

Simulation

𝐽∥

𝐽∥

𝐽⊥

𝐽3
𝑅𝐾𝐾𝑌

𝐽2
𝑅𝐾𝐾𝑌

𝐽1
𝑅𝐾𝐾𝑌

0.5 1.5 2.5

0 0.5 1 1.5 2 2.5 3

Figure 5.17: (a) Zeeman splittings of the M̃−2 peak in σ+ and σ− polarization for temperatures between
0.16 and 16.3 K. Right inset: same data as a function of the rescaled field B/T; left inset: Curie-Weiss fit
(solid line) to the temperature-dependence of g-factors. (b) Top: Magnitude of the g-factors as function
of the filling factor at different temperatures (top) with highlighted difference in g-factors at integer
fillings ν = 1 and 2. Botom: Curie-Weiss temperature θ extracted from fits to the data in (a). (c) Left:
Schematics of spin sublattices at integer fillings ν = 1 and 2 with intralattice and interlattice exchange
coupling J∥ and J⊥. Right: Temperature dependence of ∆|g| (top) and difference of the respective
magnetic susceptibility ∆χS in MCMC simulations (bottom). (d) Upper panel: Top-view schematic
of the bilayer lattice for integer fillings ν = 1 and 2, with antiferromagnetic spin-exchange between
rigidly locked Mott insulating electrons in the MoSe2 layer (with interactions among the first, second
and third nearest neighbors JRKKY

1 , JRKKY
2 and JRKKY

3 ) and mobile electrons in the WS2 layer. Central
panel: Results for nearest-neighbor RKKY interactions in the MoSe2 layer at filling fractions ν > 1
from simulations of non-interacting fermions (light blue) and TPSC (dark blue). Lower panel: Longer-
range RKKY interactions can act against (or in favor of) the 120◦ state depending on the filling factor
as highlighted by the grey (white) areas. Close to the Mott insulating regime ν = 2 (hatched area), the
perturbative approach breaks down and other effects such as kinetic magnetism are likely to dominate.
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antiferromagnetic interlayer coupling J⊥ and supports the view that the system is governed by
bilayer Fermi-Hubbard physics [218].

Now we examine the regime 1 < ν < 2, where the primary MoSe2 layer is locked in a
Mott insulating state while the WS2 layer fills up. For low doping of the secondary lattice, the
system can be described by a weakly interacting Fermi liquid coupled to local moments in a
Mott insulator. As illustrated in the schematics of Fig. 5.17c and d, finite interlayer coupling
J⊥ introduces interactions between mobile electrons on the WS2 sublattice and localized spins
in the MoSe2 lattice, leading to emergent RKKY-type intralayer interactions JRKKY [219, 220].
We approximate the strength of RKKY interactions by assuming free fermions in the WS2 layer
and employing the two-particle self-consistent (TPSC) approach [221, 222]. The central panel
of Fig. 5.17d shows the corresponding ferromagnetic RKKY corrections JRKKY1 to the nearest-
neighbor intralayer interactions J∥1 (with effective nearest-neighbor intralayer interactions on
the MoSe2 sublattice J∥1 + JRKKY1 < J∥1 ). For low doping above unity filling of the primary sub-
lattice (ν ≳ 1), a rapid drop of JRKKY1 is observed (central panel of Fig. 5.17d), which tends to
increase the Curie temperature around ν = 1 (bottom panel of Fig. 5.17b). This is also con-
sistent with the initial drop of the g-factor value for ν ≳ 1: reduced interactions increase the
effective spin temperature in the MoSe2 sublattice, which results in reduced susceptibility.

As doping proceeds (ν ≳ 1.5), nearest-neighbor interactions are further renormalized, re-
sulting in a second rise in the Curie temperature towards zero in Fig. 5.17b. The results of the
free fermion and TPSC calculations in the central panel of Fig. 5.17d indicate that interactions in
the WS2 layer enhance this effect. In experiments between 1 < ν ≲ 1.8, the Curie temperature
exhibits aminimum at ν ≈ 1.4, not anticipated from simple nearest-neighbor RKKY interactions.
A possible origin for this behavior is provided by longer-range RKKY couplings, shown in the
lower panel of Fig. 5.17d for straight second- and third-nearest neighbors interactions JRKKY2and JRKKY3 . Indeed, these higher-order effects show distinct oscillations that can act in favor
or against the 120◦ AFM order: positive (negative) second- (third-) neighbor interactions act in
favor of the 120◦ state and imply a decrease in the Curie temperature θ, whereas a reversed
sign inhibits the 120◦ order as in doping regions highlighted by grey shaded areas in Fig. 5.17b
and d. Away from these doping regimes (as for 1.15 ≲ ν ≲ 1.45), AFM order is supported, as
signified by reduced Curie temperatures in Fig. 5.17b.

Close to the regime ν ≲ 2 (grey hatched area in Fig. 5.17d), the Fermi liquid picture of
the WS2a layer breaks down and a bilayer Mott insulator forms, implying that other effects of
strongly-correlated origin likely take over. In particular, slight underdoping of a Mott insulator
on a triangular lattice is known to result in kinetic effects of Haerter-Shastry type antiferro-
magnetism, which strongly favors the formation of a classical 120◦ state to minimize the kinetic
energy of the vacancies [223–226]. Such kinetic effects could explain the rise in θ above doping
ν ≈ 1.8 until ν = 2 in Fig. 5.17b, overcompensating the effect of RKKY interactions. This would
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align with the behavior of g-factors at ν = 2− ϵ, close to the bilayer Mott insulator, where ki-
netic magnetism is expected to support AFM correlations and thus enhance the susceptibility.
Kinetic magnetism in the regime at ν = 1− ϵ could be also responsible for the sub-plateau on
the rising flank of the g-factor values in Fig. 5.17b for fillings between 0.7 and 0.9 at T = 0.16 K,
which vanishes at higher temperatures. First, around ν = 0.75, the electrons in the MoSe2

layer become increasingly frustrated, leading to an initial saturation of the g-factor. However,
for ν ≳ 0.9, the release of kinetic frustration via Haerter-Shastry type AFM interactions would
promote the g-factors to significantly higher values.

Finally, we close this section by showing the corresponding data on the spin-susceptibility
acquired from themagnetic circular dichroism (MCD) of M−1 . Similar to the g-factors of M̃−2 , thepeak M−1 exhibits highly renormalized MCD that shows polarization values above 80% at the
lowest temperatures. Just as above, the derivative of MCDwith respect to the magnetic field B
is a measure of the local spin-susceptibility and follows the Curie-Weiss scaling behavior with
negative Curie temperatures θ, indicating weak antiferromagnetic order. Notably, the evolution
of θ as function of the charge carrier density shows modulations similar to those in Fig. 5.17b.
The low oscillator strength of M−1 , however, implies that in the case of MCDmeasurements the
signal-to-noise ratio is much lower. For this reason, we decided to focus on the peak M̃−2 as our
main sensor of magnetization and use the peak M−1 for consistency checks.
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Figure 5.18: Magnetic circular dichroism (MCD) of M−1 between ν = 1 and 2 electrons per
moiré cell. (a) White light reflection spectra of the sample S2 in σ+/− polarization for ν = 4/3,
B = −400 mT and T = 460 mK. The M−1 peak at 1.57 eV is strongly polarized, reminiscent of
the canonical trion in monolayer MoSe2 illustrated in the schematics. (b) MCD of M−1 , eval-
uated as the polarization contrast MCD = (Aσ+ − Aσ−)/(Aσ+ + Aσ−), with Aσ+/− being the
reflection contrast of the peak M−1 in σ+/− circular polarization, as a function of the mag-
netic field at ν = 1 [16]. As for the g-factors of M̃−2 shown in Fig. 5.17, the slopes d(MCD)/dB
decrease with increasing temperature. The left inset shows the Curie-Weiss fit of the slopes at
small fields, and the right inset shows the scaling collapse of the MCD data as a function of
B/T. (c) The slopes of MCD with respect to B at small fields exhibit consistently high values
throughout the stability regime of M−1 , with fluctuations on the order of 10− 15% similar to
the behavior of the g-factors of M̃−2 . Across all temperatures there are two maxima around
ν = 1 and 2 as well as a local minimum around ν = 3/2. (d) Curie temperatures extracted
from the MCD-slopes in (c) indicate weak antiferromagnetic exchange.
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Summary and outlook

Transition metal dichalcogenides are a family of layered van der Waals materials that have at-
tracted growing interest over the last decade. In their monolayer limit, TMDs present direct
band gap semiconductors with band gaps in the visible range [10, 49]. Their large effective
electron and hole masses [73] in combination with reduced Coulomb screening [105] result
in tightly bound excitons that are characterized by very strong light-matter coupling [75, 83],
opening perspectives for future optoelectronic and photonic applications [69–72] as well as
fundamental quantum research [11, 83–85, 227].

The vertical stacking of two monolayers with small mismatch in the lattice constant or ro-
tational twist generally results in the emergence of a long-range moiré superlattice. The moiré
effect is a purely geometric phenomenon [86], and the lattice constant of the moiré pattern de-
pends sensitively on the rotation angle between the two monolayers. The periodic modulation
of the interlayer atomic registries typically results in a periodic potential that greatly influences
the local quasi-particle band gaps in the individual layers and provides a scaffold for ordered
electronic states [11, 84, 87, 227]. By controlling parameters such as the choice of materials,
their rotational alignment as well as the dielectric environment, one can engineer the struc-
ture of the emerging moiré bands and by this control the physical properties of the respective
van der Waals heterostructure. This tunability established TMDs as a very versatile platform
for designing artificial materials, allowing for tailored implementations of correlated many-body
systems [87, 88, 227].

When talking about monolayers of TMDs, one typically considers the four materials MoS2,
MoSe2, WS2 and WSe2 [10] (although telluride-based TMDs gain more and more interest re-
cently). This results in a total of six possible TMD heterobilayers: MoSe2/WSe2, WS2/WSe2,
MoSe2/MoS2, MoS2/WSe2, MoSe2/WS2 and MoS2/WS2. Given the plethora of phenomena
in TMD heterostructures, whole scientific careers can be pursued by focusing on either of
these six combinations. In this work, we turned our focus to the MoSe2/WS2 heterostructure
which is characterized by the closely aligned conduction bands of the two constituent materi-
als. Initially acting as a source of confusion [14, 15, 191, 192, 209, 210], the band resonance in
MoSe2/WS2 ultimately allows for electrostatic tunability of the conduction band alignment and
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the hybridization of both electronic and excitonic bands [17], introducing degrees of freedom
unavailable in other commonly studied heterostructures such as WS2/WSe2.

In the beginning of this project, the literature on MoSe2/WS2 was marked by a controversy
on the underlying band alignment and the nature of its excitonic ground states [14, 15, 191,
192, 209, 210]. Throughout the course of this work and by using comprehensive theoretical
and experimental tools, we arrived at themain result of this thesis which is a clarified description
of the exciton physics in angle-aligned MoSe2/WS2 heterostructures. In particular, our elabo-
rate understanding of the low-energy optoelectronics in this system enabled the discovery of
the peculiar charging sequence that leads to the emergence of a bilayer spin-charge lattice in
antiparallel MoSe2/WS2, establishing it as a new platform for studies of correlated many-body
physics in the bilayer Fermi-Hubbard model.

In Chapter 4, we introduced the theoretical tools that have proved fundamental in the de-
velopment of this thesis. In particular, this included the continuum model that combined previ-
ously separate models [180, 187, 188, 195, 196] into a single Hamiltonian that can describe an
intralayer moiré potential as well as resonant interlayer coupling simultaneously. Furthermore,
we provided a conceptually clarified discussion of the simple capacitance model for TMD het-
erostructures [134, 202–204], allowing to perform calculations with arbitrary non-linear forms
of the charge density as a function of the chemical potential.

In Chapter 5, we applied the developed models to experimental data in both parallel and
antiparallel MoSe2/WS2 heterostructures. With access to cryogenic temperatures, ambipolar
charge carrier doping as well as electric and magnetic out-of-plane fields, we performed ex-
tensive spectroscopic studies that allowed us to unambiguously characterize the nature of the
low-energy moiré excitons and their interactions with charge carriers. Our results indicate that
contrary to some early reports, the conduction band offset of MoSe2/WS2 is of type I, with
the band gap of the heterostructure given by that of MoSe2. The CB minumum of WS2, how-
ever, lies only tens of meV above that of MoSe2 and can be tuned in resonance with the latter
by moderate electric fields. As a result, is is possible to artificially change the band alignment
between type I and type II, controlling both the hybridization and the electric dipole character
of the energetically lowest exciton states. Moreover, our theoretical description indicates deep
moiré potentials with peak-to-peak amplitudes above 100meV, leading to the localization of free
electrons and strong Coulomb interaction effects. This results in renormalized flat bands that
lead to the realization of a staggered bilayer triangular lattice of electrons. The bilayer lattice
emerges due to a charge filling behavior that proceeds layer-by-layer, with the first and second
electron per moiré cell consecutively occupying the MoSe2 and the WS2 layer. We described
the observed charging sequence by the above electrostatic model and provided experimental
evidence of spin correlations on the vertically offset and laterally staggered bilayer lattice, yield-
ing absolute exciton Landé factors as high as 600 at lowest temperatures. The bilayer character
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of the implemented spin-charge lattice allowed for electrostatic tunability of Ruderman-Kittel-
Kasuya-Yosida magnetism [219, 220], establishing antiparallel MoSe2/WS2 heterostructures as
a viable platform for studies of bilayer Hubbard model physics with exotic magnetic phases on
frustrated lattices.

In summary, our work provides an in-depth characterization of the exciton physics in angle-
aligned MoSe2/WS2 and demonstrates the emergence of a bilayer triangular electron lattice
with pronounced antiferromagnetic correlations. While we provided an extensive phenomeno-
logical description, further studies are needed to fully pin down the physical properties of all of
the observed phenomena. From the theoretical side, ab initio calculations could provide insight
on the individual moiré potentials for electrons, holes and excitons, helping to elucidate the
inner structure of the observed moiré excitons and their dispersion with external fields. Fur-
thermore, many-body correlation effects such as Wigner crystallization of charge carriers are
expected to play a non-negligible role in the physics of spin-charge lattices at fractional and
integer filling factors. From the experimental side, neither electron densities beyond the fill-
ing factor of 2.5 nor the hole-doped side were much considered in this work. Further insight on
the correlated states could be obtained by comprehensive optical and transport measurements,
while advanced imaging techniques such as transmission electron microscopy (TEM) or scan-
ning tunnelingmicroscopy (STM) could enable one-to-one correspondence between theoretical
and experimental results. Finally, exploring the full field-dependent phase space of the bilayer
Hubbard model presents an avenue to implement previously unavailable model systems related
to the physics of Mott insulating states and their relation to unconventional superconductiv-
ity. The possibility of tuning interlayer coupling and magnetic exchange interactions establishes
antiparallel MoSe2/WS2 as a fertile ground for manifestations of kinetic magnetism and other
theoretically predicted phases in related settings, providing compelling motivation for future
experimental and theoretical work on many-body phenomena and magnetism in antiparallel
MoSe2/WS2 heterostacks.
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Software development in Python

We have already mentioned in Chapter 3 that in a modern laboratory, it is imperative to design
efficient tools for both data acquisition and analysis. The pipelines in data acquisition typically
rely on third-party packages and straightforward control structures. While some of the de-
vice manufacturers (e.g. attocube) provide C++ dynamically linked libraries (DLLs) that can be
used from within Python, other devices (e.g. the inevitable Yokogawa 7561) can be controlled
through open-source libraries such as PyMeasure that builds upon PyVISA.

For data analysis, on the other hand, new scientific questions often require the develop-
ment of new evaluation tools appropriate for the respective problem. In the present work, the
amount of spectroscopic data necessitated efficient high-throughput routines that would barely
be possible with traditional plotting software such as Origin. As a solution, we relied heavily on
the software language Python and its common scientific packages numpy, scipy and matplotlib.

In this appendix, we present two abstract classes that played a key role in the data evaluation
by allowing live interaction with the acquired data, and we hope that they turn out to be useful
in case the reader wishes to develop his own tools. The first one – called InteractiveCursor
in the following code example – provides basic GUI methods to link mouse events to custom
Python functions.

1 class InteractiveCursor():

2 ’’’

3 Abstract class to create an interactive cursor for matplotlib figures.

4 The class instance needs to register a matplotlib axis

5 and method(s) to be called when clicking events occur.

6

7 Parameters for initialization

8 ----------

9 axis : matplotlib axis instance, the cursor will be responsive in this axis

only.

10 method_offclick : function to be called when the mouse button is released.

DEFAULT is NONE
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11 *method_moved : function to be called when the mouse is moved while being

clicked. DEFAULT is equal to method_offclick

12 ’’’

13 def __init__(self, axis, method_offclick=None, *method_moved):

14 ’’’

15 The methods provided are called everytime the corresponding event occurs. When

not provided, ’method_moved’ is set equal to ’method_offclick’.

16 ’’’

17 self.axis=axis

18 self.current_pos=[0,0]

19

20 self.fig=plt.gcf() ### Get current figure for event handling

21

22 ### Tools for interactive mouse events

23 self.connection_onclick=self.fig.canvas.mpl_connect(’button_press_event’,

self.onclick)

24 self.method_offclick=method_offclick

25

26 if method_moved == True:

27 self.method_moved=method_moved[0]

28 else: self.method_moved=method_offclick

29

30 def onclick(self,event):

31 ’’’

32 When the mouse is clicked, a GUI connection for mouse moving and releasing

events is established

33 ’’’

34 if event.inaxes !=self.axis:

35 return

36 self.connection_mouse_clicked=self.fig.canvas.mpl_connect(’

motion_notify_event’, self.move_mouse_while_clicked)

37 self.connection_offclick=self.fig.canvas.mpl_connect(’button_release_event’

, self.offclick)

38 return

39

40 def offclick(self,event):

41 ’’’

42 When the mouse is released within the interactive axis, method_offclick()

is called, all GUI connections are disconnected, and the current position of

the mouse is returned

43 ’’’

44 if event.inaxes != self.axis:

45 return

46 self.current_pos=[event.xdata, event.ydata]

47 self.fig.canvas.mpl_disconnect(self.connection_mouse_clicked)
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48 self.fig.canvas.mpl_disconnect(self.connection_offclick)

49 self.method_offclick()

50 return self.current_pos

51

52 def move_mouse_while_clicked(self,event):

53 ’’’

54 When the mouse is moved while being clicked, method_moved() is called and

the current position is returned

55 ’’’

56 if event.inaxes != self.axis:

57 return

58 self.current_pos=[event.xdata, event.ydata]

59 self.method_moved()

60 return self.current_pos

61

62 def get_position(self,swap_coordinates=False):

63 ’’’

64 Returns the current position of the cursor

65 ’’’

66 if swap_coordinates == False:

67 return self.current_pos

68 else:

69 return [self.current_pos[1],self.current_pos[0]]

Python code A.1: A class to create interactive matplotlib figures.

It can be used inside another class to enable interactive updates of amatplotlib axis by calling
a custom function as shown in the following minimal working example:

1 self.map_cursor=InteractiveCursor(axis=self.ax_map, method_offclick=self.

mouse_update ) ### interactive cursor control, calls self.mouse_update upon

releasing/moving a clicked mouse button

2

3 def mouse_update(self): ### function called when you navigate with the cursor

4 self.current_pixel=np.array([int(round(x)) for x in self.map_cursor.

get_position(swap_coordinates=True)]) ### obtain the pixel coordinates of the

cursor position

5 self.spectral_plot.set_ydata(self.spectra[self.current_pixel[0],self.

current_pixel[1],:]) ### update the spectral plot

6 self.current_pos_cursor.set_offsets([self.current_pixel[1],self.current_pixel

[0]]) ### update the psoition of the red cursor

7

8 plt.draw()

Python code A.2: A minimal working example for using the InterativeCursor.
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In Fig. A.1, we show a typical application for visualization of hyperspectral data (i.e. three-
dimensional data where a one-dimensional spectrum is acquired for a two-dimensional array of
pixels that can represent spatial position or electrostatic gate voltages). Here, the spectral signal
is projected onto its maximum inside a given spectral range and then visualized in a heatmap
for an array of pixels that correspond to different top and bottom gate voltages. By virtue of
the InteractiveCursor, it is possible to explore the whole 2D voltage-space in very short time.

The second class presented here is called LineDrawer and is shown in the code example A.3
below. It builds on a similar idea and employs basic GUImethods accessible inmatplotlib in order
to draw custom functions. This allows one to interactively define and pass arbitrary functional
forms to other routines such as the capacitance model introduced in section 4.4. In particular,
the à priori non-linear behavior of the charge density n(E) =

∫ E
0 DOS(E′)dE′ inhibits automatic

fitting procedures except in the case of well-defined functional forms that can be quantified by
a limited set of numbers. The LineDrawer class, on the other hand, enables a fast-paced way to
fit the true form of n(E) by trial-and-error without arbitrary limitations on the form of the test
functions. In particular, it was a key tool in fitting the non-trivial charging behavior of sample
S1 in section 5.3 and obtaining the peaked density of states presented in Fig. 5.14c.
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1 class LineDrawer:

2 def __init__(self, line, offclick_call=None):

3 self.line = line

4 self.fig = line.figure

5 self.xs = list(line.get_xdata())

6 self.ys = list(line.get_ydata())

7 self.function = None

8 if offclick_call is not None:

9 self.offclick_call = offclick_call

10 self.conn_mouse_click=self.fig.canvas.mpl_connect(’button_press_event’,

self.mouse_clicked_on)

11

12 def mouse_clicked_on(self,event):

13 if event.inaxes !=self.line.axes:

14 return

15 self.conn_mouse_release=self.fig.canvas.mpl_connect(’button_release_event’,

self.mouse_released_on)

16 self.conn_mouse_clicked=self.fig.canvas.mpl_connect(’motion_notify_event’,

self.move_mouse_while_clicked)

17

18 def mouse_released_on(self,event):

19 if event.inaxes !=self.line.axes:

20 return

21

22 self.fig.canvas.mpl_disconnect(self.conn_mouse_clicked)

23 self.fig.canvas.mpl_disconnect(self.conn_mouse_release)

24

25 self.function = scipy.interpolate.interp1d(self.xs, self.ys, bounds_error=

False, fill_value=’extrapolate’)

26 self.offclick_call()

27

28 def move_mouse_while_clicked(self,event):

29 if event.inaxes !=self.line.axes:

30 return

31 if len(self.xs) == 0:

32 self.xs.append(event.xdata)

33 self.ys.append(event.ydata)

34 elif event.xdata > self.xs[-1]:

35 self.xs.append(event.xdata)

36 self.ys.append(max(event.ydata, self.ys[-1]))

37 self.line.set_data(self.xs, self.ys)

38 self.line.figure.canvas.draw()

Python code A.3: A class to interactively draw custom functions.
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List of abbreviations

TMD Transition metal dichalcogenides
RKKY Ruderman-Kittel-Kasuya-Yosida
vdW van der Waals
hBN hexagonal Boron Nitride
SOC Spin-orbit coupling
CVD Chemical vapor deposition
PL Photoluminescence
DR Differential reflectance
2D Two-dimensional
mBZ mini Brillouin zone
X Exciton
IX Interlayer exciton
CB Conduction band
VB Valence band
DOS Density of states
MCMC Markov chain Monte Carlo
TPSC Two-particle self-consistent
MCD Magnetic circular dichroism
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