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Surveillance of novel infectious diseases: from the development of diagnostic 

methods to biological-based statistical and mathematical modelling of SARS-CoV-2 

 

This habilitation project delineates the strategy employed by the Division of Infectious Diseases and 

Tropical Medicine to monitor the emergence of the novel infectious disease, SARS-CoV-2. The project 

encompasses the evolution of innovative diagnostic techniques and their utilization in antibody 

surveillance within a prospective cohort representative of Munich. This endeavour has also led to the 

establishment of a novel data analysis unit. Furthermore, an overview of ongoing projects and areas 

of analysis currently being pursued within the data analysis unit will be provided in the outlook session. 

 

1. Introduction 

Starting point: the spread of the novel infectious disease SARS-CoV-2 
The novel coronavirus disease (COVID-19) was initially identified in December 2019 in Wuhan, China. 

Since then, it has rapidly spread across the globe and was declared a global emergency by the World 

Health Organization (WHO) in early 2020 [1]. The first case of COVID-19 in Germany was confirmed in 

January 2020 at our institute, the Division of Infectious Diseases and Tropical Medicine, LMU University 

Hospital Munich [2, 3]. Despite implementing contact tracing and isolating affected individuals to break 

the chain of transmission, the virus managed to spread to 13 out of 16 federal states within a month 

due to German tourists returning from high-risk areas in northern Italy and a carnival celebration in 

the district of Heinsberg (located 60 km west of Cologne) [4]. 

With concerns that healthcare systems would become overwhelmed and potentially collapse, and due 

to the absence of vaccines and specific treatment options, the German government implemented 

public health measures. These measures included isolating confirmed patients, placing their contacts 

in quarantine, using personal protective equipment, practicing social distancing (which involved 

closing schools), and closure of the country's borders [5, 6]. However, although these actions were 

aimed at saving lives, it was anticipated that social distancing measures could have a severe impact on 

both national and global economies, healthcare systems, individuals' and families' incomes (especially 

those in precarious employment situations), education (particularly affecting disadvantaged groups), 

and the overall psychological and social well-being of the population [7, 8]. 

In early 2020, when the pandemic began, we encountered a challenge regarding the accurate 

determination of the number of confirmed cases. This was because it relied on factors such as access 

to healthcare, availability of laboratory testing, and the criteria used to select individuals for testing. 

As a result, estimating the basic and effective reproduction numbers became a rough approximation, 

and confirming hospitalization and mortality rates remained pending. During that period, it was 

already recognized that individuals infected with SARS-CoV-2, even if asymptomatic or with mild 

symptoms, could transmit the disease. However, quantifying the magnitude of the infection was not 

feasible [4, 9-11]. 

In order to monitor and manage the spread of the epidemic in Munich, our institute made the decision 

to establish the prospective COVID-19 cohort Munich, called KoCo19. Community cohorts are more 

effective in assessing the overall infection spread within the population. By doing so, we can obtain 

more accurate estimates of the basic and effective reproduction numbers, evaluate the impact on the 

healthcare system, and measure the effectiveness of public health interventions [11]. 



3 
 

Outline of the habilitation project 
The objective of this habilitation project is to provide a comprehensive overview of the analytical 

process delineated at the Division of Infectious Diseases and Tropical Medicine in monitoring the 

emergence and spread of the novel infectious disease, SARS-CoV-2. I joined the institute after the 

conception of the analysed cohort, but became the principal statistician afterwards. In the materials 

presented here, I was responsible for managing the entire data flow process, from the laboratory to 

the data analysts. Furthermore, I performed the analysis of laboratory-related publications, and later 

on also the conduction/coordination of epidemiological analyses. Given the substantial scope of the 

project, it involved collaboration with multiple partners from the Helmholtz Center Munich, the 

University of Bonn, and the University of Bielefeld. I coordinated both the formal and scientific 

collaboration among these institutions. A visual representation of the project's activities is illustrated 

in Figure 1. 

 

 

Figure 1: Outline of the habilitation project. First row: Introduction of the prospective COVID-19 cohort in Munich, known as 
KoCo19 (left). We then proceed with an analysis and comparison of the diagnostic methods available at the start of the 
pandemic for detecting antibodies post-SARS-CoV-2 infection (middle) and the development of innovative diagnostic methods 
for detecting antibodies using dried blood spots (DBS) on filter papers (right). Second row: Application of the knowledge gained 
in the process described in the first row to establish biological-based models for monitoring the pandemic within the 
population. In the diagnostic approach (left), we measure RNA viral loads in wastewater to predict the current incidence of 
infections. The statistical/epidemiological approach (middle) involves analysing infection prevalence and identifying risk 
factors in the KoCo19 and therefore in the city of Munich. In the mathematical approach (right), we combine data on incidence 
and hospitalization from the Robert Koch Institute (RKI) with information from the IVENA framework to create a 
compartmental biological-based model that simulates the epidemic's spread in the population, enabling predictions of 
potential future scenarios. Third row: Integration of all the aspects analysed in the previous sections. We fit reported cases 
and KoCo19 seroprevalence data into a single comprehensive model, with parameters estimated using a Bayesian approach. 
This approach provides a unified and coherent understanding of the pandemic's dynamics and the prevalence of antibodies in 
the population. 
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Following the rapid and alarming transmission of SARS-CoV-2 in Germany, particularly in Munich, the 

team recognized the urgent need to take action and improve the situation through social policy 

changes. Consequently, the prospective COVID-19 cohort Munich (KoCo19) was established with the 

primary objective to assess the prevalence and incidence of SARS-CoV-2 antibodies in the population 

of the city [12]. To achieve this, the team swiftly examined existing diagnostic methods for detecting 

SARS-CoV-2 antibodies in the blood following infection [13, 14]. Lab antibody results from the pre 

pandemic times were also obtained to exclude cross-reactions with cold or flu. Additionally, we 

focused on studying the T cell immune response after infection [15]. A specific subgroup of KoCo19, 

comprised of healthcare workers, was visited on a weekly basis for over a year, allowing for the 

longitudinal monitoring of serological values in their blood [16, 17]. 

Following the initial visit of KoCo19, it became evident that physically visiting all participants of the 

entire cohort multiple times would be burden on limited medical resources available. Consequently, 

new diagnostic methods were developed to measure SARS-CoV-2 antibodies using dried blood spots 

(DBS) on filter cards, as an alternative to traditional blood samples. Participants receive DBS filter cards 

by mail, can perform a self-prick procedure (refer to 

https://www.youtube.com/watch?v=vpZUzuQV10E&feature=emb_title), and subsequently send the 

samples back to the laboratory via mail [18, 19]. 

Now that the KoCo19 cohort and the diagnostic methods used to track it are well-documented, an 

evaluation of the disease's spread can be conducted by employing biological-based modelling 

techniques that focus on various aspects: 

 Diagnostic Approach: This involves measuring RNA viral loads in Munich's wastewater. By 

comparing the reported incidence data provided by the municipality of Munich with the viral 

loads detected in the water, conclusions can be drawn regarding the “real” infection numbers 

in the city [20]. 

 Statistical Approach: Analysing data from KoCo19, we predict the actual seroprevalence in 

Munich. This analysis often reveals a significant gap between the real infection numbers and 

those reported officially. Furthermore, this approach allows for the identification and 

quantification of risk factors and symptoms following SARS-CoV-2 infection [21-23]. 

 Mathematical Approach: This approach involves combining Robert Koch Institute (RKI) data on 

incidence and hospitalization with data from the IVENA framework. These combined datasets 

are then used in a compartmental biological-based model designed to mimic the epidemic's 

spread within the population. The objective is to make predictions about the number of 

infections and hospitalizations under different scenarios of public health interventions [24, 

25]. 

It is essential to clarify that by using the term "mathematical approach," we specifically refer to 

biological-based models described by stochastic or deterministic ordinary differential equations. While 

statistical models also have mathematical foundations, they are distinct in their application within a 

statistical context. 

The statistical and mathematical approaches are two of the most crucial branches of modelling. The 

statistical approach involves testing and quantifying dependencies between variables. On the other 

hand, the mathematical approach aims to replicate real-world processes. Defining a mathematical 

model, however, is more challenging, and statistical models are employed to support idea generation. 

These distinct schools of thought are often competitive, each possessing its own strengths and 

weaknesses. This discussion leads to the final part of this work: a mathematical model that simulates 

the spread of SARS-CoV-2 in Munich, combining the reported cases from the municipality of Munich 

https://www.youtube.com/watch?v=vpZUzuQV10E&feature=emb_title
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and KoCo19 seroprevalence data. The data is integrated into a single model, and parameters are 

estimated using the statistical Bayesian approach [26]. 

Among the key insights gained from this project, which has paved the way for my habilitation, is a deep 

appreciation for the importance of diverse perspectives within the framework of modelling and 

analysis. As a result, a productive research endeavour necessitates the harmonious integration of these 

distinct schools of thought. This aspect holds utmost importance in achieving increasingly impactful 

outcomes in the realm of medicine and biology as applied in my institute. This stands as my personal 

research objective, one that I am committed to implementing within the data analysis group I have 

established and I am presently overseeing. 

 

2. The prospective COVID-19 cohort Munich: KoCo19 
In this chapter, we present a concise summary of the KoCo19 cohort. More detailed and 

comprehensive information regarding the study design, setting, and population can be found in the 

previously published works by Radon et al. [12] and Pritsch et al. [21]. I assumed responsibility for 

managing the dataflow, preparing the foundational serological data and contributed to the analysis 

plan. 

Between 5th April and 12th June 2020, we selected a random sample of 100 out of 755 Munich 

constituencies (refer to Figure 2A) to accurately represent the Munich population. To achieve this, 

fieldworkers utilized a "random walk" method [27] starting from the geographic centre of each 

constituency, selecting approximately 30 households per constituency. Ultimately, we successfully 

included 2994 households in 368 of the 755 constituencies, encompassing a total of 5325 household 

members aged 14 years or older (as illustrated in Figure 2B and D). When dealing with multi-party 

houses, we requested the inclusion of one household per floor to study the transmission dynamics 

within buildings. The number of households recruited per house varied between 1 and 7 across 

constituencies (as depicted in Figure 2C). 

The primary questions that KoCo19 aims to address during the baseline visit were as follows [12]: 

 What is the prevalence of SARS-CoV-2 antibodies in the Munich general population? 

 How many of the individuals with positive antibody results have previously undergone PCR 

testing (pharyngeal swab and nucleic acid amplification) with positive or negative outcomes, 

and have they experienced symptoms suggestive of COVID-19? 

 What is the distribution of symptom severity? 

 What is the risk of infection for other members of the same household when one person is 

infected, and can household risk factors be identified? 

 What is the risk of infection for other residents of the same apartment building when one 

person is infected? 

 What are the risk factors associated with SARS-CoV-2 infections? 

To address most of these questions, detailed information about the household and their members is 

necessary. This information was collected through three types of web-based questionnaires [12]: 

- Household questionnaire: This covers the living situation (type of housing, number of 

bedrooms, apartment size), the number of inhabitants (including date of birth and sex), the 

highest level of education, employment situation, household income, exposure to second-

hand smoke, the work of household members in potentially high-risk jobs for SARS-CoV-2 

infections, and past pharyngeal swab testing for SARS-CoV-2 in household members, including 

the test results. 
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- Individual baseline questionnaire: This includes date of birth, sex, level of education, 

employment situation, smoking history, general health, pregnancy status, recent influenza 

vaccination, pre-existing medical conditions, symptoms suggestive of COVID-19 in the 14 days 

prior to the study, past PCR testing of nasopharyngeal samples for SARS-CoV-2, including test 

results, use of respiratory masks, and work in potentially high-risk jobs for SARS-CoV-2 

infection. 

- Diary: This records symptoms suggestive of COVID-19, social contacts, whereabouts, and use 

of public transport in the past 24 hours, as well as the psychosocial and economic situation 

(perceived health status, behavioural aspects, employment, and income, which will be 

collected periodically, e.g., once a week). 

 

 

Figure 2: Geospatial distribution of the KoCO19. (A) The districts of the municipality of Munich distinguished by colours. (B) 
Distribution of the 2994 household in their respective 368 constituencies. (C) Average number of KoCo19-households per 
building in their constituencies. (D) Average number of members per KoCo19 household in their constituencies. Reproduced 
from [21]. 

To estimate seroprevalence and seroincidence over time, households were requested to provide new 

blood sample every three to six months, with the frequency adjusted based on current requirements 

of predicted models.  

The primary topics to investigate during follow-up visits are as follows [12, 21]:  

 Is there a change in antibody titres in individuals who initially tested positive, which might be 

necessary to differentiate from cross-reactivity with other coronaviruses? 

 How long are SARS-CoV-2-specific antibodies detectable after infections of varying severity?  
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 How does the spread of the disease develop, and what impact do public health measures have 

on the incidence? 

 What is the influence of individual behaviour on the incidence of infection? 

 Which risk factors are associated with SARS-CoV-2 incidence? 

 What is the socio-economic impact of the pandemic and the measures taken to combat it, 

especially on employment and psychosocial aspects? 

Sampling was done at different times over the course of the pandemic (compare Figure 3): 

1) May 2020 at the peak of the first infection wave in Germany,  

2) December 2020, at the beginning of the second wave,   

3) March 2021, at the peak of the third wave and at the beginning of the vaccination campaign 

for the general population,  

4) August 2021, at the end of the third wave with around 68% of the general population 14 years 

or older being vaccinated against SARS-CoV-2,  

5) November 2021, in the middle of the fourth wave and before the spread of the Omicron 

variant started in Germany. 

6) Mai 2022, the end of the fifth wave in spring, at the beginning of the sixth one. 

Figure 3: Epidemic evolution in Munich with description of the sample collection. Black: number of new daily SARS-CoV-2 
cases officially reported by the Robert Koch Institute (RKI). Blue: number of blood/DBS samples of the KoCo19 collected daily. 
Reproduced from [23]. 
 

To the best of our knowledge, KoCo19 is the SARS-CoV-2 cohort with the longest follow-up time in the 

world. On December 1st, 2020, the KoCo19 cohort joined the ORCHESTRA (Connecting European 

Cohorts to Increase Common and Effective Response to SARS-CoV-2 Pandemic) project. During the 

whole pandemic, KoCo19 results were used to advise political decision making. 

The KoCo19 baseline recruitment served as the foundation for all subsequent work. The laboratory 

aspect involved investigating the potential of existing diagnostic methods to determine seroincidence 

and prevalence from the collected blood samples. Additionally, the statistical and mathematical 

aspects involved planning and developing various types of models, which will be elaborated on in the 

following chapters.
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Evaluation of the existing diagnostic methods 

The baseline blood samples of KoCo19 were analysed using seven distinct diagnostic tests that were 

already available on the market (refer to Table 1) [13]: 

- Euroimmun Anti-S1- SARS-CoV-2-ELISA-IgA (EI-S1-IgA; Euroimmun, Lübeck, Germany) 

- Euroimmun Anti-S1- SARS-CoV-2-ELISA-IgG (EI-S1-IgG; Euroimmun, Lübeck, Germany) 

- Elecsys Anti-SARSCoV-2 Roche N pan−Ig (Ro-Ig-N; Roche, Mannheim, Germany) 

- Micro-virus neutralisation (NT) 

- GeneScriptcPass (GS-cPass; GenScript, Piscataway, New Jersey, USA) 

- Mikrogen-recomLine-RBD IgG line immunoassay (MG-S1, MG-N, MG-RBD; Mikrogen, Neuried, 

Germany)) 

- VIRAMED-SARS-CoV-2 ViraChip microarray (VC-N-IgA/IgM/ IgG; VC-S1-IgA/IgM/IgG; VC-S2-

IgA/IgM/IgG; VIRAMED Biotech AG, Planegg, Germany). 

Table 1: Evaluation of diagnostic accuracy of serological test. Optimised cut-off, sensitivity, specificity and overall accuracy 
of primary tests (Euroimmun Anti-S1- SARS-CoV-2-ELISA-IgA and -IgG, EI-S1-IgA and –IgG in the following, and Elecsys Anti-
SARSCoV-2 Roche N pan−Ig, RO-N-Ig in the following) were conducted from 193 true-positive samples (samples of PCR positive 
individuals) and 1073 true-negatives (samples of blood donors prior the COVID-10 era). Reproduced from [13]. 

 

The first three methods served as primary tests to screen samples for infection. The remaining tests 

were used to confirm the results. Within our facility, we were able to conduct measurements for the 

first five assays. Among these five tests, Ro-N-Ig and GS-cPass demonstrated the best performance 

(refer to Table 1).  

Additionally, we conducted measurements for two quantitative assays: the Euroimmun Anti-SARS-

CoV-2 QuantiVac enzyme-linked immunosorbent assay (EI-S1-IgG-quant) and the Roche Elecsys Anti-

SARS-CoV-2 S (Ro-RBD-Ig-quant). These assays were compared with each other and with confirmatory 

tests [14]. Ro-RBD-Ig-quant effectively distinguished between true-positive and true-negative results, 

exhibiting lower non-specific reactivity compared to EI-S1-IgG-quant. 

A value above the specified thresholds in the Ro-N-Ig test indicates a previous infection, while the EI 

assays and Ro-RBD-Ig-quant may also suggest vaccination. These analyses have verified that both the 
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Roche Elecsys® serological assays are suitable for conducting sero-surveillance of KoCo19. We could 

therefore proceed with the follow-ups. 

I was responsible for managing the entire dataflow in the publications [13, 14]. This included preparing 

the dataset, conducting initial analysis on the data, and planning and coordinating the analyses to be 

performed by the other data analysts, as well as determining the appropriate types of graphical 

presentation of the observed data and statistical estimates to be used. 

 

3. Development of new diagnostic methods 
After the initial baseline visit, we realized that the effort required to personally visit each household 

would exceed our available resources. Therefore, in order to achieve a sufficient sample size, we 

needed alternatives to venous blood sampling that did not rely on medical personnel or cold-chains. 

While dried-blood-spots (DBS) on filter-cards have been used in various studies, they have not been 

commonly used for serology. As a result, we developed a semi-automated protocol for SARS-CoV-2 

serology using self-sampled DBS [18, 19]. At that time, as the principal statistician, I was closely 

collaborating with the laboratory staff to comprehend the appropriate methods for measuring and 

examining the paired samples of both blood and DBS. To begin with, we applied this protocol to 

measure Ro-N-Ig and validated it in a cohort consisting of both DBS and venous blood samples (n = 

1710). The feasibility of the method was demonstrated in two large sero-surveys involving 10,247 

company employees and 4,465 participants from a population cohort. The sensitivity and specificity of 

the DBS method were 99.20% and 98.65%, respectively, compared to whole blood testing (Figure 4) 

[18]. Subsequently, we further developed the DBS method to measure Ro-RBD-Ig-quant antibodies 

and validated it in a cohort with matched DBS and venous blood samples (n = 825) [19]. The sensitivity 

and specificity of this method were found to be 96.63% and 97.81%, respectively, compared to the 

same test performed with paired venous blood samples. 

 

Figure 4: Frequency distribution of Ro-N-Ig antibody titres detected in DBS. For this analysis, we used 1710 samples of the 
KoCo19. The dashed vertical lines: the empirically determined cut-off value (bold) for result classification with its boundary 
values (light). The insert at the bottom right represents a zoom-in on the y-axis to allow visualization of the lower frequency 
positive values. Reproduced from [18]. 

The importance of the Ro-RBD-Ig-quant test was most pronounced during the onset of the vaccination 

campaign. At that time, questions regarding the number of vaccinated individuals within the 

population and the potential occurrence of breakthrough infections (infections that transpired after 
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complete vaccination) became a major point of discussion. With the Ro-N-Ig and Ro-RBD-Ig-quant 

tests, we are capable of distinguishing between prior infections and immune responses induced by 

vaccination (see Figure 5). This is achievable because the Ro-RBD-Ig test identifies antibodies after both 

infection and vaccination, while the Ro-N-Ig test discerns between antibodies resulting from infection 

(both anti-S and anti-N present) and those arising from vaccination (only anti-S present). The Ro-N-Ig 

test can ascertain whether an individual had a previous infection but does not provide information 

about the exact date of the infection. 

We observed that at the onset of the vaccination campaign in early 2021 (Figure 5A left), 

approximately 5.5% of the participants tested positive for anti-S but negative for anti-N, which aligns 

with a vaccination response and roughly represents the proportion of people eligible for full 

vaccinations at that time. Around 4.1% of the analysed samples exhibited the pattern expected in 

infected individuals, with both values showing positive for anti-S and anti-N, while 0.4% only showed 

positivity for anti-N. This last group could either be individuals who did not produce an anti-S response 

after infection or may have false positive values for anti-N. Of note, most of these raw values are very 

low as compared to the anti-N values seen in the double positive group, so it may as well be individuals 

shortly after acute infection which are not yet positive in anti-S but already show a beginning low anti-

N reactivity. This is also supported by the fact that all but one of those individuals were found to be 

anti-N and anti-S positive in the subsequent later sampling round. Approximately 90.0% of the 

participants had not received either SARS-CoV-2 vaccination or contracted the infection. 

A significant vertical upward shift of the data points was observed in follow-up three compared to the 

results of follow-up two (Figure 5A right). Between July and September 2021, the vaccination 

campaign had been ongoing for a considerable period in the Munich population. As a result, 88.9% of 

the samples received during this round exhibited the expected pattern in vaccinated individuals (anti-

S positive, anti-N negative). During the summer, with low SARS-CoV-2 spread and minimal losses due 

to titre drop after infections, the rate of double positives increased slightly to 4.9%. These increased 

anti-S values were a result of a combination of vaccination and infection. Simultaneously, the 

population that was anti-N positive but anti-S negative disappeared, moving into the double positive 

fraction. This supports the notion that these subjects were at the early stage of their seroconversion 

and developed their anti-S titre after follow-up two. The percentage of participants still unexposed to 

both SARS-CoV-2 vaccination and infection decreased to 6.2%. 

In follow-up four (Figure 5B right) after the summer of 2021, the proportion of vaccinated individuals 

further increased to 91.6%. The number of infected subjects also slightly rose to 6.4%, with 50 out of 

193 (25.9%) being newly infected. Among these 50 participants, 5 (10.0%) experienced breakthrough 

infections, as they became infected after vaccination (transitioning from S+N- in follow-up three to 

S+N+ in follow-up four, denoted in black). Only one participant was anti-N positive but had not yet 

seroconverted to anti-S. 

In the fifth follow-up (Figure 5C right), all participants except one completed anti-S seroconversion. 

With the emergence of Omicron, the proportion of anti-N positives dramatically increased to 42.6%, 

with 86.3% (1118/1295) representing newly positive cases (96.2% (1075/1118) of these were 

breakthrough infections, indicated by pink dots). The one participant who was positive for anti-N but 

negative for anti-S in follow-up four also converted to anti-N, suggesting an early infection with the 

development of the anti-S titre after the follow-up. 

With the effective performance of the DBS methods, it became feasible to continue the KoCo19 

surveillance and acquire significant insights into the SARS-CoV-2 pandemic. Having established the 

cohort and diagnostic methods, we are now able to move forward with outlining the techniques 

employed for pandemic surveillance. 
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Figure 5: Scatterplot of four follow-ups of the KoCo19 cohort for people that participated in all rounds (n=3040). The Ro-N-
Ig measurement from DBS is abbreviated with “N”, Ro-RBD-Ig-quant from the same DBS is abbreviated “S”. Positivity is 
represented with “+”, negative, below cut-off with “-”. The colour code is defined by the status of the respective subject in the 
(A) second, (B) third and (C) fourth follow-up respectively (represented by “FU”). Blue dots represent N-S-, orange dots 
represent N+S+, grey spots are N+S- and pink dots are N-S+, considering the left column as reference for colour-coding. 
Samples above the nonlinear range of Ro-RBD-Ig-quant (solid black line at 9730.4 for back calculated plasma BAU/ml) were 
not diluted. (A) Evolution from second to third follow-up. Left: Second follow-up sampled between March and April 2021; right: 
Third follow-up sampled between July and September 2021. (B) Evolution from third to fourth follow-up, sampled between 
October and December 2021 and (C) evolution from the fourth to the fifth follow-up, sampled between May and July 2022. 
Reproduced from [19]. 
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4. Epidemic surveillance  

The statistical approach 
In conjunction with the laboratory samples, questionnaire data was also collected throughout the 

various rounds of our study. The combination of these two datasets culminated in the publication of 

three papers concerning the analysis of risk factors associated with SARS-CoV-2 and the assessment of 

underreporting bias over time [21-23]. For the first two papers, I assumed responsibility for the 

laboratory data and curated the final dataset utilized for the analysis. I also coordinated 

communication among the different institutions involved in the research. As for the last paper, I 

assumed the additional role of conducting the analysis, conceptualizing, and composing the core 

sections of the paper. In this presentation, I present only the primary findings of our analyses. For a 

comprehensive explanation of the technical aspects, please refer to the respective publications. 

The baseline data analysis revealed limited evidence of a strong connection between anti-N 

seropositivity and the various factors under investigation, as illustrated in Figure 4 of reference [21]. 

Notably, the loss of the sense of smell or taste during the study period was linked to the outcome. 

However, it's important to note that this association was characterized by a wide confidence interval 

(odds ratio (OR) 41.3; 95% CI 6.7 – 231.0) when employing a conventional generalized linear mixed 

model (GLMM). Furthermore, respiratory allergies (OR 3.3; 95% CI 1.1 – 10.3) displayed a statistically 

significant association with anti-N seropositivity. Factors such as occupation in a high-risk job, 

household type, and residential area per inhabitant also exhibited a weak connection with the 

likelihood of infection. It is worth noting that all these variables were incorporated into the final GLMM 

analysis, even though the loss of the sense of smell or taste was considered a symptom of the outcome 

rather than a true risk factor. However, none of these associations reached statistical significance. 

Similar outcomes were obtained through sensitivity analyses, utilizing a Bayesian GLMM with imputed 

missing values, as shown in Figure 6. 

 

 

Figure 6: Multivariate risk factor analysis for SARS¬CoV-2 seropositivity in the KoCo19 baseline round. The multivariate risk 
factor analysis is mutually adjusted for all variables in the figure. OR: odds ratio; 95% CI: 95% credible interval (Bayesian 
analyses)/95% confidence interval (frequentist GLMM). Reproduced from [21]. 

In the first follow-up, the seroprevalence, which had been weighted and adjusted for specificity and 

sensitivity, exhibited an increase from 1.8% (95% CI 1.3 – 3.4%) at the baseline to 3.6% (95% CI 2.9 – 

4.3%) during the follow-up period [22]. Notably, 91% of the participants who tested positive at the 

outset retained their antibody-positive status during the follow-up. While cases tended to cluster 

within households, there was no statistically significant evidence of geospatial clustering across the 

city of Munich (see Figure 7). Groups at the highest risk were identified as men and participants aged 
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between 20 and 34, taking baseline results and the duration to follow-up into consideration. To 

elucidate these effects, a sensitivity analysis was conducted, revealing that differences could be 

attributed to health-risk behaviours, the number of personal contacts, and leisure-time activities (refer 

to Figure 8). 

 

 

Figure 7: Geospatial distribution of the prevalence in the Munich constituencies. (A) The Munich population density (taken 
from https://simple. wikipedia.org/wiki/Boroughs_of_Munich, as background colour) and number of participants in each 
constituency (yellow dots). (B) Weighted seroprevalence. (C) Lower 95% confidence bounds of the weighted seroprevalence. 
(D) Upper 95% confidence bounds of the weighted seroprevalence. The seropositivity varied slightly across constituencies, 
however, not reaching statistical significance. Reproduced from [22]. 

The final analysis presented in this section focuses on the follow-ups two to four. The blue estimate in 

Figure 9A shows the calibrated seroprevalence (adjusted for sensitivity and specificity) in private 

households for the Munich population aged 14 years and older: 

- Baseline: 1.6% (1.1 – 2.1%) 

- Follow-up 1: 4.1% (3.3 – 4.9%), and after adjustment for vaccination status 

- Follow-up 2: 7.3% (6.1 – 8.5%), 

- Follow-up 3: 12.4% (10.7 – 14.1%), 

- Follow-up 4: 14.5% (12.7 – 16.2%). 

As expected, the seroprevalence is increasing over time. The official number of positive cases is 

reported in pink for the general population of Munich, which includes institutions like nursing homes 

and potential reinfections. Given that the KoCo19 cohort is limited to private households and the 

estimated seroprevalence does not account for multiple infections, comparing this estimate with the 

official number over time allows us to estimate a lower bound for the underreporting factor. The 

estimated underreporting factor varies across the rounds: 

- Baseline: 3.4 (2.4 – 4.4), 
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- Follow-up 1: 1.3 (1.0 – 1.6), 

- Follow-up 2: 1.8 (1.5 – 2.1), 

- Follow-up 3: 2.3 (2.0 – 2.6) and 

- Follow-up 4: 2.2 (2.0 – 2.5). 

To gain a better understanding of the impact of the vaccination campaign, the calibrated cumulative 

seroprevalence was analysed separately for vaccinated and non-vaccinated individuals (Figure 9C): 

- Follow-up 2: 3.1% (0.5 – 5.6%) versus 7.8% (6.6 – 9.1%), 

- Follow-up 3: 8.5% (6.6 – 10.4%) versus 20.6% (16.2 – 25.0%) and 

- Follow-up 4: 11.8% (9.8 – 13.8%) versus 22.9% (18.5 – 27.4%). 

 

Figure 8: Seroincidence between baseline and follow-up. (A) From the participant self-estimated health-related risk-taking 
behaviour. (B) Sum of contacts. (C) Leisure time activities in summer 2020 stratified for sex and age group. Reproduced from 
[22]. 

The seroprevalence of the vaccinated group is lower compared to the non-vaccinated group. In Figure 

9D, we compare the adjusted (for sensitivity and specificity) incidence rates for breakthrough 
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infections (BTIs, infections occurring after complete vaccination coverage) versus infections in naïve 

subjects (INS) over the rounds: 

- Follow-up 3: 1.3% (0 – 3.7%) versus 3.3% (2.6 – 4%) and 

- Follow-up 4: 1.8% (0.6 – 2.9%) versus 4.1% (2.3 – 5.9%). 

In August and November 2021, the incidence rates of INS were greater than the ones of BTI. Despite 

the cumulative seroprevalence appearing higher among the non-vaccinated population compared to 

the vaccinated population (Figure 9C and D), BTIs relevantly contributed to community spread, 

considering that the population of vaccinated individuals was much larger than the non-vaccinated 

one during the last rounds of investigation (Figure 9E). Figure 9F provides a more detailed illustration 

of this effect, showing that the proportion of vaccinated and infected individuals increased over time, 

becoming significantly greater than the proportion of infected and non-vaccinated individuals by 

follow-up four.  

 

 

Figure 9: (A) Cumulative anti-N seroprevalence, both weighted and unweighted, in private households compared to official 
cases reports by the authorities for the Munich population aged 13 and older. (B) Anti-N sero-incidence, both weighted and 
unweighted. (C) Estimates of Seroprevalence for Anti-N Antibodies, Adjusted Based on the Number of Vaccinated Individuals, 
Segmented by Their Vaccination Status in the Same Round. (D) Calibrated estimates for infections of naïve subjects and 
breakthrough infections. (E) Prevalence and incidence of vaccination in Munich (official numbers). (F) Relative frequencies 
based on infection and vaccination status. 
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The results of the risk factor analysis can be found in Figure 10. The extended Cox regression model 

indicated certain factors being associated with an increased risk of SARS-CoV-2 sero-positivity. 

Specifically, being born outside Germany (hazard ratio (HR) 1.36, 95% CI 1.01 – 1.85) and holding a job 

with a high potential for contact with COVID-19 cases (HR 1.31, 95% CI 1.00 – 1.70) were identified as 

risk factors. Additionally, residing in an area with 30 – 40 square meters per inhabitant slightly elevated 

the risk of infection (HR 1.27, 95% CI 1.01 – 1.59), while for areas with 40 – 55 square meters per 

inhabitant, the risk decreased (HR 0.74, 95% CI 0.57 – 0.97), in comparison to the average hazard across 

all living area categories. Notably, none of the other socio-demographic variables (such as sex, age, 

level of education, employment status, building type, household income) or health-related factors 

(including smoking status, general health status, various diseases, and medication intake) were 

identified as risk factors for infection. 

 

The mathematical approach 
The mathematical models presented in this chapter aim to replicate the stages of the COVID-19 

outbreak in Germany and Munich, considering the potential effects of both existing and hypothetical 

non-pharmaceutical interventions [24, 25]. These models simulate the transmission of the SARS-CoV-

2 virus among various population groups by utilizing systems of differential equations to describe 

Figure 10: Association between potential risk factors and SARS-CoV-2 sero-positivity while accounting for the time gap 
between baseline assessment and Follow-up four. The data is this right-censored, and the results are generated using multiple 
imputation. 
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interactions between individuals. In the first publication, I was responsible for curating the data, 

contributed to the conceptualization of the analysis, and coordinated collaboration with external 

groups. In the second publication I conceived the project, obtained various datasets, conducted data 

cleaning, and supervised the work of a master’s student. Additionally, I authored a substantial portion 

of the paper. 

The proposed approaches extend the known S-E-I-R (susceptible-exposed-infected-recovered) model 

for disease dynamics. In particular a distinction is made between individuals who have been exposed 

to the virus but are not yet infectious, asymptomatic infectives, infectives with mild or influenza-like 

symptoms (not reported as SARS-CoV-2 infections) and reported SARS-CoV-2 infectives. Infected 

individuals without SARS-CoV-2 diagnosis are assumed to unlikely die of the virus-induced disease. 

These models cannot take into account the number of unreported and unknown cases. 

The work presented in Barbarossa et al. [24] was among the initial models introduced at the beginning 

of the pandemic, focusing on different strategies to mitigate the current outbreak. The results suggest 

that a partial and gradual easing of control measures could become feasible if accompanied by 

increased testing, strict isolation of detected cases, and reduced contact with at-risk groups (Figure 

11). 

 

Figure 11: Differences between the baseline model output scenario (BSL) and the considered possible alternatives. (A) Peak 
shifting (in days) compared to BSL. (B) Differences in reported cases (factor) at the day of the peak. (C) Differences in total 
detected cases (factor); (D) Differences in total deaths (factor). For all rollback scenarios, results refer to the second peak of 
the outbreak in Germany. Reproduced from [24]. 

Fuderer et al. [25] considered in their analysis not only the reported incidence numbers but also 
hospitalizations. The models are similar, but the focus now shifts to hospital occupancy, which became 
more crucial after successful vaccination campaigns. The model encompasses data from the 
pandemic's early days to mid-October 2021. Predictions for the second half of the fourth wave are 
presented based on data from the first months of the fourth wave until October 15, 2021, to fit the 
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model's parameters and predict the number of new COVID-19 cases. Various scenarios were 
considered for predicting future developments: 

- Optimal: Vaccination rate and contact rate remain constant from October 15, 2021. 
- Severe: Vaccination continues from October 15, 2021, but at lower rates while contact rate 

continues to increase. 
- Extreme: Vaccination is entirely stopped from October 15, 2021, and the number of contacts 

continues to increase rapidly. 
The results, shown in Figure 12, indicate that even with a significant portion of the population already 
vaccinated, the number of new COVID-19 cases will increase with rising contact rates and decreasing 
willingness to vaccinate. A rapid reopening combined with a stop in vaccination could lead to an 
extreme fourth wave, with a significantly higher incidence than the previous waves. However, despite 
the higher incidence during the fourth wave in the extreme scenario compared to the second wave, 
the number of COVID-19 patients in regular hospital wards is considerably lower. This suggests that an 
increasing number of fully vaccinated individuals is associated with a decrease in the hospitalization 
rate. 
 

 

Figure 12: Data description and model results. Detected COVID-19 cases in Munich reported by the RKI (A) daily and (B) 
cumulative. Hospitalized COVID-19 cases in Munich for the normal ward stations (c) and intensive care units (d). The solid 
black lines denote the results of (A)-(B) the preferred model and (C)-(D) the hospitalization model. For first and second wave 
no vaccination compartments were needed. Reproduced from [25]. 

 

Comparing the model predictions with Figure 3 we can observe that the detected infection cases 

indeed increased exponentially. The rise, however, can be attributed not only to the lower-than-

expected vaccination rate or to the relaxation of social distances measures, but also to the emergence 

of a new variant of the virus. It is imperative to adjust mathematical models in response to any 

alterations in the biological circumstances. Fortunately, these adjustments are relatively 

straightforward to implement, as demonstrated in this analysis. 
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5. Merging biological-based mathematical models and statistical approaches 
The statistical models presented in the preceding chapters do not mimic or explain the underlying 

biological mechanisms driving the infection. However, they do offer improved quantification of the 

"true" number of infections and different risk factors associated with infection. On the other hand, 

mathematical models can simulate the process and make predictions under specific conditions. 

However, these models have weaker parameter estimates and fail to account for the impact of 

unreported and unknown cases. 

To address this limitation, we combined all the information into a mechanistic model [26]. For this 

analysis I oversaw delineating the underlining mathematical model, describing the equations, and 

delivering the KoCo19 and hospital data. As many studies rely solely on officially reported case 

numbers (as demonstrated in the previous chapter), we first assessed the reliability of such an 

approach. We evaluated the predictive accuracy by comparing the predicted seroprevalence derived 

from the posterior samples with the independent KoCo19 data, which were not used for fitting the 

model. The model's predictions for the total number of cases exhibit wide confidence intervals (Figure 

13), indicating that relying solely on officially reported case numbers, even with prior knowledge, does 

not adequately predict the actual number of COVID-19 infections during an epidemic with sufficient 

confidence. By incorporating representative data, the model's uncertainties are reduced. To measure 

the added value of the KoCo19 prevalence data, we expanded the dataset with time-dependent 

prevalence reported by KoCo19 and repeated the Bayesian parameter estimation process. The 

inclusion of seroprevalence data substantially reduces the uncertainty related to the hidden states of 

the model, particularly for the total number of cases (which is closely linked to seroprevalence levels) 

and for the number of asymptomatic cases. This demonstrates the effectiveness of seroprevalence 

data in reducing uncertainty. Additionally, it becomes evident that the actual number of infections is 

significantly higher than the number of reported cases, underscoring the limitations of publicly 

reported case counts.  

 

6. Outlook  
In this habilitation thesis, I presented a strategy for monitoring pandemics. I commenced by 

introducing the prospective COVID-19 cohort, KoCo19, which is representative of the Munich 

population. To analyse the spread of the pandemic, a serological approach was adopted, focusing on 

detecting antibodies produced either due to infection with SARS-CoV-2 or vaccination against it. 

Consequently, various commercially available plasma tests were scrutinized and compared. The 

findings revealed that the Roche Elecsys® Anti-SARS-CoV-2 anti-N and anti-S assays outperformed 

others. Subsequently, it became logistically challenging to collect in-person samples from all 

participants. To overcome this, a method to measure these antibodies using DBS filter papers was 

devised. This innovation enabled to conduct six follow-up assessments of the cohort. Concurrently, 

several statistical and mathematical analyses related to infection risk factors, vaccination campaign, 

underreporting, and the population-wide dynamics of the pandemic are conducted. Notably, the 

KoCo19 cohort remains the longest standing and the only ongoing COVID-related cohort. The KoCo19 

cohort remains the longest standing COVID-related cohort. This work, alongside collaboration with the 

laboratory, is a unique contribution to the literature and has facilitated a comprehensive 

understanding of the dark number and of the trajectory of the pandemic in the Munich population. 

Building on this foundation, I established a biometrics research group. A key insight from this 

multidisciplinary project is the recognition of the vital role that diverse perspectives by multiple 

stakeholders played such as laboratory, medical expertise, biological knowledge, and data analysis to 

name a major few. In my view, fruitful research endeavours demand the seamless integration of these 
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distinct disciplines. This principle underpins my personal research objective, which I am committed to 

implement within the biometrics group that I am currently leading. 

 

 

Figure 13: The dynamics of the epidemic. Model fits taking into account the KoCo19 seroprevalence data are plotted in green. 
Model fits without cohort information in blue. In the bottom-right panel the cumulative number of cases detected by the 
healthcare authorities is also plotted for reference. The bands correspond to 90% posterior credible intervals, while the solid 
line denotes the median value. Reproduced from [26]. 

 

To end, the group comprises experts in various domains, such as development of lab techniques, 

epidemiology, statistical and mathematical modelling, and machine learning. Collaborative 

engagement with other groups within the institute is essential to our success. Our ongoing projects 

encompass Tuberculosis research, where we are exploring improved diagnostic methods for both 

children and adults and investigating long-term sequelae following infection in multi-centre cohorts in 

Africa. We are also engaged in HIV-related projects, focusing on understanding of mother to newborn-

child infection transmission and prevention. Additionally, we concentrate on the development of rapid 

detection methods for emerging infectious diseases. 

The essence of the group is collaboration, working closely with medical doctors and biologists to co-

create projects. This ensures that analysis is not merely an endpoint but intersects with the initial 

project ideas, generating new concepts from the outset. While we have experts in specific areas, our 

greatest strength lies in the versatility of potential analyses we can undertake. 

The publications presented previously, and this entire habilitation project represents my approach to 

research and leadership within an analytical role, set within a robust medical and biological context. 
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Studying temporal titre evolution 
of commercial SARS-CoV-2 assays reveals 
significant shortcomings of using BAU 
standardization for comparison
Inge Kroidl1,2†, Simon Winter1†, Raquel Rubio‑Acero1,3, Abhishek Bakuli1, Christof Geldmacher1,2, 
Tabea M. Eser1,2, Flora Déak1, Sacha Horn1, Anna Zielke1, Mohamed I. M. Ahmed1,2, Paulina Diepers1, 
Jessica Guggenbühl1, Jonathan Frese1, Jan Bruger1, Kerstin Puchinger1, Jakob Reich1, Philine Falk1, 
Alisa Markgraf1, Heike Fensterseifer1, Ivana Paunovic1,3,4, Angelika Thomschke1, Michael Pritsch1, 
Friedrich Riess1, Elmar Saathoff1, Michael Hoelscher1,2,4,5, Laura Olbrich1,2†, Noemi Castelletti1,4,6† and 
Andreas Wieser1,2,3,4*† on behalf of KoCo19/ORCHESTRA Study Group 

Abstract 

Background Measuring specific anti‑SARS‑CoV‑2 antibodies has become one of the main epidemiological tools 
to survey the ongoing SARS‑CoV‑2 pandemic, but also vaccination response. The WHO made available a set of well‑
characterized samples derived from recovered individuals to allow normalization between different quantitative anti‑
Spike assays to defined Binding Antibody Units (BAU).

Methods To assess sero‑responses longitudinally, a cohort of ninety‑nine SARS‑CoV‑2 RT‑PCR positive subjects 
was followed up together with forty‑five vaccinees without previous infection but with two vaccinations. Sero‑
responses were evaluated using a total of six different assays: four measuring anti‑Spike proteins (converted to BAU), 
one measuring anti‑Nucleocapsid proteins and one SARS‑CoV‑2 surrogate virus neutralization. Both cohorts were 
evaluated using the Euroimmun Anti‑SARS‑CoV‑2‑ELISA anti‑S1 IgG and the Roche Elecsys Anti‑SARS‑CoV‑2 anti‑S1 
assay.

Results In SARS‑CoV‑2‑convalesce subjects, the BAU‑sero‑responses of Euroimmun Anti‑SARS‑CoV‑2‑ELISA anti‑S1 
IgG and Roche Elecsys Anti‑SARS‑CoV‑2 anti‑S1 peaked both at 47 (43–51) days, the first assay followed by a slow 
decay thereafter (> 208 days), while the second assay not presenting any decay within one year. Both assay values 
in BAUs are only equivalent a few months after infection, elsewhere correction factors up to 10 are necessary. In con‑
trast, in infection‑naive vaccinees the assays perform similarly.

Conclusion The results of our study suggest that the establishment of a protective correlate or vaccination 
booster recommendation based on different assays, although BAU‑standardised, is still challenging. At the moment 
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Background
Since the surge of the SARS Corona Virus 2 (SARS-
CoV-2) pandemic, considerable progress has been 
made regarding diagnosis, treatment and prevention of 
COVID-19. Although by mid-2022, more than 545 mil-
lion people have been infected and more than 6 million 
died, serological responses following infection or vac-
cination are still not fully understood and a correlate of 
protection has not been identified yet [1, 2].

Describing the natural course of the disease in detail 
may be key to understanding the immune mechanisms 
and subsequent protection, either through previous 
infection or vaccination, or both. Natural infection with 
SARS-CoV-2 reduces the risk of subsequent infections 
with the wild-type virus by 82–89% for at least 6 months 
[3, 4]. In addition, SARS-CoV-2 vaccines protection 
against symptomatic COVID-19 disease was reported 
to be 95% for BNT162b2, 94% for mRNA 1273, 70% for 
ChAdOx1 and 50% for Sinovac [5–9]. The difference in 
the estimated protective effect of the vaccines correlates 
with the elicited immune responses, which have been 
considerably higher in the mRNA vaccines compared to 
vector-based products [10]. The longevity of this protec-
tive effect however, is a matter of debate.

In addition, viral variants of SARS-CoV-2 have 
emerged since and acquired immune protection was 
found to be reduced [11]. Large studies have now demon-
strated breakthrough infections in vaccinated individuals 
even during the peak of the antibody response, i.e., weeks 
or months after completion of the vaccination course 
[12–15]. A waning of the immune response against SARS 
CoV-2 was suggested by Mizrahi et al. [14], demonstrat-
ing a 1.5 times increased risk for breakthrough infections 
with the Delta-variant 6 month after vaccination with 
BioNTech/Pfizer, compared to a 3 month time lag. In an 
in-house study in early 2022 we observed many break-
through infections with the Omicron variant regardless 
of vaccination status or previous infections, including 
recent infection with the Delta-variant.

Several serological studies have tried to estimate the 
duration and dynamics of antibody responses follow-
ing SARS-CoV-2 infection, yielding ambiguous results. 
Long et al. [16] reported rapid waning of nucleocapsid 
antibodies in the first 3 months after infection [16, 17]. 
Similarly, Ibarrondo et  al. [18] described a half-life of 
antibodies against the receptor binding domain (RBD) 

of 36 days. In contrast, Dan et  al. [19], Flehmig et  al. 
[20] and Ripperger et  al. [21] reported that immunity 
against RBD and the anti-Spike domain persisted for at 
least 7 months. The reasons for these different reports 
may be e.g. heterogeneity of population, assays used 
etc.

Several studies highlighted considerable differences 
in the readout of serological assays, indicating a ham-
pered cross-comparison. In a report by Harris et  al. 
[22], anti-nucleocapsid antibodies measured with the 
SARS-CoV-2 IgG Assay from Abbott (Abbott Diag-
nostic, IL, USA), or anti S1 antibodies measured with 
the Euroimmun Anti-SARS- CoV-2 ELISA IgG (Euro-
immun, Lubeck, Germany) were declining within 
few months. Similarly, plasma from the same subjects 
measured for anti-nucleocapsid or anti RBD antibodies 
respectively using the Elecsys Anti-SARS-CoV-2 Roche 
assays (Roche, Mannheim, Germany), demonstrated 
stable values over the same time [22, 23].

To improve standardization of serological anti-spike 
measurements, the WHO made available a set of well-
characterized samples deriving from SARS-CoV-2-re-
covered individuals and shipped by late 2020/early 
2021 to laboratories requesting it [24]. These samples 
were subsequently used to normalize results of differ-
ent quantitative anti-Spike test systems to standardized 
units termed “BAU” (Binding Antibody Units) [25]. 
Many different manufacturers have since published 
correction factors or formulas to calculate BAU values 
from their quantitative anti-Spike assays [26]. In addi-
tion, laboratories have provided SARS-CoV-2 serology 
results in BAU to patients and physicians in routine 
care [27, 28]. Of note, the use of this WHO standard 
was encouraged to cross validate internal standards, 
effectively generating a chain of standards [29].

Following the suggested approach, we compared 
anti-spike antibody titres quantitatively at defined and 
standardized time points spanning over 18 months after 
infection using different commercially available test 
kits. Therefore, we used samples derived from ninety-
nine SARS-CoV-2-infected individuals and from forty-
five participants with no history of previous infection 
but with two vaccinations. The anti-spike quantitative 
responses were calculated to BAU units as suggested by 
the manufacturers and compared. Two assays reacting 
only to infection were added to the analysis.

the characteristics of the available assays used are not related, and the BAU‑standardisation is unable to correct 
for that.

Keywords Antibody, COVID‑19, Nucleocapsid, RBD, SARS‑CoV‑2, Serology, Spike, Binding antibody units
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Methods
Cohort members: patients and vaccinees
From April to December 2020, 66 households were 
included in the study with all household members, 
irrespective of a SARS-CoV-2 infection (Fig.  1A). A 
total of 145 non-vaccinated participants were enrolled, 
including 102 members infected with SARS CoV-2. 
For the three children below the age of 14, no venous 
blood draw was performed, for the remaining ninety-
nine patients venous blood was drawn as soon as possi-
ble after the first positive RT-PCR and at multiple time 
points thereafter.

Additionally, it was possible to recruit forty-five 
participants with no history of previous infection but 
with two vaccinations (Fig.  1B). A possible previous 
infection was excluded with all the following crite-
ria: (i) no past positive RT-PCR for SARS-CoV-2, (ii) 
past COVID-19 like symptoms had to be followed by a 
negative RT-PCR, (iii) negative serology deriving from 
infection (Roche Elecsys Anti-SARS-CoV-2 anti-N, see 
next paragraph for details), and (iv) negative SARS-
CoV-2 surrogate virus neutralization test (GenScript®, 
see next paragraph for details). The latest performed 

only at recruitment, end of follow-up and at sporadic 
time-points.

Sample collection was performed as previously pre-
sented [30].

On December 1st 2020, this cohort joined the 
ORCHESTRA (Connecting European Cohorts to 
Increase Common and Effective Response to SARS-
CoV-2 Pandemic) project but was not previously 
published.

Laboratory analysis
Serologic assays were performed using EDTA-plasma 
samples and were conducted as previously published 
[23, 30, 31]. The serological assays used were chosen if: 
available in large quantities, performable with semi-auto-
mated workup, acceptable pricing, licensed for the use 
in Europe, and well-described in performance [23]. The 
manufacturer’s instructions were followed for all assays. 
For sample time-points of PCR-positive participants 
the following assays were performed: Euroimmun Anti-
SARS-CoV-2-ELISA anti-S1 IgA/IgG (hereafter called 
EI-S1-IgA/EI-S1-IgG; Euroimmun, Lübeck, Germany), 
Quantitative Euroimmun Anti-SARS-CoV-2-Quan-
tiVac ELISA (IgG) (hereafter called EI-S1-IgG-quant; 

Fig. 1 Cohort flow chart. A Cohort of non‑vaccinated SARS‑CoV‑2 RT‑PCR positive subjects. Two recruitment strategies were used: fifty‑one 
participants, who had a SARS CoV‑2 infection in February/March 2020 were recruited in April 2020 together with their household members 
(KUM‑Index‑study). Forty‑two of them had a positive PCR and additional 9 household members developed SARS CoV‑2 specific antibodies. From 
21 May till 10 December 2020 another fifty‑one SARS‑CoV‑2 infected individuals were recruited as early as possible after their first positive RT‑PCR 
(Koco19‑Immu‑Study). B Cohort of vaccinees. Forty‑five participants with no history of infection but with two vaccinations were recruited
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Euroimmun, Lübeck, Germany), Roche Elecsys Anti-
SARS-CoV-2 anti-N and Elecsys Anti-SARS-CoV-2 S 
anti-S1 (hereafter called Ro-N-Ig and Ro-RBD-Ig-quant, 
respectively; Roche, Mannheim, Germany) and Gen-
Script® (hereafter called GS-cPass, Piscataway, New 
Jersey, USA). For sample time-points of vaccinees two 
assays were performed: Ro-RBD-Ig-quant and Quanti-
tative Euroimmun Anti-SARS-CoV-2-QuantiVac ELISA 
(IgG) (hereafter called EI-S1-IgG-quant; Euroimmun, 
Lübeck, Germany). Values of EI-S1-IgG-quant and Ro-
RBD-Ig-quant could be obtained in BAUs.

Multiple measurements of the same sample (opera-
tional replicates) were performed on different days with 
different operators and lots to control the intra-varia-
bility of all the assays. The very good intra-variability of 
EI-S1-IgG and Ro-N-Ig was already published [23]. For 
GS-cPass and Ro-RBD-Ig-quant evaluation was per-
formed with in house samples and similar results as for 
the published assays were obtained (data now shown 
here).The World Health Organization (WHO) reference 
sera (National Institute for Biological Standards and Con-
trol [NIBSC] code 20/268) were measured on the assays 
EI-S1-IgG, EI-S1-IgG-quant, Ro-N-Ig and Ro-RBD-Ig-
quant in replicates (n = 3) to standardize the results [31]. 
In this analysis we present only the mean value.

Data analysis
Prior to analysis, the data was cleaned and locked, so 
that no new measurements can be included after review. 
For operational replicates, the first measurement of EI-
S1-IgG was used, since small losses compared to fresh 
samples were found. In the case of Ro-N-Ig and GS-cPass 
the latest measurement was included, while for Ro-RBD-
Ig-quant the most diluted value still within the linear 
range was selected to calculate the true unit count. The 
software R, 4.0.5 (https:// cloud.r- proje ct. org/) was used 
to perform statistical analysis and visualisation. Longi-
tudinal serological dynamics were analysed applying the 
LOESS (locally estimated scatterplot smoothing or local 
regression) method with the 95% CI.

Results
Cohort description
After recruitment of 190 individuals, a total of 144 par-
ticipants were included in the analysis, 69% (99/144) of 
which were oligo-symptomatic non-vaccinated SARS-
CoV-2 RT-PCR positives and the remaining were sub-
jects with no history of previous infection but with two 
vaccinations (hereafter called vaccinees).

For the non-vaccinated RT-PCR positive individuals a 
total of 438 study visits were conducted, between 1 and 
8 per participant. The median age at enrollment was 37.8 
years; 61% (60/99) of the participants were females. For 

the vaccinees (29/45, 64.4% females) 250 blood sam-
ples were collected, 92 (36.8%) before and 158 (63.2%) 
after the second vaccination. The time of collection after 
the second vaccination varied between 1 and 236 days 
(mean = 43.57 days and median = 6 days). In the first vac-
cination the vaccines used were Biontech Pfizer (27/45, 
60.0%), AstraZeneca (11/45, 24.4%) and Johnson & John-
son (6/45, 13.3%), while for the second vaccine dose, 
it changed to Biontech Pfizer (37/45, 82.2%), Moderna 
(5/45, 11.1%) and AstraZeneca (1/45, 2.2%).

Premedical history and symptoms during infection
A small percentage of the non-vaccinated PCR-positive 
participants reported chronic medical conditions (diabe-
tes mellitus, heart disease or hypertension, 13%) and an 
additional 5% reported known allergies. During the ini-
tial phase of the SARS CoV-2 infection, symptoms were 
recorded and classified according to the WHO classifica-
tion (Additional file 1: Fig. S1) [29, 30]. In total, 7% (7/99) 
of the participants were classified as WHO-category 
1, 44% (43/99) as WHO-category 2 and 48% (47/99) as 
WHO-category 3. One third (14/43) of the WHO-cate-
gory 2 patients reported clinically significant involvement 
of the lower respiratory tract, while for WHO-category 3 
patients the proportion rose to two thirds (30/47). Addi-
tionally, two participants had to be hospitalized due to 
the severity of the symptoms. For further analysis, we 
divided the participants in two groups, WHO 1–2 and 
WHO ≥ 3. Analysis of WHO-classification can be found 
in the Additional file 1.

Sero‑positivity at baseline measurements after SARS‑CoV‑2 
infection
The longitudinal serological dynamics of non-vaccinated 
SARS-CoV-2 RT-PCR positive individuals was followed 
using five assays for head-to-head comparison (Fig.  2). 
The baseline measurements yielded positive sero-
responses in 57% (56/99) of the samples for EI-S1-IgA, 
44% (43/99) for EI-S1-IgG, 33% (32/99) for Ro-RBD-Ig-
quant, 53% (52/99) for Ro-N-Ig, and 83% (81/99) for GS-
cPass. 31% (30/99) of the cohort was seroconverted in all 
assays, while negative results in all assays were recorded 
in 16% (16/99). Over time, 79% (78/99) of participants 
seroconverted as detected by all assays while 9% (9/99) 
did not develop any or solely very low antibody titres 
(GS-cPass or GS-cPass and Ro-N-Ig/EI-S1-IgA/G posi-
tive). For three subjects, a potentially false positive RT-
PCR test result was discussed due to complete lack of 
any clinical symptoms or other signs for SARS-CoV-2 
infection. The remaining 12% (12/99) of participants had 
a measurable sero-response in at least three of the five 
assays used.

https://cloud.r-project.org/
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Time to seroconversion was determined in those par-
ticipants with initial negative readouts. Here, mean EI-
S1-IgA positivity was detected 20 days (min = 8 days, 
max = 69 days) after symptom onset, EI-S1-IgG positivity 
after 31 days (min = 14 days, max = 118 days), Ro-RBD-
Ig-quant positivity after 20 days (min = 7 days, max = 133 
days), positive Ro-N-Ig reaction after 30 days (min = 10 
days, max = 118 days), and GS-cPass-positivity after 16 
days (min = 11 days, max = 31 days).

Longitudinal serological dynamics after SARS‑CoV‑2 
infection
Subsequently, we compared the quantitative reac-
tivity of the test systems over time (Fig.  2). For the 

anti-S1/anti-RBD tests, the EI-S1-IgA peaked fastest (35, 
31–39  days) and declined rapidly at first, followed by a 
phase of slower decay at > 86 days. Using the same antigen 
but measuring IgG, we saw the peak/slope change much 
later (47, 43–51  days) and a subsequent slower decay 
(> 208  days). Values obtained by the Ro-RBD-Ig-quant 
test rose similarly fast (47, 43–51  days), however, with-
out any decline over time as observed in both EI-S1-IgG 
and IgA assays. Comparing the results with GS-cPass 
we observed an initial peak reached after 43 (39–47) 
days which was similar to the dynamics measured by EI-
S1-IgG and Ro-RBD-Ig-quant. Afterwards, the inhibition 
declines and plateaus at a level of about 55.5% (55–56%). 
The sero-response of the Ro-N-Ig assay peaks later (75, 

Fig. 2 Longitudinal serological dynamics of SARS‑CoV‑2 RT‑PCR positive cohort. Solid black horizontals line denote the cut‑off for positivity. Blue 
lines represent the WHO reference panel for anti‑SARS‑CoV‑2 immunoglobulin (NIBSC code 20/268). Each line represents one subject, the dots 
represent the individual samples. All assays were performed from the same sample in a head‑to‑head comparison. Top left: Euroimmun Anti 
Spike IgA; top right: Euroimmun Anti‑Spike IgG; middle left: Roche Anti‑Nucleocapsid; middle right: Roche Anti Spike/RBD; bottom: GenScript 
neutralization surrogate test
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71–78  days) compared to EI-S1-IgG and subsequently 
declined almost linearly (122, 118–126 days).

In a second step, we aimed to compare the non-quanti-
tative readouts of EI-S1-Ig with the quantitative readouts 
of Ro-RBD-Ig-quant. For this purpose non-quantitative 
EI-S1-Ig values were transformed into quantitative EI-
S1-Ig-quant (called EI-S1-Ig-quant-trafo). Details on the 
procedure are outlined in the Additional file  1 and the 
longitudinal analysis is presented in Fig. 3A. After stand-
ardization for BAU, the paired values of EI-S1-IgG-quant-
trafo and Ro-RBD-Ig-quant were compared (Fig. 3B). The 
EI-S1-IgG-quant-trafo peaked at day 43 (40–47) with a 

mean value of 147.04 (116.88–184.98) BAU, while Ro-
RBD-Ig-quant reached its maximum at day 47 (43–51) 
with a mean value of 100.20 (65.09–154.26) BAU.

EI‑S1‑IgG‑quant‑trafo and Ro‑RBD‑Ig‑quant assays 
after SARS‑CoV‑2 infection
In order to examine in more depth the differences 
between the assays EI-S1-IgG-quant-trafo and Ro-RBD-
Ig-quant, three time bands for time since symptom onset 
were defined: (i) short time (0–20 days, increase phase of 
antibody titres), (ii) intermediate time (70–150 days, pla-
teaued antibody titers) and (iii) long time (170–250 days, 

Fig. 3 Comparison of quantitative serology of individual patients (PCR‑positive cohort) over time for EI‑S1‑IgG‑quant‑trafo and Ro‑RBD‑Ig‑quant. 
When assays are compared, the EI‑S1‑IgG‑quant‑trafo is represented in blue while Ro‑RBD‑Ig‑quant in yellow. Blue lines represent the WHO 
reference panel for anti‑SARS‑CoV‑2 immunoglobulin (NIBSC code 20/268). Solid horizontal lines represent the cut‑off for positivity. A 
Longitudinal EI‑S1‑IgG‑quant‑trafo serology data over time. Each line represents one subject, the dots represent the individual samples. The red 
solid line shows the LOESS (locally estimated scatterplot smoothing or local regression) estimations with CI in translucent red. B Aggregated 
BAU value curves of the subjects over time for the two tests. EI‑S1‑IgG‑quant‑trafo rises faster, reaches similar values than Ro‑RBD‑Ig‑quant 
between days 70 and 150 after infection and then drops to about 1/10th of the value observed in Ro‑RBD‑Ig‑quant after one year (please note 
that here almost half of the samples measured in EI‑S1‑IgG‑quant‑trafo are already below the positivity threshold). C Parallel coordinate plot 
dividing the time from symptom onset into three intervals: short (0–20 days), intermediate (70–150 days) and long (170–250 days). EI denotes 
the EI‑S1‑IgG‑quant‑trafo assay while Ro represents the Ro‑RBD‑Ig‑quant assay. D The Quotient of the two BAU values depicted in log10 scale 
over time (Ro‑RBD‑Ig‑quant/EI‑S1‑IgG‑quant‑trafo). At the Factor Value of 1, the BAU values are identical. This occurs only in a short timeframe 
about 80 days post symptom onset
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decrease phase of antibody titres). Time intervals are not 
equally long and there are gaps in the timeline to better 
define the three phases of the serological dynamic.

The parallel coordinate plot (Fig.  3C) demonstrates 
that the two assays yielded differing results and were only 
similar in the intermediate time band. Subsequently, the 
quotient between the measured BAU values was calcu-
lated in an effort to quantify the differences observed, 
whereby a factor of 1 implied the same readout in both 
tests. This, however, was only observed at day 80 after 
symptom onset with values differing greatly before and 
after (Fig.  3D). Shortly after infection, multiplication 
by factor 0.1 was necessary to obtain similar values of 
EI-S1-IgG-quant-trafo compared to Ro-RBD-Ig-quant, 
whereas after 250 days the factor was 5. In addition, the 
differences are likely to be underestimated, as a correc-
tion was no longer possible if one test dropped below 

detection limit. This occurred in almost half (48.65%; 
18/37) of the EI-S1-IgG-quant-trafo values and only 
in less than 5% (2/41) in the Ro-RBD-Ig-quant at the 
250 day mark. The WHO reference panel for anti-SARS-
CoV-2 immunoglobulin (NIBSC code 20/268) resulted to 
have higher values in EI-S1-IgG-quant-trafo compared 
to Ro-RBD-Ig-quant in all samples (Fig.  3D, quotient 
smaller than 1).

EI‑S1‑IgG‑quant‑trafo and Ro‑RBD‑Ig‑quant assays 
after twice vaccination against SARS‑CoV‑2
Serological dynamics, assay readouts, and BAU val-
ues from the non-vaccinated SARS-CoV-2 infected 
cohort were compared to healthy controls vaccinated 
twice against SARS-CoV-2. Therefore, EI-S1-IgG-quant 
and Ro-RBD-Ig-quant assays were measured in blood 
samples before and after second vaccination (Fig.  4A). 

Fig. 4 Comparison of individual Anti‑S1 BAU values of vaccinees over time for EI‑S1‑IgG‑quant and Ro‑RBD‑Ig‑quant, respectively. The time 
zero denotes the day of the second vaccination. The EI‑S1‑IgG‑quant is represented in blue while Ro‑RBD‑Ig‑quant in yellow. Solid horizontal 
lines represent the cut‑off for positivity. A Longitudinal serology data of subjects over time. Each line represents one subject, the dots 
represent the individual samples. The solid lines show the LOESSs (locally estimated scatterplot smoothing or local regressions) estimations 
with CI as a shadowed region. The dashed black lines denotes 250 BUS/mL. B Parallel coordinate plot dividing the time from symptom onset 
into three intervals: short (0–20 days), intermediate (70–150 days) and long (170–250 days). EI denotes the EI‑S1‑IgG‑quant assay while RO 
the Ro‑RBD‑Ig‑quant assay. C Quotient of the two BAU values depicted in log10 scale over time (Ro‑RBD‑Ig‑quant/EI‑S1‑IgG‑quant‑trafo); at 1, 
the BAU values are identical. Blue lines represent the WHO reference panel for anti‑SARS‑CoV‑2 immunoglobulin (NIBSC code 20/268)
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Serological dynamics and temporal evolution of the titers 
measured by EI-S1-IgG-quant and Ro-RBD-Ig-quant dif-
fered considerably in naturally infected individuals, this 
was not the case for vaccinated individuals. As Fig.  4B 
and C demonstrate, parallel coordinate plots were less 
divergent and the ratio of the two assays showed to be 
closer to 1. After a first increase phase (from day 0 to day 
34 (30–37) for EI-S1-IgG-quant and to day 31 (28–34) for 
Ro-RBD-Ig-quant), the median peak was reached with a 
level of 8069.21 (1912.37–34,047.96) BAU for EI-S1-IgG-
quant and 23,988.33 (4073.80–144,543.98) BAU for Ro-
RBD-Ig-quant. Both serological dynamics then decrease 
rapidly until day 63 (60–66) or 62 (59–65) for EI-S1-IgG-
quant or Ro-RBD-Ig-quant, respectively. Thereafter, the 
slopes of the decrease reduce greatly.

Natural infection versus double SARS‑CoV‑2 vaccination
In our study, antibody-titers in fully vaccinated (i.e., 
twice) non-infected individuals were considerably higher 
compared to the naturally infected participants. For EI-
S1-IgG-quant, the difference between the maximum 
value for vaccinated vs. naturally infected was 7.92217 
BAU, while for Ro-RBD-Ig-quant the difference increased 
to 13.96833. In total, 93.75% of the vaccinees reached a 
maximum value over 1000 BAU, while only 69.7% of the 
vaccination naive infected subjects reached a value over 
100 BAU.

In contrast to natural infections, vaccinated individu-
als exhibited a sharp decline in antibody titers as deter-
mined by Ro-RBD-Ig-quant, limited to approximately 60 
days after the second vaccination followed by a plateau of 
titer (Fig. 3B compared to Fig. 4A). EI-S1-IgG-quant pre-
sented a similar profile, but in this assay a sharp decrease 
was also observed after natural infection. After vaccina-
tion however, the observed velocity of decrease seems to 
reduce. In mean, both assays yield positive readouts over 
the period analyzed, with values of the EI-S1-IgG-quant 
assay being closer to the positivity threshold compared to 
the ones as determined by Ro-RBD-Ig-quant.

Discussion
In this study, we compared serological dynamics using 
samples from ninety-nine non-vaccinated PCR-positive 
participants and from forty-five participants with no 
history of previous infection but with two vaccinations 
against SARS-CoV-2. Serum samples were analyzed with 
a total of six different assays. To follow infection, assay 
readouts of Ro-N-Ig and GS-cPass were performed from 
the same sample in a head-to-head comparison. Partici-
pants showed positive antibodies against these assays 
for at least 400 days. The remaining four assays detect 
responses to both infection and vaccination. In previous 
studies the EI-S1-IgA showed to be less reliable [23] and 

was therefore performed only for samples of the PCR-
positive participants. The EI-S1-IgG assay is per manu-
facturer’s definition non-quantitative and its quantitative 
version is defined by the EI-S1-IgG-quant assay [31]. It 
was possible to measure samples of the PCR-positive par-
ticipants only with the non-quantitative version. Meas-
urements were hence transformed to quantitative values 
using paired samples presented in [31]. A comparison 
with the vaccinees was possible thereafter, together with 
direct readouts of the Ro-RBD-Ig-quant for both cohorts. 
As a results, the longitudinal dynamics of EI-S1-IgG-
quant and Ro-RBD-Ig-quant in the PCR-positive cohort 
present completely different trends, while for vaccinees 
the trends a very similar.

Duration and magnitude of serological responses in 
relation to different testing systems and antigen-target 
has been subject to dissent. Harris et  al. [22] demon-
strated a rapid decline of anti-N antibodies using the 
ELISA from Abbot, with only 51% of SARS-CoV-2 
infected individuals having a sero-response after 6 
months. In contrast, Favresse et  al. [32] showed a posi-
tivity rate of 94% after 10 months but using the Ro-N-Ig 
test. Muecksch et al. [33] compared four different assays: 
the Ro-N-Ig and the Abbott SARS-CoV-2 immunoglob-
ulin (Ig) G assay for anti-N detection, and the DiaSorin 
SARS-CoV-2 IgG together with the Siemens SARS-
CoV-2 RBD assay for anti-S comparisons. Similarly to our 
analysis, the shapes of the curves strongly differ between 
assays. Dan et al. [19] described a half-life of binding anti-
S antibodies of 103 days. In contrast Ibarrondo et al. [18] 
described a rapid decay of anti-RBD antibodies with a 
half-life of only 36 days.

In our cohort of non-vaccinated SARS-CoV-2 RT-PCR-
positive individuals direct readout values are coherent to 
previous published literature, comparing the same testing 
platform [33]. If compared to other assays, same discrep-
ancies as in the rest of the literature appear. In addition, 
clinical characteristics of the underlying cohorts differed 
greatly. Several authors described a correlation between 
magnitude of antibody responses and degree of clinical 
symptoms in SARS-CoV-2 infected individuals [16, 17, 
32, 34–38]. This was replicated in our cohort, where we 
could observe a trend towards higher antibodies titers 
in individuals with more severe symptoms. As we solely 
enrolled oligo-symptomatic participants, these findings 
did not reach statistical significance. Of importance, 
exactly that group of oligo-symptomatic patients is the 
overwhelming majority of the population which might be 
subject to serological testing for different reasons.

A correlate of protection of SARS-CoV-2 has not been 
established yet and it is still debated whether the protec-
tion after natural infection is different or perhaps even 
superior to vaccination [39]. Natural infection is likely 
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to elicit a broader response against more epitopes of the 
virus [40]. However, several studies describe the immune 
response after vaccination to be characterized by higher 
antibody levels compared to natural infections, espe-
cially following vaccination with mRNA- based vaccines 
[5, 7, 9, 33, 41]. Recent reports describe waning protec-
tion already shortly after the second dose and the decay 
seems more pronounced than after a natural infection 
[42–45]. Similarly, when comparing naturally infected 
to vaccinated participants, we observed pronouncedly 
higher antibody levels in the latter compared to the for-
mer. Antibody levels remained positive for at least seven 
months after vaccination.

Initial reports on SARS-CoV-2 infected cohorts 
declared a high level of protection of 82–89% for approxi-
mately 6 months against the wild type virus [3]. Similarly, 
data from Israel suggested a high level of protection after 
vaccinating with Pfizer-BioNTech [46]. Since the surge of 
new virus variants protection against Delta and Omicron 
variants was reduced [14]. Mizrahi et  al. [14] described 
a 1.5 times increased risk for breakthrough infections 
with Delta variant for subjects 6 months after vaccination 
with Pfizer-BioNTech compared to subjects 3 months 
after vaccination. Shrotri et  al. [42] compared protec-
tion of vaccinated individuals with anti-RBD antibodies 
above and below 500 BAU (ELYSYS Ro-Ig) and found 
significantly more infected participants with antibodies 
below 500 BAU. However, our data suggests that an anti-
body lever of 500 BAU is usually not reached after natu-
ral infection. Our SARS-CoV-2 RT-PCR-positive cohort 
only included participants infected with the original wild 
type strain. A comparison between variants is therefore 
not possible, but would also only generate data unclear 
to compare, as the vaccines and the antigens used in the 
tests are all also wild type.

Modelling the temporal evolution of the antibody lev-
els, the serological dynamics of the vaccinated cohort is 
completely different than that of the PCR-positive vac-
cine naive infected participants. After vaccination, we 
observed a short initial peak phase, followed by a very 
slow decline of antibody levels in both quantitative tests 
EI-S1-Ig-quant and Ro-RBD-Ig. All measurements were 
above the positivity threshold even seven months after 
the second dose. The curves representing the antibody 
dynamics of both quantitative tests were very similar. This 
is in contrast to our observations in the SARS-CoV-2 RT-
PCR-positive cohort described here. The ELISA-based 
Euroimmun test suggested a rapid decline of antibodies 
with more than 50% of the samples dropping below the 
threshold for positivity within less than one year while 
the Ro-RBD-Ig assay yielded positive readouts after 200 
days almost without declining. An explanation for the 
slow EI-S1-Ig-quant antibody decrease in vaccinated 

versus the steady state suggested by Ro-RBD-Ig readout 
in the RT-PCR-positive cohort could be the rise in avidity 
as also described by Scheiblauer et al. [47]. The authors 
hypothesized that two vaccine doses lead to an antibody 
response dominated by highly specific and highly avid 
IgG directed against the S-protein. Thus, the antibody-
signal dynamics over time reflect the overall amount of 
antibodies in both tests. In contrast, natural infection will 
likely elicit a much broader response which maturates 
over time [47], including detection of the RBD-domain 
which in turn might lead to an increase in avidity, while 
the overall antibody amount is dropping [47]. Those two 
opposing effects may compensate each other at differ-
ent rates depending on the assay format. The Ro-RBD-Ig 
assay reportedly detects the binding of few antibodies but 
favors high avidity [47], potentially resulting in a persis-
tently high assay readout, while the ELISA-based Euro-
immun assay values are biased towards whole antibody 
binding and thus decline. Persisting non-declining Roche 
RBD-antibodies detectable for more than 300 days after 
natural infection have been repetitively described with a 
level of ~ 100 BAU [32, 47].

Summarising, we present the results of a well-char-
acterized cohort to investigate dynamics in serologi-
cal responses to non-vaccinated SARS-CoV-2 infected 
individuals compared to vaccinated healthy controls. 
For quantitative anti-Spike assays, we used BAU stand-
ardization which is provided by the manufacturer.

However, we observe distinct differences both in the 
magnitude and dynamics of the measured antibody 
response, although BAU standardization for anti-S1/
RBD tests was used. Interestingly, these differences 
were negligible for samples taken two months after 
symptom onset. The standardization however is less 
accurate before and after this time period, resulting 
in differences of up to one order of magnitude in sup-
posedly standardized and comparable values. These 
differences disappeared in the vaccinated cohort. 
One potential explanation could be the fact that the 
assays measure different targets. While the EI-S1-IgG 
detects the overall amount of binding antibodies in an 
ELISA-format, Ro-RBD-Ig-quant is an ELECSYS based 
double-antigen sandwich-test, detecting highly avid 
antibodies [47]. Importantly, the BAU-standard pro-
vided by the WHO is derived from a group of donors 
relatively shortly after the infection. Subsequently, 
standardization performed for an assay will likely be 
accurate for tests with a similar profile of antibodies, 
regarding both subclass as well as avidity, hence only 
in individuals few months after natural infection [25]. 
Therefore, it is not be the best standard for clinical 
cohorts, including samples from individuals very early 
or late after the infection, or after vaccination.
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Conclusion
The data presented here suggest that the establishment 
of a protective correlate or vaccination booster recom-
mendation based on BAU might be hampered. Also, 
comparisons of individual patient values between dif-
ferent laboratories will be unreliable even if reported in 
BAU. The characteristics of the individual test systems 
employed need to be considered and should be corrected 
for, as the differences are likely to be high especially in 
subjects with small amounts of highly avid antibodies.
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Additional file 1: Figure S1 WHO grading of symptoms (from [29]). Fig‑
ure S2 Longitudinal serology data of patients (PCR‑positive cohort) over 
time colored by WHO symptom grade. Each line represents one subject, 
the dots represent the individual sample. All assays were performed from 
the same sample in a head‑to‑head comparison. The blue and red solid 
lines show the LOESS (locally estimated scatterplot smoothing or local 
regression) estimations with CI. Top left: Euroimmun Anti Spike IgA; Top 
right: Euroimmun Anti‑Spike IgG; Middle left: Roche Anti‑Nucleocapsid; 
Middle right: Roche Anti Spike/RBD; Bottom: GenScript neutralization sur‑
rogate test. Patients with lighter symptoms tend to have lower antibodies 
titre. The two groups do however not significantly differ, since the 95% 
confidence intervals overlap. Figure S3 Bivariate comparisons shown as 
scatter plot for non‑quantitative EI‑S1‑IgG vs quantitative EI‑S1‑IgG‑quant. 
Dashed lines represent manufacturers’ cut‑off values. The red solid line 
shows the LOESS (locally estimated scatterplot smoothing or local regres‑
sion) estimation with CI. The black solid line with CI is a linear regression 
given for comparison. Square root R of coefficients of determination is 
given for association among continuous variables. Data presented in 
Rubio‑Acero et al. [31].
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Abstract: Antibody studies analyze immune responses to SARS-CoV-2 vaccination and infection,
which is crucial for selecting vaccination strategies. In the KoCo-Impf study, conducted between
16 June and 16 December 2021, 6088 participants aged 18 and above from Munich were recruited
to monitor antibodies, particularly in healthcare workers (HCWs) at higher risk of infection. Roche
Elecsys® Anti-SARS-CoV-2 assays on dried blood spots were used to detect prior infections (anti-
Nucleocapsid antibodies) and to indicate combinations of vaccinations/infections (anti-Spike an-
tibodies). The anti-Spike seroprevalence was 94.7%, whereas, for anti-Nucleocapsid, it was only
6.9%. HCW status and contact with SARS-CoV-2-positive individuals were identified as infection
risk factors, while vaccination and current smoking were associated with reduced risk. Older age
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correlated with higher anti-Nucleocapsid antibody levels, while vaccination and current smoking de-
creased the response. Vaccination alone or combined with infection led to higher anti-Spike antibody
levels. Increasing time since the second vaccination, advancing age, and current smoking reduced
the anti-Spike response. The cumulative number of cases in Munich affected the anti-Spike response
over time but had no impact on anti-Nucleocapsid antibody development/seropositivity. Due to the
significantly higher infection risk faced by HCWs and the limited number of significant risk factors,
it is suggested that all HCWs require protection regardless of individual traits.

Keywords: COVID-19; SARS-CoV-2; health care workers; vaccination; immunologic response;
antibodies; seroprevalence; breakthrough infections; ORCHESTRA

1. Introduction

The first report of the severe acute respiratory syndrome Coronavirus 2 (SARS-CoV-2)
causing COVID-19 was on 31 December 2019 in the city of Wuhan (Hubei province,
China) [1]. The World Health Organization (WHO) declared COVID-19 as a pandemic on
11 March 2020, after more than 118,000 cases in 114 countries and 4291 deaths occurred [2].
Since then, there have been outbreaks worldwide, with approximately 767 million con-
firmed cases and more than 6.9 million deaths as of June 2023 [3]. The first COVID-19 cases
in Germany were observed in the municipality of Munich in late January 2020 [4]. Several
vaccines were promptly developed and have been available in Germany since 27 December
2020 [5]. The first individuals to receive vaccinations were healthcare workers (HCW:
people engaged in work actions whose primary intent is to improve health [6]) (HCWs), the
elderly, and those who were at a high risk of severe illness to prevent the healthcare system
from collapsing from overwhelming case numbers or lack of personnel [6–9]. HCWs are of
particular interest and require careful investigation regarding SARS-CoV-2 infections. As
vaccine protection diminishes over time, receiving an early vaccination reduces the risk of
early infection but may increase the risk of later infection. This has been noted in several
studies [9–11].

Many cohort studies have been set up since the beginning of the pandemic to analyze
risk factors for infection before and after vaccination in both the general population [12–16]
and HCWs [17,18].

Considering the role of antibody levels in protection against infection, most studies
also analyze antibody titers over time. Anti-nucleocapsid (anti-N) antibodies develop only
after natural infection (or vaccination with nucleocapsid-containing vaccines not commonly
used in the Western world), while anti-spike (anti-S) antibodies develop after natural
infection or/and vaccination [19].

Collatuzzo et al. [17] analyzed the predictors for a longer duration of the anti-S immune
response at 9 months after the first COVID-19 vaccination in a multicentric European
cohort of HCWs. A part of these data was fed into their analysis following the European-
wide Consortium ORCHESTRA (Connecting European Cohorts to Increase Common and
Effective Response to SARS-CoV-2 Pandemic). Female gender, young age, a previous
infection, two vaccine doses, and mRNA and heterologous vaccination were found to
determine higher anti-S antibody levels.

Moncunill et al. [20] analyzed determinants of antibody responses to COVID-19 mRNA
vaccines in a cohort of exposed and naïve HCWs. Comparing previously SARS-CoV-2
infected versus uninfected individuals, the first ones were found to have higher anti-S IgA,
IgG, and IgM levels, independently of the brand of the vaccine. At the same time, non-
infected individuals developed significantly higher antibodies, depending on the brand
of the vaccine. Interestingly, despite the clear impact of SARS-CoV-2 exposure on vaccine
response, time since infection did not have a major effect on antibody response. Moreover,
age and sex were not significantly associated with anti-S IgG levels in multivariable models.
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Notarte et al. [21,22] analyzed determinants of antibody responses after COVID-19
mRNA vaccines in different populations. Regardless of the vaccine brand used, older age,
male sex, seronegative status prior to vaccination, and presence of major comorbidities
were associated with lower antibody titers (total antibodies, IgG, and/or IgA), supporting
the findings of Yang [23].

Other factors leading to lower anti-S antibody titers were smoking [20,24] and homol-
ogous vaccination schemes [25–27].

In April 2020, the prospective Munich COVID-19 cohort (KoCo19) began to better
evaluate the true case numbers [12,28,29]. Latest results show that vaccination prevents
infection: anti-N seroprevalence was greater in the non-vaccinated population compared
to the vaccinated one. At the same time, anti-N seroconversion rates (incidence) among
vaccinated subjects did not show any statistical difference compared to the non-vaccinated
group. Breakthrough infections (BTIs) may thus contribute relevantly to community
spread, also considering the fact that the vaccinated population is much larger than the
non-vaccinated population. The sub-cohort with jobs having a high contact risk with
COVID-19 cases (e.g., HCWs) was found to have an increased risk for infection [30].

In May 2021, a new longitudinal cohort named KoCo-Impf (Prospective COVID-19
post-immunization Serological Cohort in Munich—Determination of immune response
in vaccinated subjects) was established at the Division of Infectious Diseases and Tropical
Medicine, comprising mostly HCWs with high contact risk with the SARS-CoV-2 virus. The
analysis presented here aimed to identify risk factors for infection among HCWs, factors
that influence the immune response following infection or vaccination, and differences
between HCWs and the general population. The analysis utilized multivariable logistic
regression analysis to identify risk factors for infection based on qualitative anti-N antibody
results. Additionally, multivariable generalized linear models (GLM) were employed to
determine the factors that raise antibody titers following infection and/or vaccination,
using quantitative anti-N and anti-S antibody values.

The KoCo-Impf study was recruited concurrently with the third and fourth follow-
ups of KoCo19 in Munich. This allowed for a comparison of the general population of
Munich (KoCo19) with their HCWs. Although the crude rates for anti-N seroprevalence
were similar, a direct comparison was challenging. However, it was confirmed in both the
KoCo19 and the KoCo-Impf that HCWs had a higher risk of infection. Sex, age, household
size, and intake of immune-suppressing drugs were not found to be significant risk factors
for infection in either cohort, but being a current smoker was.

2. Materials and Methods
2.1. The KoCo-Impf Cohort: Cohort Design, Inclusion Criteria, and Setting

The objective of KoCo-Impf is to investigate the short-, medium- and long-term im-
mune response to SARS-CoV-2 vaccination. This study is funded by the European Union’s
Horizon 2020 research and innovation program, as part of ORCHESTRA (Connecting
European Cohorts to increase common and Effective SARS-CoV-2 Response), and also by
the Division of Infectious Diseases and Tropical Medicine’s own resources [31].

Between 16 June and 16 December 2021, a total of 6467 participants aged 18 years or
older, who had received at least one COVID-19 vaccination, were recruited for this study
from the Munich municipality and surrounding areas. The recruitment campaign was
carried out through three different paths (Figure 1, top):
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Figure 1. Recruitment paths and criteria for inclusion into the analysis. Gray boxes: inclusion criteria
and places of recruitment. Orange boxes: information on advertisement modalities for recruiting
participants; modalities of the acquisition of informed consent, questionnaire data, and capillary
blood samples (acquired in person by study personnel). A triangle diagram describing the exclusion
criteria and the final information of the analyzed participants.

Path 1: At the local vaccination center Riem, where individuals were approached with
this study’s information after their vaccination,

Path 2: At hospitals and nursing homes in the Munich area, targeting particularly
exposed or vulnerable individuals (HCWs), and

Path 3: Via brochures and on the website of the Division of Infectious Diseases and
Tropical Medicine for the general population.
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Participants with language barriers (insufficient knowledge of the German language)
or inability to provide informed consent were excluded.

Recruitment strategy, acquisition of informed consent, capillary blood samples, and
questionnaire data occurred in different ways depending on the recruitment pathway:

Path 1: Directly after vaccination,
Path 2: By study teams making appointments on specific days to visit the sites, catching

participants in the building during their working time, and
Path 3: Posting advertisements on the webpage of the Division of Infectious Diseases

and Tropical Medicine, Klinikum der Universität München; participants could make an
appointment for a personal visit via a hotline.

After data cleaning, 6088 participants were included in the analysis (Figure 1, bottom).
Capillary blood samples were taken from participants to determine their antibody status,
and questionnaire data were collected to obtain information on participants’ characteris-
tics. The recruitment of employees from the University Hospital of Munich (LMU) was
conducted simultaneously with the RisCoin HCWs cohort study, which studies risk factors
for COVID-19 vaccine failure among HCWs [32].

2.2. Specimen Collection and Laboratory Analyses

Teams of trained field workers collected capillary blood samples (also known as a
dry blood spot or DBS) following proper infectious disease control and blood sampling
procedures to conduct laboratory analysis. The process for analyzing a DBS is explained in
detail [33]. Two types of assays were used: the Roche Elecsys® Anti-SARS-CoV-2 assay anti-
Spike (anti-S) test, referred to as Ro-RBD-Ig, and the Roche Elecsys® Anti-SARS-CoV-2 anti-
Nucleocapsid (anti-N) test, referred to as Ro-N-Ig. The Ro-RBD-Ig detects antibodies after
infection and vaccination, while the Ro-N-Ig test is used to differentiate between antibodies
resulting from infection (both anti-S and anti-N present) and those due to vaccination
(only anti-S present). The Ro-N-Ig test determines if an individual has previously had an
infection but cannot provide information on the infection date. The Ro-RBD-Ig test has a
cut-off value of 0.115 for DBS-seropositivity, while the Ro-N-Ig test has a cut-off value of
0.105. For both assays, a cross-reaction with viral infections predating the COVID-19 era
could be excluded. This was achieved by analyzing samples obtained from blood donors
prior to the emergence of COVID-19 [34,35].

2.3. Questionnaire Data

This study used questionnaires to gather information from participants about

• recruitment (institutional subgroup; recruitment date);
• demographic (date/year of birth; sex; level of education; household size);
• health-related behavior (smoking status; pre-existing medical conditions; medication

scheme (intake of immunosuppressive drugs; others));
• employment-related behavior (occupational status; working conditions);
• COVID-19-related health status (vaccination status such as the date and type of first,

second, and third vaccination if applicable; infection status, only Polymerase chain re-
action (PCR)-confirmed COVID-19-diagnosis; diagnosis period; diagnosis date, month,
and year; diagnosis in relation to vaccination and immunization status; diagnosis date
after first vaccination; diagnosis date after full immunization (Two doses of Comirnaty,
Spikevax or Vaxzevria or one dose of Jcovden at the time of data collection); severity
of SARS-CoV-2-infection; previous contact with SARS-CoV-2 infected person; testing
frequency; symptoms suggestive for COVID-19).

In the course of this study, three different versions of the questionnaire were used:
Questionnaire 1 was provided on paper and used at the beginning of this study. Question-
naire 2 (used after 15 October 2021) was also provided on paper and included questions
about the possibility of a third COVID-19 vaccination, as well as additional information that
had emerged as potentially relevant during the course of this study (e.g., educational at-
tainment, occupation, the presence of pre-existing conditions, and the course of COVID-19
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disease). Questionnaire 3 was completed online by LMU employee hospital participants
and requested the same information as Questionnaires 1 and 2.

Participants in Path 1 received Questionnaire 1 on the day of recruitment and filled it
out during the recruitment procedures. Participants in Paths 2 and 3 were given the option
to fill out Questionnaires 1 and 2 beforehand and bring them to the recruitment session or
to fill them out on the day of recruitment. Participants in Path 2 also received Questionnaire
3 on the day of recruitment and were asked to fill it out during the recruitment procedures
or as soon as possible thereafter.

Paper-based questionnaires were digitized using the software FormPro (version 3.1,
OCR System GmbH, Leipzig, Germany, 2021).

2.4. Variables Definition

The variables that were used for the analysis are described in Table 1 and were selected
following medical relevance. While most of the variables were obtained directly from the
questionnaire, some of them were derived from other variables. The latter includes the
vaccination scheme, time since the second vaccination, the occurrence of BTIs, time since
infection, and the combination of the vaccination scheme and former infection, which is
referred to as “immunity” hereafter. The recruitment process for KoCo-Impf was unique as
it took place at various institutions over a period of seven months during the pandemic.
Since a positive anti-N antibody level indicates a past infection, which could have occurred
a long time ago, it is essential to take the different waves of the pandemic into account and
correct for the different times at risk. Therefore, the cumulative number of new COVID-19
cases from the beginning of the pandemic to each date of recruitment was added as a
covariate based on a weekly rolling window. A time lag of two weeks was applied, as
anti-N and anti-S antibodies often need two weeks to develop after infection. [36,37].

Unlike most studies, we defined a SARS-CoV-2 infection by looking at anti-N an-
tibody positivity instead of just considering PCR-positive tests. This approach ensures
that asymptomatic and previously undiagnosed infections are more likely to be detected.
Infection and vaccination by those vaccines used in our cohorts can be differentiated by
serology, detecting both anti-S and anti-N antibodies. This analysis neglects information on
symptoms. This choice was made due to the fact that many infections resulted in being
asymptomatic, and the severity of symptoms does not necessarily indicate a different
change in the antibody response.

2.5. Statistical Analyses

Before conducting statistical analysis, data were cleaned and secured. Categorical
variables are presented as frequencies and percentages, while continuous variables are
presented as mean values and standard deviations (SD). Mean values, SDs, and crude
associations were calculated for all quantities and are presented in Table 2.
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Table 1. Variables description with color-coded allocation to the three statistical models used in the analysis. Covariables of: all three models, green; only anti-N
qualitative model, pink; only anti-S quantitative model, gray; anti-N quantitative model and anti-S quantitative model, blue; anti-N qualitative model; anti-N
quantitative model, gold.

Variable Name Definition (Type of Variable)
Quantitative anti-N/S The detected amount of Ro-N-Ig/Ro-RBD-Ig from DBS (continuous)
Qualitative anti-N/S A positive anti-N/S result is defined when the amount of Ro-N-Ig/Ro-RBD-Ig is ≥0.105/0.115 (positive/negative)
Age **** Age of participants in years (continuous)
Cumulative cases Cumulative number of COVID-19 cases from the beginning of the pandemic till the recruitment date (continuous)
Intake of immunosuppressive drugs **** Current intake of medications that may suppress the immune system (yes, no)
Sex **** Sex of the participant (male, female)
Smoking status **** Current smoking status (never smoker, current smoker, past smoker)
Contact with patients **** Direct contact with patients (yes, no)
Contact with positives **** Previous contact with COVID-19 affected/SARS-CoV-2 infected person (yes, no, or unwittingly)
Household size **** Number of household members including participant (1, 2, 3, 4, 5, >5)

Institutional subgroup

Categorization according to the institution of recruitment (Hospitals *: Medical center of LMU, Tropical Institute **, MK
Bogenhausen, MK Harlaching, MK Neuperlach, MK Schwabing, MK Thalkirchner Straße, Barmherzige Brüder, Seefeld, Institutions
of long-term care: Eichenau, MS Heilig Geist, MS Rümannstraße, Obersendling
Others: Vaccination center Riem, Friedenheimer Brücke, General population ***)

Breakthrough Infection (BTI) **** An infection happened at least 2 weeks after the second dose (yes, no, not applicable)

Time since infection **** Time between the sampling date and the positive PCR (infected in less than 3 months, infected between 3 and 6 months, infected
between 6 and 12 months, infected after 12 months, no infection)

Combination of vaccination scheme and former infection
(immunity)

A composite variable containing information on the previous infection (based on anti-N result) and the undergone vaccination
scheme (infection yes, not vaccinated, infection yes + one vaccination, infection yes + two vaccinations, infection yes + three
vaccinations, infection no + one vaccination, infection no + two vaccinations, infection no + three vaccinations)

Time since second vaccination **** Time between the second vaccination and the sampling date (continuous)

Vaccination scheme **** A combination of types of vaccination and number of vaccinations, including BioNTech/Pfizer, Moderna, AstraZeneca, Johnson &
Johnson/Janssen (no vaccination, one vaccination, two vaccinations, three vaccinations)

* Includes study participants from Path 2. ** Division of Infectious Diseases and Tropical Medicine of LMU. *** Includes study participants from Path 1 and Path 3. **** Based on
self-reported questionnaire data.
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Table 2. Cohort description with data before imputation.

Covariate Category
Number of
Participants
N (%)

Qualitative Anti-N
N (%)

Qualitative Anti-S
N (%)

Quantitative Anti-N
Mean Value (SD)

Quantitative Anti-S
Mean Value (SD)

Positive Negative Positive Negative Positive Negative Positive Negative

Overall cohort 6088 (100.0) 424 (6.9) 5664 (93.1) 5767 (94.8) 321 (5.2) 0.94 (1.52) 0.06 (0.01) 83.54 (200.35) 0.03 (0.02)

Sex
Female 4379 (72.0) 296 (6.7) 4083 (93.3) 4199 (95.9) 180 (4.1) 0.88 (1.33) 0.06 (0.01) 82.39 (199.08) 0.03 (0.02)

Male 1709 (28.0) 128 (7.4) 1581 (92.6) 1568 (91.8) 141 (8.2) 1.10 (1.86) 0.06 (0.01) 86.68 (204.17) 0.03 (0.02)

Institutional
subgroup

Barmherzige
Brüder 188 (3.0) 40 (21.2) 148 (78.8) 187 (99.5) 1 (0.5) 0.98 (1.04) 0.07 (0.008) 55.02 (106.23) 0.06 (NA)

Eichenau 34 (0.5) 5 (14.7) 29 (85.3) 34 (100.0) 0 (0.0) 1.59 (2.00) 0.07 (0.004) 447.20 (427.47) - *

Friedenheimer
Brücke 34 (0.5) 1 (2.9) 33 (97.1) 34 (100.0) 0 (0.0) 0.88 (NA) 0.08 (0.006) 82.45 (122.71) -

General
population 671 (11.0) 50 (7.5) 621 (92.5) 366 (54.6) 306 (45.4) 1.33 (2.25) 0.07 (0.02) 43.84 (121.03) 0.03 (0.02)

Medical
Center of
LMU

3689 (60.6) 213 (5.7) 3476 (94.3) 3680 (99.8) 9 (0.2) 0.86 (1.53) 0.06 (0.01) 85.62 (205.49) 0.04 (0.04)

MK,
Bogenhausen 238 (3.9) 23 (9.6) 215 (90.4) 238 (100.0) 0 (0.0) 1.42 (1.78) 0.07 (0.01) 62.67 (172.21) -

MK,
Harlaching 154 (2.5) 14 (9.1) 140 (90.9) 154 (100.0) 0 (0.0) 0.87 (1.19) 0.07 (0.006) 43.20 (60.97) -

MK,
Neuperlach 112 (1.8) 5 (4.4) 107 (95.6) 112 (100.0) 0 (0.0) 0.45 (0.38) 0.07 (0.005) 33.44 (32.95) -

MK,
Schwabing 281 (4.6) 13 (4.7) 268 (95.3) 281 (100.0) 0 (0.0) 0.36 (0.35) 0.07 (0.009) 48.08 (128.11) -

MK,
Thalkirchner
Straße

67 (1.1) 4 (5.9) 63 (94.1) 67 (100.0) 0 (0.0) 2.15 (2.27) 0.07 (0.006) 40.60 (46.19) -

MS, Heilig
Geist 60 (0.9) 14 (23.3) 46 (76.7) 60 (100.0) 0 (0.0) 0.61 (0.69) 0.06 (0.02) 140.81 (380.16) -



Viruses 2023, 15, 1574 9 of 25

Table 2. Cont.

Covariate Category
Number of
Participants
N (%)

Qualitative Anti-N
N (%)

Qualitative Anti-S
N (%)

Quantitative Anti-N
Mean Value (SD)

Quantitative Anti-S
Mean Value (SD)

Positive Negative Positive Negative Positive Negative Positive Negative

MS, Rü-
mannstraße 36 (0.5) 2 (5.5) 34 (94.5) 36 (100.0) 0 (0.0) 0.58 (0.67) 0.06 (0.005) 531.93 (574.09) -

Obersendling 27 (0.4) 4 (14.8) 23 (85.2) 27 (100.0) 0 (0.0) 0.88 (0.66) 0.08 (0.004) 54.03 (113.73) -

Seefeld 83 (1.3) 5 (6.1) 78 (93.9) 83 (100.0) 0 (0.0) 1.26 (0.52) 0.06 (0.01) 138.71 (285.03) -

Tropical
Institute 48 (0.8) 2 (4.1) 46 (95.9) 46 (95.9) 2 (4.1) 0.16 (0.05) 0.07 (0.01) 78.37 (115.27) 0.05 (0.02)

Vaccination
center Riem 366 (6.0) 29 (7.9) 337 (92.1) 363 (99.2) 3 (0.8) 0.76 (0.85) 0.07 (0.007) 101.04 (148.18) 0.06 (0.04)

Contact with
patients

Yes 3505 (57.5) 261 (7.4) 3244 (92.6) 3493 (99.7) 12 (0.3) 0.90 (1.42) 0.06 (0.01) 94.39 (227.33) 0.03 (0.03)

No 1833 (30.2) 111 (6.1) 1722 (93.9) 1647 (89.9) 186 (10.1) 0.89 (1.39) 0.06 (0.02) 65.44 (140.44) 0.03 (0.02)

Unknown ** 750 (12.3) 52 (6.8) 698 (93.2) 627 (83.8) 123 (16.2) 1.26 (2.09) 0.07 (0.02) 70.64 (167.82) 0.03 (0.02)

Contact with
positives

Yes 2804 (45.9) 278 (9.9) 2526 (90.1) 2747 (97.9) 57 (2.1) 1.00 (1.62) 0.06 (0.01) 89.99 (215.54) 0.03 (0.02)

No or
unwittingly 3284 (54.1) 146 (4.4) 3138 (95.6) 3020 (91.9) 264 (8.1) 0.84 (1.28) 0.06 (0.01) 77.70 (185.37) 0.03 (0.02)

Smoking
status

Never smoker 4177 (68.5) 315 (7.5) 3862 (92.5) 3967 (94.9) 210 (5.1) 0.96 (1.57) 0.06 (0.02) 86.29 (205.12) 0.03 (0.02)

Current
smoker 1062 (17.5) 49 (4.6) 1013 (95.4) 1009 (95.1) 53 (4.9) 0.52 (0.61) 0.06 (0.01) 73.95 (188.65) 0.03 (0.02)

Past smoker 798 (13.1) 56 (7.1) 742 (92.9) 740 (92.8) 58 (7.2) 1.20 (1.71) 0.07 (0.01) 82.21 (190.29) 0.03 (0.02)

Unknown 51 (0.9) 4 (7.8) 47 (92.2) 51 (100.0) 0 (0.0) 0.91 (0.65) 0.06 (0.007) 80.02 (201.80) -
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Table 2. Cont.

Covariate Category
Number of
Participants
N (%)

Qualitative Anti-N
N (%)

Qualitative Anti-S
N (%)

Quantitative Anti-N
Mean Value (SD)

Quantitative Anti-S
Mean Value (SD)

Positive Negative Positive Negative Positive Negative Positive Negative

Vaccination
scheme

No vacc. *** 353 (5.7) 40 (11.3) 313 (88.7) 53 (15.0) 300 (85.0) 1.65 (2.64) 0.07 (0.02) 13.25 (50.72) 0.03 (0.02)

One
vaccination 380 (6.1) 123 (32.5) 257 (67.5) 367 (96.6) 13 (3.4) 1.15 (1.53) 0.07 (0.01) 98.05 (226.56) 0.04 (0.04)

Two
vaccinations 5001 (82.2) 245 (4.9) 4756 (95.1) 4997 (99.9) 4 (0.1) 0.75 (1.23) 0.06 (0.01) 55.40 (136.23) 0.06 (0.03)

Three
vaccinations 354 (5.8) 16 (4.4) 338 (95.6) 350 (98.9) 4 (1.1) 0.79 (1.07) 0.06 (0.01) 480.65 (416.65) 0.04 (0.04)

Household
size

One person 1586 (25.9) 117 (7.3) 1469 (92.7) 1477 (93.2) 109 (6.8) 1.01 (1.57) 0.06 (0.01) 80.86 (197.26) 0.03 (0.02)

2 people 2219 (36.5) 140 (6.3) 2079 (93.7) 2107 (94.9) 112 (5.1) 1.08 (1.65) 0.06 (0.01) 84.91 (209.09) 0.03 (0.02)

3 people 969 (15.8) 68 (7.1) 901 (92.9) 924 (95.4) 45 (4.6) 0.89 (1.53) 0.06 (0.01) 82.79 (172.72) 0.04 (0.03)

4 people 890 (14.8) 67 (7.6) 823 (92.4) 859 (96.6) 31 (3.4) 0.70 (1.13) 0.06 (0.01) 83.94 (213.37) 0.02 (0.02)

5 people or
more 331 (5.4) 23 (6.9) 308 (93.1) 314 (94.9) 17 (5.1) 0.50 (0.67) 0.06 (0.01) 92.08 (205.55) 0.04 (0.03)

Unknown 93 (1.5) 9 (8.8) 84 (91.2) 86 (93.2) 7 (6.8) 1.15 (2.29) 0.07 (0.01) 68.55 (163.15) 0.04 (0.03)

Intake of
immunosup-
pressive
drugs

Yes 178 (2.9) 11 (6.1) 167 (93.9) 166 (93.3) 12 (6.7) 1.09 (1.21) 0.06 (0.02) 103.35 (234.73) 0.03 (0.02)

No 5855 (96.0) 406 (6.9) 5449 (93.1) 5550 (94.8) 305 (5.2) 0.94 (1.53) 0.06 (0.01) 82.39 (199.94) 0.03 (0.02)

Unknown 55 (1.1) 7 (10.9) 48 (89.1) 51 (93.8) 4 (6.2) 0.81 (0.64) 0.06 (0.008) 144.25 (233.67) 0.01 (0.01)
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Table 2. Cont.

Covariate Category
Number of
Participants
N (%)

Qualitative Anti-N
N (%)

Qualitative Anti-S
N (%)

Quantitative Anti-N
Mean Value (SD)

Quantitative Anti-S
Mean Value (SD)

Positive Negative Positive Negative Positive Negative Positive Negative

Time since
infection

Less than
three
months ago

11 (0.1) 7 (63.6) 4 (36.4) 10 (90.9) 1 (9.1) 0.74 (1.53) 0.03 (0.03) 835.43 (653.70) 0.04 (NA)

Three to less
than six
months ago

10 (0.1) 3 (30.0) 7 (70.0) 10 (100.0) 0 (0.0) 0.74 (1.00) 0.05 (0.03) 184.22 (387.26) -

Six to twelve
months ago 81 (1.3) 57 (70.3) 24 (29.7) 81 (100.0) 0 (0.0) 1.04 (1.75) 0.06 (0.03) 357.00 (500.08) -

More than
twelve months
ago

118 (1.9) 71 (59.6) 47 (40.4) 116 (98.4) 2 (1.6) 0.76 (1.10) 0.06 (0.02) 221.56 (301.96) 0.05 (0.05)

No infection 5582 (91.8) 0 (0.0) 5582 (100.0) 5268 (94.4) 314 (5.6) - 0.06 (0.01) 67.39 (166.41) 0.03 (0.02)

Unknown 286 (4.8) 286 (100.0) 0 (0.0) 282 (98.7) 4 (1.3) 0.98 (1.56) - 220.78 (323.30) 0.05 (0.03)

Breakthrough
Infection (BTI)

Yes 63 (1.1) 28 (46.4) 35 (53.6) 62 (98.6) 1 (1.4) 0.58 (0.85) 0.05 (0.03) 546.24 (532.41) 0.09 (NA)

No 6018 (98.8) 396 (6.5) 5622 (93.5) 5698 (94.8) 320 (5.2) 0.97 (1.55) 0.06 (0.01) 78.58 (187.13) 0.03 (0.02)

Not applicable 7 (0.1) 0 (0.0) 7 (100.0) 7 (100.0) 0 (0.0) - 0.07 (0.02) 21.87 (19.57) -

Vaccination
scheme and
infection
(immunity)

Infection yes,
not vaccinated 40 (0.7) 40 (100.0) 0 (0.0) 36 (90.0) 4 (10.0) 1.65 (2.64) - 18.30 (60.95) 0.05 (0.03)

Infection
yes + one
vaccination

123 (2.0) 123 (100.0) 0 (0.0) 123 (100.0) 0 (0.0) 1.15 (1.53) - 238.20 (341.43) -

Infection
yes + two
vaccinations

245 (4.0) 245 (100.0) 0 (0.0) 245 (100.0) 0 (0.0) 0.75 (1.23) - 294.99 (398.29) -

Infection
yes + three
vaccinations

16 (0.3) 16 (100.0) 0 (0.0) 16 (100.0) 0 (0.0) 0.79 (1.07) - 437.20 (462.30) -
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Table 2. Cont.

Covariate Category
Number of
Participants
N (%)

Qualitative Anti-N
N (%)

Qualitative Anti-S
N (%)

Quantitative Anti-N
Mean Value (SD)

Quantitative Anti-S
Mean Value (SD)

Positive Negative Positive Negative Positive Negative Positive Negative

Infection no,
not vaccinated 313 (5.1) 0 (0.0) 313 (100.0) 17 (5.5) 296 (94.5) - 0.06 (0.02) 2.56 (7.37) 0.03 (0.02)

Infection
no + one
vaccination

257 (4.1) 0 (0.0) 257 (100.0) 244 (94.9) 13 (5.1) - 0.07 (0.01) 27.40 (62.10) 0.04 (0.03)

Infection
no + two
vaccinations

4756 (78.3) 0 (0.0) 4756 (100.0) 4752 (99.9) 4 (0.1) - 0.06 (0.01) 43.06 (90.88) 0.06 (0.02)

Infection
no + three
vaccinations

338 (5.5) 0 (0.0) 338 (100.0) 334 (98.9) 4 (1.1) - 0.06 (0.01) 482.71 (414.94) 0.03 (0.04)

* (-) indicates NA(NA); ** The values for the “unknown” category of the corresponding variables have been imputed for the modeling process; *** These participants were vaccinated on
the day of blood sampling and thus considered as “not vaccinated”.
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To evaluate the risk of infection (anti-N seropositivity) based on qualitative binary
anti-N results, a multivariable logistic regression model was used. Odds ratios (OR), 95%
confidence intervals (CI), and p-values were computed. For the quantitative analyses, only
participants with positive anti-N/S antibody values were included since the negative region
is just affected by noise measurement and has no biological meaning. Two multivariable
generalized linear models (GLM) with gamma distribution were fitted, with exponentiated
coefficients representing the expected multiplicative changes in anti-N/S antibodies, 95%
CIs, and p-values as output. To stabilize the anti-N model, fitting values greater than 10
were set to 10 (5 participants).

The covariate representing the cumulative number of COVID-19 cases detected in
Munich (log-transformed to address the skewed distribution) was incorporated into all
three models. This adjustment considered the different durations of potential exposure
during the recruitment period. The covariables used in the three models are listed in
Table 1, color-coded by model affiliation, and selected based on medical relevance. The
missingness in the covariables was corrected by multiple imputations with m = 5 iterations.
The response variables were also used in the multiple imputation procedure to obtain
unbiased regression coefficients [38]. The total variance of the coefficient estimates over
the repeated analyses was computed using Rubin’s rules [39]. The model evaluation was
performed using (i) the area under the receiver operating characteristic curve (AUC) value
obtained from a ten-fold cross-validation for the qualitative analysis of binary anti-N and
(ii) diagnostics plots for the quantitative analyses (Supplemental Figure S1).

All statistical analyses and visualization were performed using the R software (version
4.1.1, R Development Core Team, 2021). The models were estimated using the R package
mgcv [40], and the visualization was conducted using the package APCtools [41].

3. Results
3.1. Cohort Description

Of a total of 6467 participants who were recruited for this study, 379 had to be excluded
because of

• missing or incomplete antibody measurements (n = 13);
• missing or implausible self-reported year of birth (n = 303);
• participation in clinical vaccination trials or recruitment after 16 December 2021 n = 27);
• vaccination with brands not authorized in Germany (n = 13);
• missing or diverse information on sex (n = 8);
• implausible vaccination dates (n = 3)
• unknown vaccination scheme (n = 12).

The final dataset that was analyzed included 6088 participants who were enrolled in
16 different institutional subgroups. All of these participants had complete measurements of
anti-S/anti-N antibodies and self-reported questionnaire data (as shown in Figure 1). In to-
tal, 6088 participants were included in the qualitative binary anti-N model, 424 participants
in the quantitative anti-N model, and 5750 participants in the quantitative anti-S model.

A description of the final cohort can be found in Table 2. Participants were aged from
18 to 96 years, with a mean/median age of 41.8/41.0. Thereof, 72.0% (4379/6088) were
female, and 28.0% (1709/6088) male. The majority of study participants were HCWs in
hospitals (79.8%, 4860/6088) or of other HC institutions (9.1%, 557/6088), while 11.0%
(671/6088) were non-HCWs but from the general population. A total of 94.8% (5676/6088)
of the participants were anti-S positive, while only 6.9% (424/6088) were anti-N positive.
When the analysis was limited to HCWs, 6.9% (374/5417) were found to be anti-N positive.
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3.2. Risk Factor Analysis for Anti-N Seropositivity

To determine the risk factors for contracting SARS-CoV-2, the qualitative anti-N serol-
ogy test was used in conjunction with different covariables in a multivariable logistic
regression model. The variables were selected following medical relevance and are de-
scribed in Table 1. The results are presented in both Figure 2, where they are displayed as
ORs, and in Supplemental Table S1, where they are displayed as logarithms of the ORs.
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Figure 2. Risk factor analysis for SARS-CoV-2 infection, based on positive anti-N serology. Results are
based on a logistic regression model and are given as ORs with a 95% CI. The obtained value of model
evaluation using pooled AUC was 0.7398. (A) Estimates for categorical variables. (B) Estimates for
continuous variables with 95% CI represented by the grey shadowed region.



Viruses 2023, 15, 1574 15 of 25

The results indicate that compared to the general population, there is a statistically
significant positive association between being an HCW employed in a hospital and an
increased risk of contracting the virus (Barmherzige Brüder 46.8 [22.1, 99.1], LMU Klinikum
8.6 [4.2, 17.6], MK Bogenhausen 10.0 [4.4, 22.2], MK Harlaching 9.7 [3.9, 23.8], MK Neu-
perlach 5.2 [1.6, 16.6], MK Schwabing 5.8 [2.4, 14.1], MK Thalkirchner Straße 7.8 [2.1, 28.3],
MS Rümannstraße (6.3 [1.0, 40.9] and Seefeld 10.4 [3.0, 35.8]). This was also the case for
HCWs employed in institutions of long-term care (Eichenau 46.6 [12.9, 168.3], MS Heilig
Geist 29.9 [10.9, 82.1] and Obersendling 15.4 [3.5, 67.9]) and for HCWs employed in the
vaccination center Riem (11.4 [5.4, 24.2]). Interestingly, two centers did not show a statis-
tically significant association between being an HCW and an increased risk of infection
(Tropical Institute (3.8 [0.7, 20.2]) and Friedenheimer Brücke (5.8 [0.6, 50.5]). The vaccination
scheme analysis revealed a strong negative association for individuals vaccinated with
two (0.03 [0.01, 0.05]) or three (0.02 [0.008, 0.04]) doses compared to unvaccinated individu-
als. Compared to non-vaccinated participants (353 individuals), no significant effect for
a vaccination with one dose (380 individuals) could be found (0.6 [0.3, 1.1]). Participants
reporting a past known contact with SARS-CoV-2-positives demonstrated a strong positive
association with anti-N antibody seropositivity (2.2 [1.7, 2.8]) compared to those having
none or unwitting contact. Interestingly, compared to non-smokers, a strong negative
association could be detected only for current smokers (0.5 [0.3, 0.7]) (former smokers not
significant 0.8 [0.5, 1.1]). Age (1.0 [0.9, 1.0]), sex (male 1.0 [0.8, 1.3]), household size (2 people
0.8 [0.6, 1.0], 3 people 0.9 [0.6, 1.3], 4 people 0.9 [0.6, 1.3], 5 people or more 0.9 [0.5, 1.5],
intake of immunosuppressive drugs (yes 0.7 [0.3, 1.4]) and having had contact with patients
(yes 1.1 [0.8, 1.5]) were not statistically significant associated with anti-N seropositivity. The
cumulative cases in the Munich municipality, indicating the development of the pandemic,
were also shown to be non-significant (2.5 [0.8, 7.5]).

3.3. Determinants of Antibody Response after SARS-CoV-2 Infection

To identify the factors that influence antibody responses following infection with
SARS-CoV-2, the quantitative anti-N serology was associated with different covariables
in a multivariable GLM with gamma distribution. The variables were selected following
medical relevance and are described in Table 1. The findings of this analysis are presented
in Figure 3 as the expected multiplicative changes in anti-N/S antibodies (exponentiated
coefficients) and in Supplemental Table S2 as coefficients of the model. The vaccination
scheme analysis revealed that individuals with two (0.4 [0.2, 0.9]) and three vaccination
doses (0.3 [0.1, 0.9]) had lower anti-N antibody levels compared to unvaccinated ones. No
significant effect was found for participants with one vaccination dose (0.6 [0.3, 1.2]). A
negative association could be detected for current smokers (0.6 [0.4, 1.0]), compared to
non-smokers (former smokers not significant 1.1 [0.7, 1.7]). Age as a continuous variable
was found to be a significant determinant, with older participants demonstrating higher
anti-N antibody levels compared to younger ones (1.0 [1.003, 1.02]). Sex (male 1.2 [0.9, 1.6]),
intake of immunosuppressive drugs (yes 1.1 [0.4, 2.8]), time since infection (three to less
than six months ago 1.9 [0.1, 36.2], six to twelve months ago 1.3 [0.5, 3.2], more than twelve
months ago 0.9 [0.3, 2.5]), BTI (yes 0.9 [0.4, 1.9]) and cumulative cases (1.9 [0.5, 6.9]) were
not significant.
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Figure 3. Anti-N antibody level after infection. Association between quantitative anti-N serology
and determinants of antibody response. Results are based on a GLM with gamma distribution and
are given as the expected multiplicative changes in anti-N/S antibodies (exponentiated coefficients)
with a 95% CI. (A) Estimates for categorical variables. (B) Estimates for continuous variables with
95% CI represented by the grey shadowed region.

3.4. Determinants of Antibody Response after SARS-CoV-2 Vaccination and/or Infection

To ascertain the determinants that impact the antibody response after SARS-CoV-2
vaccination and infection, the quantitative anti-S serology was associated with different
covariables in a multivariable GLM with gamma distribution. The results are presented
in Figure 4 as the expected multiplicative changes in anti-N/S antibodies (exponentiated
coefficients) and Supplemental Table S3 as coefficients of the model. Compared to unvacci-
nated but infected individuals, a strong positive association could be found for participants
who were vaccinated one (4.4 [1.6, 12.2]), two (23.4 [8.4, 64.8]), or three (469.5 [162.9, 1352.8])
times but did not undergo an infection. An even stronger positive association was found
for participants who were vaccinated one (15.9 [6.3, 40.0]) or two (51.0 [20.9, 124.8]) times
and underwent an infection. The group that received three vaccinations in addition to a
past infection had a lower estimate (81.9 [20.6, 325.0]) compared to the group with three
vaccinations but no previous infection. However, the estimate was still higher than the
group that had received two vaccinations and had a history of infection. Moreover, days
since the second vaccination and thus completion of the primary vaccination schedule
revealed a high negative association (0.994 [0.993, 0.995]). Participants with BTI (infection
occurring two weeks after the second vaccination) demonstrated a positive association
compared to non-BTI infections (infection prior to or within two weeks after the second
vaccination) (4.0 [2.2, 7.4]). Interestingly, the cumulative cases in the Munich municipality,
indicating the development of the pandemic, were also shown to be significant (2.5 [1.6, 3.8]).
Age was found to be a significant determinant, with older participants demonstrating a
negative association with anti-S antibody quantity compared to younger participants (0.987
[0.983, 0.992]). Compared to non-smokers, a negative association could be detected for
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current smokers (0.8 [0.6, 0.9]) (former smokers not significant 1.0 [0.8, 1.1]). Time since
infection (three to less than six months ago 0.7 [0.2, 2.6], six to twelve months ago 1.5 [0.6,
3.8], more than twelve months ago 1.3 [0.5, 3.4], no infection 0.4 [0.1, 1.2]), as well as sex
(male 0.9 [0.8, 1.0]) and intake of immunosuppressive drugs (yes 1.1 [0.8, 1.5]) were not
statistically significantly associated with quantitative anti-S serology.
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4. Discussion

In this study, we explore the factors contributing to COVID-19 infections in a cohort
comprising both the general population and HCWs, who face an increased risk of exposure
to the SARS-CoV-2 virus. We utilized capillary blood samples to detect the presence
of SARS-CoV-2 antibodies, which are indicative of previous infections, including both
symptomatic and asymptomatic cases, as well as vaccination history. Moreover, our
analysis aimed to identify factors that influence the immune response following infection
or vaccination.

The recruitment process for KoCo-Impf took place over a period of seven months
during the waves of the pandemic. To consider the changing time under risk, we included
the overall cumulative number of cases in Munich at the respective recruitment time as a
continuous covariate in our analysis. Our analysis showed that this variable has a positive
though not significant, effect on anti-N seropositivity, indicating that HCWs were only
weakly affected by the infection waves of the general population. One possible explanation
is that since most of the reported infections occurred between six and twelve months
prior to blood sampling, they mostly occurred in the first half of 2021. As a result, any
association between the cumulative number of cases and anti-N seropositivity in the second
half of 2021 may not be evident. Another reason could be that localized outbreaks within
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specific institutions strongly influence the observed differences. This could potentially
overshadow the effects of broader waves occurring within the general population. Other
reasons could be that there was increasing availability of personal protective equipment
(PPE) [42] and changes in risk behavior in 2021 [43]. In Bavaria, wearing protective
FFP2 masks became mandatory in January 2021. Additionally, restrictions on access to
public life were introduced in August 2021, based on vaccination, infection, and testing
status, to reduce transmission rates [43]. As PPE has been shown to reduce the risk of
infection [44], the increasing use of PPE may have compensated for any emerging outbreaks
in 2021. In contrast, we found that the cumulative cases had an impact on anti-S antibody
response, which could be explained by the different immune solicitations during the
different waves. The dominant virus variant in Germany changed from alpha to delta in
June 2021 [45], and a heterologous vaccination scheme was recommended from July 2021
onward [25–27,46,47]. Vaccination with Comirnaty rather than Spikevax was recommended
for individuals younger than 30 years in November 2021 [48].

Age was found to be a statistically significant factor in anti-N immune response, with
older participants showing higher levels after infection compared to younger ones. This
is consistent with previous research that found a correlation between higher levels of the
anti-N antibody and older age, male gender, ethnicity, and prior symptom history [49–51].
This suggests that infections in elderly individuals could lead to a more severe course of the
disease and higher production of antibodies. In contrast to the anti-N immune response,
our study showed that older age results in a decreased anti-S immune response, which is
consistent with previous studies [21,22,52,53]. This suggests that the stimulation caused by
vaccinations is more effective in younger individuals when compared to older ones.

Another aspect to consider when examining the pattern of higher anti-N levels after
infection but generally lower anti-S levels in non-infected individuals of higher age is the
longitudinal development of the immune response in relation to the time since vaccination.
Since older individuals are considered a “high-risk” group, they were vaccinated earlier
than younger individuals [6–8]. Considering that anti-S antibodies follow a pattern of rising,
peaking, falling, and eventually reaching a plateau [53], the earlier timing of vaccination
could have led to a decrease in the anti-S antibody titer at the time of blood collection,
resulting in a lower overall level. Consequently, the protection against a second infection is
considered to be lower in this group, posing an increased risk of SARS-CoV-2 infection and
a stronger immune response against the N protein compared to younger individuals who
were recently vaccinated and had a higher anti-S antibody titer shortly after vaccination.

However, it is worth noting that a systematic review and meta-analysis conducted
by Cheng et al. (2022) focused on prime-boost immunization with the COVID-19 vaccine
but only analyzed studies with non-infected participants [27]. Subgroup analyses by age
did not find a significant difference in antibody concentrations between young and old
populations. Nevertheless, this finding may be attributed to the selection bias of only
analyzing non-infected individuals. Young and elderly people who were most affected
by the pandemic were excluded, and the definition of non-infected might vary between
studies (RT-PCR and serology).

Our analysis has shown that individuals who currently smoke have a lower prevalence
of anti-N SARS-CoV-2 antibodies compared to those who never smoked. It is important
to note that the current smoker group in our cohort had significantly fewer participants
compared to the non-smoker group (1 to 4 ratio). This discrepancy in sample size raises
concerns about the comparability of the two groups, as the underrepresentation of current
smokers may introduce bias to the results. However, the lower risk of infection among
current smokers aligns with similar findings from the analysis of the KoCo19 cohort [30].
Additionally, a recent study by Günther et al. (2022) supports these findings, as it demon-
strated that current smokers were nearly half as likely to test positive for SARS-CoV-2
antibodies compared to non-smokers [54]. That study did not observe any differences
in antibody levels between smokers and non-smokers who had been infected with or
vaccinated against SARS-CoV-2, suggesting that the lower prevalence of antibodies in
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smokers may be attributed to lower infection rates rather than reduced antibody response.
In contrast, our results show a significantly reduced response to both the anti-S and anti-N
antibodies in current smokers compared to non-smokers, consistent with previous studies
by Reusch (2023), Ferrara (2022), and Moncunill (2022) [20,24,52]. Smoking may induce
an immunosuppressive effect, as reported by Haddad (2021) and Sopori (2002) [55,56].
The lower anti-N antibody levels in current smokers compared to never-smokers may
indicate not only a reduced development of antibodies but also a faster seroconversion to
negative levels. Therefore, the anti-N seropositivity in current smokers may not be directly
comparable to the never-smoker group, assuming a similar decrease and subsequent non-
detection of past cases. It is also worth considering that smoking has been identified and
communicated through the media as a risk factor for severe COVID-19 infections, leading
to increased morbidity and mortality. Hence, it cannot be excluded that current smokers
may have taken more precautions to avoid contact compared to non-smokers. The effect of
current smoking on the risk of infection remains controversial and should be interpreted
with caution [57].

The risk factor analysis showed that HCWs had an increased risk of infection compared
to the general population, which is interestingly consistent with previous research on
the KoCo19 cohort and other studies that have identified HCWs as a vulnerable group
for infection [30,44,54]. However, the use of PPE has been shown to reduce the risk of
infection [44], possibly leading to a change in the risk of infection in HCWs over time. Since
our definition of infection is based only on positive anti-N, which remains positive for a
long period of time [58], this baseline analysis of our study is not designed to detect this
aspect. Recent research by Vivaldi et al. (2022) identified a change in the risk of infection
due to time and vaccination status, with HCWs being at a higher risk of infection before
vaccination but a reduced risk of breakthrough infection after primary vaccination [14].
Since the inclusion criteria for the KoCo-Impf study required at least one vaccination, it is
impossible to correct this effect here. However, a follow-up analysis with the KoCo19 and
the KoCo-Impf cohort may provide more insight into this aspect.

Another approach to determining whether HCWs have an increased risk of SARS-CoV-2
infection than the general population is by comparing anti-N seropositivities. In November
2021, the KoCo19 cohort, which represents the general Munich population, conducted
its fourth follow-up in parallel with the KoCo-Impf recruitment. To compare the anti-N
seroprevalence of both cohorts, we focused on the estimates for vaccinated persons in
the KoCo19 cohort. The seropositivity was estimated to be 11.8% (9.8–13.8%) [30]. When
we restricted the KoCo-Impf analysis to only HCWs, we observed a seroprevalence of
6.9% (6.2–7.6%), which is considerably lower than the seroprevalence of the vaccinated
KoCo19 participants at the same time point. However, it is important to note that while
the KoCo19 cohort is population-based and representative of the Munich population
after statistical weighting, the KoCo-Impf cohort can be considered a convenience sample
since it was not randomly selected. Therefore, it might be very complicated to compare
both seroprevalences. This further emphasizes the importance of representative study
designs. As the risk factor analysis for both KoCo19 and KoCo-Impf indicated a statistically
significant higher risk of infections among HCWs, the lower seroprevalence in KoCo-
Impf could be attributed to variations in infection and vaccination timing compared to
the general population. Due to their higher risk, it is possible that HCWs were infected
more frequently during the period when the general population was receiving their first
two vaccinations. As HCWs, they had better access to testing facilities, which allowed
them to become aware of their infection and receive vaccinations later in accordance with
vaccination policies. On the other hand, in the general population, it is likely that more
individuals were unknowingly infected and still received vaccinations despite their recent
infection. The relatively lower underreporting probability among HCWs likely resulted
in fewer cases where individuals were vaccinated despite having been recently infected,
leading to lower seroprevalence among HCWs.
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The risk of SARS-CoV-2 anti-N seropositivity was found to be higher among all HCWs
except for those working in two specific institutions: Friedenheimer Brücke and Tropical
Institute. While HCWs at Friedenheimer Brücke and the Tropical Institute have regular
patient interactions, their work environment differs from that of HCWs in hospitals and
long-term care facilities. Friedenheimer Brücke specializes in prenatal diagnostics, while the
Tropical Institute primarily focuses on travel counseling and vaccinations. As a result, both
facilities have a smaller patient population, and if symptomatic, these patients can choose to
stay at home, thereby reducing the risk of infection for the personnel. The analysis did not
find a significant effect of patient contact on SARS-CoV-2 anti-N seropositivity, suggesting
that the increased risk of infection may be due to occupational activities and the working
environment. This is consistent with recent research identifying occupational activities
(tracheal intubation) as a risk factor for HCWs [44]. In addition, differences in infection
frequency and spread between institutions can lead to variations in seropositivity rates.

As the institutional subgroup was found to have the strongest effect as a covariate,
a sensitivity analysis was performed to evaluate how it impacted the overall risk factor
analysis (Supplemental Table S4). However, no remarkable difference was observed.

Upon studying the kinetics of the anti-S antibody response, we found that the level
increases with the number of COVID-19 vaccinations but decreases after days since
the second vaccination. These results are consistent with previously published stud-
ies [52]. When individuals with one or two doses of vaccination were additionally in-
fected, our analysis showed that they presented significantly higher anti-S values com-
pared to only vaccinated individuals. Interestingly, with three vaccinations, the effect
was reversed. While other studies with one or two vaccinations have shown similar be-
havior, we could not find comparable studies in the literature on the analysis of three
vaccinations [21,22,52,53]. The combination of three vaccinations and one infection sug-
gests that either the infection occurred in the early phases of the pandemic or recently (an
infection between the vaccination scheme can be excluded in the time before Omicron),
but the effect might be smaller due to the passage of time or ongoing immune response.
This can be confirmed by the similarities with the estimate of two vaccinations with or
without infection.

Our findings also indicate that the sequence of the triggers is important, with BTIs
showing higher anti-S antibody titers but a non-significant tendency towards lower anti-N.
This is in line with the other literature where the interpretation is that the immune system
is solicited with vaccination (higher anti-S) so that a severe disease can be prevented (lower
anti-N, since less reaction is needed) [59–61].

It is interesting to note that even though SARS-CoV-2 infection clearly affects the anti-S
immune response, the duration since infection did not have a significant effect in any of
our models. This finding is consistent with results that have already been published [20].
Numerous studies have demonstrated that the longitudinal development of both anti-N
and anti-S antibodies follows a pattern of increasing, peaking, decreasing, and ultimately
plateauing [53,62,63]. In our data, most of the reported infections occurred between six and
twelve months prior to blood sampling, during which time most participants had already
reached the plateau phase. Therefore, the lack of statistical significance is likely due to the
fact that the only trajectory that can be fitted to these data is the plateau phase.

The analysis presented in this study encompasses the time period starting from the
onset of the pandemic until December 2021. Therefore, the conclusions derived from this
analysis specifically pertain to SARS-CoV-2 infections caused by the wild-type to delta
variants of concern. A follow-up was carried out in May 2022 to include the circulation of
the omicron variant of concern. A follow-up manuscript will present the findings of this
follow-up study and compare them with the results obtained from the initial analysis.

The number of individuals who tested positive for anti-N antibodies but were unvacci-
nated (40) is lower than the number of individuals who tested positive for anti-S antibodies
(53), even though their antibody response can only be attributed to a natural infection. This
difference of 13 samples is likely due to the recruitment process rather than the assays them-
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selves. Our cohort recruitment includes individuals at various stages of infection (recently
infected, infected long ago, etc.) and at different time points of vaccination. Consequently,
it is possible that a recently infected individual may only exhibit one type of antibody since
their development requires time. On the other hand, someone who was infected a long time
ago may have already seroconverted back, although not completely for both antibodies.
Furthermore, information regarding vaccination status relies on self-reported questionnaire
data, which may be influenced by bias or incomplete responses. Therefore, the discrepancy
in this small number of samples is likely a combination of these factors.

After more than a year since the onset of the pandemic, we established the KoCo-Impf
cohort to examine antibody development following vaccination and infection. Consid-
ering the significant findings already observed with KoCo19, we primarily focused on
recruiting HCWs who face a specific risk of infection due to their frequent contact with
multiple individuals, some of whom may be infected. It is important to note that our study
population represents a convenience sample consisting solely of non-randomly selected
vaccinated individuals. This aspect makes it more challenging to compare our results
directly with those of the general population. However, the unique combination of our
definition of seropositivity (based on anti-N and anti-S values) and the large sample size
with detailed vaccination information makes our cohort unique in the world. We also
found that vaccination protects against infection, but elderly people tend to have weaker
immune responses and present higher anti-N but lower anti-S values compared to younger
participants. Interestingly, smokers had a decreased risk of infection and lower immune
responses after both vaccination and infection. HCWs were found to have a higher risk of
SARS-CoV-2 infection in both the KoCo19 and the KoCo-Impf studies. However, only a few
risk factors, such as age, vaccination status, contact with SARS-CoV-2 positive cases, and
smoking status, were found to be statistically significant. As a result, no specific subgroups
of HCWs requiring greater protection were identified. Instead, it is crucial to ensure the
protection of all HCWs regardless of individual characteristics.

5. Conclusions

HCWs had a higher risk of SARS-CoV-2 infection in both the KoCo19 and KoCo-Impf
studies. Multiple vaccinations and diverse vaccination schedules reduced infection risk
while influencing the anti-N and anti-S immune response. Age impacted immune response,
with older individuals exhibiting differences compared to younger ones. Interestingly,
smokers had a lower infection risk, but their immune response weakened after vaccination
and infection. The limited number of significant risk factors indicates that no specific HCW
subgroups require heightened protection but that the protection of all HCWs remains
crucial, regardless of individual characteristics.
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The representative COVID-19 cohort Munich 
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to the Delta virus variant
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Michael Hoelscher3,6,10,11†, Christiane Fuchs1,2,8,13†, Noemi Castelletti3,11,14*† and the KoCo19/ORCHESTRA‑study 
group 

Abstract 

Background Population‑based serological studies allow to estimate prevalence of SARS‑CoV‑2 infections 
despite a substantial number of mild or asymptomatic disease courses. This became even more relevant for decision 
making after vaccination started. The KoCo19 cohort tracks the pandemic progress in the Munich general population 
for over two years, setting it apart in Europe.

Methods Recruitment occurred during the initial pandemic wave, including 5313 participants above 13 years 
from private households in Munich. Four follow‑ups were held at crucial times of the pandemic, with response rates 
of at least 70%. Participants filled questionnaires on socio‑demographics and potential risk factors of infection. From 
Follow‑up 2, information on SARS‑CoV‑2 vaccination was added. SARS‑CoV‑2 antibody status was measured using 
the Roche Elecsys® Anti‑SARS‑CoV‑2 anti‑N assay (indicating previous infection) and the Roche Elecsys® Anti‑SARS‑
CoV‑2 anti‑S assay (indicating previous infection and/or vaccination). This allowed us to distinguish between sources 
of acquired antibodies.

Results The SARS‑CoV‑2 estimated cumulative sero‑prevalence increased from 1.6% (1.1‑2.1%) in May 2020 to 14.5% 
(12.7‑16.2%) in November 2021. Underreporting with respect to official numbers fluctuated with testing policies 
and capacities, becoming a factor of more than two during the second half of 2021. Simultaneously, the vaccina‑
tion campaign against the SARS‑CoV‑2 virus increased the percentage of the Munich population having antibodies, 
with 86.8% (85.5‑87.9%) having developed anti‑S and/or anti‑N in November 2021. Incidence rates for infections 
after (BTI) and without previous vaccination (INS) differed (ratio INS/BTI of 2.1, 0.7‑3.6). However, the prevalence 
of infections was higher in the non‑vaccinated population than in the vaccinated one. Considering the whole follow‑
up time, being born outside Germany, working in a high‑risk job and living area per inhabitant were identified as risk 
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factors for infection, while other socio‑demographic and health‑related variables were not. Although we obtained 
significant within‑household clustering of SARS‑CoV‑2 cases, no further geospatial clustering was found.

Conclusions Vaccination increased the coverage of the Munich population presenting SARS‑CoV‑2 antibodies, 
but breakthrough infections contribute to community spread. As underreporting stays relevant over time, infec‑
tions can go undetected, so non‑pharmaceutical measures are crucial, particularly for highly contagious strains 
like Omicron.

Keywords COVID‑19, SARS‑CoV‑2, Population‑based cohort study, Sero‑prevalence, Sero‑incidence, Vaccination 
status, Breakthrough infections, ORCHESTRA 

Background
SARS-CoV-2 became pandemic mid-March 2020, within 
three months after the first report on 31st of December, 
2019 in the city of Wuhan, Hubei province, China [1, 2]. 
In Germany, the first COVID-19 cases were observed 
in the municipality of Munich in late January 2020 [3]. 
Since then, the number of infections has been one of 

the predominant topics for political and social life [4, 5]. 
Looking at the pandemic in Munich in the time-frame 
between February 2020 and April 2022, four waves of 
infection can be identified (Fig. 1A):

– First wave: late January – mid June 2020
– Second wave: mid June 2020 – mid February 2021;

Fig. 1 Epidemic evolution in Munich with description of the sample analysis. A Black: number of new daily SARS‑CoV‑2 cases officially reported 
by the Robert Koch Institute (RKI). Blue: number of blood/DBS samples of the KoCo19 collected daily. B Description of the lab analysis. With anti‑N, 
anti‑S and the response to the questionnaire item on vaccination it was possible to define the participants as: infected and vaccinated, infected 
and non‑vaccinated, non‑infected and vaccinated and non‑infected and non‑vaccinated. Blue shaded regions denote a negative response 
while orange regions a positive one
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– Third wave: mid February 2021 – end July 2021;
– Fourth wave: end of July 2021 – after the end of the 

analysed period.

In the first wave, the main non-pharmaceutical inter-
ventions applied were to reduce contacts in the whole 
city of Munich followed by a lifting of the restrictions 
with still severe contact reductions. During this early 
phase of the pandemic, PCR tests were scarce good, and 
we suspect that only few chance finds entered the offi-
cial statistics. In the second wave, contacts between peo-
ple were reduced from June to October 2020, followed 
by stronger regulations, including FFP2 mask obliga-
tion. At the end of December 2020, only twelve months 
after the start of the pandemic, effective vaccines were 
introduced in Germany [6], preventing infection or at 
least reducing symptoms [7]. In parallel, the test capac-
ity increased: starting in July 2020, the Bavarian state 
(including Munich) provided access to free PCR tests 
for all citizens, even without symptoms without a limit 
per person [8]. Antigen rapid tests became available 
nationwide for institutions like nursing homes or schools 
towards the end of 2020. By contact tracing more asymp-
tomatic infected individuals could be identified [9–11]. 
In the third wave, the lock-down from the previous wave 
still continued with the so-called "emergency brake" 
starting in mid-April 2021: stronger contact reduction, 
night-time curfew and closure of many stores [12]. Dur-
ing this wave, the first new virus variant of SARS-CoV-2 
was observed [13]: in early March 2021, the Alpha vari-
ant (B.1.1.7 variant) was detected in more than 40% of 
tested positive cases in Germany [14]. From early 2021 
on, the testing capacity was further increased nationwide, 
and antigen test became available for home use [15, 16].
Such low-threshold access to testing supposedly facili-
tated detecting asymptomatic cases, which entered the 
official numbers after PCR confirmation. The fourth wave 
of the pandemic started in Munich with almost all cases 
classified as Delta (B.1.617.2) variant. Further relaxations 
were possible in the summer breaks from July 2021: more 
visitors at outdoor and cultural events, restaurants could 
stay open longer, mask rules were relaxed, bars could reo-
pen [17, 18]. In October 2021, even clubs were allowed to 
open again [19].

Decisions on non-pharmaceutical interventions were 
mostly taken under the guidance of official case reports, 
which were shown to underestimate the true case num-
bers especially at the beginning of the pandemic, when 
testing capacity was still low [20]. In order to gain a bet-
ter understanding of the true case numbers, we started 
the prospective Munich COVID-19 cohort (KoCo19) in 
April 2020 including 5313 participants living in private 
households. In this population-based cohort study we 

measured SARS-CoV-2 antibody prevalence at the fol-
lowing times of the pandemic (Fig. 1A):

– May 2020 at the peak of the first wave in Germany,
– December 2020, at the beginning of the second wave,
– March 2021, at the peak of the third wave and at the 

beginning of the vaccination campaign for the gen-
eral population,

– August 2021, at the end of the third wave with around 
68% of the general population 14 years or older being 
vaccinated against SARS-CoV-2,

– November 2021, in the middle of the fourth wave 
and before the spread of the Omicron variant started 
in Germany.

To the best of our knowledge, KoCo19 is the SARS-
CoV-2 cohort with the longest follow-up time in the 
world. On December 1st, 2020, the KoCo19 cohort 
joined the ORCHESTRA (Connecting European Cohorts 
to Increase Common and Effective Response to SARS-
CoV-2 Pandemic) project. During the whole pandemic, 
KoCo19 results were used to advise political decision 
making.

We here present the evolution of SARS-CoV-2 cumu-
lative sero-positivity in the Munich general population 
14 years and older over time. Furthermore, we report on 
risk factors for SARS-CoV-2 infection over time. The data 
described here were not published elsewhere.

Methods
Study population and field work
Baseline and follow‑up questionnaires
A detailed description of the baseline study can be found 
in [20, 21]: We randomly sampled the Munich cohort 
of private households between April 5th and June 12th, 
2020. Only household members 14 years and older who 
gave written informed consent were included in the 
cohort. For participants younger than 18 years, informed 
consent was obtained from the parents as well as the par-
ticipants themselves.

Analyses use information from baseline individual and 
household questionnaires and from individual follow-up 
questionnaires. The different questionnaires were already 
described in detail [20], and included information on: 
socio-demographics, country of birth, smoking status, 
chronic conditions, general health, household size, living 
area per inhabitant, household type, housing type, self-
estimated health-related risk taking behaviour, personal 
contacts, number and intensity of leisure time activities 
before the pandemic (in February 2020), number and 
intensity of leisure time activities two weeks prior to 
the follow-up questionnaire. Starting from Follow-up 2, 
we also asked about SARS-CoV-2 vaccination including 
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the number of vaccinations, type of vaccine and date of 
vaccination.

Baseline and follow‑ups SARS‑CoV‑2 antibody study
At recruitment, a serum sample was gathered for 5313 
household members 14 years and older. Thereafter, four 
antibody follow-ups were conducted in December 2020 
[20], March 2021, August 2021 and November 2021 
(Fig.  1A). Follow-ups were performed by sending out 
boxes with a self-sampling kit to take a capillary blood 
sample (dry blood spot; DBS). A detailed description of 
the DBS analysis procedure can be found in [22]. When 
self-DBS collection was impossible, participants were 
invited to give serum and DBS at our study centre.

For the measurements at baseline [23] and Follow-up 
1, only the Elecsys® Anti-SARS-CoV-2 anti-N (Roche) 
(hereafter called Ro-N-Ig) assay was used for antibody 
detection after infection. From Follow-up 2 on, in addi-
tion, also the Elecsys® Anti-SARS-CoV-2 anti-S (Roche) 
(hereafter called Ro-RBD-Ig) assay was applied. This was 
necessary to distinguish antibodies due to infection (i.e., 
anti-S and anti-N present) and antibodies only due to 
vaccination (i.e., only anti-S present) (Fig. 1B).

For the measurement with full blood sampling, an 
optimised cut-off of 0.4218 for Ro-N-Ig was applied to 
indicate sero-positivity [23]. Estimates of sensitivity and 
specificity of blood Ro-N-Ig compared to reverse-tran-
scription polymerase chain reaction (RT-PCR) were used 
to adjust the prevalence.

Taking full blood samples as ground truth, sensitiv-
ity and specificity of the DBS anti-N method were 99.2% 
and 98.7%, respectively, applying a cut-off of 0.105 [22]. 
Based on our internal validation cohort (data not shown 
here), only samples with Ro-RBD-Ig larger than or equal 
to 0.115 were considered positive (regarding anti-S) for 
vaccination and/or infection. Similarly, the DBS anti-
S method had sensitivity and specificity of 96.6% and 
97.8%, respectively. Since sensitivity and specificity of 
both tests turned out high, no additional adjustment for 
sensitivity and specificity was applied. The cut-offs for 
blood samples, as well as DBS samples, along with their 
sensitivity and specificity, were determined based on 
cohorts randomly selected using serology rather than 
symptom severity. This approach ensured that the assays 
are suitable for detecting milder community infections 
[22, 23].

Using the serological values in combination with ques-
tionnaire information, we were able to classify partici-
pants into the following groups (Fig. 1B):

– Non-vaccinated, non-infected: negative in both anti-
S and anti-N antibodies;

– Vaccinated, non-infected: positive in anti-S and nega-
tive in anti-N antibodies;

– Non-vaccinated, infected: positive in both anti-S and 
anti-N antibodies, negative response to the question-
naire item on vaccination;

– Vaccinated and infected: positive in both anti-S and 
anti-N antibodies, positive response to questionnaire 
item on vaccination.

Statistics
All statistical analyses were performed using the soft-
wares R (version 4.1.3, R Development Core Team, 2021) 
and Python (version ≥ 3.8.5).

After observed sero-conversion, antibody levels were 
imputed positive in all follow-ups, independently of 
the actual results of the round or in case of missingness 
(„ever positiveness “, Fig. 2A). We thus disregard potential 
anit-N waning. Our definition allows us to estimate the 
cumulative sero-prevalence in the considered population, 
which in turn we take as a proxy for cumulative infec-
tions and compare to the official number of positive cases 
reported by the authorities, neglecting reinfections. For 
simplicity, we in the following suppress the word “cumu-
lative” as a specification of the estimated sero-preva-
lence. In order to estimate the population prevalence, 
sero-prevalence estimates (adjusted and unadjusted for 
the sensitivity and specificity of the test) were computed 
using a weighting scheme. First, sampling weights for 
each participant at baseline were calculated according 
to the sampling design of the cohort [21]. These weights 
were then corrected for the attrition observed at each fol-
low-up, modelling the underlying non-response mecha-
nism [24]. The resulting weights were finally calibrated 
on the updated Munich structure at each round regard-
ing age, sex, country of birth, presence of children in the 
household and single member households distributions 
[25]. For the last three follow-ups (March, August and 
November 2021), information on the vaccination status 
of the participants was assessed via questionnaires. The 
missing values (30% for Follow-up 2, 27% for Follow-up 3 
and 8% for Follow-up 4) were imputed via multiple impu-
tation (m = 100) crossing for each round the vaccination 
status with the information on the immune response (Ro-
N-Ig and Ro-RBD-Ig results). The probability p of being 
vaccinated was estimated for each of the four anti-N and 
anti-S combinations for each of the imputed datasets and 
each Follow-up 2 to 4, see e.g. the values of one imputed 
dataset for Follow-up 4 in Table 1. The results for Follow-
up 3 are comparable to these ones. At the beginning of 
the vaccination campaign (Follow-up 2), the probabili-
ties to be vaccinated were lower, especially for anti-S and 
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anti-N positive ( p = 0.06 ) with mostly only infected (and 
non vaccinated) persons.

The imputation was performed using a Bernoulli distri-
bution with probability p for each participant with miss-
ing information.

Considering both Ro-RBD-Ig results and the ques-
tionnaire data, in the last two follow-ups 93% and 97%, 
respectively, of the participants could be assumed 
vaccinated. In contrast, the city of Munich reported 
that approximately 68% and 76%, respectively, of the 

Fig. 2 Cohort description based on the ever‑positive principle, i.e. anti‑N sero‑positivity remains for all rounds after sero‑conversion, 
independently of other blood results or if missing. A Change of serological status of participants: only infected (anti‑N ever positive and stated 
to be non‑vaccinated in the questionnaire), naïve (anti‑N and anti‑S always negative), vaccinated (only anti‑S ever positive), infected & vaccinated 
(in previous round only anti‑S positive, or stated to be vaccinated in the questionnaire), infected without information on vaccination (infected, 
undefined vaccination) and non‑responders/missing. B Observed responder behaviours. Left legend: number of participants. Right legend: number 
of missing rounds. Bottom legend: number of missing samples per round
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population older than 14 years have been vaccinated [26]. 
The calibration of the cohort results is hence of crucial 
importance. The variance associated with the calibrated 
sero-prevalence estimates was computed using lineari-
sation [25] and residual [25, 27] techniques. This vari-
ance accounts for the uncertainty due to the different 
stages of the sampling design (selection of the constitu-
encies and of the households), the non-response mecha-
nism [28] and the calibration process. As a sensitivity 
analysis, unweighted sero-prevalence estimates were 
also computed together with their uncertainty. The vari-
ance was determined by a nonparametric cluster boot-
strap procedure that accounts for household clustering 
[29]. The sero-prevalence estimates were calculated in 
each of the 5000 bootstrap samples (sampling of house-
holds with replacement), and the variance of these 5000 
estimates provided the uncertainty of the unweighted 
estimates. Finally, the variability associated with the 
multiple imputation procedure was added to the vari-
ance of the (weighted and unweighted) sero-prevalence 
estimates following the approach detailed in Honaker 
et al. (2011) [30]. In short, the final variance estimate V  
is a combination of the average of the variance estimates 
Vj , j = 1, . . . ,m (described above) over the m replica-
tions and the variance of the m sero-prevalence estimates 
θj , j = 1, . . . ,m:

The final sero-prevalence estimates were obtained 
using the means of the m estimates, and 95% confidence 
intervals were computed assuming a normal distribution.

Breakthrough infections (BTI) are defined as newly 
infected participants after vaccination. The correspond-
ing SARS-CoV-2-related serological spectrum is hence 
given by: anti-N negative but anti-S positive in the past 
and anti-N positive for a given next round (Fig.  1B). 
Accordingly, newly anti-N positive cases without anti-S 
antibodies in the previous rounds were defined as infec-
tions of naïve subjects (INS). While these estimates could 
be adjusted for the sensitivity and specificity of the test, 

V =
1

m
m
j=1Vj + S2 1+

1

m
,with S2 =

1

m− 1

m
j=1 θj − θ

2

we report in the results Sect.  95% confidence intervals 
(CI) for the ratio INS/BTI without adjustment. Indeed, 
the calculation of the variance requires information at 
the individual level (enabling accounting for the sampling 
design, the non-response, the calibration and the multi-
ple imputation), while the adjustment of the incidence 
rates is done directly on the estimates.

Of interest were also risk factors for infection, with 
the aim to model when, in the course of the pandemic 
period, the infection (anti-N positiveness) occurred. 
Right censoring was adopted for anti-N negative partici-
pants at the end of the observation period, Follow-up 4. 
An extended Cox regression model [31, 32] was applied 
to assess which baseline risk factors increase or decrease 
the risk of infection. Since positivity of individuals in 
one household might depend on each other (resulting in 
a potential high intra-cluster correlation [33]), the Cox 
regression model follows the count process formulation 
of Anderson and Gill [31] to adjust for intra-household 
clustering in the data obtaining robust standard error 
estimates.

The non-response mechanism (Fig. 2B) over the differ-
ent rounds of interrogation was studied using a logistic 
regression. The missingness in the explanatory variables 
was corrected by multiple imputation with m = 5 replica-
tions (Table 2). Due to a high number of missing values 
on the income (Supplemental Figure S1), a sensitivity 
analysis was performed considering complete cases for 
all covariates, except for the income where an indicator 
variable for missingness was used (Supplemental Table 
S1). The results are similar between the two analyses.

In both the risk factor analysis and the non-response 
mechanism analysis, for explanatory variables with two 
categories, a constraint to zero for one category (e.g. 
females vs. males) was used. For covariates with three 
and more categories, a sum-to-zero constraint (i.e. com-
pare each category to the average) was applied.

Results
Cohort development
Since anti-S becomes positive after vaccination but also 
after infection, the definition of being vaccinated for 
infected persons was obtained using the questionnaires 
when available (Fig. 1B). When describing the changes of 
antibody statuses over time, historical information needs 
to be taken into account. Figure  2A applies the defini-
tion of „ever positiveness “ (see Supplemental Figure S2 
for an alternative serological description) and consid-
ers the following major categories: only infected (anti-N 
ever positive, and vaccination excluded based on other 
information), naïve (anti-N and anti-S never positive), 
vaccinated (only anti-S ever positive), and infected & vac-
cinated (anti-N positive after anti-S positive, or anti-N 

Table 1 Estimated probabilities to be vaccinated used for the 
imputation of the vaccination status during Follow‑up 4

Anti-S negative may occur after vaccination in case of a delayed or an absence of 
antibody response. Moreover, Ro-RBD-Ig (anti-S) with a cut-off at 0.115 does not 
provide 100% sensitivity and specificity

Anti-N

Positive Negative

Anti‑S Positive p = 0.94 p = 0.99

Negative p = 0 p = 0.19
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Table 2 Non‑response mechanism at the different follow‑ups using multiple imputation

Variable Categories Follow-up 2 Follow-up 3 Follow-up 4

OR 95% CI p-value OR 95% CI p-value OR 95% CI p-value

Sex Male 0.81 [0.66; 0.98] * 0.97 [0.82; 1.15] 0.83 [0.69; 0.99] *

Age (years) 14–19 0.82 [0.49; 1.37] 0.59 [0.36; 0.97] * 0.61 [0.36; 1.05]

20–34 0.59 [0.45; 0.76] *** 0.55 [0.43; 0.69] *** 0.62 [0.49; 0.78] ***

35–49 0.86 [0.67; 1.11] 1.02 [0.81; 1.30] 0.89 [0.70; 1.15]

50–64 1.47 [1.15; 1.88] ** 1.41 [1.13; 1.76] ** 1.57 [1.24; 1.98] ***

65–79 1.87 [1.36; 2.58] *** 2.01 [1.46; 2.75] *** 1.28 [0.95; 1.71]

80 + 0.88 [0.57; 1.35] 1.06 [0.69; 1.63] 1.48 [0.96; 2.28]

Birth country Not Germany 0.98 [0.76; 1.27] 0.59 [0.47; 0.74] *** 0.63 [0.50; 0.79] ***

Level of education In school 1.00 [0.58; 1.73] 0.88 [0.52; 1.50] 1.00 [0.57; 1.76]

< 12 years 0.94 [0.69; 1.27] 1.10 [0.83; 1.46] 0.93 [0.69; 1.24]

≥ 12 years 1.06 [0.78; 1.45] 1.03 [0.77; 1.37] 1.08 [0.78; 1.48]

Employment status Employed 1.07 [0.86; 1.32] 1.06 [0.87; 1.30] 0.98 [0.78; 1.22]

Self employed 0.89 [0.65; 1.23] 0.85 [0.65; 1.11] 0.90 [0.68; 1.20]

Unemployed 0.75 [0.57; 0.99] * 1.27 [1.00; 1.62] 1.18 [0.90; 1.54]

Others 1.40 [0.84; 2.32] 0.87 [0.58; 1.31] 0.96 [0.59; 1.58]

Risk employment Yes 0.85 [0.63; 1.14] 1.10 [0.86; 1.41] 1.05 [0.82; 1.34]

Smoking status Non smoker 1.00 [0.87; 1.16] 1.17 [1.03; 1.33] * 0.96 [0.84; 1.09]

Past smoker 0.92 [0.78; 1.09] 1.01 [0.87; 1.19] 1.00 [0.87; 1.15]

Current smoker 1.08 [0.91; 1.29] 0.84 [0.72; 0.98] * 1.05 [0.89; 1.23]

General health Not good 0.61 [0.42; 0.88] ** 0.84 [0.60; 1.18] 0.59 [0.41; 0.85] **

Good 0.92 [0.73; 1.15] 1.08 [0.91; 1.28] 0.90 [0.75; 1.08]

Very good 1.28 [1.05; 1.54] * 1.03 [0.88; 1.21] 1.19 [0.99; 1.44]

Excellent 1.39 [1.11; 1.76] ** 1.07 [0.86; 1.33] 1.57 [1.25; 1.97] ***

Respiratory allergies Yes 0.92 [0.71; 1.19] 1.39 [1.10; 1.74] ** 0.83 [0.67; 1.02]

Diabetes Yes 1.37 [0.83; 2.28] 0.78 [0.48; 1.29] 0.81 [0.51; 1.30]

CVD Yes 1.10 [0.75; 1.60] 1.16 [0.87; 1.54] 1.15 [0.83; 1.58]

Obesity Yes 0.86 [0.50; 1.50] 0.89 [0.60; 1.31] 1.01 [0.67; 1.51]

Cancer Yes 0.87 [0.53; 1.43] 0.98 [0.58; 1.67] 1.02 [0.64; 1.63]

Lung disease Yes 0.93 [0.59; 1.45] 0.81 [0.58; 1.14] 0.97 [0.69; 1.36]

Skin allergies Yes 1.12 [0.81; 1.55] 0.98 [0.76; 1.27] 1.18 [0.90; 1.54]

Autoimmune disease Yes 1.28 [0.74; 2.22] 0.97 [0.68; 1.40] 1.34 [0.86; 2.08]

Household type Single 1.23 [0.93; 1.62] 1.25 [0.96; 1.62] 0.94 [0.73; 1.21]

Couple 1.24 [1.03; 1.49] * 1.10 [0.94; 1.29] 1.19 [1.01; 1.40] *

Family 0.85 [0.69; 1.06] 0.86 [0.70; 1.06] 0.89 [0.73; 1.10]

Others 0.77 [0.61; 0.98] * 0.85 [0.68; 1.06] 1.00 [0.78; 1.29]

Household income (Euro)  ≤ 2500 0.84 [0.67; 1.05] 0.81 [0.63; 1.04] 0.94 [0.75; 1.17]

2501–4000 1.01 [0.78; 1.30] 0.91 [0.76; 1.10] 0.92 [0.78; 1.08]

4001–6000 1.13 [0.95; 1.33] 1.16 [0.92; 1.46] 1.09 [0.92; 1.28]

6001 + 1.05 [0.76; 1.44] 1.16 [0.94; 1.44] 1.07 [0.87; 1.32]

Living area/inhabitant (sqm/individual)  ≤ 30 1.13 [0.92; 1.38] 0.97 [0.81; 1.17] 0.96 [0.80; 1.16]

31–40 1.03 [0.86; 1.23] 0.88 [0.75; 1.03] 1.02 [0.86; 1.21]

41–55 0.91 [0.74; 1.10] 1.27 [1.06; 1.51] * 1.10 [0.91; 1.33]

56 + 0.95 [0.74; 1.22] 0.92 [0.74; 1.15] 0.92 [0.75; 1.15]

Building type (nb of apartments) 1–2 1.24 [1.02; 1.51] * 0.90 [0.76; 1.08] 1.11 [0.92; 1.33]

3–4 0.91 [0.70; 1.19] 1.48 [1.14; 1.91] ** 1.03 [0.80; 1.31]

5 + 0.88 [0.75; 1.04] 0.75 [0.64; 0.88] *** 0.88 [0.75; 1.03]

Seropositivity in the previous rounds Negative 4.52 [3.78; 5.40] *** 5.42 [4.74; 6.19] *** 5.27 [4.63; 6.01] ***

Positive 2.01 [1.48; 2.72] *** 1.88 [1.54; 2.30] *** 1.90 [1.57; 2.31] ***

Missing 0.11 [0.09; 0.13] *** 0.10 [0.08; 0.12] *** 0.10 [0.09; 0.12] ***

Variables with 2 categories have contrasts with one category set to 0. For variables with 3 and more categories, constraint sum-to-zero contrasts was applied
OR odds ratio
p-value: *** p < 0.001; ** p < 0.01; * p < 0.05
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positive with respective questionnaire information). 
From Follow-up 2 on, participants started moving from 
the naïve to the vaccinated status, which became the most 
prominent stage in Follow-ups 3 and 4. The status of non-
responders is labelled as missing: 64% (3396/5313) of the 
participants gave blood in all rounds, 11% (578/5313) / 
8% (401/5313) / 6% (332/5313) had exactly one/two/three 
rounds missing, and 11% (606/5313) dropped out for all 
four follow-ups after the baseline measurement (Fig. 2B). 
Some non-responders still answered back in subsequent 
round(s), thus moving away from stage missing. Overall, 
the response rate was satisfactory (83% Follow-up 1; 82% 
Follow-up 2; 73% Follow-up 3; 71% Follow-up 4; Fig. 2B), 
especially considering the duration of the cohort.

Non-responder analyses
The non-response mechanism for the Follow-up 1 was 
previously presented [20]. We show the results for 
the last three follow-ups (Table  2). Females and par-
ticipants between 50 and 79  years were more likely to 
take part to the follow-ups, while young participants 
(age < 35  years old) together with participants with a 
migration background were less likely to participate. 
People who reported a bad general health condition 
tended to drop out of the cohort while those with excel-
lent health continued answering to the survey. Couples 
were slightly more likely to provide blood samples than 
other household types. Members of a household with a 
low or medium-to-low income were less likely to take 
part in the survey in comparison to households with a 
medium-to-high or high income, even though the dif-
ferences were not significant (see Supplemental Table S1 
for sensitivity analysis). During Follow-up 2, households 
in buildings with 1–2 apartments tended to answer more 
often, while during Follow-up 3, those living in buildings 
with 3–4 apartments answered more often. Households 
in buildings with 5 or more apartments answered less 
often. Participants not taking part in one previous round 
of interrogation were less likely to take part in the next 
rounds. Having at least one positive anti-N serological 
result in the previous rounds lead to a lower response 
rate in the next follow-ups in comparison to always hav-
ing negative anti-N results in the past. All other covari-
ates investigated in the non-response mechanism (level 
of education, employment status, smoking status, etc.) 
showed no or negligible association to the response 
behaviour.

SARS-CoV-2 sero-prevalence, underreporting factor 
and sero-incidence over time
The blue estimate in Fig. 3A shows the calibrated cumu-
lative sero-prevalence (adjusted for sensitivity and 

specificity) in private households for the Munich popula-
tion 14 years and older:

– Baseline: 1.6% (1.1 – 2.1%),
– Follow-up 1: 4.1% (3.3%—4.9%), and after adjustment 

for vaccination status
– Follow-up 2: 7.3% (6.1—8.5%),
– Follow-up 3: 12.4% (10.7—14.1%),
– Follow-up 4: 14.5% (12.7—16.2%).

Without adjustment for vaccination status for the Fol-
low-ups 3 and 4, the sero-prevalence would have been 
significantly lower: 8.5% (7.2-9.8%) for August 2021 and 
10.5% (9.1-11.9%) for November 2021. Indeed, the pro-
portion of vaccinated persons is greater in the cohort in 
comparison to the general Munich population. There-
fore, the calibration on the vaccination status increases 
the weight of the participants who are not vaccinated. 
The sero-prevalence being greater in the non-vaccinated 
population (see below and Fig. 3C), the overall sero-prev-
alence, including both vaccinated and non-vaccinated, 
also increases with the calibration.

The official number of positive cases is reported in 
pink in Fig.  3A for the general population of Munich 
(including institutions like nursing homes and poten-
tial reinfections). Considering that the KoCo19 cohort 
is limited to private households and that the estimated 
sero-prevalence does not account for multiple infec-
tions, a comparison of this estimate with the official 
number over time allows us to estimate a lower bound 
for the underreporting factor (with the false assump-
tion that all cases reported by the authorities occurred 
in private households and neglecting reinfections). 
The estimated underreporting factor changed over the 
rounds:

– Baseline: 3.4 (2.4 – 4.4),
– Follow-up 1: 1.3 (1.0 – 1.6),
– Follow-up 2: 1.8 (1.5 – 2.1),
– Follow-up 3: 2.3 (2.0 – 2.6),
– Follow-up 4: 2.2 (2.0—2.5).

Figure 3B depicts the sero-incidence (adjusted for sen-
sitivity and specificity), i.e. the percentage of new infec-
tions between two consecutive rounds:

– Follow-up 1: 2.0% (1.4—2.7%),
– Follow-up 2: 3.1% (2.3—3.9%),
– Follow-up 3: 3.2% (2.5—3.9%),
– Follow-up 4: 2.4% (1.4—3.4%),

with the time interval between Follow-ups 3 and 4 being 
rather short (three months).
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Breakthrough infections in the Munich population
To better understand the effect of the vaccination cam-
paign (see also next section), the calibrated cumulative 
sero-prevalence was split between vaccinated versus 
non-vaccinated people (Fig. 3C):

– Follow-up 2: 3.1% (0.5% - 5.6%) versus 7.8% (6.6 – 
9.1%),

– Follow-up 3: 8.5% (6.6 – 10.4%) versus 20.6% (16.2 - 
25.0%) and

– Follow-up 4: 11.8% (9.8 - 13.8%) versus 22.9% (18.5 
- 27.4%).

The sero-prevalence of the vaccinated group is lower 
compared to the non-vaccinated group.

Figure 3D compares the adjusted (for sensitivity and 
specificity) incidence rates for BTI versus INS over the 
rounds:

– Follow-up 3: 1.3% (0 - 3.7%) versus 3.3% (2.6 - 4%) and
– Follow-up 4: 1.8% (0.6 - 2.9%) versus 4.1% (2.3 - 

5.9%).

In August and November 2021, incidence rates of 
INS were greater than the ones of BTI. Significant 

Fig. 3 A Weighted and unweighted cumulative anti‑N sero‑prevalence in private households and official numbers of cases reported 
by the authorities for the Munich population older than 13 years. B Weighted and unweighted anti‑N sero‑incidence. C Anti‑N sero‑prevalence 
estimates calibrated on the number of vaccinated people split according to the vaccination status of the same round. D Calibrated estimates 
for the infection of naïve subjects and breakthrough infections. E Prevalence and incidence of vaccination in Munich (official numbers). F Relative 
frequencies according to the infection and vaccination status
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differences between unadjusted INS and BTI incidence 
rates (INS/BTI) could however not be achieved:

– Follow-up 3: ratio of 2.8 (0 - 7.7) and
– Follow-up 4: 2.1 (0.7 - 3.6).

The low sample sizes led to low power and may thus 
have implied the non-significant findings: In Follow-
up 2, the low number of vaccinated persons led to high 
uncertainty in the estimation of BTI in Follow-up 3; 
vice versa, in Follow-up 3, the low number of non-vac-
cinated persons led to high uncertainty in the estima-
tion of INS in Follow-up 4.

The vaccination campaign in the Munich population
The introduction of vaccination quickly changed 
the SARS-CoV-2-related serological spectrum of the 
Munich population. The percentage of the Munich 
population presenting antibodies against the virus 
(either anti-S after infection and/or vaccination and/or 
anti-N antibodies after infection) increased fast over 
time:

– Follow-up 2: 11.2% (9.6 - 12.8%),
– Follow-up 3: 74.2% (72.6 – 75.8%),
– Follow-up 4: 86.8% (85.8 - 87.9%).

Even though the cumulative sero-prevalence and the 
sero-incidence seemed to be higher among the non-
vaccinated population compared to the vaccinated 
population (Fig. 3C and D), BTI contributed relevantly 
to the community spread, considering that the size of 
the population of vaccinated people was much larger 
than the non-vaccinated one during the last rounds of 
interrogation (Fig. 3E). Figure 3F illustrates this effect 
in more detail. The proportion of people vaccinated 
and infected increased over time, up to Follow-up 4 
where this proportion was significantly greater than 
the one of infected and non-vaccinated people. This 
figure also shows that the proportion of the population 
without any antibodies related to SARS-CoV-2 (non-
vaccinated and non-infected) was decreasing over 
time, while the share of people vaccinated and non-
infected increased (cf. Fig. 2A).

Risk factors for SARS-CoV-2 sero-prevalence
The results of the risk factor analysis can be found in 
Fig.  4. The extended Cox regression model suggests 
that being born outside Germany (hazard ratio (HR) 
1.36, 95% confidence interval (CI) 1.01–1.85) and hav-
ing a job with a high potential of contact to COVID-19 
cases (HR 1.31, 95% CI 1.00–1.70) were risk factors for 

SARS-CoV-2 sero-positivity. Living area of 30–40 square 
meters per inhabitant presented a slightly higher risk of 
infection (HR 1.27, 95% CI 1.01–1.59), while for 40–55 
square meters per inhabitant the risk decreased (HR 0.74, 
95% CI 0.57–0.97), compared to the average Hazard of 
all categories of living area. All other socio-demographic 
(sex, age, level of education, employment status, build-
ing type, household income) and health-related variables 
(smoking status, general health status, different diseases 
and drug intakes) were not identified as risk factors for 
infection.

Household and neighbourhood clustering of SARS-CoV-2 
cases
SARS-CoV-2 transmission within households was found 
to be highly significant for baseline [33] and Follow-up 1 
[20] analyses and was confirmed until Follow-up 4 (Sup-
plemental Figure S3). While the overall picture obtained 
in recent rounds showed a lower-than-expected mean 
variance at 500  m as well, we now could not find suffi-
cient proof of spatial clustering beyond household level, 
especially if one adjusted p-values for multiple testing.

Discussion
We present the development of the SARS-CoV-2 pan-
demic in the municipality of Munich. To estimate the real 
number of SARS-CoV-2 infections, the members of the 
prospective KoCo19 cohort were asked five times to give 
their blood for study purposes between spring 2020 and 
fall 2021. SARS-CoV-2 antibodies generated by silent or 
symptomatic infections and/or vaccination could hence 
be measured. We could show that the sero-prevalence 
drastically increased over time, from 1.6% during the 
baseline to 14.5% in Follow-up 4, with a relevant under-
reporting bias. Risk factors for SARS-CoV-2 sero-posi-
tivity, such as being born outside of Germany, living area 
per inhabitant and working in a job with high potential 
of contact with COVID-19, could be identified together 
with household clustering.

Sero-prevalence was still low towards the end of the 
first pandemic wave and increased drastically in every 
follow-up. Comparison of our results with official num-
bers reveals an underreporting factor that changes over 
time. These changes might result from different test-
ing policies as well as different variants of the virus. 
The estimates present lower bounds of the true under-
reporting factor, since our study focused on private 
households whereas the official number of reported 
cases included institutions (like nursing homes) as well. 
Moreover, potential reinfections counted in the official 
numbers were here neglected. Indeed, our study focuses 
on the pandemic from its beginning to the Delta variant, 
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before the spread of the Omicron variant. Therefore, the 
low number of reinfections did not play a major role dur-
ing this period [34–36].

In our data it was possible to separate infection of 
naïve subjects from breakthrough infections in low- 
and high-incidence time periods. In all follow-ups, 
our results indicate a contribution of breakthrough 

infections to the spread of SARS-CoV-2. The findings 
presented here, based on serology, contribute to cur-
rent knowledge so far derived from PCR test results. 
The number of breakthrough infections detected 
based on PCR tests that were either done routinely, 
because of symptoms or among case contacts [37, 38] 
might miss an important number of silent infections, 

Fig. 4 Association between potential risk factors and SARS‑CoV‑2 sero‑positivity taking into account time between baseline and Follow‑up 
4; events are thus right‑censored. Results are based on multiple imputation. The main individual level risk factors were country of birth 
outside Germany and being employed in a job more in contact with the epidemic. Living in an apartment with a living area of 30–40 square meters 
per inhabitant revealed a slightly higher risk, while for 40–55 square meters per inhabitant the hazard ratio decreased
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especially as vaccinated individuals tend to have less 
pronounced symptoms. In our cohort, only a small part 
was fully vaccinated until March 2021 (Follow-up 2), 
given the vaccination scheme in Germany at that time. 
This resulted in a wide confidence interval for break-
through infections during the next follow-up. During 
August 2021 (Follow-up 3), almost the complete cohort 
got vaccinated and therefore, the estimation uncer-
tainty for breakthrough infections during Follow-up 
4 decreased. 99.4% of the people stating vaccination 
in the questionnaire sero-converted in anti-S, indicat-
ing a good efficacy of the vaccinations. In concordance 
with other studies [39, 40], a considerable proportion 
of breakthrough infections was detected. Our results as 
well as other studies suggest that vaccination lowers the 
risk of infection [41]. Moreover, the share of infected 
persons (sero-prevalence) was shown to be greater 
in the non-vaccinated population in comparison to 
the vaccinated one. The sero-incidence of (most likely 
asymptomatic) infections among vaccinated people in 
the population was lower than the one in non-vacci-
nated people; however, the difference was statistically 
non-significant. BTIs might thus relevantly contribute 
to the community spread, considering also the fact that 
the vaccinated population was much larger compared 
to the non-vaccinated one. This might be even more 
relevant for highly transmissible variants like Omicron.

With an increasing prevalence of vaccination in the 
population, silent infections or persons presenting only 
mild symptoms are common. In this context, population-
based sero-prevalence studies are important to estimate 
the true population prevalence. A couple of German 
cross-sectional population-based sero-prevalence stud-
ies were published especially during the first and second 
wave of the pandemic [42–44]. To our knowledge, all 
these studies stopped by mid 2021, leaving our cohort as 
the only one.

In our first analysis [33], an increased (albeit not sta-
tistically significant) risk of infection of having a job with 
a high potential of contact to COVID-19 cases could 
be found. With this analysis the risk factor became sta-
tistically significant, which is in line with other studies 
[45–47]. The World Health Organisation reported that 
among the COVID-19 cases reported worldwide, 14% 
belong to the group of healthcare workers, whereas in 
most countries this group represents less than 3% of the 
general population [48].

Participants with a living area between 31 and 40 
square meters per inhabitant showed a significantly 
increased risk for infection, while the risk of the group 
with a living area between 41 and 55 square meters 
per inhabitant significantly decreased. Considering 
the number of household members, we found that 56% 

(76%) of the households with 31 - 40 (41—55) squared 
meters per inhabitant also have only one or two house-
hold members. Knowing that a larger household size 
implies more possible infectious contacts [49–51] sug-
gests that the risk also depends on the household com-
position: Less members are associated to lower risk of 
infection. Household size is included in the model but 
does not show any significant effect, also not as inter-
action term, although the risk of infection seems to 
become higher with more household members (Fig. 4). 
This might be due to the fact that the variables house-
hold size, living area per inhabitant and building type 
all describe the living situation, with difficulties in sepa-
rating the risk effects. Nevertheless, no multicollinear-
ity issues were detected for this analysis.

Beside the two aforementioned risks for infection 
and being born outside Germany, no other socio-
demographic or health-related risk factors were iden-
tified in our study. These results should rather be seen 
as exploratory than confirmatory, considering that we 
made no adjustment for multiple testing.

Major strengths of our study are its population-based 
approach, the appropriate weighting of results for the 
general Munich population, the high number of par-
ticipants, the thorough validation of the assays used, 
and the use of validated questionnaire items. The over-
all response to the study was high compared to other 
population-based epidemiological studies in Germany 
(64% of the participants gave specimens in all rounds) 
[52]. While most participants completed the question-
naire online or on paper, we also provided the alterna-
tive of telephone interviews, which helped increasing 
participation. A relevant limitation of our study is the 
exclusion of children and residents not living in private 
households. While in general, people with migration 
background are less likely to participate in population-
based studies, the lack of translated questionnaires 
further limited the number of migrants participating 
in our study [21]. To increase response, blood samples 
were collected at participants’ homes or via mail with 
the DBS introduction and not at a centralized testing 
facility. Although until now a lot of research has been 
done for the COVID-19 pandemic, definitions like cor-
relate of protection and long COVID symptoms are still 
not fully understood. Therefore, we aim to continue our 
longitudinal prospective representative cohort.

Conclusion
Despite the vaccination campaign, SARS-CoV-2 sero-
prevalence in the Munich general population increased 
drastically towards the end of 2021, but was still below 
20%. The estimated number of infected persons was 
nevertheless at least twice as high as the official number 
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reported by the authorities during the second half 
of 2021. Workers with a high potential of contact to 
infected persons experienced an increased risk of infec-
tion. Breakthrough infections still contribute to the 
community spread, thus we conclude that non-pharma-
ceutical interventions are still relevant, especially in the 
presence of highly transmissible variants like Omicron.
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A B S T R A C T

Mathematical models have been widely used during the ongoing SARS-CoV-2 pandemic for data interpretation,
forecasting, and policy making. However, most models are based on officially reported case numbers, which
depend on test availability and test strategies. The time dependence of these factors renders interpretation
difficult and might even result in estimation biases.

Here, we present a computational modelling framework that allows for the integration of reported case
numbers with seroprevalence estimates obtained from representative population cohorts. To account for the
time dependence of infection and testing rates, we embed flexible splines in an epidemiological model. The
parameters of these splines are estimated, along with the other parameters, from the available data using a
Bayesian approach.

The application of this approach to the official case numbers reported for Munich (Germany) and the
seroprevalence reported by the prospective COVID-19 Cohort Munich (KoCo19) provides first estimates for
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the time dependence of the under-reporting factor. Furthermore, we estimate how the effectiveness of non-
pharmaceutical interventions and of the testing strategy evolves over time. Overall, our results show that the
integration of temporally highly resolved and representative data is beneficial for accurate epidemiological
analyses.

1. Introduction

Social distancing, mask wearing, lockdowns and other non-pharma-
ceutical interventions (NPIs) are used worldwide to slow the spread
of SARS-CoV-2 and to avoid overburdening health care systems. Var-
ious studies have analysed how such NPIs influence the contact rate
(Latsuzbaia et al., 2020; Jarvis et al., 2020), the infection rate (Courte-
manche et al., 2020; Hartl et al., 2020; Li et al., 2020; Lyu and Wehby,
2020; Siedner et al., 2020), the reproduction number (Giordano et al.,
2020; Zhao and Chen, 2020; Liu et al., 2021; Brauner et al., 2021; Sypsa
et al., 2021) and related quantities. These studies use a broad spectrum
of analysis approaches, including statistical methods (e.g., generalized
linear models, generalized estimating equations, machine learning)
(Streeck et al., 2020; Latsuzbaia et al., 2020; Siedner et al., 2020;
Courtemanche et al., 2020), compartmental models based on ordinary
differential equations (ODEs) (Barbarossa et al., 2020; Jarvis et al.,
2020), and agent-based models (Lorch et al., 2022), and provide im-
portant insights. However, a limitation of most studies is that they are
exclusively based on official case numbers.

The officially reported case numbers provide in most countries in-
formation about the number of positive tests for viral load registered on
a specific day. Such tests can either be based on the polymerase chain
reaction (PCR) or on antigen detection; for brevity’s sake, in the follow-
ing we will refer to them indiscriminately as diagnostic tests. However,
there are several well-known issues with these numbers (Raimúndez
et al., 2021). Besides reporting delays, the most important problems
are that case numbers depend on the availability of tests and on the
test strategy. Clearly, the number of performed tests and the selection
criteria have changed over time (e.g., due to the introduction of antigen
tests). As an alternative to the officially reported case numbers, the
officially reported death numbers, which are generally considered as
more reliable (Radon et al., 2021; Pritsch et al., 2021), can be used.
However, there the effects of NPIs are smoothed over time and only
visible after a substantial delay. Furthermore, the observation can be
confounded by the quality of medical care, in particular if the number
of beds in intensive-care units becomes a limiting factor. In summary,
while case and death numbers provide information on the progression
of an epidemic, the interpretation is often difficult.

The ideal data-source for the analysis of NPIs as well as the effi-
ciency of test strategies would be a thorough monitoring of a large
representative population cohort. Yet this is rather time- and resource-
consuming, and in most cases not realistic. Cross-sectional studies
based on diagnostic tests with a high time resolution would provide
a comprehensive picture of the spread within populations, but the
number of required tests would be very high. For a prevalence of 100
in 100,000 individuals, on average 1000 tests have to be performed to
observe a single positive individual. For tight confidence intervals, tens
of thousands of diagnostic tests would be necessary per time point. To
make things worse, diagnostic tests are only positive for a short period
after exposure to the virus.

An alternative to diagnostic tests that allows for the monitoring
of epidemics is testing for the presence of antibodies, which assesses
seroprevalence. The antibody response is rather stable and can usually
be detected even months after the initial infection (Radon et al., 2021;
Olbrich et al., 2021; Isho et al., 2020). Accordingly, antibody tests do
not only provide a snapshot of the current situation as diagnostic tests
do, but inform about previous exposure and hence the past history
of the epidemic up to the current point. However, to provide an
assessment of NPIs and test strategies with a high temporal resolution,
immense resources would be required in this case too.

We believe that the most practical way to monitor at a high tempo-
ral resolution the evolution of a pandemic is to combine the frequent
but biased official daily case numbers collected by the healthcare
authorities with less frequent but more informative seroprevalence
measurements from representative population studies. In order to prove
that, in this paper we report an analysis of the first COVID-19 wave
in Munich during the spring of 2020. The outline of the paper is as
follows: (i) we present a compartment model for integrating officially
reported case and death numbers, as well as seroprevalence data from
the population-based prospective COVID-19 cohort study KoCo19 in
Munich (Radon et al., 2020; Pritsch et al., 2021); (ii) we fit the
model with and without using seroprevalence data, showing that the
additional data drastically reduces uncertainty in the hidden dynamics
of the epidemic; (iii) we assess the estimates of the time-dependent
effectiveness of NPIs and testing strategies, quantifying their relative
contribution to the reduction in the spread of the infection.

2. Results

2.1. Compartmental model for the COVID-19 epidemic

We developed a compartmental model for the dynamics of the
COVID-19 epidemic that allows for the integration of the officially
reported numbers of positive diagnostic tests and COVID-19 related
deaths, hospital bed usage, and seroprevalence in representative cohort
studies (Fig. 1). The model describes the state of individuals: suscepti-
ble, exposed, infectious, hospitalized, recovered and deceased. Several
of these generic states can be further refined (Fig. 1A) by distinguishing
infectious individuals with and without symptoms, recovered individ-
uals with and without detectable virus, and hospitalized individuals in
ward and intensive care unit (ICU).

Realistic distributions of transition times of individuals between
states are achieved by subdividing the illness-related states into mul-
tiple sub-states (Fig. 1B). This is often referred to as the Gamma Chain
Trick or Linear Chain Trick (Smith, 2011). Many important transition
times related to the COVID-19 disease cannot be reasonably modelled
by an exponential distribution (single sub-state case) — a fact that is
disregarded by many studies. For example, the incubation time has
been shown to be reasonably approximated by an Erlang distribution
with shape parameter 6 (Lauer et al., 2020), suggesting a split into six
sub-states.

The testing process is modelled by splitting illness-related states into
two sub-states: infectious individuals that have not been detected, and
infectious individuals that have been detected by means of a positive
diagnostic test. The rates at which individuals transition from the unde-
tected to the detected branch reflect the efficacy of the testing system
set up by the healthcare authorities. As individuals with symptoms are
more likely to get tested, we assume that these detection rates depend
on the illness phase. In particular, the detection rate for asymptomatic
and presymptomatic individuals are especially important since they can
be considered a measure of contact tracing effectiveness. Hospitalized
individuals are assumed to be immediately detected. The number of
reported positive diagnostic tests is then equal to the sum of all fluxes
from undetected to detected sub-states.

Since antibodies become detectable only about two weeks after an
exposed individual has become infectious (Long et al., 2020), it is
not possible to obtain the current number of seropositive individuals
from the model state. Instead, we compute the number of individuals
who will be seropositive in two weeks’ time, which is equal to total
population size minus the number of susceptible, exposed (but not yet
infectious) and deceased individuals.
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Fig. 1. Structure of the compartment model. (A) High-level structure indicating possible transitions between various illness phases and hospitalization compartments. The delay
between death and its reporting to the healthcare authorities is added in order to account for the lower number of deaths observed during weekends. Infectious phases are coloured
with different colours encoding our a priori beliefs on the average number of secondary cases generated in a day by an individual in the corresponding compartment. We remark
that such a number depends on the degree of infectiousness as well as the total number of inter-personal contacts. For example, on the one hand symptomatic individuals are
more infectious than asymptomatic ones, but on the other they are much less likely to encounter other people due to their health condition. It is thus difficult to determine a
priori which phase generates more secondary cases and as a first guess they are assigned the same colour in the figure. (B) Detailed structure of the compartment model. Each
compartment is split into several sub-states in order to have Erlang-distributed transition times between compartments, and to explicitly model the testing process by tracking
individuals reported to the health care authorities on a parallel but separate branch. (C) Time-dependent parameters (here the viral transmission reduction due to NPIs is used as
an example) are modelled by splines which can be encoded inside the parameter vector by their values at the grid points.

The rate at which susceptible individuals are infected is proportional
to the sum of the number of asymptomatic individuals, presymptomatic
individuals, symptomatic individuals, recovered individuals with de-
tectable virus levels, and hospitalized individuals in ward (ICU patients
are considered to be not infectious). The elements of this sum must
be weighted by the average number of secondary cases generated in a
day, which is specific of each compartment. In particular, this number
depends both on biological factors, such as the stage to which the
illness has progressed, and behavioural factors, which in turn depend
strongly on whether the infected individual has been detected or not
(detected individuals are quarantined and therefore less likely to spread
the disease). The qualitative ordering is indicated by colours in Fig. 1A,
but the quantitative contributions are considered to be unknown a
priori.

2.2. Statistical framework for inferring testing and intervention effects

The compartment model describes possible transitions between
states, but the transition rates are unknown and depend on many
factors. Particularly relevant is the influence on the infection and
detection rates due to the policies set by the government and the
healthcare authorities. We model such effects with three parameters

and, since policies have evolved over time, we assume these parameters
to be time-dependent, modelling them using splines (Fig. 1C).

The first two are the detection rates for (i) symptomatic and (ii)
asymptomatic/presymptomatic individuals respectively. These rates
are influenced by testing capacity, by the effectiveness of contact
tracing, and by the criteria to be met in order to be eligible for testing,
all of which have undergone considerable changes in the first months
of the epidemic. The third is a fractional reduction in the number
of infectious contacts compared to the situation at the beginning of
the epidemic. Such a reduction is strongly influenced by government
restrictions such as business/school closures or lockdowns, but also
depends on the compliance of the general population with social
distancing and other preventive measures. In all cases time dependency
is modelled by cubic splines with an inter-node distance fixed at 2
weeks. Moreover, the evolution of the detection rates has an additional
week-periodic component in order to account for the lower case counts
during weekends that have been observed in Germany and elsewhere in
the world (see Material and Methods for more details). A similar week-
periodic component is also present in the delay between death and its
reporting to the healthcare authorities.

To determine the time-dependent infection and detection rates as
well as other unknown parameters, we employ a Bayesian approach
to integrate different pieces of information, including seroprevalence
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observed in representative cohort studies, reported case numbers, and
prior knowledge on process parameters. The publicly available case
counts have been modelled with negative binomial distributions, since
the variance increases together with the expected value. Since hospital
bed counts have a much more limited dynamic range and consequently
their variance can be safely considered constant, they are assumed
to be normally distributed. Finally, the number of positive antibody
tests in a random sample from the population is naturally modelled as
the result of a binomial random variable. The priors for the various
model parameters were extracted from various published reports (see
Supplementary Tables 1 and 2).

2.3. Modelling without representative data provides uncertain estimates

As most studies are only based on officially reported case numbers,
we first studied the reliability of such an approach. Therefore, we
inferred the model parameters from the reported number of infected,
hospitalized and deceased individuals for the city of Munich in Ger-
many. In addition to these commonly used counts, we also employed
the publicly available number of reported symptom onsets, which has
been rarely used in other modelling efforts but can be easily integrated
in our case thanks to our explicit description of the detection process.
The number of cases (new infections, deaths and symptom onsets) was
extracted from the official report by the Robert Koch Institute (2020),
while the hospital usage was obtained from the web-based information
system IVENA (2020). The city of Munich was selected as detailed
seroprevalence results are available from the KoCo19 study (Radon
et al., 2020; Pritsch et al., 2021). The time window used for this study
coincides with the first COVID-19 wave in Germany, from the 1st of
March to the 7th of June. The first wave is the most interesting phase
for assessing the time-dependence of testing efficacy and NPIs, since
several NPIs were tried in succession (up to the strictest lockdowns)
and the testing capacity quickly ramped up in response to the novel
virus.

Inferred parameter estimates capture correctly the case numbers
used for fitting (Fig. 2A). Yet, many of the estimated parameters are not
well determined, as evinced by the broad credible intervals (Fig. 3A,
in blue). To assess the reliability of the predictions, we employed the
posterior samples to predict the seroprevalence and compared it with
the KoCo19 data, which was not used for fitting (Fig. 2A, bottom-right
panel). The prediction given by the most likely parameters encountered
during sampling is compatible with the observed seroprevalances. How-
ever, as can be seen from Fig. 3B, the total number of cases predicted
by the model has very large credible intervals. This shows that officially
reported case numbers are, even in combination with prior knowledge,
insufficient to predict the actual number of COVID-19 infections during
the epidemic with a satisfactory degree of confidence.

2.4. Modelling with representative data reduces uncertainties

In order to quantify the added value provided by prevalence data
obtained by extensive serological testing, we extended the previously
used dataset with the time-dependent prevalence reported by KoCo19
and performed the same Bayesian parameter estimation procedure. As
in the previous analysis, the obtained parameter estimates provide an
accurate description of all available data (Fig. 2B) and the uncertainty
on the values of the single parameters is quite large (Fig. 3A, in green;
for the full posterior distributions see Supplemental Figure 3). The
uncertainty on the hidden states of the model (Fig. 3B) is instead greatly
reduced, in particular for the total number of cases (not surprisingly,
since this quantity is closely linked to the seroprevalence level) and for
the number of asymptomatic cases, showing the effectiveness of the
seroprevalence data in reducing uncertainty. Fig. 3B also shows how
the number of infections predicted by the model is substantially higher
than the number of reported cases, highlighting the limitations of the
publicly reported case counts.

2.5. Model reveals efficiency of testing strategy

Using the compartment model integrating case reports and rep-
resentative data, we studied the effectiveness of the testing and NPI
strategy. To do that, we computed from the posterior samples the time-
dependent detection and number of infectious contacts, along with
several secondary properties.

Instead of employing directly the time-dependent detection rates, in
order to evaluate the effectiveness of the testing strategy we use a more
easily interpretable metric: the probability that an infected individual
is reported to the healthcare authorities before the virus is cleared
from their system (Fig. 4A). The effectiveness of testing increased
gradually as the epidemic progressed. The model estimates that at the
beginning of March only 10%–40% (90% CI) of infected individuals
were reported, while in April and May the fraction was 25%–50%
(90% CI). The largest contribution is the increase in the detection
probability for asymptomatic cases, which jumps from 0%–10% (90%
CI) to 15%–40% (90% CI).

For the time-dependent reduction in infectious contacts, which mod-
els both the effect of government policy and behavioural changes, we
observed an opposite effect compared to the detection rate (Fig. 4B).
Fixed to be 1 on the first day of March, this factor immediately
started to drop quickly. Similarly, the effective reproduction number
dropped from above three at the beginning of March to below one
after the middle of March (Fig. 5). This coincides with the raising of
public awareness (e.g., a speech by the German chancellor) and various
interventions.

The effective reproduction number is influenced by both NPIs and
by the testing strategy and it is therefore important to deconvolute
these two effects. In order to do so, we computed the evolution of
the effective reproduction number for three hypothetical scenarios
(Fig. 6): (i) neither NPIs are used nor diagnostic testing performed; (ii)
only diagnostic testing is performed; (iii) only NPIs are employed (see
Materials & Methods for more details on the computation). This revealed
that diagnostic testing results in a small improvement over what can
be achieved with NPIs alone. However, in absence of NPIs such as the
lockdown, the testing strategy implemented during the first epidemic
wave in Germany would not have been able to lower the reproduction
number enough to stop the spreading of the disease.

3. Discussion

Test availability, testing strategy, governmental interventions and
various factors have changed over the course of the COVID-19 epi-
demic in Germany. This renders the interpretations of the reported
case numbers difficult, while creating the need to infer time-dependent
characteristics (e.g., to assess the impact of strategies). Here, we ap-
proached both points by integrating officially reported case numbers
with representative seroprevalence observations using integrative mod-
elling and Bayesian parameter estimation framework. Our analysis
revealed that the integration of datasets is critical: The amount of
available seroprevalance data was too limited to build models just
based on them, while case report numbers on their own resulted in
very large uncertainties on the hidden states of the model, especially
on the number of asymptomatic cases (Fig. 3B). In the last year sta-
tistical works integrating case numbers and seroprevalence have been
published (Quick et al., 2021), but their number is still rather limited
due to the logistical difficulties of wide serological surveys.

In addition to the use of various data sources, a strength of our
study is the rigorous application of Bayesian uncertainty quantification.
The vast majority of models for the COVID-19 epidemic we have found
in the literature were not accompanied by uncertainty quantification.
Some exceptions exist, such as a study by Lin et al. (2021), in which
uncertainty estimates are given for the observed case number and the
parameter values. However, they chose not to estimate most illness
related parameters, but to fix them to values taken from the literature.
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Fig. 2. Model fit for Munich, Germany. Model simulation for the sampled parameter vector with the highest posterior probability compared with the observed data. In (A) only
the case numbers reported by the Robert-Koch Institute and hospital usage for Munich are used for fitting, while in (B) seroprevalence data is also employed. The error bands
show the range of plausible values for the observation, confirming that the noise models used are appropriate. In the bottom-right panels of (A, B), where the seroprevalence
predicted by the model is plotted, the error bars are only shown at the observation times since the variance of each observation is linked to the number of total antibody tests
carried out in each sub-batch.

This is problematic for two reasons: Firstly, many parameters are
region- and situation-specific and can thus lead to wrong estimates
of inferred parameters. Secondly, estimates typically have large un-
certainty intervals, as also seen in our study and by Raimúndez et al.
(2021). Fixing those to single values may lead to an underestimation of
the uncertainty of inferred parameters. This was especially true during

the first wave of the pandemic, when abundant observational data
was still not available. For these reasons, we incorporate pre-existing
knowledge from the literature only as prior information and estimate
all parameters at the same time.

Our integrative modelling framework is able to estimate the effec-
tiveness of the testing strategies employed during the first wave of
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Fig. 3. Uncertainty quantification. (A) 85%/90%/95% credible intervals (bars) and median value (line) for a subset of the model parameters. By reproduction number we mean
the basic reproduction number in absence of NPIs and diagnostic testing (see Materials & Methods for more details on its computation). (B) The number of individuals in different
compartments is plotted as a function of time for both the model fitted with seroprevalence data and the one fitted without. In the bottom-right panel the cumulative number of
cases detected by the healthcare authorities is also plotted for reference. The bands correspond to 90% posterior credible intervals, while the solid line denotes the median value.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

the epidemic in Munich (Germany). In particular, it suggests that the
fraction of detected asymptomatic SARS-CoV-2 cases quickly saturated.
At the beginning of April 20% (90% CI: 10%–30%) of asymptomatic
individuals were detected and the numbers changed afterwards only
marginally. Indeed, the model predicts even a small drop at the end of
May, but the uncertainty is large (due to a low number of observations).

The proposed model relies on a detailed description of the testing
process, with the inclusion of symptom onset data and time-dependent
detection rates reflecting the varying test capacity of the health care
system and the change of the criteria needed for obtaining a test.
While still preliminary, we believe such additional modelling to be very
important especially in the initial phase of an outbreak. The proposed
formulation could be the basis for future studies and expanded by
e.g. including age groups and interactions with neighbouring regions.

Our model is rather complex compared to what is commonly found
in the literature since we have deliberately striven to model as precisely
as possible the viral life cycle and the detection process. In addition

to bringing us closer to the real phenomenon, a more detailed model
has the advantage that model states have a more precise interpretation,
allowing us to map them to a wider range of data sources, either
for fitting or for obtaining prior information. Yet, even the current
model does not cover all aspects which might be relevant to the
epidemic spread. For example, one could add to the model an explicit
compartment for mildly symptomatic individuals, whose mobility is
not reduced by their light symptoms but who are more infectious than
asymptomatic individuals.

Realistic but complex models have however their limitations. Our
detailed model, coupled with our use of weak priors that reflects the
lack of information at the beginning of a new pandemic, results in a
very large uncertainty on most parameters, some of which are most
certainly not identifiable. However, we are not mainly interested in
providing tight parameter estimates but rather in assessing the added
value brought by seroprevalence datasets. If one looks at the estimates
of the evolution of the number of infected individuals (especially
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Fig. 4. Estimation of time-dependent parameters. The bands correspond to 85%/90%/95% posterior credible intervals, while the solid line denotes the median value. Dashed
lines indicate at which dates specific NPIs were enforced/lifted. (A) Probability that an infected individual is detected and reported to the healthcare authorities before the virus
is cleared from their system. The left plot shows such probabilities for symptomatic and asymptomatic infected individuals separately, while the right plot shows their weighted
average, i.e. the probability that a generic infected individual is eventually detected. (B) Relative reduction in the number of infectious contacts due to NPIs and behavioural
changes.

Fig. 5. Temporal evolution of the effective reproduction number. The left plot shows the effective reproduction numbers for symptomatic and asymptomatic infected individuals,
while the right plot shows their weighted average, i.e. the reproduction number for a generic infected individual. The bands correspond to 85%/90%/95% posterior credible intervals,
while the solid line denotes the median value.

Fig. 6. Relative importance of the detection process and the NPIs on the spread
of the epidemic. Estimates for the reproduction number are plotted for three different
scenarios: (red) neither diagnostic testing nor NPIs are employed; (blue) only diagnostic
testing is performed; (green) only NPIs are applied. The bands correspond to the
90% posterior credible interval, while the solid line denotes the median value. (For
interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)

asymptomatic ones), the levels of uncertainty are much lower and the
improvement due to the integration of seroprevalence data is clear. The
real limitation of a complex model lies instead in the computation time
it requires. A simpler model with more identifiable parameters and/or
stronger priors would be more effective for time-sensitive goals, e.g. in
providing online estimation and predictions for an ongoing pandemic.

Overall, the proposed work highlights the importance of seropreva-
lence data and thereby complements various existing efforts. We expect
that it might contribute to a better understanding of the dynamics of
epidemics in a dynamic environment, with changing testing capabilities
and NPIs.

4. Materials and methods

4.1. Data sources

Case report data We use the official case data for Munich (Germany),
which is released on a daily basis by the Robert Koch Institute (2020).
We process the data to obtain the total number of new cases and deaths
which were communicated to the public health officials for each day.
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The delay between diagnosis and recording in the RKI database can
be rather long, but since we are only dealing with data from the first
pandemic wave this is not a matter of concern in our study.

We can observe in the RKI dataset the so-called ‘‘weekend effect’’:
the number of new cases and deaths is significantly lower during the
weekend. A similar effect has been observed in other countries and for
other diseases as well. However, there is no consensus on the reasons
behind such a periodicity. Possible explanations include: reporting
delays; decreased diagnostic testing capacity; lower probability of dying
during the weekend due to critical therapeutic decisions being made
less often during holidays. Our model treats the weekend effect as a
kind of reporting delay (see the Detection process paragraph for more
details). Decreased testing capacity and decreased changes in therapy
can also be accounted for by such an approach.

In addition to the case and death counts used in many other studies,
for a subset of patients the RKI provides the date at which they first
displayed symptoms. To the best of our knowledge such information
has not been used in any other modelling effort. By comparing the date
of symptom onset to the date of detection we can determine whether
the patient was presymptomatic or symptomatic when they were tested.
Since our model keeps the progression of detected and undetected
individuals separate, these two counts can be fitted simultaneously.

Hospital bed counts In addition to the RKI data, we employed also the
number of hospital beds in Munich occupied by COVID-19 patients
(IVENA, 2020). Bed counts were aggregated by hospital unit: ward,
medium care unit (MCU) and intensive care unit (ICU). Since not all
hospitals have a MCU, we further aggregated MCU and ICU bed counts.
Due to a non-uniform reporting by the different hospitals (especially in
the first days since the reporting system was set up), the data before 25
March 2020 had to be discarded. Some of the smaller hospitals/clinics
did not reliably report bed counts even after this date and had to be
excluded, leading to a possible, albeit slight, underestimation of the
total number of occupied beds.

Another possible problem in the data is that patients may be moved
from the surrounding areas to the city, where hospital concentration
is higher, resulting in a possible overestimation of the number of
occupied beds compared to what can be predicted by a model which
does not take into account immigration effects. We thus introduce
two under/over-representation factors for the bed counts, one for the
occupied beds in ward and the other for the occupied ICU stations (see
Supplementary Figure 7 for their posterior distributions). We have to
distinguish them since the distribution of patients coming from outside
the city may be skewed in favour of severe cases which cannot be
treated in smaller hospitals. Evidence for this can be found in the ratio
between occupied ICU and ward beds, which differs significantly when
comparing the city with the whole of Bavaria (Supplementary Figure 2).

Seroprevalence data We use the serological testing results reported by
the ‘‘Prospective COVID-19 Cohort Munich’’ study (KoCo19). KoCo19
is organized by the Ludwig Maximilian University (LMU) Hospital and
is currently monitoring nearly 3000 households in the Munich city
area (Radon et al., 2020). At regular intervals, blood samples for each
household member are gathered and tested for several indicators of the
presence of antibodies to SARS-CoV-2 (Olbrich et al., 2021). These tests
are then used to impute the lifetime prevalence of COVID-19 in the
general population (Pritsch et al., 2021), which due to the potentially
large number of asymptomatic cases is impossible to recover from the
case counts released by the national health authorities. In this work we
employ the results from the first round of testing, spanning the period
from April 6th to June 12th, 2020.

4.2. Epidemiological model

Illness phases and states At the coarsest level, individuals can be as-
signed to compartments corresponding to biologically different phases
of the infection. From each of these phases an individual can transition

to a subset of the other phases and a transition probability can be
assigned to each of these possible disease progressions. Such a model
can be easily visualized in graph form (see Fig. 1A) and converted to a
set of ODEs (mostly linear, except for the non-linear infection process).
However, as mentioned in the Results section, transition times are
usually not exponentially distributed and thus each phase is subdivided
into distinct model states in order to model Erlang-distributed transi-
tion times, in what is usually referred to as the Gamma Chain Trick
(Smith, 2011). Additionally, the distribution of the transition times may
depend not only on the current illness phase, but also on the future
phase (e.g., symptomatic individuals who worsen and are hospitalized
transition to the next phase faster than symptomatic individuals who
are never hospitalized). When this occurs a different branch for each
possible progression must be considered, each with its own transition
rates and possibly with a different number of substates for the Gamma
Chain Trick.

Detection process As mentioned in the Results section, the process by
which infected individuals are reported to the healthcare authorities
(by means of a positive diagnostic test) is modelled explicitly with
additional states that represent detected individuals. The transition
rates to the model branch containing detected individuals are denoted
by 𝑘detect,asym (for asymptomatic and presymptomatic individuals) and
𝑘detect,sym for symptomatic individuals. Since the efficacy of diagnostic
testing strategies has changed during the course of the first wave of the
pandemic, these two rates depend on time. We further decompose

𝑘detect,asym(𝑡) = 𝜌detect,asym(𝑡) 𝑘detect,sym(𝑡),

with 𝜌detect,asym(𝑡) ∈ (0, 1), in order to encode our reasonable belief that
the detection of asymptomatic individuals is more difficult than the
detection of people displaying symptoms. As for the detection rate of
symptomatic individuals, we write it as

𝑘detect,sym(𝑡) = 𝜌week,diagnostic(𝑡) 𝑘detect,sym,trend(𝑡),

where 𝑘detect,sym,trend(𝑡) > 0 is the long-term variation of the detection
rate and 𝜌week,diagnostic(𝑡) > 0 is a week-periodic term modelling the
weekend effect. To reduce non-identifiability we assume that over one
week 𝜌week,diagnostic(𝑡) averages to one.

Since the weekend effect also influences death counts, a delay is also
added between the time a patient dies and the time their death is re-
ported to the healthcare authorities. This can be done by distinguishing
deceased but unreported patients from reported deceased individuals,
with the rate 𝑘detect,death(𝑡) of the transition between these two states
controlling the amount of delay present. We assume that this delay has
no long-term trend and is simply given by a week-periodic function.
For optimization and interpretability reasons, we decompose this value
in the same way as 𝑘detect,sym, yielding

𝑘detect,death(𝑡) = 𝜌week,death(𝑡) 𝑘detect,death,0,

where 𝜌week,death(𝑡) > 0 is a week-periodic term which averages to one
over one week and 𝑘detect,death,0 is consequently the average value of the
transition rate.

Reporting of symptom onsets Individuals who are tested while presymp-
tomatic and whose date of symptoms onset is reported to the healthcare
authorities are those who leave the presymptomatic phase while being
already detected. Individuals who are tested while symptomatic and
whose date of symptoms onset is reported are instead only just a
fraction of those who leave the presymptomatic phase while not being
detected yet. This is due to the fact that, when the detection rate is
rather low, some symptomatic individuals may not be detected before
the virus is cleared from their system. The fraction of symptomatic
individuals who will eventually be detected can be easily computed
from the model structure (all differential equations involved are linear)
and can be used to correctly scale the number of onsets. We refer to the
supplemental material for the full formulas.
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In order to account for the incompleteness of the symptom onset
data, we introduce two scaling factors: the first ensures that already
detected individuals who become symptomatic do not necessarily need
to report their symptom onset date; the second allows individuals
that were detected after they had developed symptoms to not report
their symptom onset date. Though the uncertainty on these scaling
factors is large (Supplementary Figure 7), the comparison between the
posterior and prior distributions suggests that some useful information
can still be extracted. We believe this also helps the model to estimate
how many individuals are tested before any symptoms are observed
(presumably thanks to contact tracing efforts), which in turn influences
the detection rate of asymptomatic individuals.

Infection rate In a simple SIR model, the equation for the change in the
number of susceptible individuals 𝑆 is given by
d𝑆
d𝑡

= −
𝛽𝐼
𝑁

𝑆,

where 𝐼 is the number of infectious individuals, 𝑁 is the number of
individuals who are alive and 𝛽 is the (mean) number of infectious
contacts an infectious individual has in a time unit, which we will
assume to be equal to one day. The total number of infectious contacts
occurring in a day is then 𝛽𝐼 and thus, assuming that such contacts
are equally distributed among all alive individuals, each individual will
be exposed to the virus an average of 𝛽𝐼∕𝑁 times per day. Since only
susceptible individuals can get infected, the number of new infections
per day will be equal to 𝛽𝐼𝑆∕𝑁 , as in the above equation. Our model
distinguishes several compartments of infectious individuals 𝐼𝑖 and we
denote by 𝛽𝑖 the value of 𝛽 specific to individuals in compartment 𝐼𝑖.
Then, the total number of infectious contacts in a day becomes ∑

𝑖 𝛽𝑖𝐼𝑖
and the resulting equation is

d𝑆
d𝑡

= −
∑

𝑖 𝛽𝑖𝐼𝑖
𝑁

𝑆.

However, there are hidden dependencies between the 𝛽𝑖 param-
eters. In order to make these relationships explicit, we have further
decomposed each 𝛽𝑖 as 𝛽𝑖 = 𝛾𝑖𝛽𝑖, where 𝛽𝑖 denotes the number of
potentially infectious interactions that an individual from 𝐼𝑖 has in a
day and 𝛾𝑖 denotes the fraction of such interactions that are actually
infectious. The infectiousness factor 𝛾𝑖 only depends on the biology of
the disease and therefore on the illness phase. The value 𝛽𝑖 is instead a
measure of the mobility/behaviour of the individuals and can depend
on other factors such as the NPIs currently enforced or whether the
individual has been detected by the healthcare authorities (and is
thus quarantined). While different compartments usually have different
values of 𝛽𝑖, they may share either the value for 𝛾𝑖 (e.g., all symptomatic
individuals are equally infectious, whether they have been quarantined
or not) or the value for 𝛽𝑖 (e.g., asymptomatic individuals are thought to
be less infectious than presymptomatic ones, but their social behaviour
is the same since they are both unaware of their illness). This parameter
sharing further constrains the model which usually has a beneficial
effect on inference. Moreover, while putting priors on 𝛽𝑖 would be
difficult, the decomposition in biologically interpretable parameters
allows us to use additional priors on 𝛾𝑖 and 𝛽𝑖 to further constrain the
model to realistic parameter configurations. For example, it is expected
a priori that the infectiousness 𝛾𝑖 of asymptomatic individuals should
be lower than the infectiousness for symptomatic and presymptomatic
individuals.

The values of 𝛽𝑖 for asymptomatic and presymptomatic individ-
uals can be considered equal since they are both unaware of their
infectiousness and thus their behaviour is the same. However, since
individual behaviour and mobility is affected by the NPIs currently
enforced by the government, such a value must be time dependent and
will be denoted by 𝛽NPI(𝑡). On the other hand, symptomatic individuals
know they are sick (though not necessarily from COVID-19) and are
limited in their mobility by their symptoms. We can safely assume
that their number of potentially infectious contacts is time-independent

and denote it by 𝛽sick . Similarly, individuals detected by diagnostic
testing know they are infected and are quarantined, so that we can
assign them a constant number of contacts denoted by 𝛽quarantine such
that 𝛽quarantine < 𝛽sick . Another reasonable assumption is that 𝛽NPI(𝑡) >
𝛽sick . If such an assumption is not included explicitly in the model,
uncertainty increases noticeably and 𝛽NPI(𝑡) > 𝛽sick does not hold for
most samples from the posterior. We thus enforce the assumption by
further decomposing

𝛽NPI(𝑡) = 𝜌NPI(𝑡) 𝛽0 + (1 − 𝜌NPI(𝑡)) 𝛽sick ,

where 𝛽0 is the number of potentially infectious interactions in a
pre-pandemic setting and 𝜌NPI(𝑡) > 0. The choice of 𝛽0 is somewhat
arbitrary, since any change in it can be compensated by an opposite
change in the infectiousness level 𝛾𝑖. Thus, we need to fix it (and not
estimate it along with the other parameters) and as its value we choose
an estimate of daily social interactions for Germany taken from the
pan-European POLYMOD survey (Mossong et al., 2008). The factor
𝜌NPI(𝑡) is instead the time-dependent reduction in potentially infectious
contacts caused, e.g., by a reduction in mobility or adherence to social
distancing norms, which in turn can be influenced by NPIs such as
lockdowns. By definition of 𝛽0, we get that 𝜌NPI(𝑡) must be equal to
1 at the beginning of the epidemic.

The relative values for 𝛾𝑖 and 𝛽𝑖 have been reported in Supplemen-
tary Figures 4 and 5.

Time-dependent parameters Time-dependent parameters are represented
in our model by cubic Hermite splines defined on a grid of uniformly
spaced points. The interval length has been set to a relatively large
value of two weeks: this may cause some small artifacts in regions
where changes occur fast, but a trade-off had to be made in order to
keep computation time manageable (splines make up for the majority
of model parameters). Each spline is encoded in the parameter vector
by its values at grid points only and the spline derivatives are computed
by finite differences, i.e., we are using a Catmull–Rom spline (Catmull
and Rom, 1974). A standard interpolating cubic spline would have
required the same number of parameters and have been smoother (a
cubic Hermite spline is only continuous up to the first derivative), but
we believe the potential drawbacks were not worth it. First, a standard
interpolating cubic spline requires a more difficult and computationally
expensive implementation since a linear system must be solved to
compute the polynomial coefficients. Second, the value of a standard
spline at any given point depends on all the values at the grid points,
while for a Hermite spline it depends only on the values at the two
nearest grid points, preventing the unrealistic case of having parameter
values at later times influence observations at earlier times (even if such
influence would probably be quite small).

Our time-dependent parameters are 𝜌NPI, 𝑘detect,sym,trend and
𝜌detect,asym and they must be positive at all times, being transition rates
or multiplicative factors. This cannot be enforced with a spline because
of possible under-shooting and thus we use splines to describe the
logarithm of the parameters of interest instead of the parameter values
directly. As regularization, we also add zero-mean normal priors for
the derivatives and the curvature of the time-dependent parameter (in
its original scale, not in the logarithmic one), encoding our belief that
if the data does not strongly suggest otherwise the time-dependent
parameters should stay constant in value.

The two week-periodic functions 𝜌week,diagnostic and 𝜌week,death are (in
logarithmic scale) periodic Catmull–Rom splines. In order to approxi-
mate the normalization constraint (integral over one week equal to one)
imposed to ensure identifiability, by construction we force the mean of
their values at the grid points (in this case, the seven days of the week)
to be equal to one. As a regularization term to improve smoothness, we
use the L2 norm of the derivative.

The estimate for 𝛽NPI∕𝛽0 can be found in Fig. 4B, the estimates for
𝑘detect,sym and 𝑘detect,asym are reported in Supplementary Figure 8 and
the estimates for the periodic effects 𝜌week,diagnostic and 𝜌week,death can be
found in Supplementary Figure 9.
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4.3. Observation model

Let �̇�(𝑡) = 𝑓 (𝑥(𝑡), 𝑡; 𝜃) be our ODE model of the epidemic, where 𝑥
is a vector representing the model state and 𝜃 is the parameter vector.
In most cases the model state is hidden, in the sense that it cannot be
directly (or at least not exactly) measured. Let {(𝑡𝑖, 𝑦𝑖)}𝑖 be the data
against which the model must be fitted. In order to link this data to
the hidden state of the model, random variables 𝑌𝑖 ∼ 𝑝𝑖(𝑦|𝑥(𝑡𝑖), 𝜃),
known as observable quantities, must be introduced. Note that these
observable quantities cannot be simple deterministic mappings from
the state 𝑥 to the observed values 𝑦 since (i) measurement noise cannot
be avoided; (ii) even if noise were to be eliminated, a practical model
is never a perfect representation of reality. The precise distribution of
the observables 𝑌𝑖 depends on the particular data source and is often
referred to as the noise model.

Case counts (infections/deaths/symptom onsets reported to the RKI) The
RKI releases the total number of cases reported to the health care
authorities on any given day. We compute this from the simulated
model trajectory using the midpoint rule, using the instantaneous rate
of detection at noon of each day. As the noise in the case counts by the
RKI seems to increase as the number of cases increase (Supplementary
Figure 1), a simple Gaussian noise model with constant variance is
not sufficient and we use a negative binomial distribution instead.
The negative binomial distribution is a generalization of the Poisson
distribution which is over-dispersed, i.e., for which the variance-to-
mean ratio (VMR, also known as index of dispersion) is greater than
one (in the limit case in which the VMR tends to one we recover the
Poisson distribution). Due to its higher flexibility the negative binomial
distribution is often the preferred choice for count data (Beck and
Tolnay, 1995) and has been successfully employed in modelling case
numbers for the COVID-19 pandemic (Lin et al., 2021; Chan et al.,
2021). We employ it too, parametrizing it by mean (the daily number of
cases predicted by the model) and VMR (estimated along with the other
parameters, see Supplementary Figure 6 for its posterior distribution).
While our data (except for the number of new cases) is not significantly
over-dispersed, we have observed the negative binomial noise model to
perform much better in practice than constant-variance additive noise
or log-normally-distributed multiplicative noise.

Hospitalization data For the hospitalization data too it can be observed
that the variance increases with the mean (Supplementary Figure 1).
However, since the dynamic range of the bed counts is limited com-
pared to the range spanned by the case counts, such an increase in
variance is rather small and we can safely assume it to be approximately
constant. We have found it sufficient in this case to use the simpler
Gaussian noise model with constant variance instead of the more
complex negative binomial distribution. These variances are estimated
along with the other parameters and their posterior distributions are
reported in Supplementary Figure 6.

As for the time at which bed counts are observed, in this case too
we assume it to be noon of each day. In this case the choice is rather
arbitrary, since we have no information on when the hospitals count
the number of patients and whether the methodology used is the same
for all hospitals.

Prevalence estimates The raw data from the serological testing study
consists in a test date and test result for each participant. The period
corresponding to the first round of testing is split into equal-duration
intervals and the antibody test results are aggregated accordingly.
Assuming that each of the resulting population subsets is representative
of the whole, then the number of positive tests in each interval is a re-
alization of a binomial random variable, with success probability equal
to the prevalence (after correcting for the sensitivity and specificity of
the test used) and number of trials equal to the total number of tests in
that batch.

4.4. Bayesian parameter estimation and priors

Our approach to parameter inference is fully Bayesian: we are
interested in sampling probable parameter values according to the
posterior distribution

𝑝(𝜃 ∣ 𝑦) ∝ 𝑝(𝑦 ∣ 𝜃)𝑝(𝜃),

in which 𝑝(𝑦 ∣ 𝜃) is the likelihood of the observed data and 𝑝(𝜃) is a prior
distribution on the parameter values. The likelihood can be computed
from the probability distributions of the observable quantities as

𝑝(𝑦 ∣ 𝜃) =
∏

𝑖
𝑝𝑖(𝑦𝑖|𝑥(𝑡𝑖), 𝜃),

so that only the prior distribution is left to be defined.
The prior distribution should encode all available information about

the parameters not coming directly from the data against which the
model is fitted. In our case such information is mainly derived from
clinical cases reported in the pre-existing literature. For example, the
distribution of the transition times between different illness phases
(e.g., incubation time) has been the object of many publications and
can be used to obtain a reasonable value for the number of stages in
the Gamma Chain Trick expansion. Once the number of stages is set,
the same transition time distribution leads to a prior on the transition
rates. Often priors can be obtained both for single parameters and for
more complex expressions containing several of them. For example,
in the case of transition times some overlap may be present: in one
source information about the total hospitalization time may be given, in
another the distribution of the time spent in the ICU may be presented
and in a third the time from symptom onset to death (which in our
model must necessarily transit through the ICU compartment) may be
described. We have found that adding priors to derived expressions
helps to exclude unrealistic values that would not have been excluded
by simply putting priors on the basic parameters.

We will now show how we deal with priors on multiple expressions
which are not independent. We start from the simple case where we
have prior information on two quantities that can be expressed as
𝑔1(𝜃), 𝑔2(𝜃) ∈ R. More than one parameter may contribute to both
expressions, meaning that, even if the components of the vector 𝜃 ∈ R𝑛

are independent, 𝑔1(𝜃) and 𝑔2(𝜃) may not be independent. The prior
information for these two quantities is encoded in two probability
distributions 𝑝1(𝑔1) and 𝑝2(𝑔2). One could try to construct a prior 𝑝(𝜃)
for the full parameter vector such that the marginal distributions for the
expressions 𝑔1(𝜃) and 𝑔2(𝜃) are exactly 𝑝1(𝑔1) and 𝑝2(𝑔2). However, such
distribution may not exist (since 𝑝1 and 𝑝2 may be based on different
studies and be even slightly incompatible), if it exists it may be not
unique and possible solutions can only be obtained by numerical ap-
proximation. Instead we define the prior as proportional to the product
𝑝1(𝑔1(𝜃)) 𝑝2(𝑔2(𝜃)). The advantage of this choice for the prior is that it
has an analytical formula. However, the marginal distributions for the
two expressions are not 𝑝1 and 𝑝2. The posterior distribution for 𝑔1(𝜃)
is not only influenced by the explicit contribution of the term 𝑝1(𝑔1(𝜃))
but also by the implicit contribution of 𝑝2(𝑔2(𝜃)), since some parameters
appear in both expressions. In general, given an arbitrary number of
expressions 𝑔𝑘 ∶ R𝑛 → R for which we have prior information 𝑝𝑘
as a probability distribution, we will use the non-normalized prior
distribution

𝑝(𝜃) ∝
∏

𝑘
𝑝𝑘(𝑔𝑘(𝜃)).

Computation of the normalization coefficient is not necessary in order
to draw from the posterior distribution using MCMC. The shifting of
the marginal for 𝑔𝑘 from the explicit contribution 𝑝𝑘 may not be a big
problem since they are due to the prior taking into account all available
evidence.

A summary of literature-derived priors used in our model is reported
in Supplementary Tables 1 and 2. We have seen that choosing the
appropriate source for prior information is difficult. For example, while
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the biology of the virus is constant across all countries (at least during
the first wave of the epidemic, before the rise of any variant) other
processes such as infection and hospitalization are extremely country
specific. For this reason, we have given more weight to reports on
German cases over international studies or meta-analyses. A second
problem is that there is no standardization in the medical literature
regarding what are the quantities of interest that should be described.
For example, mean hospitalization times are often reported separately
for patients that need ICU care, patients that are ventilated, patients
with severe or mild symptoms, or other subsets of patients. In the worst
cases the explanations provided are insufficient to exactly determine
what was actually measured, making it difficult if not impossible to
map the information to the model. For example, hospitalization can
be considered to end with death or discharge or both, but not all
sources are clear on which definition they use. Additionally, incomplete
information is often reported, such as only giving median transition
times instead of more accurate statistics, such as interquartile ranges.
A third problem is that often prior information obtained from different
sources may appear to be somehow contradictory, a problem which
is obviously exacerbated by the previous point. We have tried to only
include prior information of whose meaning we were quite confident
but still some slight incongruities could not be removed. We opted to
employ particularly weakened priors in such cases rather than com-
pletely throw the information away. A final problem is that unless the
reported values are stratified by age group they may not be applicable
to different waves of the epidemic in which the affected demographics
differ (e.g., fraction of hospitalized individuals). In our case this is not
problematic since we have only modelled the first wave of the epidemic
using prior information from studies conducted on patients from the
same first wave.

4.5. Computational modelling pipeline

We established a reusable computation pipeline to automate the
fitting process. The compartment model is encoded in the Systems
Biology Markup Language (SBML, Hucka et al., 2003), a widely used
standard in the systems biology community. The datasets used for
fitting, together with parameter priors and bounds, are stored in the
PEtab format (Schmiester et al., 2021), a standard format for the formu-
lation of estimation problems. Both formats are supported by various
simulation and analysis tools, which aids accessibility and reusability
of model and results.

Using the SBML models and the data in PEtab format, we perform
numerical simulation and sensitivity calculation with the C++/Python
library AMICI (Fröhlich et al., 2021), and parameter estimation using
the Python-based tool pyPESTO (Schälte et al., 2021). This combination
of tools offers a broad spectrum of functionalities, including advanced
gradient-based nonlinear optimization, profile calculation, sampling
and ensemble uncertainty analysis. In the current phase, we are using
the optimization and the sampling capabilities to infer the unknown
process parameters, including the effects of different interventions.

For sampling from the posterior distribution we use the pyPESTO in-
terface to the state-of-the-art gradient-based No-U-Turn sampler (NUTS,
Hoffman and Gelman, 2014) implemented in the library PyMC3 (Sal-
vatier et al., 2016). As parameter estimation with a high number of
parameters (75 in our case) is computationally extremely demanding,
we employed parallelization on a local high-performance cluster. Yet,
as sampling by the NUTS sampler is intrinsically a sequential process,
each individual chain can still take weeks before producing a suffi-
ciently high number of samples. In particular, for the results used in the
paper we drew 7200 samples (excluding 2100 tuning samples) which
took 2 months of wall time with a Intel® Xeon® Gold 6130 CPU @
2.10 GHz. Even with half the amount of samples, convergence metrics
(R-hat and Geweke tests) and visual inspection of the chains were
already acceptable. Effective sample size (ESS) for some parameters

Fig. 7. Computation of the transit probabilities in a toy example. Let 𝑝𝑖 be the
probability that an individual, starting in 𝑋1, will transit through state 𝑋𝑖. We assume
transitions between state 𝑋𝑖 and state 𝑋𝑗 occur at a rate 𝑘𝑖𝑗 and that the possible
transmissions are given in the graph shown in this figure. Then, 𝑝1 = 1, 𝑝2 = 𝑝1,
𝑝3 = 𝑝2 𝑘23∕(𝑘23 + 𝑘26), 𝑝4 = 𝑝3 𝑘34∕(𝑘34 + 𝑘35), 𝑝5 = 𝑝3 − 𝑝4, 𝑝6 = 𝑝2 − 𝑝3, 𝑝7 = 𝑝6.

remains comparatively low, but this is not unexpected for a model with
such a large number of parameters.

To facilitate reuse and extension, we openly share the analysis tools
with the community.4

4.6. Computing the reproduction number

The basic reproduction number 𝑅0 is the average number of sec-
ondary cases (new infections) generated in a completely susceptible
population by a single primary case. 𝑅0 can be computed as

𝑅0(𝑡) =
∑

𝑖
𝑝𝑖(𝑡)𝛽𝑖(𝑡)𝜏𝑖(𝑡),

where 𝑝𝑖 is the probability of an exposed individual of transiting
through state 𝐼𝑖, 𝛽𝑖 is the average number of new cases generated by
an infected individual from state 𝐼𝑖 in a day and 𝜏𝑖 is the average time
an individual in state 𝐼𝑖 takes to transition to the next state. Since all
equations are linear (except the terms dealing with infection which are
not relevant to the calculation of 𝑅0), all of the three quantities can
be computed analytically from the reaction rates (see Fig. 7 for the
calculation of 𝑝𝑖 in a toy example). Moreover, since all three of them
depend on time, 𝑅0 depends on time too. Finally, we want to point
out that the above formula is not strictly correct, since as an individual
progresses through the illness states also time progresses, which would
require using different values of 𝑡 in the different states 𝐼𝑖. However,
since the temporal scale at which 𝑝𝑖, 𝛽𝑖 and 𝜏𝑖 change (which is dictated
by government policies, behavioural shifts and biological evolution of
the virus) is rather longer than the time required for the illness to run
its course, the proposed formula is a very good approximation of the
true reproduction number.

The effective reproduction number 𝑅𝑒 is the average number of
secondary cases generated by a primary case in a partially susceptible
population. It can be easily computed from 𝑅0 as 𝑅𝑒(𝑡) = 𝑅0(𝑡)𝑆(𝑡)∕𝑁 .
We can also compute a separate reproduction number 𝑅0,sym (respec-
tively, 𝑅0,asym) for symptomatic (respectively, asymptomatic) individ-
uals, defined as the average number of secondary cases generated in
a completely susceptible population by a primary case assuming they
will (respectively, will not) develop symptoms. The formula to be used
is essentially the same, with the only difference being the probabilities
𝑝𝑖 have to be conditioned on the individual eventually developing
(respectively, never developing) symptoms. It also holds that 𝑅0(𝑡) =
𝑓asym 𝑅0,asym+(1−𝑓asym)𝑅0,asym, where 𝑓asym is the fraction of individuals
who will never develop symptoms.

We also compute variants of the reproduction number in the case
where NPIs and/or diagnostic testing are removed (see Fig. 6). More
precisely, NPIs can be ‘‘switched off’’ by fixing 𝜌NPI(𝑡) to be constantly
equal to one, while diagnostic testing can be eliminated by setting all
detection rates to zero. In order to estimate the base infectiousness of

4 doi:10.5281/zenodo.6983066

https://doi.org/10.5281/zenodo.6983066
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the virus (as in the credible intervals of Fig. 3A and in the posterior
distributions of Supplemental Figure 3) we use the basic reproduction
number in the case where both NPIs and diagnostic testing are absent:
having no NPIs in place puts us in a pre-pandemic setting, while
removing diagnostic testing removes the additional uncertainty coming
from the estimates of the detection rates.

Funding

This study was funded by the Bavarian State Ministry of Science
and the Arts, the University Hospital of Ludwig-Maximilians-University
Munich, the Helmholtz Centre Munich, Germany, the University of
Bonn, Germany (via the Transdiciplinary Research Areas), the Univer-
sity of Bielefeld, Munich Center of Health (McHealth) and the German
Ministry for Education and Research (MoKoCo19, reference number
01KI20271), German Research Foundation (SEPAN, reference num-
ber HA 7376/3-1; INSIDe, reference number 031L0297A), Volkswagen
Stiftung (reference number: 99 450). This work was supported by the
Deutsche Forschungsgemeinschaft (DFG, German Research Foundation)
under Germany’s Excellence Strategy EXC 2047/1 - 390685813 and
EXC 2151 - 390873048. Jan Hasenauer acknowledges financial support
via a Schlegel Professorship at the University of Bonn. The ORCHES-
TRA project has received funding from the European Union’s Horizon
2020 research and innovation programme under grant agreement No
101016167. The views expressed in this paper are the sole responsibil-
ity of the authors and the Commission is not responsible for any use
that may be made of the information it contains. The funders had no
role in study design, data collection, data analyses, data interpretation,
writing, or submission of this manuscript.

Declaration of competing interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared to
influence the work reported in this paper.

Acknowledgements

We gratefully thank all participants of the KoCo19 study for their
trust, time, data, and specimens. This study would also not have
been possible without the staff of the Division of Infectious Diseases
and Tropical Medicine at the University Hospital of LMU Munich,
Helmholtz Centre Munich, and Bundeswehr Institute of Microbiology,
as well as all medical students involved. We thank the KoCo19 advi-
sory board members Stefan Endres, Stephanie Jacobs, Bernhard Liebl,
Michael Mihatsch, Matthias Tschöp, Manfred Wildner, and Andreas
Zapf.

Institutional Review Board Statement
The study protocol was approved by the Institutional Review Board

at the Ludwig-Maximilians-University in Munich, Germany (opinion
date 31 March 2020, number 20-275, opinion date amendment: 10
October 2020), prior to study initiation.

Appendix A. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.epidem.2023.100681.

References

Barbarossa, Maria Vittoria, Fuhrmann, Jan, Meinke, Jan H., Krieg, Stefan,
Varma, Hridya Vinod, Castelletti, Noemi, Lippert, Thomas, 2020. Modeling the
spread of COVID-19 in Germany: Early assessment and possible scenarios. PLOS
ONE 15 (9), e0238559. http://dx.doi.org/10.1371/journal.pone.0238559.

Beck, E.M., Tolnay, Stewart E., 1995. Analyzing historical count data. Hist. Methods
28 (3), 125–131. http://dx.doi.org/10.1080/01615440.1995.9956360.

Brauner, Jan M., Mindermann, Sören, Sharma, Mrinank, Johnston, David, Sal-
vatier, John, Gavenčiak, Tomáš, Stephenson, Anna B., Leech, Gavin, Alt-
man, George, Mikulik, Vladimir, Norman, Alexander John, Monrad, Joshua Te-
perowski, Besiroglu, Tamay, Ge, Hong, Hartwick, Meghan A., Teh, Yee Whye,
Chindelevitch, Leonid, Gal, Yarin, Kulveit, Jan, 2021. Inferring the effectiveness
of government interventions against COVID-19. Science 371 (6531), http://dx.doi.
org/10.1126/science.abd9338.

Catmull, Edwin, Rom, Raphael, 1974. A class of local interpolating splines. In:
Barnhill, Robert E., Riesenfeld, Richard F. (Eds.), Computer Aided Geometric De-
sign. Academic Press, pp. 317–326. http://dx.doi.org/10.1016/B978-0-12-079050-
0.50020-5.

Chan, Stephen, Chu, Jeffrey, Zhang, Yuanyuan, Nadarajah, Saralees, 2021. Count
regression models for COVID-19. Physica A 563, 125460. http://dx.doi.org/10.
1016/j.physa.2020.125460.

Courtemanche, Charles, Garuccio, Joseph, Le, Anh, Pinkston, Joshua, Yelowitz, Aaron,
2020. Strong Social Distancing Measures In The United States Reduced The COVID-
19 Growth Rate. Health Aff. 39 (7), 1237–1246. http://dx.doi.org/10.1377/hlthaff.
2020.00608.

Fröhlich, Fabian, Weindl, Daniel, Schälte, Yannik, Pathirana, Dilan, Paszkowski, Łukasz,
Lines, Glenn Terje, Stapor, Paul, Hasenauer, Jan, 2021. AMICI: high-performance
sensitivity analysis for large ordinary differential equation models. Bioinformatics
http://dx.doi.org/10.1093/bioinformatics/btab227.

Giordano, Giulia, Blanchini, Franco, Bruno, Raffaele, Colaneri, Patrizio, Di Fil-
ippo, Alessandro, Di Matteo, Angela, Colaneri, Marta, 2020. Modelling the
COVID-19 epidemic and implementation of population-wide interventions in Italy.
Nat. Med. 26 (6), 855–860. http://dx.doi.org/10.1038/s41591-020-0883-7.

Hartl, Tobias, Wälde, Klaus, Weber, Enzo, 2020. Measuring the impact of the german
public shutdown on the spread of Covid-19. Covid Econom. (1), 25–32.

Hoffman, Matthew D., Gelman, Andrew, 2014. The No-U-turn sampler: Adaptively
setting path lengths in Hamiltonian Monte Carlo. J. Mach. Learn. Res. 15 (1),
1593–1623.

Hucka, M., Finney, A., Sauro, H.M., Bolouri, H., Doyle, J.C., Kitano, H., Arkin, A.P.,
Bornstein, B.J., Bray, D., Cornish-Bowden, A., Cuellar, A.A., Dronov, S., Gilles, E.D.,
Ginkel, M., Gor, V., Goryanin, I.I., Hedley, W.J., Hodgman, T.C., Hofmeyr, J.-H.,
Hunter, P.J., Juty, N.S., Kasberger, J.L., Kremling, A., Kummer, U., Le Novère, N.,
Loew, L.M., Lucio, D., Mendes, P., Minch, E., Mjolsness, E.D., Nakayama, Y.,
Nelson, M.R., Nielsen, P.F., Sakurada, T., Schaff, J.C., Shapiro, B.E., Shimizu, T.S.,
Spence, H.D., Stelling, J., Takahashi, K., Tomita, M., Wagner, J., Wang, J., 2003.
The systems biology markup language (SBML): a medium for representation and
exchange of biochemical network models. Bioinformatics 19 (4), 524–531. http:
//dx.doi.org/10.1093/bioinformatics/btg015.

Isho, Baweleta, Abe, Kento T., Zuo, Michelle, Jamal, Alainna J., Rathod, Bhavisha,
Wang, Jenny H., Li, Zhijie, Chao, Gary, Rojas, Olga L., Bang, Yeo My-
ong, Pu, Annie, Christie-Holmes, Natasha, Gervais, Christian, Ceccarelli, Derek,
Samavarchi-Tehrani, Payman, Guvenc, Furkan, Budylowski, Patrick, Li, Angel,
Paterson, Aimee, Yue, Feng Yun, Marin, Lina M., Caldwell, Lauren, Wrana, Jef-
frey L., Colwill, Karen, Sicheri, Frank, Mubareka, Samira, Gray-Owen, Scott D.,
Drews, Steven J., Siqueira, Walter L., Barrios-Rodiles, Miriam, Ostrowski, Mario,
Rini, James M., Durocher, Yves, McGeer, Allison J., Gommerman, Jennifer L.,
Gingras, Anne-Claude, 2020. Persistence of serum and saliva antibody responses to
SARS-CoV-2 spike antigens in COVID-19 patients. Sci. Immunol. 5 (52), eabe5511.
http://dx.doi.org/10.1126/sciimmunol.abe5511.

IVENA eHealth — interdisziplinärer Versorgungsnachweis, 2020. URL https://www.
ivena.de (Accessed 02 September 2021).

Jarvis, Christopher I, Van-Zandvoort, Kevin, Gimma, Amy, Prem, Kiesha, working
group, CMMID-COVID-19, Klepac, Petra, Rubin, G James, Edmunds, W John, 2020.
Quantifying the impact of physical distance measures on the transmission of COVID-
19 in the UK. BMC Med. 18 (124), http://dx.doi.org/10.1186/s12916-020-01597-
8.

Latsuzbaia, Ardashel, Herold, Malte, Bertemes, Jean-Paul, Mossong, Joël, 2020. Evolv-
ing social contact patterns during the COVID-19 crisis in Luxembourg. PLOS ONE
15 (8), 1–13. http://dx.doi.org/10.1371/journal.pone.0237128.

Lauer, Stephen A., Grantz, Kyra H., Bi, Qifang, Jones, Forrest K., Zheng, Qulu,
Meredith, Hannah R., Azman, Andrew S., Reich, Nicholas G., Lessler, Justin, 2020.
The incubation period of coronavirus disease 2019 (COVID-19) from publicly
reported confirmed cases: Estimation and application. Ann. Intern. Med. 172 (9),
577–582. http://dx.doi.org/10.7326/M20-0504.

Li, Michael Lingzhi, Bouardi, Hamza Tazi, Lami, Omar Skali, Trikalinos, Thomas A.,
Trichakis, Nikolaos, Bertsimas, Dimitris, 2020. Forecasting COVID-19 and analyzing
the effect of government interventions. Operations Research 71 (1), 184–201.
http://dx.doi.org/10.1287/opre.2022.2306.

Lin, Yen Ting, Neumann, Jacob, Miller, Ely F., Posner, Richard G., Mallela, Ab-
hishek, Safta, Cosmin, Ray, Jaideep, Thakur, Gautam, Chinthavali, Supriya,
Hlavacek, William S., 2021. Daily forecasting of regional epidemics of coronavirus
disease with Bayesian uncertainty quantification, United States. Emerg. Infect. Dis.
27 (3), 767–778. http://dx.doi.org/10.3201/eid2703.203364.

Liu, Y, Morgenstern, C, Kelly, J, Lowe, R, CMMID-COVID-19-Working-Group, Jit, M,
2021. The impact of non-pharmaceutical interventions on SARS-CoV-2 transmission
across 130 countries and territories. BMC Med. 19, 40. http://dx.doi.org/10.1186/
s12916-020-01872-8.

https://doi.org/10.1016/j.epidem.2023.100681
http://dx.doi.org/10.1371/journal.pone.0238559
http://dx.doi.org/10.1080/01615440.1995.9956360
http://dx.doi.org/10.1126/science.abd9338
http://dx.doi.org/10.1126/science.abd9338
http://dx.doi.org/10.1126/science.abd9338
http://dx.doi.org/10.1016/B978-0-12-079050-0.50020-5
http://dx.doi.org/10.1016/B978-0-12-079050-0.50020-5
http://dx.doi.org/10.1016/B978-0-12-079050-0.50020-5
http://dx.doi.org/10.1016/j.physa.2020.125460
http://dx.doi.org/10.1016/j.physa.2020.125460
http://dx.doi.org/10.1016/j.physa.2020.125460
http://dx.doi.org/10.1377/hlthaff.2020.00608
http://dx.doi.org/10.1377/hlthaff.2020.00608
http://dx.doi.org/10.1377/hlthaff.2020.00608
http://dx.doi.org/10.1093/bioinformatics/btab227
http://dx.doi.org/10.1038/s41591-020-0883-7
http://refhub.elsevier.com/S1755-4365(23)00017-8/sb9
http://refhub.elsevier.com/S1755-4365(23)00017-8/sb9
http://refhub.elsevier.com/S1755-4365(23)00017-8/sb9
http://refhub.elsevier.com/S1755-4365(23)00017-8/sb10
http://refhub.elsevier.com/S1755-4365(23)00017-8/sb10
http://refhub.elsevier.com/S1755-4365(23)00017-8/sb10
http://refhub.elsevier.com/S1755-4365(23)00017-8/sb10
http://refhub.elsevier.com/S1755-4365(23)00017-8/sb10
http://dx.doi.org/10.1093/bioinformatics/btg015
http://dx.doi.org/10.1093/bioinformatics/btg015
http://dx.doi.org/10.1093/bioinformatics/btg015
http://dx.doi.org/10.1126/sciimmunol.abe5511
https://www.ivena.de
https://www.ivena.de
https://www.ivena.de
http://dx.doi.org/10.1186/s12916-020-01597-8
http://dx.doi.org/10.1186/s12916-020-01597-8
http://dx.doi.org/10.1186/s12916-020-01597-8
http://dx.doi.org/10.1371/journal.pone.0237128
http://dx.doi.org/10.7326/M20-0504
http://dx.doi.org/10.1287/opre.2022.2306
http://dx.doi.org/10.3201/eid2703.203364
http://dx.doi.org/10.1186/s12916-020-01872-8
http://dx.doi.org/10.1186/s12916-020-01872-8
http://dx.doi.org/10.1186/s12916-020-01872-8


Epidemics 43 (2023) 100681

13

L. Contento et al.

Long, Quan-Xin, Liu, Bai-Zhong, Deng, Hai-Jun, Wu, Gui-Cheng, Deng, Kun, Chen, Yao-
Kai, Liao, Pu, Qiu, Jing-Fu, Lin, Yong, Cai, Xue-Fei, Wang, De-Qiang, Hu, Yuan,
Ren, Ji-Hua, Tang, Ni, Xu, Yin-Yin, Yu, Li-Hua, Mo, Zhan, Gong, Fang, Zhang, Xiao-
Li, Tian, Wen-Guang, Hu, Li, Zhang, Xian-Xiang, Xiang, Jiang-Lin, Du, Hong-Xin,
Liu, Hua-Wen, Lang, Chun-Hui, Luo, Xiao-He, Wu, Shao-Bo, Cui, Xiao-Ping,
Zhou, Zheng, Zhu, Man-Man, Wang, Jing, Xue, Cheng-Jun, Li, Xiao-Feng, Wang, Li,
Li, Zhi-Jie, Wang, Kun, Niu, Chang-Chun, Yang, Qing-Jun, Tang, Xiao-Jun,
Zhang, Yong, Liu, Xia-Mao, Li, Jin-Jing, Zhang, De-Chun, Zhang, Fan, Liu, Ping,
Yuan, Jun, Li, Qin, Hu, Jie-Li, Chen, Juan, Huang, Ai-Long, 2020. Antibody
responses to SARS-CoV-2 in patients with COVID-19. Nat. Med. 26, 845–848.
http://dx.doi.org/10.1038/s41591-020-0897-1.

Lorch, Lars, Kremer, Heiner, Trouleau, William, Tsirtsis, Stratis, Szanto, Aron,
Schölkopf, Bernhard, Gomez-Rodriguez, Manuel, 2022. Quantifying the effects of
contact tracing, testing, and containment measures in the presence of infection
hotspots. ACM Trans. Spatial Algorithms Syst. 8 (4), 25. http://dx.doi.org/10.1145/
3530774.

Lyu, Wei, Wehby, George L., 2020. Community use of face masks and COVID-19:
Evidence from a natural experiment of state mandates in the US. Health Aff. 39
(8), 1419–1425. http://dx.doi.org/10.1377/hlthaff.2020.00818.

Mossong, Joël, Hens, Niel, Jit, Mark, Beutels, Philippe, Auranen, Kari, Mikola-
jczyk, Rafael, Massari, Marco, Salmaso, Stefania, Tomba, Gianpaolo Scalia,
Wallinga, Jacco, Heijne, Janneke, Sadkowska-Todys, Malgorzata, Rosinska, Mag-
dalena, Edmunds, W. John, 2008. Social Contacts and Mixing Patterns Relevant
to the Spread of Infectious Diseases. PLOS Med. 5 (3), e74. http://dx.doi.org/10.
1371/journal.pmed.0050074.

Olbrich, Laura, Castelletti, Noemi, Schälte, Yannik, Garí, Mercè, Pütz, Peter, Bakuli, Ab-
hishek, Pritsch, Michael, Kroidl, Inge, Saathoff, Elmar, Guggenbuehl Noller, Jes-
sica Michelle, Fingerle, Volker, Le Gleut, Ronan, Gilberg, Leonard, Brand, Isabel,
Falk, Philine, Markgraf, Alisa, Deák, Flora, Riess, Friedrich, Diefenbach, Max,
Eser, Tabea, Weinauer, Franz, Martin, Silke, Quenzel, Ernst-Markus, Becker, Marc,
Durner, Jürgen, Girl, Philipp, Müller, Katharina, Radon, Katja, Fuchs, Christiane,
Wölfel, Roman, Hasenauer, Jan, Hoelscher, Michael, Wieser, Andreas, on behalf
of the KoCo19 Study Group, 2021. Head-to-head evaluation of seven different
seroassays including direct viral neutralisation in a representative cohort for SARS-
CoV-2. Journal of General Virology 102 (10), 001653. http://dx.doi.org/10.1099/
jgv.0.001653.

Pritsch, Michael, Radon, Katja, Bakuli, Abhishek, Le Gleut, Ronan, Olbrich, Laura,
Guggenbüehl Noller, Jessica, Saathoff, Elmar, Castelletti, Noemi, Garí, Mercè,
Pütz, Peter, et al., 2021. Prevalence and risk factors of infection in the represen-
tative COVID-19 cohort Munich. Int. J. Environ. Res. Public Health 18 (7), 3572.
http://dx.doi.org/10.3390/ijerph18073572.

Quick, Corbin, Dey, Rounak, Lin, Xihong, 2021. Regression models for understanding
COVID-19 epidemic dynamics with incomplete data. J. Amer. Statist. Assoc. 116
(536), 1561–1577. http://dx.doi.org/10.1080/01621459.2021.2001339.

Radon, Katja, Bakuli, Abhishek, Pütz, Peter, Le Gleut, Ronan, Guggenbuehl Noller, Jes-
sica Michelle, Olbrich, Laura, Saathoff, Elmar, Garí, Mercè, Schälte, Yannik, Frah-
now, Turid, Wölfel, Roman, Pritsch, Michael, Rothe, Camilla, Pletschette, Michel,
Rubio-Acero, Raquel, Beyerl, Jessica, Metaxa, Dafni, Forster, Felix, Thiel, Verena,
Castelletti, Noemi, Rieß, Friedrich, Diefenbach, Maximilian N., Fröschl, Günter,
Bruger, Jan, Winter, Simon, Frese, Jonathan, Puchinger, Kerstin, Brand, Isabel,
Kroidl, Inge, Wieser, Andreas, Hoelscher, Michael, Hasenauer, Jan, Fuchs, Chris-
tiane, on behalf of the KoCo19 study group, 2021. From first to second wave:
follow-up of the prospective COVID-19 cohort (KoCo19) in Munich (Germany).
BMC Infect. Dis. 21, 925. http://dx.doi.org/10.1186/s12879-021-06589-4.

Radon, Katja, Saathoff, Elmar, Pritsch, Michael, Noller, Jessica Michelle Guggenbühl,
Kroidl, Inge, Olbrich, Laura, Thiel, Verena, Diefenbach, Max, Riess, Friedrich,
Forster, Felix, Theis, Fabian, Wieser, Andreas, Hoelscher, Michael, Bakuli, Abhishek,
Eckstein, Judith, Froeschl, Günter, Geisenberger, Otto, Geldmacher, Christof,
Heiber, Arlett, Hoffmann, Larissa, Huber, Kristina, Metaxa, Dafni,
Pletschette, Michel, Rothe, Camilla, Schunk, Mirjam, Wallrauch, Claudia,
Zimmer, Thorbjörn, Prückner, Stephan, Hasenauer, Jan, Castelletti, Noemi,
Zeggini, Eleftheria, Laxy, Michael, Leidl, Reiner, Schwettmann, Lars, 2020. Protocol
of a population-based prospective COVID-19 cohort study Munich, Germany
(KoCo19). BMC Publ. Health 20, 1036. http://dx.doi.org/10.1186/s12889-020-
09164-9.

Raimúndez, Elba, Dudkin, Erika, Vanhoefer, Jakob, Alamoudi, Emad, Merkt, Simon,
Fuhrmann, Lara, Bai, Fan, Hasenauer, Jan, 2021. COVID-19 outbreak in Wuhan
demonstrates the limitations of publicly available case numbers for epidemiolog-
ical modeling. Epidemics 34, 100439. http://dx.doi.org/10.1016/j.epidem.2021.
100439.

Robert Koch Institute, 2020. COVID-19: Fallzahlen in Deutschland. URL https://npgeo-
corona-npgeo-de.hub.arcgis.com/datasets/dd4580c810204019a7b8eb3e0b329dd6_
0.

Salvatier, John, Wiecki, Thomas V., Fonnesbeck, Christopher, 2016. Probabilistic
programming in Python using PyMC3. PeerJ Comput. Sci. 2016, e55. http://dx.
doi.org/10.7717/peerj-cs.55, URL https://github.com/pymc-devs/pymc3.

Schälte, Yannik, Fröhlich, Fabian, Stapor, Paul, Vanhoefer, Jakob, Wang, Dantong,
Weindl, Daniel, Jost, Paul Jonas, Lakrisenko, Polina, Raimúndez, Elba, Pathi-
rana, Dilan, Schmiester, Leonard, Sädter, Philipp, Contento, Lorenzo, Dudkin, Erika,
Meyer, Kristian, Merkt, Simon, Hasenauer, Jan, 2021. ICB-DCM/pyPESTO: pyPESTO
0.2.5. http://dx.doi.org/10.5281/zenodo.2553546.

Schmiester, Leonard, Schälte, Yannik, Bergmann, Frank T., Camba, Tacio, Dud-
kin, Erika, Egert, Janine, Fröhlich, Fabian, Fuhrmann, Lara, Hauber, Adrian L.,
Kemmer, Svenja, Lakrisenko, Polina, Loos, Carolin, Merkt, Simon, Müller, Wolf-
gang, Pathirana, Dilan, Raimúndez, Elba, Refisch, Lukas, Rosenblatt, Mar-
cus, Stapor, Paul L., Städter, Philipp, Wang, Dantong, Wieland, Franz-
Georg, Banga, Julio R., Timmer, Jens, Villaverde, Alejandro F., Sahle, Sven,
Kreutz, Clemens, Hasenauer, Jan, Weindl, Daniel, 2021. PEtab—Interoperable
specification of parameter estimation problems in systems biology. PLoS Comput.
Biol. 17 (1), 1–10. http://dx.doi.org/10.1371/journal.pcbi.1008646.

Siedner, Mark J., Harling, Guy, Reynolds, Zahra, Gilbert, Rebecca F., Haneuse, Se-
bastien, Venkataramani, Atheendar S., Tsai, Alexander C., 2020. Social distancing
to slow the US COVID-19 epidemic: Longitudinal pretest–posttest comparison group
study. PLOS Med. 17 (8), 1–12. http://dx.doi.org/10.1371/journal.pmed.1003244.

Smith, Hal, 2011. Distributed delay equations and the linear chain trick. In: An
Introduction to Delay Differential Equations with Applications to the Life Sciences.
Springer, New York, NY, pp. 119–130. http://dx.doi.org/10.1007/978-1-4419-
7646-8_7.

Streeck, Hendrik, Schulte, Bianca, Kümmerer, Beate M, Richter, Enrico, Höller, Tobias,
Fuhrmann, Christine, Bartok, Eva, Dolscheid-Pommerich, Ramona, Berger, Moritz,
Wessendorf, Lukas, et al., 2020. Infection fatality rate of SARS-CoV2 in a
super-spreading event in Germany. Nat. Commun. 11 (1), 1–12.

Sypsa, V, Roussos, S, Paraskevis, D, Lytras, T, Tsiodras, S, Hatzakis, A, 2021. Effects
of social distancing measures during the first epidemic wave of severe acute
respiratory syndrome infection, Greece. Emerg. Infect. Diseases 27 (2), 452–462.
http://dx.doi.org/10.3201/eid2702.203412.

Zhao, S., Chen, H., 2020. Modeling the epidemic dynamics and control of COVID-19
outbreak in China. Quant. Biol. 8, 11–19. http://dx.doi.org/10.1007/s40484-020-
0199-0.

http://dx.doi.org/10.1038/s41591-020-0897-1
http://dx.doi.org/10.1145/3530774
http://dx.doi.org/10.1145/3530774
http://dx.doi.org/10.1145/3530774
http://dx.doi.org/10.1377/hlthaff.2020.00818
http://dx.doi.org/10.1371/journal.pmed.0050074
http://dx.doi.org/10.1371/journal.pmed.0050074
http://dx.doi.org/10.1371/journal.pmed.0050074
http://dx.doi.org/10.1099/jgv.0.001653
http://dx.doi.org/10.1099/jgv.0.001653
http://dx.doi.org/10.1099/jgv.0.001653
http://dx.doi.org/10.3390/ijerph18073572
http://dx.doi.org/10.1080/01621459.2021.2001339
http://dx.doi.org/10.1186/s12879-021-06589-4
http://dx.doi.org/10.1186/s12889-020-09164-9
http://dx.doi.org/10.1186/s12889-020-09164-9
http://dx.doi.org/10.1186/s12889-020-09164-9
http://dx.doi.org/10.1016/j.epidem.2021.100439
http://dx.doi.org/10.1016/j.epidem.2021.100439
http://dx.doi.org/10.1016/j.epidem.2021.100439
https://npgeo-corona-npgeo-de.hub.arcgis.com/datasets/dd4580c810204019a7b8eb3e0b329dd6_0
https://npgeo-corona-npgeo-de.hub.arcgis.com/datasets/dd4580c810204019a7b8eb3e0b329dd6_0
https://npgeo-corona-npgeo-de.hub.arcgis.com/datasets/dd4580c810204019a7b8eb3e0b329dd6_0
https://npgeo-corona-npgeo-de.hub.arcgis.com/datasets/dd4580c810204019a7b8eb3e0b329dd6_0
https://npgeo-corona-npgeo-de.hub.arcgis.com/datasets/dd4580c810204019a7b8eb3e0b329dd6_0
http://dx.doi.org/10.7717/peerj-cs.55
http://dx.doi.org/10.7717/peerj-cs.55
http://dx.doi.org/10.7717/peerj-cs.55
https://github.com/pymc-devs/pymc3
http://dx.doi.org/10.5281/zenodo.2553546
http://dx.doi.org/10.1371/journal.pcbi.1008646
http://dx.doi.org/10.1371/journal.pmed.1003244
http://dx.doi.org/10.1007/978-1-4419-7646-8_7
http://dx.doi.org/10.1007/978-1-4419-7646-8_7
http://dx.doi.org/10.1007/978-1-4419-7646-8_7
http://refhub.elsevier.com/S1755-4365(23)00017-8/sb36
http://refhub.elsevier.com/S1755-4365(23)00017-8/sb36
http://refhub.elsevier.com/S1755-4365(23)00017-8/sb36
http://refhub.elsevier.com/S1755-4365(23)00017-8/sb36
http://refhub.elsevier.com/S1755-4365(23)00017-8/sb36
http://refhub.elsevier.com/S1755-4365(23)00017-8/sb36
http://refhub.elsevier.com/S1755-4365(23)00017-8/sb36
http://dx.doi.org/10.3201/eid2702.203412
http://dx.doi.org/10.1007/s40484-020-0199-0
http://dx.doi.org/10.1007/s40484-020-0199-0
http://dx.doi.org/10.1007/s40484-020-0199-0


38 
 

  



39 
 

 

III 
Reprints of publications with first and last authorships 

 

 

 

 

 

Publication 5: 

 

Data suggested hospitalization as pandemic-indicator already at early stages of the COVID-19 

pandemic 

Stefanie Fuderer*, Christina Kuttler, Michael Hoelscher, Ludwig Christian Hinske and Noemi 

Castelletti 

Mathematical Biosciences and Engineering, Dec 2022, IF 2.080 

  



http://www.aimspress.com/journal/mbe

MBE, 20(6): 10304–10338.
DOI: 10.3934/mbe.2023452
Received: 20 October 2022
Revised: 02 December 2022
Accepted: 13 December 2022
Published: 31 March 2023

Research article

Data suggested hospitalization as critical indicator of the severity of the
COVID-19 pandemic, even at its early stages

Stefanie Fuderer1, Christina Kuttler1, Michael Hoelscher2,3,4, Ludwig Christian Hinske5 and
Noemi Castelletti2,6,*

1 Department of Mathematics, Technical University of Munich, Garching, Germany
2 Division of Infectious Diseases and Tropical Medicine, Medical Center of the University of

Munich, Munich, Germany
3 German Center for Infection Research (DZIF), partner site Munich, Munich, Germany
4 Center for International Health (CIH), University Hospital, Munich, Germany
5 Department of Anesthesiology, University Hospital, Munich, Germany
6 Institute of Radiation Medicine, Helmholtz Zentrum München, Neuherberg, Germany

* Correspondence: Email: noemi.castellitti@med.uni-muenchen.de.

Abstract: COVID-19 has been spreading widely since January 2020, prompting the implementation
of non-pharmaceutical interventions and vaccinations to prevent overwhelming the healthcare system.
Our study models four waves of the epidemic in Munich over two years using a deterministic, biology-
based mathematical model of SEIR type that incorporates both non-pharmaceutical interventions and
vaccinations. We analyzed incidence and hospitalization data from Munich hospitals and used a two-
step approach to fit the model parameters: first, we modeled incidence without hospitalization, and
then we extended the model to include hospitalization compartments using the previous estimates
as a starting point. For the first two waves, changes in key parameters, such as contact reduction
and increasing vaccinations, were enough to represent the data. For wave three, the introduction of
vaccination compartments was essential. In wave four, reducing contacts and increasing vaccinations
were critical parameters for controlling infections. The importance of hospitalization data was
highlighted, as it should have been included as a crucial parameter from the outset, along with
incidence, to avoid miscommunication with the public. The emergence of milder variants like Omicron
and a significant proportion of vaccinated people has made this fact even more evident.
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1. Introduction

In December 2019, some local health workers in Wuhan city (Hubei region, China) reported cases
of pneumonia-like symptoms with an unknown cause. On February 11, 2020, the disease was
officially named the coronavirus disease 2019 (COVID-19), and its cause was determined to be the
severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) [1]. Following more than 118,000
confirmed COVID-19 cases in 114 countries and 4,291 deaths, the World Health Organization
declared COVID-19 as a pandemic on March 11, 2020 [2]. Since then, there have been outbreaks
worldwide with approximately 603 million confirmed cases and over 6.4 million deaths as of
September 2022 [3].

The first cases of COVID-19 were detected in Germany’s Munich municipality in late January
2020, and, due to the virus’ high contagion rate, the number of cases rapidly increased [4]. To prevent
the collapse of the healthcare system, the government quickly implemented non-pharmaceutical
interventions, such as social distancing, face mask wearing, isolation of infected individuals,
nationwide lockdowns and contact tracing, to slow down and control the virus’ spread [1, 5]. In
addition, vaccines against SARS-CoV-2 were promptly developed, and they have been available in
Germany since December 26, 2020 [6]. All vaccines licensed in Germany have been observed to offer
a high level of protection against severe cases of the disease [7].

Depending on the severity of symptoms, individuals infected with SARS-CoV-2 can be classified
as follows [8]:

• mild,
• moderate (no or mild pneumonia, no or mild upper respiratory infection combined with febrile

illness, dry cough and sore throat),
• severe with hospitalization (dyspnea, respiratory rate ≥ 30/min, blood oxygen saturation ≤ 93%

and/or pulmonary infiltrates > 50%) and
• critical with hospitalization (respiratory insufficiency, septic shock due to bacterial

superinfections, multiple organ dysfunction or failure, death).

In the first 20 weeks of the outbreak, the Robert Koch Institute (RKI) categorized about 80% of
infections as mild or moderate, 18% as severe and the remaining 2% as critical [1, 8]. This resulted
in a hospitalization rate of 20%. This value was significantly higher than the hospitalization rate of
the flu in 2018–2019 (which was only 1.31%) and demonstrated the potential for a collapse of the
healthcare system without intervention [9]. To manage the number of hospitalized cases, the daily
number of new cases and the 7-day incidence became critical indicators [10]. However, the relationship
between incidence and hospitalization changes depending on the virus variant, making it an unreliable
indicator [10]. Due to this variability and the emergence of the Omicron variant, the focus has now
shifted to the hospitalization rate [10].

Biology-based mathematical models can be used to contain the pandemic by predicting its spread.
Linking such models with data is crucial for making informed decisions about public health, as
evidenced by efforts to estimate the number of asymptomatic HIV infections and the impact of SARS
and influenza outbreaks [11, 12]. With the ongoing COVID-19 pandemic, many researchers are fitting
models to data to analyze the effects of government interventions such as contact restrictions, face
mask usage and isolation of infected individuals. For instance, Chumachenko et al. [13] used machine
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learning methods to predict COVID-19 incidence in multiple countries, while Ying and O’Clery [14]
developed an agent-based model to study the spread of infection in a supermarket. Other researchers
used relatively simple deterministic models composed of four or fewer compartments to analyze the
spatial spread of COVID-19 [15–17], while Okuonghae and Omame [18] incorporated face mask
usage and social distancing into their non-linear models of the SARS-CoV-2 epidemic in Nigeria.
Barbarossa et al. [19] extended a deterministic model of SEIR type to simulate the effects of
non-pharmaceutical interventions on the COVID-19 outbreak in Germany, and different strategies for
mitigating the outbreak were explored.

In this study, we utilized a mathematical model of deterministic differential equations to simulate
the spread of COVID-19 in Munich’s population from January 2020 for over two years, encompassing
four waves of the epidemic. Our approach focused on a biology-based method that mimicked the actual
contribution of individuals in various compartments of an extended SEIR model, incorporating non-
pharmaceutical interventions and, later, vaccinations. The transmission rates and reproduction number
are proportional to the number of infectious contacts, which were reduced by the non-pharmaceutical
measures. Our model is unique in that it captured the effects of these measures and quantified them
not only between waves, but also within the same wave. Another distinctive aspect of our analysis
is the inclusion of the number of patients in the intensive care unit (ICU) and normal hospital ward
of Munich’s hospitals. We fitted the model’s parameters in a two-step process to prevent overfitting
and increase stability in the model fitting. First, we fitted a model without hospitalization solely to
the incidence data. Second, we extended the model with hospitalization compartments, using the
parameters obtained from the first fit as given parameters to support the remaining hospitalization
parameters’ fit.

The emphasis in previous COVID-19 management strategies has been on tracking the number of
cases, rather than focusing on the more critical issue of hospitalization. Our analysis shows that, from
the outset of the pandemic, it was possible to simulate hospitalization data as a primary metric
alongside case incidence. By doing so, we could have avoided confusion among the public and
provided a clearer picture of the pandemic’s status. This approach is especially important when
dealing with milder variants like Omicron, in conjunction with a significant percentage of
vaccinated individuals.

It is widely recognized that the number of infectious contacts is directly proportional to transmission
rates and reproduction numbers. As a result, implementing non-pharmaceutical interventions reduces
the number of contacts, which is reflected in Eqs (2.1) through (2.6) in the article. This quantification
is a crucial aspect of our paper’s development.

2. Materials and method

2.1. Prevalence data on daily detected COVID-19 cases

To gain an understanding of the pandemic situation, the daily number of COVID-19 infections can
be used as one of multiple indicators. The RKI provides the 7-day incidence, which represents
the number of new cases reported in the past 7 days per 100,000 inhabitants, and it is used to guide
certain measures like the emergency brake [10]. The RKI platform offers the number of daily detected
COVID-19 infections in Munich, starting from the first observed case on January 29, 2021. Figure 1
displays the occurrence of three main waves in Munich until the end of June, with varying (non-)
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pharmaceutical interventions and hygiene awareness among the population influencing the
pandemic’s progression. Consequently, time-dependent model parameters were utilized not just for
the three waves, but also for each wave individually (Table 1).

Table 1. Interventions during the first [20], second [21–23], third [24–26] and beginning of
the fourth wave of COVID-19 in Munich. For each wave the first day is considered as day 0.

Intervention Time interval Time interval Contact Transmission Transmission

(date) (days) rate probability rate

First wave 2020/01/29–2020/06/15 day 0–138

No interventions 2020/01/29–2020/03/21 day 0–52 c0 p0 β0

Lockdown 2020/03/22–2020/04/19 day 53–81 0.37c0 0.3p0 0.1 · β0

Contact 2020/04/20–2020/06/15 day 82–138 0.5c0 0.3p0 0.15 · β0

interventions

Second wave 2020/06/15–2021/02/15 day 138–383

Contact 2020/06/15–2020/11/01 day 0–139 0.6c0 p · p0 0.6 · pβ0

interventions

Lockdown light 2020/11/02–2020/12/15 day 140–183 0.57c0 p · p0 0.57pβ0

Lockdown 2020/12/16–2021/01/18 day 184–217 c3c0 p · p0 c3 pβ0

FFP2 masks 2021/01/19–2020/02/15 day 218–245 c4c0 p4 · p0 c4 p4β0

Third wave 2021/02/15–2021/06/30 day 383–518

Lockdown 2021/02/15–2021/04/13 day 0–57 0.35c0 p · p0 0.35pβ0

Emergency brake 2021/04/14–2021/05/10 day 58–84 c2c0 p · p0 c2 pβ0

Relaxations 2021/05/11–2021/06/06 day 85–111 c3c0 p · p0 c3 pβ0

Opening 2021/06/07–2021/06/30 day 112–135 0.55c0 p · p0 0.55pβ0

Fourth wave 2021/06/30–2021/10/15 day 518–626 β
f ourth
0 = 1.6βthird

0

Relaxations 2021/06/30 – 2021/07/31 day 0–31 0.6 p · p0 0.6pβ f ourth
0

More relaxations 2021/08/01–2021/09/30 day 32–92 c2 p · p0 c2 pβ f ourth
0

More relaxations 2021/10/01–2021/10/16 day 93–108 c3 p · p0 c3 pβ f ourth
0
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Figure 1. Data description and model results. Detected COVID-19 cases in Munich reported
by the RKI [4]: (A) daily and (B) cumulative. Hospitalized COVID-19 cases in Munich for
the normal ward (NW) stations (C) and ICUs (D). The solid black lines denote the results
of the (A) and (B) preferred model and (C) and (D) hospitalization model. For the first and
second waves, no vaccination compartments were needed.

2.1.1. First wave

In Munich, the first wave of COVID-19 occurred from late January to mid-June (refer to Figure 1).
Three main interventions were implemented to prevent the spread of the disease:

1) no measures or, at least, no heavy measures were taken;

2) a lockdown was imposed throughout Munich;

3) the lockdown was lifted, but with severe contact reductions still in place (refer to Table 1).

To model the impact of these interventions, the time-dependent contact c(t) and transmission
probability p(t) rates were utilized. During the lockdown period, a 63% reduction in contacts
compared to normal was assumed, whereas the reduction during the lifting was around 50% [27].
Additionally, it was assumed that the population had greater awareness of hygiene, mask wearing, and
social distancing during and after the lockdown, leading to an approximate 70% reduction in the
transmission probability during contact [28]. This resulted in the following contact rate c(t) and
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transmission probability p(t):

c(t) =


c0 if t ≤ 52
0.37c0 if 53 ≤ t ≤ 81
0.5c0 if 82 ≤ t ≤ 138

, p(t) =


p0 if t ≤ 52
0.3p0 if 53 ≤ t ≤ 81
0.3p0 if 82 ≤ t ≤ 138,

(2.1)

where c0 is the normal average contact rate and p0 is the normal average transmission probability when
no interventions are taken. With this it follows that the transmission rate β(t) = c(t) · p(t) is also
time-dependent

β(t) = c(t)p(t) ≈


β0 if t ≤ 52,
0.1β0 if 53 ≤ t ≤ 81,
0.15β0 if 82 ≤ t ≤ 138,

(2.2)

where β0 = c0 p0 is the normal average transmission rate without interventions.

2.1.2. Second wave

The time frame of the second wave of COVID-19 in Munich was from June 15th, 2020 to February
15th, 2021. Similar to the first wave, the second wave was split into distinct phases aligned with efforts
to curb the spread of the disease (refer to Table 1). The initial intervention phase, spanning from June
to October, resulted in a contact reduction of roughly 40%, while the subsequent ”lockdown light”
period saw a contact reduction of about 43% [27].

The contact reduction for the subsequent lockdown was also fitted. During the final intervention
period, an FFP2 mask requirement was introduced in addition to the lockdown, which decreased the
probability of transmission upon contact. The transmission probability only changed during the last
intervention period and was also fitted. Therefore, the transmission rate for asymptomatic infected
individuals is given by

βa(t) ≈


0.6pβ0 if t ≤ 139,
0.57pβ0 if 140 ≤ t ≤ 183,
c3 pβ0 if 184 ≤ t ≤ 217,
c4 p4β0 if 218 ≤ t ≤ 245,

(2.3)

where c3 and c4 are the fitted reductions of the transmission rate for the third and fourth intervention
periods, respectively. In addition, the fitted reduction in transmission probability is described by p
during the first three intervention periods, while p4 describes the additional reduction of the
transmission probability due to wearing the FFP2 masks. During the second wave, the test capacity
increased and more infected individuals without symptoms were tested because of contact tracing.

2.1.3. Third wave

Between February 15, 2021 and June 30, 2021, Munich experienced its third wave of COVID-19
infections as shown in Figure 1. During this period, the lockdown measures from the previous wave
remained in effect and were strengthened with an “emergency brake” beginning in mid-April. These
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new measures included stricter contact reduction, a nighttime curfew and the closure of many stores,
as summarized in Table 1 [24]. The contact reduction during the lockdown was assumed to be
around 65%, while the contact rate during the ”emergency brake” and relaxation period was fitted to
the data. For the opening period, the contact rate was assumed to be similar to the beginning of the
second wave. Consequently, the transmission rate is given by

βa(t) ≈


0.35pβ0 if t ≤ 57,
c2 pβ0 if 58 ≤ t ≤ 84,
c3 pβ0 if 85 ≤ t ≤ 111,
0.55pβ0 if 112 ≤ t ≤ 135.

(2.4)

New variants of the SARS-CoV-2 virus were detected in the first half of 2021, including the B.1.1.7
variant, also known as Alpha, which became the predominant strain in many countries during this
time including Germany [29]. As of early March, the B.1.1.7 variant has accounted for over 40% of
positive cases in Germany, with this proportion continuing to rise each week [30]. The B.1.1.7 variant is
believed to have increased transmissibility, resulting in a higher transmission rate β0 [31]. Meanwhile,
in Germany, the vaccination campaign started in December 2020, and, by early June 2021, around 40%
of Munich’s population had received their first dose of the vaccine, while about 20% had received the
second dose [32]. To ensure an adequate simulation of the third wave, this vaccination aspect is also
taken into account in the model’s structure.

2.1.4. Beginning of the fourth wave with further prediction

On June 30, 2021, Munich entered its fourth wave of the pandemic, despite various interventions
and progress in vaccination having broken the third wave in spring of 2021. While 50% of Munich’s
population had received at least one vaccine dose and 36% had been fully vaccinated by the end of
June 2021, the number of cases rose again. The Delta variant of SARS-CoV-2, which is
approximately 60% more transmissible than the Alpha variant, became increasingly prevalent in
Germany during the end of the third wave and the beginning of the fourth wave. By mid-July 2021,
the Delta variant accounted for 74% of all cases in Germany [30]. To estimate the transmission rate
during the fourth wave, the fitted transmission rate during the third wave for the Alpha variant (β0)
was used as a baseline, as it was the dominant strain at the time:

β
f ourth
0 = 1.6 · βthird

0 . (2.5)

During July 2021, there were additional measures taken to ease COVID-19 restrictions, including
increased capacity at outdoor and cultural events, extended hours for restaurants, relaxed mask rules
and the reopening of bar interiors, as shown in Table 1 [33–35]. Contact reduction during July 2021
was assumed to be similar to that of the previous summer. For the intervention period from August
to September 2021, the contact reduction was estimated. In October 2021, further relaxations were
implemented, such as the reopening of clubs in Munich [36]. The contact reduction for October was
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also estimated. These measures resulted in an average transmission rate for asymptomatic individuals:

β f ourth
a (t) =


0.6pβ f ourth

0 if 0 ≤ t ≤ 31,
c2 pβ f ourth

0 if 32 ≤ t ≤ 93,
c3 pβ f ourth

0 if 94 ≤ t ≤ 109.

(2.6)

According to [33], it has been demonstrated that all vaccines authorized in Germany provide lower
protection against the Delta variant, especially in individuals who have only received one dose. As a
result, a vaccine ineffectiveness factor σ has been introduced, which depends on the time elapsed since
the first dose. The fourth wave was considered to be dominated by the Delta variant approximately one
week after it began; σ is hence defined by

σ(t) =

σalpha if 0 ≤ t ≤ 7,
σdelta if 8 ≤ t,

(2.7)

where σalpha = 0.25 is the vaccine inefficacy after the first dose against infection with the Alpha variant
and σdelta is the fitted vaccine inefficacy after the first dose against infection with the Delta variant.

The parameters for predicting the number of new COVID-19 cases were fitted by using data from
the first few months of the fourth wave, up until October 15, 2021. To make predictions for future
periods, various scenarios were considered. These include an optimal scenario, where vaccination
rates and contact rates remain constant from October 15, 2021, a severe scenario where vaccination
rates decrease while contact rates increase and an extreme scenario where vaccination is completely
stopped and contact rates increase rapidly.

2.2. Number of COVID-19 hospitalized patients: IVENA software

The crucial indicators for determining the severity of the pandemic are the number of hospitalized
patients and those requiring intensive care (IC), as stated in [10]. Maintaining control over these
numbers is essential in making decisions regarding potential interventions.

A web-based software called Interdisciplinary Evidence of Care (IVENA) is utilized to facilitate
the exchange of information among emergency departments, ambulance services and clinics. This
tool aids in optimizing the allocation of resources and patient management, and it also reports on the
number of COVID-19 patients in normal wards and ICUs across Munich hospitals, as cited in [37].

However, in the IVENA dataset, some days in October and November 2021 were missing data on
the number of patients in normal wards or ICUs in Munich hospitals. To fill these gaps, alternative data
sources were used, as referenced in [32].

2.3. Biology-based deterministic models: Considering different types of infectious individuals

The analysis uses models based on the SEIR theory, which assumes that susceptible individuals (S)
can become infected through contact with infected individuals (I) [12]. After infection, individuals
move from the susceptible class to the exposed class (E), where they are asymptomatic and not
infectious. Infected individuals then move to the infectious class (I) and eventually recover (R) [38].
A more detailed description of the SEIR model is available in the Supplemental Material.
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(a)

(b)

Figure 2. Schematic description of the applied models: (A) the preferred model and (B) the
hospitalization model, both with vaccination expansion.
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The top of Figure 2 is an extension of the SEIR model, with the infectious class (I) split into
asymptomatic infected individuals (Ia), presymptomatic infected individuals (I p), symptomatic
infected individuals (I s) and detected individuals (P). After infection, individuals move to the exposed
class E, where they are asymptomatic and not infectious. Exposed individuals can hence develop
symptoms with rate ρ, moving first to the presymptomatic class I p, then to the symptomatic class I s

and finally to the detected class P with rate η1. Exposed people staying asymptomatic
(probability 1 − ρ) move directly to the detected class (P) with rate η0. Individuals in the
asymptomatic, presymptomatic, symptomatic and detected classes spend an average time of 1

γa
, 1
γp

, 1
γs

and 1
γpos

, respectively, before recovering (R from detected and Ru for undetected cases) and becoming
immune to reinfection. Individuals who die (D) from COVID-19 are removed from the population. In
Germany, it is very likely that a critical infection will be detected. Therefore, we assume that infected
individuals who have not been diagnosed with COVID-19 are unlikely to die due to the disease. The
case fatality ratio (CFR) of detected infections δ was calculated with the help of the RKI data [4]. The
transmission rates for asymptomatic, presymptomatic, symptomatic and detected individuals are βa,
βp, βs and βpos, respectively. We assume that asymptomatic and presymptomatic infected individuals
do not restrict their contacts to others and therefore have higher transmission rates than symptomatic
and detected infective people. Vaccination is assumed to be given only to susceptible individuals (S )
at a rate of v1, who then move to compartment V1. After the first dose, individuals have approximately
75% protection against infection with SARS-CoV-2, as defined by (1 − σ) [39]. After the second
dose, individuals move to compartment V2 at a rate of v2. Fully vaccinated individuals are assumed to
be protected against infection, and the time lag of two weeks after the second dose needed to build up
immunity is neglected for simplicity.

The preferred model is presented in Figure 2 (top), and it is described by the following system of
differential equations:

Ṡ = −λS − v1S ,

Ė = λS + σλV1 − γeE,

V̇1 = v1S − σλV1 − v2V1,

V̇2 = v2V1,

İa = (1 − ρ)γeE − γaIa,

İ p = ργeE − γpI p, (2.8)
İ s = (1 − η0)γpI p − γsI s,

Ṗ = η0γaIa + η0γpI p + η1γsI s − γposP,

Ṙ = (1 − δ)γposP,

Ḋ = δγposP,

Ṙu = (1 − η1)γsI s + (1 − η0)γaIa,
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where λ(t) = βaIa+βpIp+βsI s+βposP
N−D is the force of infection and N the total population size. For this model

we assume that the transmission rate of asymptomatic infectious individuals βa is time-dependent (see
Chapters 2.1.1–2.1.4). Consequently, it follows that the other transmission rates, βp, βs and βpos, are
also time-dependent. To model the epidemic already since the first days cases were tested, as initial
values for the preferred model, we used S (0) = N − 2, E(0) = V1(0) = V2(0) = Ia(0) = I p(0) =
R(0) = D(0) = Ru(0) = 0 and I s(0) = P(0) = 1. The whole population is susceptible, except for
two people: one is a detected individual and the other a symptomatic detected individual. All other
compartments are empty. For waves 1 and 2, the initial conditions for the vaccination compartments
were V1(0) = V2(0) = 0 (no vaccination available, so compartments are empty), while for wave 4,
V1(0) = 25000 and V2(0) = 15000 (vaccination campaign started fully working). For time intervals
without a vaccination campaign, we set the rate v1 = 0, keeping the compartment empty until the start
of vaccination. To compare the model results with the RKI data, the newly detected infections d̂(t)
at day t need to be defined. At the starting point, the number of daily detected cases corresponds to
the number of detected individuals at day 0: P(0). For any further time point t > 0, our approach
was as follows:

• The population N is constant, including deaths D if included in the model: N(t) − N(t + 1) = 0;
• The newly detected cases on day t, d̂(t), correspond only to the individuals who leave

compartment S at that day, S (t) and not of interest are all other “internal changes” between
different compartments. To calculate this in formula, it is the individuals in S on that day t, S (t),
minus the individuals in S the next day, S (t + 1): S (t) − S (t + 1) = d̂(t);
• In an extended SIR-model, the individuals leaving S can go to more compartments than only I. In

our specific case, they can go to the compartments of detected individuals (P), to dead individuals
(D) and to recovered individuals (R). Therefore, for out model, the total population corresponds
to N = S + P + D + R, or S = N − P − D − R;
• Looking at individuals leaving compartment S , this can be formulated as follows: d̂(t) = S (t) −

S (t + 1) = N(t) − N(t + 1) − P(t) + P(t + 1) − D(t) + D(t + 1) − R(t) + R(t + 1);
• Remembering that we assume a constant population N(t)-N(t+1) = 0, this leads to d̂(t) = S (t) −

S (t + 1) = P(t + 1) − P(t) + D(t + 1) − D(t) + R(t + 1) − R(t).

The formula can be interpreted as follows: the daily detected cases in the RKI data can be located
to different compartments in the model. They can be just “detected individuals” by polymerase chain
reaction (PCR) or later on by rapid testing. They could be detected after death, which really happened
in the first two waves since the laboratories were struggling with test capacities. Or, they could be
detected at recovery. The daily detected cases d̂(t) at day t are hence calculated by the
following formula:

d̂(t) =

P(0) if t = 0,
[P(t + 1) − P(t)] + [D(t + 1) − D(t)] + [R(t + 1) − R(t)] if t > 0.

Parameter assumptions are given in Tables 2 and 3.
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Table 2. Parameters of the preferred model for wave one and two without hospitalization
compartments. Short forms: CFR, mean duration (MD).

Parameter Description Value (unit) [Refs.]
First wave
β0 Init. transm. rate of asympt. I 0.66 1

d·individual [fitted]
βp Transm. rate of presympt. I βa [assumed]
βs Transm. rate of symptomatic I 0.6βa [assumed]
βpos Transm. rate of detected I 0.1βa [assumed]
1
γe

Mean latent period 5.5 d [38, 40]
1
γa

MD of asympt. infection 6 d [assumed]
1
γp

MD of presympt. infection 2 d [38]
1
γs

MD of sympt. infection 7 d [assumed]
1
γpos

MD of infection 6 d [fitted]
ρ Prob. of developing symptoms 0.69 [41]
η0 Prob. of detection while asympt. 0.07 [assumed]
η1 Prob. of detection while sympt. 0.56 [fitted]
δ CFR of detected infections 0.033 [4]
v1 Vacc. rate first dose 0
v2 Vacc. rate second dose 0
N Tot. population size 1,484 million [42]
Second wave (new parameters)
pβ0 Init. transm. rate of asympt. I 0.37 1

d·individual [fitted]
with reduction in transm. prob.

c3 Reduction in contact rate 0.27 [fitted]
(third intervention period)

c4 p4 Reduction in transm. rate 0.24 [fitted]
(fourth intervention period)

η0 Prob. of detection while asympt. 0.15 [assumed]
η1 Prob. of detection while sympt. 0.85 [assumed]
δ CFR of detected infections 0.019 [4]
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Table 3. Parameters of the preferred model for waves three and four with vaccination
compartments. Short forms: CFR.

Parameter Description Value (unit) [Refs.]
Third wave (new parameters)
pβ0 Init. transm. rate of asympt. I 0.79 1

d·individual [fitted]
with reduction in transm. prob.

c2 Reduction in contact rate 0.11 [fitted]
(second intervention period)

c3 Reduction in transm. rate 0.11 [fitted]
(third intervention period)

η0 Prob. of detection while asympt. 0.25 [assumed]
η1 Prob. of detection while sympt. 0.9 [assumed]
δ CFR of detected infections 0.008 [4]
N Tot. population size 1,488 million [42]
Third wave with vaccination
pβ0 Init. transm. rate of asympt. I 0.82 1

d·individual [fitted]
with reduction in transm. prob.

c2 Reduction in contact rate 0.15 [fitted]
c3 Reduction in transm. rate 0.15 [fitted]
v1 Vacc. rate first dose, t ≤ 75 0.0014 1

d·individual [fitted]
Vacc. rate first dose, 75 ≤ t ≤ 135 0.0243 1

d·individual [fitted]
v2 Vacc. rate second dose, t ≤ 60 0.0325 1

d·individual [fitted]
Vacc. rate second dose, 60 ≤ t ≤ 135 0.0151 1

d·individual [fitted]
σ Vacc. inefficacy after first dose 0.25 [39]
Fourth wave with vaccination
c2 Reduction in contact rate 0.65 [fitted]
c3 Reduction in transm. rate 0.66 [fitted]
δ CFR of detected infections 0.004 [4]
σalpha Vacc. inefficacy after first dose 0.25 [39]

against Alpha-variant infection
σdelta Vacc. inefficacy after first dose 0.6 [fitted]
v1 Vacc. rate first dose, t ≤ 75 0.0101 1

d·individual [fitted]
Vacc. rate first dose, 75 ≤ t ≤ 108 0.0171 1

d·individual [fitted]
v2 Vacc. rate second dose, t ≤ 50 0.0129 1

d·individual [fitted]
against Delta-variant infection

v2 Vacc. rate second dose, 50 ≤ t ≤ 108 0.0037 1
d·individual [fitted]

against Delta-variant infection
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2.4. Model expansion with hospital compartments

In order to simulate the number of COVID-19 patients in both regular hospital wards and ICUs in
Munich, the model must be expanded. When a person is diagnosed with the virus and has mild or no
symptoms, they stay in compartment P. If a person’s symptoms are severe, they are admitted to the
regular hospital ward (Hnorm), with the probability of hospitalization described as h0. Those in the
hospital who develop critical symptoms have a probability of h1 of being transferred to the ICU
(HICU). Patients in the ICU who do not survive the virus (death rate δ) are moved to the deceased
compartment (D). Once a patient’s condition stabilizes in the ICU, they are transferred back to the
regular ward for continued monitoring, but no longer require IC. Finally, after their infection has
resolved, all individuals move to the recovered compartment (R). The hospitalization model’s
dynamics are displayed at the bottom of Figure 2. Additionally, more information regarding
parameter assumptions can be found in Tables 4 and 5. The hospitalization model is then given by the
following system of differential equations:

Ṡ = −λS − v1S ,

Ė = λS + σλV1 − γeE,

V̇1 = v1S − σλV1 − v2V1,

V̇2 = v2V1,

İa = (1 − ρ)γeE − γaIa,

İ p = ργeE − γpI p,

İ s = (1 − η0)γpI p − γsI s,

Ṗ = η0γaIa + η0γpI p + η1γsI s − (h0γpos1 + (1 − h0)γpos2)P, (2.9)
Ḣnorm = h0γpos1 P + (1 − δ)γicuHICU − (h1γnorm1 + (1 − h1)γnorm2)H

norm,

ḢICU = h1γnorm1 Hnorm − γicuHICU ,

Ḋ = δγicuHICU ,

Ṙ = (1 − η0)γaIa + (1 − η1)γsI s + (1 − h0)γpos2 P + (1 − h1)γnorm2 Hnorm,

where λ(t) = βaIa+βpIp+βsI s+βposP
N−D is the force of infection and N is the total population size. βa(t) is

time-dependent and defined in Chapters 2.1.1–2.1.4.
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Table 4. Parameters of the preferred model with hospitalization for waves one and two. Short
forms: CFR, MD, mean time (MT), NW, ICU, IC.

Parameter Description Value (unit) [Refs.]
First wave

1
γpos1

MD from detection to hospitalization 2 d [fitted]
1
γpos2

MD of infection 8 d [fitted]
1

γnorm1
MT from hospitalization to ICU 1 d [38]

1
γnorm2

MT on NW, no IC 7 d [38]
1
γicu

MT on ICU 9 d [8]
h0 Prob. of hospitalization 0.14 [fitted]
h1 Prob. of requiring IC 0.07 [fitted]
δ CFR of detected infections 0.34 [43]
ρ Prob. of developing symptoms 0.69 [41]
η0 Prob. of detection while asympt. 0.07 [assumed]
v1 Vacc. rate first dose 0 1

d·individual
v2 Vacc. rate second dose 0 1

d·individual
Second wave

1
γpos1

MD from detection to hospitalization 2 d [fitted]
1
γpos2

MD of infection 6 [fitted]
h0 Prob. of hospitalization 0.06 [fitted]
h1 Prob. of requiring IC 0.04 [fitted]
η0 Prob. of detection while asympt. 0.15 [assumed]
η1 Prob. of detection while sympt. 0.85 [assumed]

2.5. Data fitting

In order to accurately represent the data, a two-step method was employed. Initially, a model
excluding hospitalization was used to fit the incidence data for all rounds. Subsequently, the model
was expanded to incorporate hospitalization compartments, and the parameters from the first fit were
utilized as fixed parameters to achieve a proper fit for the remaining hospitalization parameters. This
approach prevents overfitting and enhances the stability of the fit, resulting in a final model that
accurately fits the hospitalization data. The advantage of this technique is its ability to merge two
distinct datasets. The incidence model provides information on pandemic progression, whereas the
second step focuses on hospitalization. Since the pandemic’s development is identical with or without
hospitalization parameters, the parameters obtained in the first fit can be directly integrated into the
second model for a better fit.
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Table 5. Parameters of the preferred model with hospitalization. Short forms: MD and IC.

Parameter Description Value (unit) [Refs.]
Third wave

1
γpos1

MD from detection to hospitalization 2 d [fitted]
1
γpos2

MD of infection 6 d [fitted]
h0 Prob. of hospitalization 0.06 [fitted]
h1 Prob. of requiring IC 0.08 [fitted]
η0 Prob. of detection while asympt. 0.25 [assumed]
η1 Prob. of detection while sympt. 0.90 [assumed]
v1 Vacc. rate first dose, t ≤ 75 0.004 1

d·individual [fitted]
Vacc. rate first dose, 75 ≤ t ≤ 135 0.008 1

d·individual [fitted]
v2 Vacc. rate second dose, t ≤ 60 0.03 1

d·individual [fitted]
Vacc. rate second dose, 60 ≤ t ≤ 135 0.024 1

d·individual [fitted]
σ Vacc. inefficacy after first dose 0.25 [39]
Fourth wave
h0 Prob. of hospitalization 0.014 [fitted]
h1 Prob. of requiring IC 0.077 [fitted]
v1 Vacc. rate first dose, t ≤ 75 0.0464 1

d·individual [fitted]
Vacc. rate first dose, 75 ≤ t ≤ 108 0.04 1

d·individual [fitted]
v2 Vacc. rate second dose, t ≤ 50 0.0085 1

d·individual [fitted]
Vacc. rate second dose, 50 ≤ t ≤ 108 0.0012 1

d·individual [fitted]

2.6. Positivity and boundedness

To be realistic and meaningful, solutions of our model system should preserve positivity, or, to be
more precise non-negativity and boundedness. As is usual in this context, all parameter values are
assumed to be non-negative. One can easily see that a solution of (2.9) with non-negative initial values
at t = 0 for all variables stays non-negative for all t ≥ 0. For the variables V2, D and R, this holds
in general, as there are only non-negative entries on the corresponding right-hand sides; for all other
variables, the derivative is also ≥ 0 if the corresponding variable itself is equal to zero, using that
0 ≤ ρ, η0, η1, h0, h1 ≤ 1 by definition.

For the boundedness, let us consider the sum of all variables, which corresponds to the total
population in the system. Its time derivative satisfies

Ṡ + Ė + V̇1 + V̇2 + İa + İ p + İ s + Ṗ + Ḣnorm + ḢICU + Ḋ + Ṙ = 0,

as all terms on the right-hand side of (2.9) cancel out. Thus, the total population stays constant, and
it is a closed compartmental model. As we have seen already that all variables stay non-negative, it
follows directly that all variables are bounded by the sum of the initial values: S (0) + E(0) + V1(0) +
V2(0) + Ia(0) + I p(0) + I s(0) + P(0) + Hnorm(0) + HICU(0) + D(0) + R(0).

Please note that this can be shown analogously for the other model variants here.
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2.7. Parameter estimation

To obtain the best estimated parameter set θ = (p1, ..., pk) that is dependent on unknown parameters
p1, ..., pk, and to analyze the performance of a model, the model itself has to be validated using real-life
data [44]. In this analysis, we first model the prevalence that directly corresponds to the model-output
I(t). Following, the fitted parameters are used to support a further fit with the hospitalization data that
directly correspond to the model outputs Hnorm and HICU .

To find the best estimated parameter set θ, we determine the sum-of-squares error (SSE), i.e., the
sum of squares of the vertical distances from the real data points d(t) to the points of the solution curve
I(t) of the model [44]:

S S E =
∑

t

(d(t) − I(t))2. (2.10)

To achieve the optimal performance of the model, the least-squares approach is hence applied,
minimizing the SSE [44]:

θ̂ = argmin
θ

S S E(θ). (2.11)

The programming language R, version 4.0.5, was used for model fitting. Furthermore, for
minimizing, the SSE the L-BFGS-B optimization method was used. A definition of the
goodness-of-fit method, Akaike information criterion (AIC) and model comparison are presented in
detail in the Supplemental Material.

3. Results

3.1. Modeling the number of daily detected and hospitalized COVID-19 cases

The model results for the first wave are presented in Figure 3(A) and (B) and Tables 2 and 4. It can
be appreciated that the model adequately simulates the real data. The results obtained for the last day
of the first wave will be used as initial values for modeling the second wave, the results of which are
presented in Figure 3(C) and (D). Also, for the second wave, it can be seen that the model captures the
structure of the data, confirming the fact that neither the virus nor the immune status of the population
changed from the first to the second wave. The parameters used for the third wave are summarized
in Tables 3 and 5. The results of the last day of the second wave were used as initial values. Results
of the third wave can be seen in Figure 3(E) and (F). Although a lockdown was implemented, the
number of COVID-19 cases increased again, and the third wave began. As new variants appeared, the
model needed to be adapted, and the parameters were changed accordingly. Toward the end of the
third wave, there was a discrepancy between the modeled number of daily detected COVID-19 cases
and those reported by the RKI, which was solved by adding compartments representing the vaccinated
population [32]. The parameters used for this model are presented in Tables 3 and 5, and the results
are shown in Figure 4. The accuracy of the model was significantly improved by incorporating the
vaccinated population.

Model results of the hospitalizations in Munich are presented in Figure 5 and Tables 4 and 5. It can
be noticed that, for all three waves, the structure of the data can be well captured by the model. Due to
its importance in the third wave, the model with vaccination compartments was directly applied due to
its effectiveness.
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Figure 3. Performance evaluation of the preferred model: Comparison of model output
(black) with RKI data (red). (A), (C) and (D): Daily detected COVID-19 cases in Munich in
waves one, two and three, respectively. (B), (D) and (E): Total detected COVID-19 cases in
Munich in waves one, two and three, respectively. The preferred model captures the structure
of the data for the first and second wave very well. For the third wave some discrepancies
can be noticed.
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Figure 4. Performance evaluation of the preferred model with vaccination extension for wave
three: Comparison of model output (black) with RKI data (red). (A): Daily detected COVID-
19 cases in Munich. (B): Total detected COVID-19 cases in Munich. (C): Completely
vaccinated individuals in Munich, reported by [32].
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Figure 5. Performance evaluation of the hospitalization model: Comparison of model output
(lines) with IVENA data (dots) for (A) the first wave, (B) the second wave and (C) the third
wave. The NW station is represented in blue, while the ICU is represented in red. For wave
one and two, no vaccination compartments were needed.

3.2. Predictions for the fourth wave

The beginning of the fourth wave was used as the starting point for predictions. From Figure 6, it
can be seen that the amount of new COVID-19 cases and, therefore, also the number of hospitalized
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patients, dramatically depends on the vaccination campaign. It can be appreciated that the time of the
peak shifts with that dependency. The lower the vaccination success, the higher and later the peak.

Figure 6. Model predictions for wave four: Optimal scenario (green), severe scenario (blue)
and extreme scenario (violet). Model prediction for daily (A) and cumulative (B) detected
COVID-19 cases in Munich. Model prediction for hospitalized COVID-19 patients in the
ward station (C) and ICU (D).

4. Conclusions

We utilized biology-based mathematical models to simulate the number of new COVID-19
infections and hospitalizations in Munich’s ward and ICUs during the first four waves of the
pandemic. Our findings suggest that monitoring hospitalized cases may have been crucial at the
pandemic’s outset.

By comparing various models, we determined that incorporating an exposed class was essential.
Neglecting this class would result in an immediate drop in infection numbers, which is not realistic
given the latent period of the disease. Our models also included divisions between
undetected/detected cases and asymptomatic/symptomatic courses, as these distinctions were
necessary. Undetected cases have a higher transmission rate, and a significant proportion of
individuals become infected by presymptomatic individuals. We also tried a model with a quarantine
state for detected cases, but it did not improve the results (Supplemental Figure A1 bottom,
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Supplemental Table A1). While other authors have previously used simpler models [13, 15, 16], our
focus was on understanding the biological processes and parameters. Our data cover the first four
pandemic’s waves, and, therefore, some compartments of our model may not have been necessary for
other analyses that concentrate on the reproduction number.

In the first half of 2021, new virus variants of SARS-CoV-2 were observed. When modeling the
third wave, the much more contagious Alpha variant resulted in a higher transmission rate, being
the cause of the outbreak of the third wave despite a lockdown being in place. In addition, when
simulating the third wave, classes representing the vaccinated population had to be included into the
model. Without taking into account the progressive immunization of the population at the end of the
third wave, the number of cases in the model would increase again, although the data from the RKI
show that the number of cases continue to decrease.

Predictions for different scenarios during the fourth wave are summarized in Figure 6. Even though
a large proportion of the population is already vaccinated, the number of new COVID-19 cases is
predicted to increase with rising contact rates and decreasing willingness to vaccinate. Rapid reopening
with a standstill in vaccination could result in an extreme fourth wave with a higher incidence than the
previous three. Furthermore, it was assumed that completely vaccinated individuals could no longer
become infected with SARS-CoV-2. However, since it has been demonstrated that even completely
vaccinated individuals can become infected, especially with the Delta variant, the daily incidence could
be even higher than predicted by Model 2.8 [45].

Although the incidence during the fourth wave in the extreme scenario was even greater than
during the second wave, we see in Figure 1(B) that the hospitalization rate decreases with an
increasing number of fully vaccinated individuals. This confirms that vaccinations help against a
severe course of COVID-19. However, the number of patients in normal wards could be higher than
predicted since vaccine protection against a severe course wanes after approximately six months.

A discrepancy between IVENA data and model output was observed in Figure 5, where the number
of hospitalized patients briefly decreased in the former while continuing to increase in the latter. This
may be due to younger individuals being infected, and the lower hospitalization rate among them was
not accounted for in the model. Barbarossa et al. [19] applied complex and age-structured SEIR models
to incidence data, but they were without hospitalization information. Our models presented here could
also be expanded with age structure. Differences in infections would be expected not only between age
categories, but also between the pandemic waves.

The ICU occupancy could increase sharply even though the hospitalization rate decreased during
the fourth wave due to the increasing immunity of the population. This is because non-vaccinated
individuals are hospitalized and a large proportion of inpatients must be admitted to the ICU, which
can still lead to an overload of the healthcare system.

In Figure 1(D), the hospitalization rate decreased during the fourth wave due to the increasing
immunity of the population, but the number of ICU patients could again increase sharply. This is
because non-vaccinated individuals are hospitalized [46] and a large proportion of inpatients must be
admitted to the ICU, which can still lead to an overload of the healthcare system.

To summarize, we applied biology-based mathematical models to predict the fourth wave of
COVID-19 in Munich. We give a rough idea of the possible courses of the pandemic and not an
accurate prediction of a particular outcome. The best, most likely and worst case scenarios are
presented to help policymakers make decisions about interventions. During the epidemic,
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non-pharmaceutical interventions changed rapidly. Also, the introduction of vaccines and the advent
of new variants significantly modified the settings of the pandemic. The models need to be adapted
after every change, but since its structure remains similar and the computational time is short, this can
be done quickly. The models applied are complex; therefore, the reliability of the parameters was
supported by splitting the analysis in two steps: the incidence data supporting the
biology-pandemic-dependent parameters, while the hospital data were used to support the
hospitalization process. We have to underline that the forecasts presented here completely depend on
the previously fitted parameters. The next steps could be to add a sensitivity analysis to
show dependencies.

During the first three waves, the incidence and the 7-day incidence were key indicators for
interventions, but since a large part of the population in Munich is fully vaccinated, the importance of
incidences as an indicative value decreases while that of the hospitalization rate and ICU treatments
increases. The incidence must still be monitored in the future since the higher the incidence, the more
difficult it will be to track contacts and use interventions to keep infection numbers down. We support
the thesis that monitoring the hospitalization should have been introduced at the beginning of the
pandemic, together with the 7-day incidence, to clarify its importance and avoid miscommunication
with the members of the public.
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Supplementary

Model selection

Model selection is the task of choosing the best model out of a set of candidate models with the
smallest possible number of parameters, which still represents the data adequately [47]. A model with
too few parameters can lead to underfitting, not capturing the true relationship in the data. In contrast, a
model with too many parameters can lead to overfitting, capturing the noise in the underlying data [47].
Assume a set of data D : (xi, yi) is generated by a true function y = f (x)+ ϵ, where ϵ is the noise of the
data (normally distributed with mean E[ϵ] = 0 and variance Var[ϵ] = σ2). The unknown function f̂ (x)
can be fitted to the data minimizing the SSE, and the formula for the expected error has the form [48]

E[(y∗ − f̂ (x∗))2] = σ2 + Bias2( f̂ (x∗)) + Variance( f̂ (x∗)). (A.1)

From (A.1) we can see that the expected error between the data points and the model depends on
the noise, the bias and the variance. The noise is difficult to reduce because, in practice, it is often
unknown. Bias and variance depend instead on the complexity of the model. If model complexity (i.e.,
the number of parameters) increases, the bias decreases, whereas the variance increases. On the other
hand, if model complexity decreases, the bias increases while the variance decreases [48]. The goal is
to minimize the expected error between the model and the data, which is equivalent to minimizing the
bias and the variance of the model. It follows that both a too simple model and a too complex model
are not optimal, as the data will either be underfitted or overfitted.
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In this analysis, model selection was performed by applying the AIC, which measures the relative
goodness of fit of a mathematical model [44]. For a given model, the AIC is computed as

AIC = n[ln(
S S E

n
)] + 2(k + 1), (A.2)

where n is the number of available data points in the dataset, k is the number of unknown parameters
to be fitted, and SSE is the least-squares error [44].

We calculate the AIC for each candidate model. The best model is the one with the smallest AIC.
From (A.2), we can see that the AIC is directly proportional to the number of fitted parameters,
penalizing too complex models and, hence, preventing overfitting [44]. In addition, the AIC rewards
models with a good fit, i.e., models with a small SSE, which prevents underfitting.

Table A1. Comparison of model attempts

Model SSE No. Parameters AIC
Model 1 659041.0 1 937.6512
Model 2 231249.3 1 825.5912

Preferred model 108642.9 3 748.7602
Model 3 114436.7 3 754.3195

Defining the preferred model

Now, the question is, which models can capture the data best while also not being unnecessarily
complicated? For this purpose, the AIC values of the four different models are compared in Table A1.
We can see that the preferred model has the smallest AIC value. Therefore, the preferred model is
the most appropriate among all four candidate models for simulating the first wave of COVID-19 in
Munich. By comparing the AIC from Model 1 and Model 2, it follows that the inclusion of an exposed
class is essential, as the AIC decreases significantly. Additionally, a significant improvement in AIC
follows from the differentiation between undetected and detected cases, as well as between individuals
with asymptomatic and symptomatic course. This suggests that undetected infectious individuals and
individuals without any symptoms also play an important role in the dynamics of the pandemic. For
instance, according to the RKI, a relevant proportion of people become infected via presymptomatic
individuals [38]. The inclusion of a quarantine compartment does not improve the AIC, at least under
the current conditions, which suggests that Model 3 is unnecessarily complicated. Since the preferred
model can best simulate the first wave of the COVID-19 pandemic in Munich, it is also the model used
for the analysis of the other pandemic waves.

Model Attempts

Model 1: SIR Model

First, we attempted to model the first wave of COVID-19 by using the basic SIR model
(Figure A1(A)) [12]. It was assumed that the susceptible individuals (S ) have not yet had the disease
but can become infected through contact with an infected individual (I). Furthermore, for this model,
only detected cases are considered to make it possible to compare model output and the RKI data.
Approximately 10 days after symptom onset, the contagiousness of the infected person decreases
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significantly [38]. After recovery of infected individuals (R), they become immune to reinfection.
Further details on parameter assumptions are given in Table A2. Model 1 is then given by the
following system of differential equations:

Ṡ = −λS ,

İ = λS − αI,

Ṙ = αI,

where λ(t) = β(t) I(t)
N is the force of infection and N ≈ 1.484 million is the total population size of

Munich [42]. Furthermore, β(t) is the time-dependent transmission rate. Since the RKI reported one
COVID-19 case on the first day of the first wave, we used S (0) = N − 1, I(0) = 1 and R(0) = 0 as
initial values for the three compartments.

(a)

(b)

(c)

Figure A1. Scheme of the model attempts: (A) Model 1, (B) Model 2 and (C) Model 3.
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Figure A2. Performance evaluation of the model attempts. Comparison of model output
(black) with RKI data (red). (A), (C) and (D): Daily detected COVID-19 cases in Munich in
wave one for Models 1, 2 and 3, respectively. (B), (D) and (E): Total detected COVID-19
cases in Munich in wave one for Models 1, 2 and 3, respectively. The basic SIR Model 1
cannot capture the structure of the data. The SEIR Model 2 shows a clear improvement
compared to the SIR model. The more complex Model 3 can capture the structure of the data
very well, with, however, a worse AIC than the preferred model.
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To compare Model 1 with the RKI data, we calculate the newly detected infections d̂(t) at day t
from the output of Model 1 as follows:

d̂(t) =

I(0) if t = 0
S (t) − S (t + 1) if t > 0.

In Figure A2(A) and (b), it can be seen that the simple SIR model cannot capture the spread of
COVID-19 in Munich during the first wave. One reason for this is the exclusion of an exposed class.
When the lockdown starts after 52 days and the transmission rate decreases, we can see that the number
of infected individuals immediately drop off. However, this is not realistic because, at this point in time,
there are a lot of individuals who are already infected with COVID-19 but neither have symptoms nor
are they infectious. These individuals are called exposed individuals. After infection with the disease,
the virus needs some time to develop in the human body. The time during which an individual is
infected but not yet infectious is called the latent period [44]. So, at the start of the lockdown, there are
still a lot of individuals moving to the infected class although there are no or less new infections. So,
for the next model, we will include an exposed (latent) class.

Model 2: Including an Exposed Class

In addition to the three compartments of the previous model, an exposed class (E) is now included
in Model 2 (Figure A1 middle). After infection, individuals move from the susceptible to the exposed
class, where they have neither symptoms nor are they infectious. After a latent period of
approximately 5.5 days, the infected individuals become infectious and develop symptoms and
therefore move to class I [38]. Details on parameter assumptions are given in Table A2.
Model 2 is then given by the following system of differential equations:

Ṡ = −λS ,

Ė = λS − γeE,

İ = γeE − αI,

Ṙ = αI,

where, again, λ(t) = β(t) I(t)
N is the force of infection and β(t) the time-dependent transmission rate. As

initial values for the four compartments, S (0) = N − 1, E(0) = 0, I(0) = 1 and R(0) = 0 were used.
The newly infected individuals d̂(t) at day t are calculated from the output of the SEIR model as

follows:

d̂(t) =

I(0) if t = 0,
[I(t + 1) − I(t)] + [R(t + 1) − R(t) if t > 0.

After minimizing the SSE between the daily detected COVID-19 cases d(t) reported by the RKI and
d̂(t) from the model output, the results of the fitted model can be seen in Figure A2(c)–(d). Compared
to Model 1, a significant improvement in the performance of Model 2 can be recognized.
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Table A2. Parameters of Models 1, 2 and 3 for the first wave

Parameter Description Value (unit) [Refs.]
Model 1
β0 Initial transmission rate 0.24 1

d·individual [fitted]
1
α

Mean duration of infection 10 d [38]
Model 2
(added parameters)
β0 Initial transmission rate 0.45 1

d·individual [fitted]
1
γe

Mean duration of latent phase 5.5 d [38]
Model 3
(added parameters)
β0 Initial transmission rate 0.67 1

d·individual [fitted]
η0 Prob. of detection while asympt. 0.62 [fitted]

1
γpos

Mean duration to go to quarantine 1 d [assumed]
1
γq1

Mean duration of quarantine 14 d [5]
1
γq2

Mean duration from start 2 d [fitted]
of quarantine until death

Model 3: Including Quarantine

We extended the model presented in the main manuscript (called the preferred model in the
following) and have included a compartment representing the quarantined individuals (Q) (Figure A1
bottom). All people with a detected SARS-CoV-2 infection go directly into quarantine, where they
are supposed to have no contact with other people. Therefore, we assume that individuals who are in
compartment Q can no longer infect anyone. During quarantine, individuals can die because of the
disease and then move to the deceased compartment D, or they leave quarantine after
approximately 14 days and go to the recovered compartment R [5].

Model 3 is then given by the following system of differential equations:

Ṡ = −λS ,

Ė = λS − γeE,

İa = (1 − ρ)γeE − γaIa,

İ p = ργeE − γpIp,

İ s = (1 − η0)γpIp − γsIs,

Ṗ = η0γaIa + η0γpIp + η1γsIs − γposP,

Q̇ = γposP − (1 − δ)γq1 Q − δγq2 Q,

Ṙ = (1 − δ)γq1 Q,

Ḋ = δγq2 Q,

Ṙu = (1 − η1)γsIs + (1 − η0)γaIa,

where the force of infection λ(t) is time-dependent and defined like before in the model presented in
the main manuscript. In addition to the initial values from the main model, we used Q(0) = 0. The
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parameters can be found in Table A2.
It follows that the number of daily detected infections in Model 3 is described by the class P, i.e.,

d̂(t) = P(t). After minimizing the SSE between the daily detected COVID-19 cases d(t) reported by
the RKI and d̂(t), the results of the fitted model can be seen in Figure A2(e)–(f). The performance of
Model 3 seems very similar to that of the preferred model, however, without any improvement in the
goodness of fit (Table A1).

Model analysis

As part of a standard analysis for such epidemiological models, one may be interested in the
reproduction number R. To establish a unique disease-free equilibrium, we modify the model in such
a way that we take into account the (slow) population dynamics. For that, we assume that all
newborns (constant rate Λ) go into the susceptible compartment, and we have a natural per capita
death rate µ for all compartments. The compartment D is left out for that purpose. The model version
for this analysis reads as

Ṡ = Λ − λ(t)S − v1S − µS ,

Ė = λ(t)S + σλV1 − γeE − µE,

V̇1 = v1S − σλV1 − v2V1 − µV1,

V̇2 = v2V1 − µV2,

İa = (1 − ρ)γeE − γaIa − µIa,

İ p = ργeE − γpI p − µI p,

İ s = (1 − η0)γpI p − γsI s − µI s,

Ṗ = η0γaIa + η0γpI p + η1γsI s − (h0γpos1 + (1 − h0)γpos2)P − µP, (A.3)
Ḣnorm = h0γpos1 P + (1 − δ)γicuHICU − (h1γnorm1 + (1 − h1)γnorm2)H

norm − µHnorm,

ḢICU = h1γnorm1 Hnorm − γicuHICU − µHICU ,

Ṙ = (1 − η0)γaIa + (1 − η1)γsI s + (1 − h0)γpos2 P + (1 − h1)γnorm2 Hnorm − µR,

still with λ(t) = βaIa+βpIp+βsI s+βposP
N−D and N the total population size. In this model version, as well as in

the versions in the main part, the non-negativity of solutions is kept when starting with non-negative
initial values. This can be easily seen because all negative terms on the right-hand side are
proportional to the respective variable. Furthermore, by having a compartmental model including a
constant birth term and death terms in all compartments, the solutions stay bounded. Here, we use a
constant βa(t). Setting the right-hand sides of (A.3) equal to zero, we can easily solve it for the
disease-free equilibrium, which reads as

(Ŝ , 0, V̂1, V̂2, 0, 0, 0, 0, 0, 0, 0) = (Λ/(v1 + µ), 0,
v1

(v2 + µ)(v1 + µ)
Λ,

v2v1

µ(v2 + µ)(v1 + µ)
Λ, 0, 0, 0, 0, 0, 0, 0).

The total population in this equilibrium situation is N = Λ · (v2+µ)µ+v1µ

(v1+µ)(v2+µ)µ
.

Please note that, for the disease-free equilibrium, it does not matter that λ(t) is not constant, as this
term becomes equal to zero; also, it is an autonomous equation, which means that, even if we calculate
an endemic equilibrium, it would work.

Mathematical Biosciences and Engineering Volume 20, Issue 6, 10304–10338.



10337

We follow the van den Driessche and Watmough approach for calculating the reproduction number
as formulated in [44]. For that, we need to sort the compartments into infected ones,
X = (E, Ia, I p, I s, P), and the non-infected ones, Y = (S ,V1,V2,R) (the hospital compartments are left
out for this purpose, as they do not have any further influence). Next, we split the right-hand side
terms of X into new infections in the compartment and remaining terms, i.e.,

X′ = F(X,Y) − V(x,Y) =


λ(t)S + σλV1

(1 + ρ)γeE
ργeE

(1 − η0)γpIp

η0γaIa + η0γpIp + η1γsIs


−


γeE
γaIa

γpIp

γsIs

(h0γpos1 + (1 − h0)γpos2)P


;

F and V have to satisfy some general conditions, as Fi(0,Y) = 0 and Vi(0,Y) = 0 for i = 1, . . . , 5,
Fi(X,Y) ≥ 0 for all X,Y ≥ 0, Vi(X,Y) ≤ 0 for Xi = 0, i = 1, . . . , 5, and

∑5
i=1 Vi(X,Y) ≥ 0 for all X,Y ≥ 0,

which is easy to see in this case. Next, we need two matrices (using the notation Y0 = (Ŝ , V̂1, V̂2, 0)):

F =

[
∂Fi(0,Y0)
∂X j

]
=


0 βaŜ

N +
σβaV̂1

N
βpŜ
N +

σβpV̂1

N
βsŜ
N +

σβsV̂1
N

βposŜ
N +

σβposV̂1

N
(1 − ρ)γe 0 0 0 0
ργe 0 0 0 0
0 0 (1 − η0)γp 0 0
0 η0γa η0γp η1γs 0


and

V =

[
∂Vi(0,Y0)
∂X j

]
=



γe 0 0 0 0
0 γa 0 0 0
0 0 γp 0 0
0 0 0 γs 0
0 0 0 0 (h0γpos1 + (1 − h0)γpos2)︸                         ︷︷                         ︸

=:h∗


.

The latter one, being a diagonal matrix, can be easily inverted, which we need in the following step.
For easier writing and to make the structure of the matrix more visible, we introduce the short notations
B1 := βaŜ

Nγ1
+
σβaV̂1

Nγ1
, B2 := βpŜ

Nγp
+
σβpV̂1

Nγp
, B3 := βsŜ

Nγs
+
σβsV̂1

Nγs
and B4 := βposŜ

Nh∗ +
σβposV̂1

Nh∗ . Then, we find that

K = FV−1 =


0 B1 B2 B3 B4

(1 − ρ) 0 0 0 0
ρ 0 0 0 0
0 0 (1 − η0) 0 0
0 η0 η0 η1 0


.

The corresponding characteristic polynomial has the form

0 = λ · {−λ4 + (ρ − 1)[−B1λ
2 − η0B4λ

2] + ρ[B2λ
2 + B4η0λ + B4(1 − η0)η1]}

(λ denotes here the eigenvalues, not to mix up with the λ(t) from the model formulation).
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The square root of the spectral radius of this matrix would yield us the reproduction number.
Unfortunately, only one eigenvalue can be read out easily, and that is the 0. For the others, we
maintain the roots of a polynomial of grade four, but this formula is not convenient, and is thus not
useful in the general form. But, using concrete parameter values, one could apply these in matrix K
and calculate the eigenvalues, and, consequently, numerically calculate the spectral radius. Please
recall that βa(t) may vary, e.g., due to restrictions, and also influence the reproduction number.

The calculation and consideration of the endemic equilibrium is left out here, as the long-time
behavior might not be so relevant for this purpose, as too many other properties and environmental
conditions change with time.

© 2023 the Author(s), licensee AIMS Press. This
is an open access article distributed under the
terms of the Creative Commons Attribution License
(http://creativecommons.org/licenses/by/4.0)
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A B S T R A C T   

Risk factors for disease progression and severity of SARS-CoV-2 infections require an understanding of acute and 
long-term virological and immunological dynamics. Fifty-one RT-PCR positive COVID-19 outpatients were 
recruited between May and December 2020 in Munich, Germany, and followed up at multiple defined timepoints 
for up to one year. RT-PCR and viral culture were performed and seroresponses measured. Participants were 
classified applying the WHO clinical progression scale. Short symptom to test time (median 5.0 days; p = 0.0016) 
and high viral loads (VL; median maximum VL: 3∙108 copies/mL; p = 0.0015) were indicative for viral culture 
positivity. Participants with WHO grade 3 at baseline had significantly higher VLs compared to those with WHO 
1 and 2 (p = 0.01). VLs dropped fast within 1 week of symptom onset. Maximum VLs were positively correlated 
with the magnitude of Ro-N-Ig seroresponse (p = 0.022). Our results describe the dynamics of VLs and antibodies 
to SARS-CoV-2 in mild to moderate cases that can support public health measures during the ongoing global 
pandemic.   

1. Introduction 

At the end of 2019, cases of pneumonia of unknown origin were 
registered in Wuhan, China, and a novel coronavirus was subsequently 
identified as the causative agent (Sun et al., 2020; Zhou et al., 2020; 

Carvalho et al., 2021). On January 27th, 2020, the first SARS-CoV-2 
(Severe Acute Respiratory Syndrome Coronavirus 2) infection was 
confirmed in Germany at the Division of Infectious Diseases and Tropical 
Medicine in Munich (Rothe et al., 2020). Shortly after, on January 30th, 
the WHO declared the outbreak as a public health emergency of 

Abbreviations: VL, Viral load; STT, Symptom to Test Time; KoCo19, Munich COVID-19 cohort; RT-PCR, Reverse Transcription Polymerase Chain Reaction; RNA, 
Ribonucleic Acid; ELISA, Enzyme-linked Immunoassay; SARS-CoV-2, Severe Acute Respiratory Syndrome Coronavirus 2. 
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international concern. 
The current reference standard to diagnose acute SARS-CoV-2 

infection is reverse transcriptase-polymerase chain reaction (RT-PCR), 
from nasopharyngeal swabs or other respiratory samples (van Kampen 
et al., 2021). Active, replicating SARS-CoV-2 virus can also be detected 
by viral culture in Biosafety Level 3 laboratories and correlates with 
infectivity. In patients with positive viral culture results, viral loads 
(VLs) tend to be significantly higher than in patients with negative 
culture results. In addition, patients with high VLs are described to have 
more active virus replication and thus being more infectious than those 
with low VLs (van Kampen et al., 2021; Jefferson et al., 2020; Wölfel 
et al., 2020). 

Dynamics of viral shedding as well as their association with de-
mographic and clinical characteristics during the acute phase of SARS- 
CoV-2 infection have been described. These indicate that VL decrease 
gradually after symptom onset and serological responses mostly develop 
within the first two weeks after infection (Bullard et al., 2020; Sui et al., 
2021; Mahallawi et al., 2021; Wellinghausen et al., 2020; Wang et al., 
2020a). Studies also suggest that in some cases, RT-PCR positivity can 
persist more than 30 days from symptom onset, which is described as 
prolonged viral shedding (Wang et al., 2020b; Jin et al., 2020). The 
probability of positive culture decreases 10–14 days after symptom 
onset jointly with declining VLs (Bullard et al., 2020; Kim et al., 2021). 
Most published studies were conducted in inpatient settings, and data on 
the interplay of viral, clinical, and serological characteristics in an 
outpatient cohort are limited. 

In the here-presented study, we aimed to assess acute phase VL and 
shedding dynamics, clinical information, and the SARS-CoV-2-specific 
antibody response within a long-term prospective cohort in Munich, 
Germany. We investigated a group of 51 individuals with acute SARS- 
CoV-2 infection who underwent an in-depth analysis during multiple 
early time points and for up to week 52 after symptom onset. 

2. Materials and methods 

2.1. Study design, setting and population 

Individuals with a documented positive SARS-CoV-2 RT-PCR result 
were recruited in a prospective longitudinal cohort (n = 51) from May to 
December 2020, under the umbrella of the KoCo19 studies (Pritsch 
et al., 2021; Radon et al., 2021; Olbrich et al., 2021). Participants were 
consented and recruited as fast as possible upon RT-PCR confirmation of 
SARS-CoV-2 infection and followed during weekly visits up to week 4. 
Additional visits were performed at week 8, 26, and 52. Nasopharyngeal 
swabs were collected for RT-PCR analyses and viral culture. 
Semi-quantitative and quantitative antibody responses against nucleo-
capsid as well as spike/RBD were determined at all timepoints respec-
tively. During time of recruitment, only the SARS-CoV-2 Wuhan strain 
(lineage A) was circulating in Germany, hence no further viral 
sequencing was performed within the study. 

Questionnaires on clinical and demographic information were 
collected as previously published (Pritsch et al., 2021; Radon et al., 
2021). Symptom to Test Time (STT) was defined as the number of days 
from the onset of symptoms to documented positive SARS-CoV-2 
RT-PCR to reflect the onset of disease more accurately. The clinical 
presentation of the participants was classified using the WHO clinical 
progression scale (WHO clinical scale), a scoring system for disease 
severity during SARS-CoV-2 infection including the following codes: (0) 
uninfected, (1) asymptomatic cases, (2) mild symptomatic, (3) moderate 
symptomatic cases who needed assistance, but hospitalization was not 
necessary, (4) hospitalised but no oxygen therapy, (5) hospitalised and 
oxygen by mask or nasal prongs, (6) hospitalised and oxygen by NIV or 
high flow, (7) intubation and mechanical ventilation, (8) mechanical 
ventilation or vasopressors, (9) mechanical ventilation and vasopres-
sors, dialysis or ECMO, (10) dead (Marshall et al., 2020). The partici-
pants of the study were all outpatients, therefore all patients fell within 

WHO category 1–3. 
The study was approved by the Ethics Committee of the Faculty of 

Medicine at LMU Munich (20–371). Informed consent was obtained 
prior to any study procedure. 

2.2. Viral testing methods 

Per protocol, two respiratory swabs per sampling time point were 
obtained per patient, one of which was incubated for viral culture at the 
Bundeswehr Institute of Microbiology as described elsewhere (Wölfel 
et al., 2020). Quantitative RT-PCR was performed following RNA 
extraction using the TANBead Maelstrom™ 9600 (Taiwan Advanced 
Nanotech) Instrument with the OptiPure Viral Auto Plate (TANBead, 
Taiwan) kit. Quantification and detection of SARS-CoV-2 RNA was done 
using the Allplex 209-nCoV assay on a SeeGene Starlet IVD (SeeGene, 
Germany) automated platform. VL were then calculated back based on 
the SARS-CoV-2 standard dilution series of INSTAND (Germany) stan-
dards, taking Cycle threshold (CT) values of the two amplified targets 
into consideration. Viral cultures were attempted mostly for samples 
with a VL above the RKI (Robert-Koch-Institute) defined threshold of 
1∙106 RNA copies/ml, as chance for culture positivity is minimal in 
samples below this threshold (Robert-Koch-Institut, 2021a). However, 
for some samples a viral culture was not possible due to limited 
lab-capacities. For some samples below the threshold the viral culture 
was attempted to verify negativity. 

2.3. Serologic testing methods/laboratory assays 

Serological assays were performed as previously published (Pritsch 
et al., 2021; Radon et al., 2021). Commercially available assays were 
conducted following the manufacturer’s instructions. For all sample 
time-points, the following assays were performed: Euroimmun 
Anti-SARS-CoV-2-ELISA anti-S1 IgG (hereafter called EI-S1-IgG; Euro-
immun, Lübeck, Germany), Roche anti-N and Elecsys Anti-SARS-CoV-2 
S anti-S1 (hereafter called Ro-N-Ig and Ro-RBD-Ig-quant, respectively; 
Roche, Mannheim, Germany). Elecsys Anti-SARS-CoV-2 is an immuno-
assay for the in vitro qualitative detection of antibodies using a 
double-antigen sandwich format. In this format, the capture as well as 
detection is performed by using respectively labelled antigens. Thus, the 
assay is antibody subclass agnostic by design. In addition, the 
SARS-CoV-2 surrogate virus neutralisation test (GS-cPass; GenScript®, 
Piscataway, New Jersey, USA) was performed. We chose serological 
assays based on the following criteria: availability in large quantities, 
enabled for at least semi-automated workup, acceptable pricing, li-
cenced for the use in Europe, and well-described performance (Olbrich 
et al., 2021). 

3. Data analysis 

Prior to analysis, data was cleaned and locked. Statistical analysis 
and visualisation were performed using the software R, version 4.0.5 
(https://cloud.r-project.org/). For operational replicates, the first mea-
surement of EI-S1-IgG was used. In the case of Ro-N-Ig and GS-cPass the 
latest measurement was included, while for Ro-RBD-Ig-quant the most 
diluted was selected. We report Pearson’s correlation coefficient R for 
association among continuous variables. For multiple group compari-
sons, Kruskal-Wallis tests, followed by post-hoc Dunn tests using the 
Benjamini Yekutieli adjustment for pairwise comparisons were applied 
(Yoav and Daniel, 2001). 

4. Results 

We recruited a total of 51 participants and analysed virological, 
serological, and clinical data. Table 1 provides an overview of the main 
demographic and clinical cohort characteristics. 57% (29/51) of the 
cohort were female with a median age of 32 years (IQR 27–47), while 
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43% (22/51) were male with median age of 35 years (IQR 26–51). 

4.1. Viral dynamics 

Out of 51 participants with an initially documented positive RT-PCR, 
82% (42/51) tested RT-PCR positive after recruitment during at least 
one subsequent visit. Overall, a total of 78 (43%, 78/182) positive 
samples from different time-points were available for VL assessment. 
The highest measured VL was 1∙1011 copies per mL. Fig. 1 presents the 
VL dynamics, demonstrating that in our cohort, peak SARS-CoV-2 RNA 
levels declined rapidly in all but one patient in the first two weeks after 
symptom onset. One participant was classified as false-positive, as all 
follow-up RT-PCR tests remained negative and no seroresponse was 
detected. Five days after symptom onset, 71% (36/51) of the partici-
pants were RT-PCR positive and after 10 days, 59% (30/51) were still 
above the detection limit (~10 copies per mL). The mean VL decreased 
three orders of magnitude between the first and the second week and 
four orders of magnitude between the first and third week after symp-
tom onset. After three weeks of STT, 22% (11/51) of the participants 
were tested positive in the RT-PCR while only 6% (3/38) tested positive 
after 45 days of STT. All participants tested negative in the RT-PCR after 
day 61, except one who was still tested positive on day 252. During the 
whole period, this specific participant had varying positive as well as 
negative RT-PCRs; and viral sequencing revealed the same strain for the 
whole follow-up period. 

Viral culture was attempted mostly on samples with a VL > 106 RNA 

copies and could be obtained for 33 samples of 27 patients. Overall, 52% 
(17/33) of viral culture attempts were successful. 76% (13/17) of these 
were from samples collected within the first week after symptom onset. 
Samples with positive and negative viral culture results presented 
significantly different STT distributions (Fig. 2A, p = 0.0016, STT 
available for 32 samples). Positive viral cultures were obtained with a 
median time of 5.0 days after symptom onset. In contrast, swabs 
resulting in negative cultures were taken at 13.0 days median time after 
symptom onset. No culture was successful beyond day 22 after symptom 
onset. Positive samples had significantly higher maximum VLs 
compared to negative and not attempted cultures (Fig. 2B; KW p =
0.0002; Dunn’s post-test: positive-negative p = 0.0084, positive-not 
attempted p = 0.0003, negative-not attempted P = 0.98; median 
maximum VL with positive viral culture: 9∙108 copies/mL; one sample 
per patient and for three patients the VL was unavailable). 

4.2. Demographic and clinical data in correlation with VLs 

Data on symptoms at baseline (week 1 of study participation) was 
available for 86% (44/51) of the participants. Out of 23 different 
symptoms reported (Supplemental Fig. 1), headache was the most 
frequent (61.4%, 27/44, range of symptom duration 1–11 days), fol-
lowed by cough (47.7%, 21/44, 3–11 days), fatigue (47.7%, 21/44, 
2–12 days), loss of taste (40.9%, 18/44, 3–120 days), and loss of smell 
(40.9%, 18/44, 3–120 days) (see also Table 1). Following the WHO scale 
for disease severity (Table 1), most participants were classified as WHO 
2 (20/51, 39%) or 3 (25/51, 49%), with mild or moderate symptoms not 
requiring hospitalization (Characterisation, 2020). To assess the asso-
ciation between individual participants’ characteristics and the course 
of disease, we correlated VLs with sex (p = 0.27) and age (R = 0.24, p =
0.101), none of which were statistically significant (Fig. 3A and B). 
Multiple linear regression model showed no significant correlation also 
in the interaction term between sex and age (F-statistics p = 0.4658; p =
0.266; p = 0.121; p = 0.230, respectively). 

Participants graded as WHO 3 had significantly higher VLs compared 
to those graded as WHO 1/2 (median VLs: 7.45 and 3.78, respectively), 
demonstrating strong evidence of a significant association between VLs 
and disease severity (p = 0.01, Fig. 4). 

4.3. Serological analysis 

Alongside clinical and virological information, the seroresponse at 
all sample time points for all participants was examined. As participants 
were included up to four days after their first RT-PCR result, a number of 
participants were reactive in one or more of the assays at time of study 
recruitment: 26% for Ro-N-Ig (13/51), 35% for Ro-RBD-Ig-quant (18/ 
51), 18% for El-S1-IgG (9/51), and 59% (30/51) using GS-CPass. 

Fig. 5 visualises the association of VL and antibody responses as 

Table 1 
Overview: Cohort characteristics. Response rate of question-
naires: 86% (44/51).  

Total number of participants 51 

Median age in years (IQR) 32 (26–49) 
Age distribution in years (%)  
<18 7 (13.7) 
18-29 10 (19.6) 
30-39 16 (31.4) 
40-50 7 (13.7) 
>50 11 (21.6) 

WHO Grading 
WHO 1 (%) 6 (11.8) 
WHO 2 (%) 20 (39.2) 
WHO 3 (%) 25 (49.0) 

Most common symptoms 
Headache (%) 27 (61.4) 
Cough (%) 21 (47.7) 
Fatigue (%) 21 (47.7) 
Loss of Smell (%) 18 (40.9) 
Loss of Taste (%) 18 (40.9) 

IQR = Inter Quartile Range; WHO Grading = Grading by WHO 
Clinical Progression Scale. 

Fig. 1. Viral load (log10 copies per millilitre) 
over time. Each colour presents one participant, 
each dot is one sample. The thick black line shows 
the LOESS estimation (locally estimated scatterplot 
smoothing or local regression), modelling the VL 
drop over Symptom to Test Time (STT) in days. The 
grey region represents the 95% confidence band of 
the LOESS. In the first week since symptom onset, 
the median VL was 7.3∙107 copies per mL and 
decreased subsequently. (For interpretation of the 
references to colour in this figure legend, the reader 
is referred to the Web version of this article.)   
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detected in the different assays. The highest antibody titre obtained for 
each participant correlated positively with VLs (p = 0.022) for Ro-N-Ig. 
Inhibition in GS-cPass showed a trend towards positive association with 
VL, without reaching statistical significance (p = 0.15). The other assays 
did not indicate any associations with maximum VLs (Ro-RBD-Ig-quant 
p = 0.55; El-S1-IgG p = 0.97). Correlation of seroresponse and disease 
severity were also assessed, however, as shown in Supplemental Fig. 2, 
no significant association was observed. 

5. Discussion 

In this study, we performed in-depth analyses of association between 
viral, clinical, and serological data over a long-term follow-up in a 
prospective cohort of SARS-CoV-2 RT-PCR positive individuals. To our 

knowledge, this is one of the few studies elucidating the interplay of 
those factors over an extensive time period in an outpatient setting. 

VL decreased fast after the first week of symptoms, suggesting lower 
infectivity one to two weeks after symptom onset, as described in pre-
vious studies (Sui et al., 2021; He et al., 2020). While RT-PCR remains 
the gold standard for detection of SARS-CoV-2 due to the high sensitivity 
and specificity, it does not necessarily inform on infectivity as it also 
detects non-viable virus (Bullard et al., 2020). Understanding how long 
an individual remains infectious is of major public health interest, 
informing infection prevention and quarantine durations (Bullard et al., 
2020). Detection of culturable virus can be understood as a proxy for 
infectivity. Consistent with the published literature, probability of a 
positive viral culture was significantly higher in participants with high 
VL and short STT in our cohort. No viral culture was successful beyond 

Fig. 2. Viral culture result analysis. A: Viral Cul-
ture Result and Symptom to Test Time (STT) in days 
(Kruskal Wallis test = 0.0016, N = 32) for all sam-
ples where the viral culture was attempted. Each 
black dot represents one measurement (n = 32) of 27 
patients. A positive viral culture result was charac-
terised by a short STT, and the culture result tended 
to be negative when STT was high; B: SARS-CoV-2 
maximum viral load of each participant and posi-
tivity of viral culture (Kruskal-Wallis test = 0.0002). 
Each black dot represents one patient (n = 48, for 
three patients no viral load was measured). The grey 
dashed line represents the detection limit of the VL. 
Viral culture results were positive when the 
maximum VLs were high and negative when 
maximum VLs were low. Positive viral culture results 
revealed to have significantly different maximum VL 
distributions compared to negative and not attemp-
ted viral cultures (Dunn’s post-test = 0.0084 and 
0.0003, respectively), while the distributions of 
negative results and not attempted viral cultures 
were not significantly different (Dunn’s post-test =
0.98).   

Fig. 3. SARS-CoV-2 maximum viral load and baseline characteristic analysis. Each black dot represents one participant and the grey dashed line represents the 
detection limit of the VL. Maximum VL and A: Sex (Kruskal-Wallis test = 0.27), without significant difference between females and males. B: Age in years (rho = 0.22, 
P = 0.14). No significant correlation between age and VLs were detected. The grey area is the 95% confidence band on the linear model (black solid line). 
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week 3 since symptom onset which is in line with published literature 
(Bullard et al., 2020; Kim et al., 2021). 

The adaptive immune response of patients infected with SARS-CoV- 
2, especially antibody responses and their long-term dynamics, is a topic 
of great relevance, as antibody levels correlate with protection from (re) 
infection and are used diagnostically to define previous SARS-CoV-2 
exposure. Beside factors such as sex, age, or extent of lung infiltration, 
VL seems likely to have impact on the time to seropositivity and anti-
body titers (Masia et al., 2021a). For example, in one study which 
measured the antibodies IgG, IgA, and IgM, non-seroconverters tended 
to have lower median VLs than seroconverters (Masia et al., 2021b). The 

four serological tests chosen here had different target structures: Elecsys 
Ro-N-Ig and Ro-RBD-Ig-quant detect nucleocapsid or a shortened spike, 
respectively, and all binding immunoglobulin isotypes, while El-S1-IgG 
targets specifically IgG binding to spike S1. In contrast, GS-cPass is a 
neutralisation surrogate test and assesses the ability to block the inter-
action between ACE2 and the RBD of spike, regardless of antibody 
subclass. In our study, higher VLs correlated significantly with the 
highest signal detected in the Ro-N-Ig assay, however, this was not the 
case for the other tests evaluated. This might be due to the abundance of 
the nucleocapsid antigen in the early phases of viral replication, while 
the appearance of the anti-S response leads to quick viral control. Here, 

Fig. 4. Viral load and WHO Grading. Maximum VL and WHO Scale 1–2 and 3; WHO 1–2 includes asymptomatic and mildly ill participants (left boxplot) and WHO 
3 represents moderate cases without the need of hospitalization (right boxplot). Each black dot represents one participant. The grey dashed line represents the 
detection limit of the VL. Participants graded as WHO 1 and 2 showed lower VLs than those graded as WHO 3 (Kruskal Wallis test = 0.01). 

Fig. 5. Maximum viral loads and antibody 
response. The grey area shows the 95% confidence 
band of the linear model (black solid line) and the 
grey dash line represents the detection limit of the 
VL. Each black dot represents one participant. Cor-
relation of maximum VL with A: Ro-N-Ig (R = 0.34, 
p = 0.0022): Showing significant positive correlation 
between maximum VL and highest measured Ro-N-Ig 
value; B: Ro-RBD-Ig-quant (R = 0.093, p = 0.55): 
Showing no significant correlation between 
maximum VL and highest measured Ro-RBD-Ig- 
quant value; C: El-S1-IgG (R = 0.0052, p = 0.97): 
Showing no positive correlation between maximum 
VL and highest measured El-S1-IgG value; D: GS- 
cPass (R = 0.23, p = 0.15): Showing a trend of 
positive correlation between maximum VL and 
highest measured GS-cPass value, although not 
significant.   
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the functional neutralisation seems to be more relevant than the titre. 
This is in line with GS-cPass as functional assay showing a trend to 
correlation with VL as well. Significance might be reached with better 
statistical power (larger sample size). Our cohort also includes only 
outpatients with mild disease severity. 

The clinical presentation of SARS-CoV-2 has been described exten-
sively, and it is assumed that infection mostly causes symptoms of 
common cold such as cough and fever, while severe cases of pneumonia 
occur in 1% of cases (Robert-Koch-Institut, 2021b; Menni et al., 2020). 
In this cohort, most participants were asymptomatic- or oligosympto-
matic, reporting cough, loss of taste, and loss of smell as the predomi-
nant symptoms. This is in accordance with the reports by the Robert 
Koch Institute (RKI) (Robert-Koch-Institut, 2021b) where most clinical 
manifestations resolve in the first two weeks after symptom onset. In 
other studies, loss of smell and loss of taste persisted for up to 4 months 
and patients with anosmia are likely to recover within 12 months 
(Robert-Koch-Institut, 2021b; Renaud et al., 2021). This was also 
observed in two participants in this study. 

In our cohort, there was a non-significant trend of higher VLs in male 
compared to female participants, a finding also described in other 
studies (Mahallawi et al., 2021; He et al., 2020). Age is reportedly 
another demographic factor potentially impacting VL, with higher VLs 
found in older patients and respectively lower VLs in younger in-
dividuals (Masia et al., 2021b; Westblade et al., 2020; Pradhan and 
Olsson, 2020). In our cohort, younger participants tended to have lower 
VLs, although this observation was not significant. This could be 
explained by the composition of the cohort, as the median age in years 
was 32 and only 6% (3/51) of the participants were above 60 years of 
age. There are ambiguous descriptions regarding an association between 
VL and severity of disease in published studies. Some studies report a 
strong association between higher SARS-CoV-2 VL and increasing dis-
ease severity (Wang et al., 2020a; Fajnzylber et al., 2020), while others 
do not find this association (He et al., 2020; Jacot et al., 2020). This 
might be explained by the time point chosen for VL-assessment, Munker 
et al. described no difference at admission but saw a significantly higher 
VL in severely ill patients two weeks following admission (Munker et al., 
2021). In our analyses, we used the highest measured VL for each 
participant and observed a significant correlation with disease severity 
classified by WHO grading. Munker et al. demonstrated that the site of 
sampling may influence the magnitude of VLs and disease severity. In 
their study, samples collected from the lower respiratory tract, espe-
cially in severe cases, exhibited higher VL (Munker et al., 2021). How-
ever, we focused on upper respiratory samples and bronchial tract 
samples were not analysed in this study. 

Our study has important limitations: Firstly, we have a relatively 
small sample size of 51 individuals in our cohort. Secondly, due to the 
study design, participants were recruited at different time points after 
infection, likely missing the acute phase with highest VLs in some. 
Thirdly, we did no radiological analysis and have no information about 
VLs in the lungs. 

This study demonstrates that positive viral culture results have high 
VLs and low STT suggesting increased infectivity in that time range, an 
essential information for the containment of the SARS-CoV-2 pandemic. 
Furthermore, lower peak VLs suggest a lower magnitude of seroposi-
tivity mainly for anti-N. This data is consistent with published literature 
and confirms the guidelines for isolation, testing strategies and contact 
tracing. While the analyses presented here contribute to a deeper un-
derstanding of viral, serological, and clinical features of SARS-CoV-2- 
infection during the acute phase and the first year following infection, 
further studies with larger cohorts are needed. 
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Abstract

A number of seroassays are available for SARS- CoV- 2 testing; yet, head- to- head evaluations of different testing principles are 
limited, especially using raw values rather than categorical data. In addition, identifying correlates of protection is of utmost 
importance, and comparisons of available testing systems with functional assays, such as direct viral neutralisation, are 
needed.We analysed 6658 samples consisting of true- positives (n=193), true- negatives (n=1091), and specimens of unknown 
status (n=5374). For primary testing, we used Euroimmun- Anti- SARS- CoV- 2- ELISA- IgA/IgG and Roche- Elecsys- Anti- SARS- 
CoV- 2. Subsequently virus- neutralisation, GeneScriptcPass, VIRAMED- SARS- CoV- 2- ViraChip, and Mikrogen- recomLine- SARS- 
CoV- 2- IgG were applied for confirmatory testing. Statistical modelling generated optimised assay cut- off thresholds. Sensitivity 
of Euroimmun- anti- S1- IgA was 64.8%, specificity 93.3% (manufacturer’s cut- off); for Euroimmun- anti- S1- IgG, sensitivity was 
77.2/79.8% (manufacturer’s/optimised cut- offs), specificity 98.0/97.8%; Roche- anti- N sensitivity was 85.5/88.6%, specificity 
99.8/99.7%. In true- positives, mean and median Euroimmun- anti- S1- IgA and -IgG titres decreased 30/90 days after RT- PCR- 
positivity, Roche- anti- N titres decreased significantly later. Virus- neutralisation was 80.6% sensitive, 100.0% specific (≥1:5 dilu-
tion). Neutralisation surrogate tests (GeneScriptcPass, Mikrogen- recomLine- RBD) were >94.9% sensitive and >98.1% specific. 
Optimised cut- offs improved test performances of several tests. Confirmatory testing with virus- neutralisation might be com-
plemented with GeneScriptcPassTM or recomLine- RBD for certain applications. Head- to- head comparisons given here aim to 
contribute to the refinement of testing strategies for individual and public health use.
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INTRODUCTION
In December 2019, a cluster of atypical pneumonia of 
unknown origin was described in the region of Wuhan, 
Hubei province, China. Subsequently, a previously unknown 
coronavirus was identified as the causative agent: SARS- 
CoV- 2 (Severe Acute Respiratory Syndrome Coronavirus 2) 
[1]. As the virus spread rapidly across the globe, the Corona 
Virus Disease 2019 (COVID- 19) was declared a pandemic 
on 12 March 2020.

Direct detection of viral nucleic acids or the virus itself 
in bodily fluids is considered the reference standard for 
diagnosis of acute infection. It is primarily performed 
using nasopharyngeal swabs or other respiratory samples 
[2]. Additionally, serodiagnostics are valuable to identify 
past infections, asymptomatic or symptomatic, and to eluci-
date transmission dynamics within populations. Both are 
highly relevant to inform evidence- based political decision 
making [3, 4].

Several serological test systems have been introduced since 
the beginning of the SARS- CoV- 2 pandemic [5]. Most target 
one of two specific viral structures: parts of the trimeric CoV 
spike (S1- 2) complex, or the nucleocapsid (N) protein [6]. 
While the receptor binding domain (RBD) of S1 binds to 
the angiotensin- converting enzyme 2 (ACE2) as a receptor, 
the N- protein is involved in viral assembly and replication 
[7]. Head- to- head comparisons evaluating qualitative assay 
performances have been described, yet mostly with limited 
additional workup and sample characterisation [8–11]. Some 
authors have proposed adapted cut- off thresholds to increase 
assay performance, depending on application and local epide-
miology [4, 12].

Here, we present a head- to- head cross- comparison of seven 
independent tests. We screened with Euroimmun Anti- S1- 
SARS- CoV- 2- ELISA- IgA and -IgG and Elecsys Anti- SARS- 
CoV- 2 Roche N pan−Ig and confirmed with direct viral 
neutralisation, GeneScriptcPass, Mikrogen- recomLine- RBD 
IgG line immunoassay, and VIRAMED- SARS- CoV- 2- 
ViraChip microarray. The tests were conducted on a total of 
6658 samples from (i.) RT- PCR positive individuals (true- 
positives), (ii.) blood donors from the pre- COVID- 19 era 
(true- negatives), and (iii.) subjects with unknown disease 
status from a representative population cohort in Munich 
(KoCo19; unknown serostatus) [13]. We were able to 
generate reliable performance estimates for both primary and 
confirmatory tests by using true- positive and true- negative 
individuals and hereby generate optimised cut- offs.

METHODS
Study design and participants
Samples are derived from the representative COVID- 19 
Cohort Munich (KoCo19), a prospective sero- incidence study 
initiated in Munich, Germany, in April 2020 [13, 14]. For this 
study, we tested 6658 samples, including a set of SARS- CoV- 2 
RT- PCR positives (‘true- positives’, n=193), individuals from 
historical cohorts, blood donors without any indication 

of SARS- CoV- 2 infection (‘true- negatives’, n=1091), and 
specimen of unknown status (n=5374); details on the cohort 
characteristics, including collection time points, can be found 
in the appendix (p.1; Table S1, available in the online version 
of this article).

The study was approved by the Ethics Committee of the 
Faculty of Medicine at LMU Munich (20–275 V), the 
protocol is available online ( www. koco19. de) [13]. Informed 
consent was obtained prior to any study investigations where 
applicable. The study is registered in the German Clinical 
Trials Register (DRKS00021698;https://www. drks. de/ drks_ 
web/ navigate. do? navigationId= trial. HTML& TRIAL_ ID= 
DRKS00021698).

Laboratory assays
All described analyses were performed using EDTA- 
plasma samples (appendix pp.1 for further details on assays 
performed, and Table S3 for details on platforms and units 
applied).

Euroimmun Anti- SARS- CoV- 2- ELISA anti- S1 IgA/
IgG (called EI- S1- IgG, EI- S1- IgA; Euroimmun, Lübeck, 
Germany) test kits were used according to the manufac-
turer’s instructions. Measurement values were obtained 
using the quotient of the optical density measurement 
provided by the manufacturer’s software. We evaluated 
Elecsys Anti- SARS- CoV- 2 Roche anti- N pan- Ig (hereafter 
called Ro- N- Ig; Roche, Mannheim, Germany) in accord-
ance with the manufacturer’s guidelines. Values reported 
are the Cut- Off- Index (COI) of the individual samples. 
Operative replicates of the same samples were performed 
to assess reliability of primary assay performance.

Impact statement

We present an evaluation of seven serological SARS- 
CoV- 2 tests used as screening or confirmation tests 
in a large, well- defined cohort including true- positive 
and true- negative individuals, as well as subjects with 
unknown SARS- CoV- 2 status. A total of 6658 individual 
samples were derived from the Representative COVID- 19 
Cohort Munich (KoCo19), a prospective seroincidence 
study initiated in Munich, Germany, in a low- prevalence 
setting of a large German city, not considered a specific 
‘hot- spot’ at time of sampling. This comprehensive collec-
tion allowed us to correlate the different tests to identify 
concordance as well as discordance for the individual 
samples. This also enabled the evaluation of confirma-
tory test systems, like direct virus- neutralisation or the 
recently FDA- approved GeneScriptcPassTM, compared 
to different serological tests, including receptor binding 
domain (RBD)- based assays. In addition, we assessed 
their overall performances in KoCo19, and adjusted cut- 
offs; furthermore, we analysed the seroconversion rate 
in patients with a history of positive RT- PCR.

www.koco19.de
https://www.drks.de/drks_web/navigate.do?navigationId=trial.HTML%20and%20TRIAL_ID=DRKS00021698
https://www.drks.de/drks_web/navigate.do?navigationId=trial.HTML%20and%20TRIAL_ID=DRKS00021698
https://www.drks.de/drks_web/navigate.do?navigationId=trial.HTML%20and%20TRIAL_ID=DRKS00021698
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For confirmatory testing, we conducted micro- virus 
neutralisation assays (NT) as described previously [15], 
with the exception that confluent cells were incubated 
instead of adding cells following neutralisation reaction 
(appendix pp.1). We classified samples with a titre <1:5 as 
‘NT- negative’ and samples with a titre ≥1:5 as ‘NT- positive’. 
The dilution steps indicated are <5, 5, 10, 20, 40 and >80.

SARS- CoV- 2 surrogate virus neutralisation test (GS- cPass; 
GenScript, Piscataway, New Jersey, USA) was used to measure 
binding inhibition, according to the manufacturer’s instruc-
tions. The inhibition was calculated in percentages, ranging 
from −30 to 100.

For SARS- CoV- 2 ViraChip microarray (VIRAMED Biotech 
AG, Planegg, Germany; hereafter named VC- N- IgA/IgM/
IgG; VC- S1- IgA/IgM/IgG; VC- S2- IgA/IgM/IgG) execution 
followed the manufacturer’s instructions. We obtained 
measurement values by the automated ELISA- processor in 
arbitrary units.

We conducted the recomLine SARS- CoV- 2 IgG line immu-
noassay (MG- S1, MG- N, MG- RBD; Mikrogen, Neuried, 
Germany) as outlined by the manufacturer. Values below the 
cut- off of 1 were categorised as ‘negative’ without quantitative 
information.

Statistical analysis
Prior to analysis, we cleaned and locked the data. For the 
analyses and visualisation, we used the software R, version 
4.0.2. Only one sample per subject was included in the 
statistical analyses; in the case of individuals with multiple 
blood samples, we only considered the sample with the 
most complete dataset. For multiple measurements with 
complete datasets, we only included the first measurement; 
for operational replicates we used the latest one. We subse-
quently carried out sensitivity and specificity analyses for 
true- negative and true- positive samples over all the tests 
performed.

We report square roots R of coefficients of determination for 
association among continuous variables. For paired sample 
comparisons, we applied Wilcoxon- sign- rank tests, whereas 
for multiple group comparisons we applied Kruskal- Wallis 
tests, followed by post- hoc Dunn tests using the Benjamini- 
Yekutieli adjustment for pairwise comparisons [16].

Using true- positives and true- negatives, we determined opti-
mised cut- off thresholds and their confidence intervals by a 
nonparametric bootstrap. In a similar way, we trained random 
forest and support vector machine classifiers. We calculated 
estimates for sensitivities, specificities, and overall prediction 
accuracies for all considered cut- off values and classifiers. This 
calculation was done on out- of- sample observations to avoid 
overfitting and thus overoptimistic performance measures. 
Details on the algorithms are outlined in the appendix (pp.3).

Data and code sharing
Data are accessible subject to data protection regulations 
upon reasonable request to the corresponding author. To 

facilitate reproducibility and reuse, the code used to perform 
the analyses and generate the figures was made available on 
GitHub (https:// github. com/ koco19/ lab_ epi) and has been 
uploaded to ZENODO (is https:// doi. org/ 10. 5281/ zenodo. 
4699432) for long- term storage.

RESULTS
We assessed SARS- CoV- 2 antibodies in a total of 6658 
independent samples using Euroimmun Anti- SARS- 
CoV- 2- ELISA anti- S1 IgA (henceforth called EI- S1- IgA; 
n=6657), Euroimmun Anti- SARS- CoV- 2- ELISA anti- S1 
IgG (EI- S1- IgG; n=6658), and Elecsys Anti- SARS- CoV- 2 
Roche anti- N pan- Ig (Ro- N- Ig; n=6636) (details on cohort 
and sample characteristics are outlined in Fig. S1, Table S1). 
Sensitivity and specificity estimates of both primary and 
confirmatory tests of manufacturer and optimised cut- offs 
are shown in Tables 1 and S2 features an overview of all tests 
performed.

Performance of primary tests
Sensitivity and specificity of EI- S1- IgA were 64.8 and 93.3% 
when applying the manufacturer’s cut- off. Optimising the cut- 
off through statistical learning (see Methods) did not improve 
EI- S1- IgA performance (sensitivity 64.8%, specificity 92.6%). 
For EI- S1- IgG, the sensitivity of 77.2 % (manufacturer’s cut- 
off) was increased to 79.8% (optimised cut- off), while the 
specificity remained similar at 98.0/97.8 % (manufacturer’s/
optimised cut- off; Table 1). The distribution of results for 
the EI- assays is depicted in Fig. 1. Raw values for EI- S1- IgA 
show a slightly asymmetric but unimodal distribution for the 
overall population, while EI- S1- IgG raw values present with 
a second clearly distinct positive population. EI- S1- IgA clas-
sified 65% of the true- positives correctly as positive and 7% 
of the true- negatives incorrectly as positive, while EI- S1- IgG 
classified 80% of the true- positives correctly and 2% of the 
true- negatives incorrectly. A total of 61% of the true- positives 
were identified correctly by both tests unanimously.

The sensitivity of Ro- N- Ig with the manufacturer’s cut- off 
was 85.5%, and was increased to 88.6% by applying an opti-
mised cut- off, similarly to EI- S1- IgG. Specificity was similar 
with both cut- offs at 99.8/99.7 % (manufacturer’s/optimised 
cut- off; Table 1). Ro- N- Ig raw values (Cut- off index, COI) 
demonstrate a narrow distribution with the bulk of values 
in the range COI 0.1 and below, whereas a clearly separated 
second population above COI 10 was observed. For EI- S1- IgG 
and Ro- N- Ig, the cut- offs separate the subpopulations more 
reliably than for EI- S1- IgA (Fig. 1).

For evaluation of primary test concordance, we excluded 
EI- S1- IgA due to inferior performance in sensitivity and 
specificity. The concordance between EI- S1- IgG and Ro- N- Ig 
was 98.5% (6538/6636). From the whole sample set, 4.0% 
(264/6636) were unanimously classified as positive while 
94.5% (6274/6636) were classified as negative, of these 88.1% 
(5846/6635) tested negative in all three tests (being 93.2% 
(5846/6274) of those negative in Ro- N- Ig+EI- S1- IgG). 
The remaining 1.5% of samples (98/6636) were classified 

https://github.com/koco19/lab_epi
https://doi.org/10.5281/zenodo.4699432
https://doi.org/10.5281/zenodo.4699432
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discordantly. Of these, 56.1% (55/98) were rated as positive 
by El- S1- IgG and as negative by Ro- N- Ig (Fig. 2a), while the 
remaining 43.9% (43/98) were rated as negative by EI- S1- IgG 
and as positive by Ro- N- Ig.

We investigated seropositivity following positive RT- PCR 
using one measurement per subject (Fig. 3). EI- S1- IgA titres 
were found to decline >30 days (P=0.01), with only 65% being 
positive at the last interval, while EI- S1- IgG remained stable 

over the time period (P=0.85). In contrast, antibody levels 
measured with Ro- N- Ig increased over time (P<0.001).

Performance of confirmatory tests
We subjected a sample subset (n=362; composition see Fig. 
S1) to confirmatory testing; the overall confirmatory test 
performance is presented in Fig. 4 and Table 1. The sensitivity 
of direct neutralisation titres (NT; 1:5 dilution) was 80.6%, 

Table 1. Manufacturer's and optimised cut- offs, sensitivity, specificity and accuracy

Evaluation of diagnostic accuracy of primary tests was conducted with samples from true- positives (n=193) and true- negatives (n=1073); subsequently, 
optimised cut- offs were applied to the KoCo19- cohort samples (see Methods).

Sample 
composition
True pos. / true 
neg.

Test Manuf.’s cut- off Optimised cut- off [CI] Sensitivity [%] 
(Manuf.’s / Optim. 

cut- off)

Specificity [%]
(Manuf.’s / Optim. 

cut- off)

Overall accuracy [%]
(Manuf.’s / Optim. 

cut- off)

193/1073 EI- S1- IgA 1.100 1.085 [0.855; 1.705] 64.77/64.77 93.29/92.64 88.94/88.39

193/1073 EI- S1- IgG 1.100 1.015 [0.850; 1.395] 77.20/79.79 98.04/97.76 94.87/95.02

193/1073 Ro- N- Ig 1.000 0.422 [0.295; 0.527] 85.49/88.60 99.81/99.72 97.63/98.03

107/106 NT – 5.0* - / 73.83 - / 100.00 - / 86.85

108/106 GS- cPass 20.000 20.538 [13.768; 24.241] 96.30/96.30 100.00/99.06 98.13/97.66

108/111 VC- N- IgG 100.000 18.500 [13.500; 23.000] 39.81/93.52 99.10/91.89 69.86/92.69

108/111 VC- S1- IgG 100.000 10.000 [10.000; 10.000] 65.74/95.37 100.00/100.00 83.11/97.72

108/111 VC- S2- IgG 100.000 10.000 [10.000; 10.000] 17.59/63.89 100.00/99.10 59.36/81.74

78/106 MG- N 1.000 1.000 [1.000; 1.600] 94.87/94.87 98.11/98.11 96.74/96.74

78/106 MG- RBD 1.000 1.000 [1.000; 1.000] 94.87/94.87 100.00/100.00 97.83/97.83

78/106 MG- S1 1.000 1.000 [1.000; 1.000] 96.15/96.15 100.00/100.00 98.37/98.37

193/1073 Random Forest – – 88.60† 99.81† 98.10†

193/1073 Support Vector Machine – – 84.46† 99.91† 97.47†

*For NT, dilutions starting at 1:5 were used; see Methods.
†The random forest and the support vector machine combine all three primary tests, the accuracy measures thus do not relate to specific cut- offs.

Fig. 1. Performance of primary tests. Results of primary tests for true- negatives (blue), true- positives (orange), and individuals with 
unknown SARS- CoV- 2 status (grey). Absolute number of subjects (count/y- axis) and distribution of raw values (x- axis) measured for 
EI- S1- IgA (left), EI- S1- IgG (centre), and Ro- N- Ig (right). Dotted lines mark the manufacturer’s cut- off value (between indeterminate and 
positive for EI, and between negative and positive in Ro). Dashed lines mark the optimised cut- off value as determined in this study 
(overlapping with the dotted line for EI- S1- IgA). Orange and blue solid lines represent the percentage of test results for true- positives 
and true- negatives above (blue) or below (orange) the value on the x- axes, respectively. Orange and blue numbers give the percentages 
of true- positives and true- negatives that were correctly detected by the test (within brackets: manufacturers' cut- offs; without brackets: 
optimised cut- offs).
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96.3% for GS- cPass, and 94.9 % for MG- RBD. All three tests 
had a specificity close to 100 % (Fig. 4). Adjustments of the 
cut- off in these three systems did not improve the perfor-
mance (shown in parentheses in the Figures). NT- titres in 
our cohort were low – mostly 1:5 – and only few subjects had 
high NT of 1 : 80 or above (Fig. 4a).

For the VC- array, sensitivities of both VC- S1- IgG and 
VC- N- IgG were improved markedly by optimising cut- offs, 
with gains of  >30% (VC- N- IgG 39.8/93.5%; VC- S1- IgG 
65.7/95.4%; see Table 1, Fig. 4c). Performance of VC- S2- IgA 
and VC- S2- IgM are presented for reference in Fig. S5.

The categorical endpoints of NT and the continuous results of 
GS- cPass were positively related (R2=0.74), agreement with 
the ground truth was frequent (80%). However, more than 

17% of true- positive samples were negative in NT (n=21, 
Fig. 5a). Correlation between NT and MG- RBD was similar to 
GS- cPass (n=272, Fig. 5b). However, separation between the 
negative and positive population was better in MG- RBD than 
with GS- cPass, especially in those true- positives with low 
direct neutralisation capacity (NT <5). Association between 
GS- cPass and MG- RBD was good (n=272, Fig. 5c), discordant 
results were observed in 8% of true- positives. The distribution 
presented as increasingly narrower in higher titre ranges.

Associations of confirmatory and primary tests
To examine pre- test probability of assays following positive 
initial testing, the measurement values of all primary and 
confirmatory tests were correlated (Figs 6, S7–9). Overall, 

Fig. 2. Comparison of primary tests. Results of primary tests compared to ground truth for true- negatives (blue), true- positives (orange), 
and individuals with unknown SARS- CoV- 2 status (grey). The dotted lines represent the manufacturer’s cut- offs, the dashed lines the 
optimised cut- offs defined within this study. (a) Pairwise scatter plots for EI- S1- IgA vs. EI- S1- IgG (left; n=6657), and Ro- N- Ig vs. EI- S1- IgG 
(right; n=6636). Percentages in orange indicate fractions of true- positives in the respective quadrant with respect to all true- positives; 
blue for true- negatives. Percentages were calculated using the optimised cut- off. (b) Parallel coordinate plot of the same three tests.

Fig. 3. Time dependence in primary tests for RT- PCR true- positives. Titre values of 187 true- positives with available data on time between 
RT- PCR and blood sampling for (a) EI- S1- IgA, (b) EI- S1- IgG, and (c) Ro- N- Ig. The read- outs were categorised according to the time after 
positive RT- PCR (<30 days, 30–90 days and >90 days). Plots show the individual read- out (orange dots), a density estimate (orange area), 
the 25-,50- and 75- percentiles (black boxes), and the means (black dots). Counts n (n refer to the number of observations above/below 
manufacturer’s (optimised) cut- off for each of the temporal groups). Pairwise differences are considered only after adjusting for multiple 
testing and can be found in Table S4. Mean values (mv) and median values (med) are given for each group.
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we observed high correlations, particularly for GS- cPass and 
MG- RBD with EI- S1- IgG, and MG- N with Ro- N- Ig (Fig. 6).

The categorical concordance for GS- cPass, MG- RBD, and 
MG- N with both Ro- N- Ig and EI- S1- IgG was similar (94 % 
or above), while the concordance of NT with both primary 
tests was lower (80%; Fig. 6). Concordances were improved 
by applying the optimised cut- offs, especially for VC- S1- IgG 
and VC- S2- IgG (Fig. S7).

DISCUSSION
We performed head- to- head comparisons of seven seroassays 
for SARS- CoV- 2 and derived optimised cut- offs for several 
tests in a well- defined cohort with a total of 6658 samples 
[13, 14]. Although several reports have emerged that investi-
gate the seroresponse to SARS- CoV- 2 [4, 7, 17–25], only few 
feature direct head- to- head comparisons of many different 
assays in one set of samples [9, 11, 12, 26]. Studies have 

Fig. 4. Confirmatory tests. Results of confirmatory tests compared to ground truth for true- negatives (blue), true- positives (orange), and 
individuals with unknown SARS- CoV- 2 status (grey). Black dotted and dashed lines represent the manufacturers and the optimised 
cut- offs, respectively. Orange/blue numbers indicate percentages of true- positives/-negatives correctly detected by the test using the 
respective cut- offs (identical in a, b, d). Distribution of results of NT (a) and GS- cPass (b). Distribution of IgG results of the VC- array (c) 
and the MG- line blot (d). Bar charts below violin plots represent information on the categorical part of the values below linear range. 
Grey numbers give the percentages of positive samples with unknown SARS- CoV- 2 as determined by the manufacturers and optimised 
cut- offs. Percentages were calculated over the total number of samples of unknown SARS- CoV- 2 status with available test results.

Fig. 5. Comparison of confirmatory tests. Comparison of confirmatory tests for true- negatives (blue), true- positives (orange), and 
individuals with unknown SARS- CoV- 2 status (grey). At the top, in black, total number of cases (n) for each NT category. (a) Association 
between the categorical endpoint of NT and the continuous results of GS- cPass (n=354). (b) Association between the categorical 
endpoint of NT and the continuous results of MG- RBD (n=272). (c) Association between GS- cPass and MG- RBD (n=272). The solid black 
line represents a linear regression for the positive measurements.
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often used widely different patient populations, hampering 
direct comparisons of testing systems. In contrast, our study 
provides data generated from a representative cohort of the 
inhabitants of Munich, and not selected patient cohorts 
[13], allowing a more generalisable interpretation of results 
presented. When choosing the primary tests, we considered 
four main characteristics (i) availability in large quantities, (ii) 
enabled for at least semi- automated workup, (iii) acceptable 
pricing and iv) licenced for the use in europe. These criteria 
excluded tests such as VC- Array as they were too expensive 
(>20 EUR/test). GS- cPass was excluded, as at the time of the 
study it was not licensed for use yet, although this has changed 
by now, however still lacking automation. The EI- S1- IgG and 
IgA as well as Ro- N- Ig tests fulfilled all criteria and were thus 
applied.

Several studies have shown a relationship between disease 
severity and both antibody kinetics [6, 18, 20, 27, 28] and 
neutralisation capacity [17, 29–31]. Our data is derived from a 
population- and not primarily a patient based approach, thus 
the interpretation of the data is mainly for epidemiological 
use. Here, our data suggest that Ro- N- Ig performs more reli-
ably than EI- S1- IgA and EI- S1- IgG, especially in low preva-
lence settings due to the lack of specificity in EI- S1- IgA and 
-IgG, similarly to previously published reports [4]. We would 
not recommend using serology to diagnose acute infections, 
as RT- PCR is positive during the acute phase of the infection 
and serology will become positive only later. Nevertheless, 
singling out subjects who require only one booster vaccination 
to save vaccination doses, or to identify possible re- infections 
might be important questions in direct patient care currently, 

besides epidemiological questions such as the assessment of 
possible herd immunity levels in the population.

In addition to the previously mentioned primary screening 
tests, we assessed confirmatory test performances using a 
subset of true- positive and true- negative samples, comparing 
assays targeting the highly- specific receptor binding domain 
(NT, GS- cPass, MG- RBD), which are considered direct or 
surrogate markers for viral neutralisation [32]. Our true- 
positive sample set was mainly derived from subjects with 
few to no symptoms, with often a rather low neutralising 
activity, allowing an in- depth cross- comparison of direct 
viral neutralisation (NT) with surrogate neutralisation 
markers (GS- cPass, MG- RBD) in oligo- or asymptomatic 
individuals. While NT is a direct representation of viral 
neutralisation, GS- cPass assesses the antibody- mediated 
inhibition of ACE2- interaction with SARS- CoV- 2- S1- RBD 
and is therefore a cell- free surrogate neutralisation marker 
[33]. The cell- culture free tests performed particularly 
well with sensitivities of 96.3% for GS- cPass and 94.9% for 
MG- RBD, using the manufacturers’ thresholds. In contrast, 
NT performed sub- optimally with a sensitivity of 80.6%. A 
compelling explanation would be a rapid decline in neutral-
ising capacity, which has been reported previously and is 
in line with our observations [30, 34]. As NT requires a 
complex BSL- 3- laboratory infrastructure, it currently repre-
sents a critical bottleneck, while the surrogate tests can be 
performed under BSL2 conditions. Furthermore, NT might 
miss a substantial part of cases especially with lower titres, 
thus GS- cPass or MG- RBD might be considered in these 
cases as they offer similar specificity.

Fig. 6. Comparison of primary tests (EI- S1- IgG, Ro- N- Ig) with confirmatory tests (NT, GS- cPass MG- RBD, MG- N). Comparison of EI- S1- 
IgG and Ro- N- Ig with confirmatory tests for true- negatives (blue), true- positives (orange), and individuals with unknown SARS- CoV- 2 
status (grey) using the optimised cut- offs. The solid black line represents a linear regression for the positive measurements. (a) From 
left to right, association of EI- S1- IgG with the confirmatory test NT (n=354), GS- cPass (n=361), MG- RBD (n=272) and MG- N (n=355). We 
observed a population in the upper left quadrant, clearly negative in the confirmatory tests GS- cPass, MG- RBD and MG- N. (b) From left 
to right, association of Ro- N- Ig with the confirmatory test NT (n=362), GS- cPass (n=273), MG- RBD (n=354), and MG- N n=354).
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To investigate the potential yield from combining primary 
tests, we applied machine learning techniques (random 
forest and support vector machine, see Methods). However, 
these hardly improved the performance beyond what was 
achieved by Ro- N- Ig alone (Table  1). Similarly to previ-
ously published studies, we could not demonstrate an added 
value of performing more than one confirmatory test [4]. 
By extending our true positive cohort using combinations 
of two or more positive confirmatory tests, we repeated the 
analysis, using the raw value of the primary tests as a decision 
criterion. Some performance improvement could be achieved 
by combining EI- S1- IgG with GS- cPass or MG- RBD in the 
materials with raw values between 0.8 and 2.55 (22% of the 
samples). In these cases, overall accuracy improved from 
93–98% and 99%, respectively. For further details on these 
combinations, see supplemental material (Table S5, Figs S10 
and S11).

Situation- specific cut- off optimization has been proposed as 
a tool to improve seroassay performances for SARS- CoV- 2 
[4, 12]. We therefore derived optimised cut- offs based on 
the true- positive and true- negative cohorts; hereby, we were 
able to improve sensitivity in EI- S1- IgG and Ro- N- Ig, while 
specificity remained similar. Meyer et al. proposed optimised 
thresholds for EI- S1- IgG, and suggested evaluating the 
manufacturer’s cut- off before routine testing, highlighting the 
dilemma of securing both rule- in and rule- out properties to 
mitigate the risk of incorrect classification in a situation with 
highly- dynamic pre- test probabilities [4]. Whether these opti-
mised cut- offs are generalisable remains uncertain: A sero-
prevalence study in Geneva compared both recommended 
and optimised cut- offs and did not observe any qualitative 
changes [25]. In our study, optimised cut- offs were similarly 
derived for confirmatory tests. Here, we could improve the 
sensitivity markedly for the VC- array with gains of >50% 
points for VC- N- IgG (39.8–94.4%) and close to 30% points 
for VC- S1- IgG (65.8–95.4%).

Even though some changes in performance estimates seem 
minimal, they might translate into a higher number of 
correctly classified diagnoses when testing is performed on 
a large scale. This is especially pertinent in low- prevalence 
settings, as particularly a high specificity is crucial to achieve 
a high positive predictive value. It may also be preferable to 
have a more sensitive cut- off for a primary test and confirm 
the positives with a highly- specific secondary test system [14].

In a systematic review by Huang et al. in 2020, the median 
detection time across different antibodies against SARS- 
CoV- 2 was 11 days, similar to SARS- CoV- 1 [6]. We therefore 
additionally assessed the seropositivity stratified with the 
date of the first positive RT- PCR test. In our cohort of mostly 
oligosymptomatic true- positive subjects, 11.4% (22/193) were 
not detected in the primary serological tests, with a third of 
those being <30 days after positive RT- PCR. Overall, in our 
dataset of samples >30 days after positive RT- PCR, a modest 
8.1% (13/160) remained negative. Late or lacking serocon-
version has been described previously, mostly in oligo- or 
asymptomatic subjects [31, 35], and authors have speculated 

about vastly varying proportions of subjects unable to mount 
an antibody response detectable by commonly used assays 
[20, 21, 36, 37].

Different studies have reported a rapid decline of anti-
body titres over time [20, 30, 34]. In our cohort, antibody 
levels measured with EI- S1- IgA declined early on, most 
pronouncedly within the first 30 days, resulting in 40% of 
the subjects being below the positive cut- off >30 days after 
RT- PCR positivity. In contrast, antibody levels detected 
with EI- S1- IgG remained stable and detectable over longer 
periods. Moreover, titres measured with Ro- N- Ig increased, 
with more than 80% of true- positive subjects being rated as 
positive >90 days. Studies published so far show ambiguous 
results, partly suggesting that overall, antibody responses to 
S might be more stable than responses to N [38]; our results 
suggest that the observed differences are more attributed to 
the testing approach than the antigen itself.

Our study has several limitations. The sample set is derived 
from a representative cohort in Munich, Germany. Despite 
being an ethnically diverse city, the results presented here 
might not be representative of other geographical regions. 
Additionally, it was not feasible to perform all confirmatory 
tests on all samples; a subset, namely those with positive 
results in at least one primary test as well as a known negative/
positive cohort, were tested using these systems. Finally, we 
did not have information on underlying health conditions of 
all subjects, e.g. conditions known to affect the quantity of 
polyclonal antibodies.

In conclusion, our study provides a cross- comparison of seven 
different widely used serological assays for SARS- CoV- 2 and 
proposes new cut- offs for several tests. This study can be used 
as a resource to enable the refinement of testing strategies for 
individual and public- health use. Our approach presented 
here used a well- defined sample set with true- positive as 
well as true- negative specimens. Subsequently, we extrapo-
lated the established findings to samples derived from a 
population- based seroprevalence cohort and were therefore 
able to generate a robust head- to- head comparison for diag-
nostic performance estimates of several serological tests for 
SARS- CoV- 2.
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ABSTRACT

Background: Quantitative serological assays
detecting response to SARS-CoV-2 are needed to
quantify immunity. This study analyzed the
performance and correlation of two quantita-
tive anti-S1 assays in oligo-/asymptomatic
individuals from a population-based cohort.
Methods: In total, 362 plasma samples (108
with reverse transcription-polymerase chain

reaction [RT-PCR]-positive pharyngeal swabs,
111 negative controls, and 143 with positive
serology without confirmation by RT-PCR) were
tested with quantitative assays (Euroimmun
Anti-SARS-CoV-2 QuantiVac enzyme-linked
immunosorbent assay [EI-S1-IgG-quant]) and
Roche Elecsys� Anti-SARS-CoV-2 S [Ro-RBD-Ig-
quant]), which were compared with each other
and confirmatory tests, including wild-type
virus micro-neutralization (NT) and Gen-
Script�cPassTM. Square roots R of coefficients of
determination were calculated for continuous
variables and non-parametric tests were used for
paired comparisons.
Results: Quantitative anti-S1 serology corre-
lated well with each other (true positives, 96%;
true negatives, 97%). Antibody titers decreased
over time (\ 30 to[240 days after initial posi-
tive RT-PCR). Agreement with GenScript-cPass
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was 96%/99% for true positives and true nega-
tives, respectively, for Ro-RBD-Ig-quant and
93%/97% for EI-S1-IgG-quant. Ro-RBD-Ig-quant
allowed distinct separation between positives
and negatives, and less non-specific reactivity
versus EI-S1-IgG-quant. Raw values (95%
CI) C 28.7 U/mL (22.6–36.4) for Ro-RBD-Ig-
quant and C 49.8 U/mL (43.4–57.1) for EI-S1-
IgG-quant predicted NT[ 1:5 in 95% of cases.
Conclusions: Our findings suggest both quan-
titative anti-S1 assays (EI-S1-IgG-quant and Ro-
RBD-Ig-quant) may replace direct neutralization
assays in quantitative measurement of immune
protection against SARS-CoV-2 in certain cir-
cumstances. However, although the mean
antibody titers for both assays tended to
decrease over time, a higher proportion of Ro-
RBD-Ig-quant values remained positive after
240 days.

Keywords: COVID-19; Direct virus
neutralization assay S1; Quantitative serology;
SARS-CoV-2

Key Summary points

Quantitative serological assays detecting
response to SARS-CoV-2 infection are
urgently needed to quantify immunity.

This manuscript presents the results of
direct comparison of two independent
quantitative anti-S1 assays (Euroimmun
Anti-SARS-CoV-2 QuantiVac ELISA [IgG]
and Roche Elecsys� Anti-SARS-CoV-2 S) in
oligo-/asymptomatic individuals from a
previously characterized population-based
cohort.

Both assays showed similar performance
and a high level of agreement with direct
virus neutralization and surrogate
neutralization tests, arguing for their
utility in quantifying immune protection
against SARS-CoV-2.

In certain circumstances and following
rigorous validation, these quantitative
assays may replace direct neutralization
assays (the current gold standard) which
are unsuitable for large-scale studies and
diagnostic routine testing.

DIGITAL FEATURES

This article is published with digital features,
including a summary slide, to facilitate under-
standing of the article. To view digital features
for this article go to https://doi.org/10.6084/
m9.figshare.14697141.

INTRODUCTION

Severe acute respiratory syndrome coron-
avirus 2 (SARS-CoV-2), the causative agent of
coronavirus disease 2019 (COVID-19), emerged
in Wuhan, China, in December 2019, and
within months caused millions of infections
and deaths across the globe [1]. Despite multi-
ple interventions, including social distancing,
wearing of protective equipment in public, and
introducing enhanced disinfection procedures,
the number of infected individuals worldwide
continued to rise beyond the end of 2020 [2].

The gold standard for diagnosis of acute
COVID-19 is molecular detection of the viral
ribonucleic acid (RNA) by reverse transcription-
polymerase chain reaction (RT-PCR) [3]. In
addition, antibody testing can be used to detect
humoral immune responses after the infection.
Immunoassays detecting anti-SARS-CoV-2 anti-
bodies can be especially valuable to confirm the
extent of population exposure and to quantify
vaccine responses [4, 5].

Seroconversion typically starts 5–7 days after
SARS-CoV-2 infection [4]. All antibody types
(immunoglobulin [Ig] A, IgG, and IgM) can be
detected within the same time frame around
week 2–4, and the IgG response persists the
longest [4, 6]. The most important targets of
humoral response are the nucleocapsid protein
(N), involved in viral RNA replication and viral
assembly, and parts of the trimeric spike
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complex, in particular the receptor-binding
domain (RBD) of S1 which interacts with the
angiotensin-converting enzyme 2 (ACE2)
receptor on human cells [7, 8]. Antibodies that
bind to RBD in a way that prevents its attach-
ment to the host cell have a convincing func-
tional likelihood to neutralize the virus and are
viewed as the key indicator of immune protec-
tion [9–11]. In line with these observations, the
spike protein became the leading antigen target
in vaccine development [12].

Accumulating data suggest that high titers of
IgG in convalescent plasma correlate with the
presence of neutralizing antibodies, which may
correlate with protection against infection
[8, 13–15]. However, the long-term persistence
of neutralizing antibodies and the degree of
protection they confer, as well as the degree and
clinical significance of seroconversion in
asymptomatic individuals, remain largely
unknown.

A number of immunoassays from different
manufacturers are currently available and have
been compared directly in several head-to-head
studies [16–19]. Since most are qualitative in
nature, the emergence of quantitative assays is
needed for a precise evaluation of immune
response to viral antigens. Importantly, a reli-
able quantitative assay can be used to quantify
protection in different settings (e.g., mild dis-
ease or vaccination). Such evaluation will
require robust data on quantitative assay per-
formance and its correlation with available
neutralization tests.

Here, we present the results of a direct com-
parison of two novel quantitative anti-S1/RBD
antibody tests applied to a subset of samples
derived from a prospective population-based
cohort study of COVID-19 incidence/preva-
lence in Munich, Germany. The ongoing
KoCo19 study investigates the prevalence of
SARS-CoV-2 infections among a randomly
selected cohort, analyzes transmission within
households and risk factors, and compares the
performance of various immunoassays in test-
ing asymptomatic and oligosymptomatic indi-
viduals [20]. The primary results were reported
elsewhere including the estimated sero-
prevalance in Munich [21] and a comparison of
seven qualitative seroassays to identify effective

testing strategies [22]. This manuscript reports
the analysis of the performance and correlation
of quantitative Euroimmun Anti-SARS-CoV-2
QuantiVac enzyme-linked immunosorbent
assay (ELISA) IgG assay that recognizes S1
(hereafter called EI-S1-IgG-quant) and quanti-
tative Elecsys� Anti-SARS-CoV-2 S pan-Ig assay
that recognizes S1 RBD (hereafter called Ro-
RBD-Ig-quant) in a subset of samples derived
from the KoCo19 cohort. Both assays were
compared with previously described qualitative
primary assays, namely Euroimmun Anti-SARS-
CoV-2 ELISA IgG (hereafter called EI-S1-IgG)
[23, 24] and Elecsys Anti-SARS-CoV-2 Roche
anti-N pan-Ig (hereafter called Ro-N-Ig) [25].
The primary tests were also assessed alongside
assays that confirm infection, including direct
virus neutralization test (NT) with SARS-CoV-2
wild-type virus (SARS-CoV-2 strain MUC-IMB-
01 isolated in January 2020), GenScript�cPassTM

(hereafter called GS-cPass) and Mikrogen-re-
comLine-N/RBD IgG line (hereafter called MG-N
and MG-RBD) immunoassays.

METHODS

Study Design and Participants

Samples were derived from the population-
based prospective COVID-19 cohort KoCo19
from Munich, Germany [20]. Out of the total
6658 samples analyzed previously [22], 362 (due
to having NT arrays and all other confirmatory
tests) were included in this analysis. These
included samples from (i) asymptomatic or
oligosymptomatic individuals who had at least
one RT-PCR-positive SARS-CoV-2 test on a
pharyngeal swab (true positive samples), (ii)
those who did not have an RT-PCR-positive test,
but experienced seroconversion in at least one
of the primary tests used (‘‘other seropositive’’
samples), and (iii) negative controls—partially
blood donors collected before the surge of SARS-
CoV-2/COVID-19, and negative samples
obtained during the pandemic (true negative
samples). All samples were collected during the
same time period (between April and June
2020), except for true negative samples from
blood donors (October 2019 and March 2020,
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i.e., before and after the seasonal common cold
period). Samples were defined as ‘‘other
seropositive’’ if one of the serological tests yiel-
ded a positive result, suggesting a likely but
unconfirmed SARS-CoV-2 infection. To ensure a
dataset with exclusively independent variables,
only one serum sample per participant was used
for analyses.

The study was approved by the Ethics Com-
mission of the Faculty of Medicine at Ludwig-
Maximilians-Universität Munich (reference
numbers 20–275-V, 20–371-V, and 20–262-V)
and the protocol is available online (www.
koco19.de) [20]. This study was conducted in
accordance with the principles of the Declara-
tion of Helsinki and Good Clinical Practice
Guidelines. Informed written consent was
obtained from all study participants.

Laboratory Assays

Blood samples were obtained as previously
described [20]. Briefly, blood was collected in
ethylenediaminetetraacetic acid-coated tubes,
refrigerated and maintained at 4 �C from the
moment of extraction until centrifugation to
separate the cell pellet from the plasma. Plasma
samples were analyzed and stored at - 80 �C in
temperature-controlled biobank freezers; free-
ze–thaw cycles were minimized to avoid sample
degradation.

The presence of antibodies was analyzed
using appropriate assay kits according to the
manufacturers’ instructions.

An overview of all assays, their cutoff values,
and readouts are shown in Supplementary
Table 1. The World Health Organization (WHO)
reference sera (National Institute for Biological
Standards and Control [NIBSC] code 20/268)
were measured on the individual assays in
replicates (n = 3) to standardize the results [26].

Primary Assays
EI-S1-IgG-quant and EI-S1-IgG results were
measured on a Euroanalyzer-1 robot (Euroim-
mun, Lübeck, Germany). For the qualitative
assay EI-S1-IgG, presented values show quo-
tients of the optical density measurements
given by the manufacturer’s software. For the

quantitative assay EI-S1-IgG-quant, values are
shown in units per milliliter (U/mL). Two cut-
offs were applied as recommended by the
manufacturer: 25.6 U/mL to separate negative
values from indeterminate values, and 35.2 U/
mL to separate indeterminate values from pos-
itive values (Supplementary Table 1). Values
between 1 and 120 U/mL represent linear range,
samples with values below 1 U/mL were
assigned a categorical value of 0, whereas sam-
ples with values above 120 U/mL were diluted
1:4 with sample buffer (Euroimmun, Lübeck,
Germany) and measured again.

Ro-RBD-Ig-quant and Ro-N-Ig results were
measured on cobas e411 and/or e801 modules
(Roche, Mannheim, Germany). For the qualita-
tive assay Ro-N-Ig, values correspond to the
sample cutoff index. For the quantitative assay
Ro-RBD-Ig, values are shown in U/mL. Manu-
facturer cutoff was applied to separate negative
and positive values. Values between 0.4 and
250 U/mL represent linear range. Samples with
values below 0.4 U/mL were assigned a cate-
gorical value of 0, whereas samples with values
above 250 U/mL were diluted 1:10 with sample
diluent buffer (Roche, Mannheim, Germany).

Assays Confirming Infection
Confirmatory testing was performed using
micro-virus NT assays as described previously
[27], with the exception that confluent cells
were incubated instead of adding cells following
neutralization reaction, and the serum dilutions
started with 1:5 instead of 1:10. Samples with a
titer\ 1:5 were classified as NT-negative, and
samples with a titer C 1:5 as NT-positive.

Binding inhibition was measured using the
SARS-CoV-2 surrogate virus neutralization test
(GS-cPass; GenScript�, Piscataway, New Jersey,
USA) according to the manufacturer’s instruc-
tions. Photometric measurements were per-
formed using the Tecan Sunrise (Tecan,
Männedorf, Switzerland). Binding inhibition
was calculated in percentages (range from -

30% to 100%; cutoff was 20% as recommended
by the manufacturer).

The recomLine SARS-CoV-2 IgG line
immunoassay (MG-N and MG-RBD; Mikrogen,
Neuried, Germany) based on nitrocellulose
strips with recombinant SARS-CoV-2 antigens N
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and RBD was measured using the fully auto-
mated recomLine strip processor CarL (Mikro-
gen, Neuried, Germany) according to the
manufacturer’s instructions. Raw values were
presented in arbitrary units, and manufacturer’s
cutoffs were applied.

Statistical Analysis

Only one sample per participant was included
in the statistical analyses; in case of individuals
with multiple blood samples, the sample with
the most comprehensive dataset was included.
For multiple measurements with complete
datasets, only the first measurement was con-
sidered; for operational replicates the latest
measurement was included. Assay comparison
was performed as described previously [22].
Statistical analysis and visualization was per-
formed using software R, version 4.0.2 (https://
cloud.r-project.org/).

Square roots R of coefficients of determina-
tion (R2) were calculated for continuous vari-
ables. Paired sample comparisons were
performed using Wilcoxon-sign-rank tests;
multiple group comparisons were performed
using Kruskal–Wallis tests, followed by post hoc
Dunn tests and the Benjamini–Yekutieli
adjustment for pairwise comparisons [28].

RESULTS

A total of 362 samples from the KoCo19 cohort
were included in the analysis: 108 samples from
individuals who had viral RNA detected in
pharyngeal swabs (true positives), 143 ‘‘other
seropositive’’ samples, and 111 negative con-
trols [20].

Performance of Anti-S1 Tests

The diagnostic accuracy measurements of all
primary and confirmatory tests are presented in
Table 1.

The raw value distributions of Ro-RBD-Ig-
quant on n = 357 evaluable samples and EI-S1-
IgG-quant on n = 354 evaluable samples are
presented in Fig. 1. Both assays showed a

bimodal distribution. Ro-RBD-Ig-quant assay
showed a better signal spread with a clear sep-
aration of true negative and true positive sam-
ples, and did not produce discordant results. Ro-
RBD-Ig-quant detected 100% of the positive and
100% of the negative samples, whereas EI-S1-
IgG-quant detected 96% of the positive and
97% of the negative samples. Thirteen samples
produced discordant results in EI-S1-IgG-quant
and were categorized as indeterminate as they
did not meet criteria for the positive or negative
categories (Table 1).

Titer values of true positive samples with
available data on time between RT-PCR and
blood sampling for Ro-RBD-Ig-quant (n = 232)
and EI-S1-IgG-quant (n = 228) are shown in
Fig. 2. Values were widespread in the cohort
with\ 30 days between RT-PCR and antibody
test for both assays. The mean titer values ten-
ded to decrease over time, with statistically
significant differences between value distribu-
tion in the cohort with\ 30 days vs cohort
with[ 240 days for both assays (p\ 0.0001).
After 240 days, the majority (80%) of Ro-RBD-
Ig-quant values remained in the positive range
whereas almost half of EI-S1-IgG-quant values
no longer met the positivity threshold. Pairwise
comparison between time-dependent groups
after adjustment for multiple comparison are
shown in Table 2.

Concordance Between Quantitative
and Semi-quantitative Anti-S1 Tests

To allow for comparison of scale, results of
individual assays with the WHO reference panel
(NIBSC 20/168) are presented in Table 3.

Pairwise comparison of primary tests is
shown in Supplementary Fig. 1; agreement of
95–98% was observed for all comparisons.
When categorical values were excluded, Ro-
RBD-Ig-quant showed a high numerical corre-
lation with EI-S1-IgG (R = 0.72, p\ 0.0001;
Supplementary Fig. 1A), while the numerical
correlation with Ro-N-Ig was lower (R = 0.34;
p\0.0001; Supplementary Fig. 1B). EI-S1-IgG-
quant showed a high numerical correlation
with EI-S1-IgG (R = 0.55, p\0.0001; Supple-
mentary Fig. 1C) while with Ro-N-Ig the
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correlation was lower (R = 0.20, p\ 0.001;
Supplementary Fig. 1D). A high level of

categorical agreement was observed between
Ro-RBD-Ig-quant and EI-S1-IgG-quant with a

Table 1 Performance of primary tests and confirmatory tests

Test N n (true
positive)

n (true
negative)

Positive result (% of true
positive)

Negative result (% of true
negative)

EI-S1-IgG-

quant

354 103 111 208 (96) 133 (97)

Indeterminate: 13 (1)a

Ro-RBD-Ig-

quant

357 107 111 202 (100) 155 (100)

EI-S1-IgG 362 108 111 232 (98) 130 (98)

Ro-N-Ig 361 108 111 201 (98) 160 (98)

NT 354 107 106 165 (80) 189 (100)

GS-cPass 360 108 111 198 (96) 162 (99)

MG-N 273 78 106 139 (95) 134 (98)

MG-RBD 273 78 106 137 (95) 136 (100)

RBD receptor-binding domain
a Thirteen samples (1%) produced discordant results and were categorized as indeterminate

Fig. 1 Performance of primary tests Ro-RBD-Ig-quant
(a) and EI-S1-IgG-quant (b). Black dashed lines represent
manufacturers’ cutoff values and red dotted lines represent
WHO standards (from the left to the right: 20/142,
20/144, and 20/140 for a (20/140 and 20/144 for b) with
almost identical values, 20/148, 20/150). Histograms show

counts of individual samples, whereas solid blue and orange
lines show cumulative distribution of true positive and true
negative samples. Orange and blue numbers give the
percentage of true positive and true negative samples,
which were correctly detected by the tests
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Fig. 2 Time-dependent values of positive samples in
primary tests Ro-RBD-Ig-quant (a) and EI-S1-IgG-quant
(b). Black dashed lines represent manufacturers’ cutoff
values and red dotted lines represent the WHO standards
(from the bottom to the top: 20/142, 20/144, and 20/140
for a (20/140 and 20/144 for b) with almost identical
values, 20/148, 20/150). Assay results were categorized

according to the time after the positive RT-PCR test
(\ 30 days, 30–90 days, 90–150 days, 150–240 days, and
[ 240 days). Plots show the individual read-out (orange
dots), a density estimate (orange area), the 25th, 50th, and
75th percentiles (black box), and the mean (black dot);
mean and median numbers are included for each group

Table 2 Pairwise comparison between the time-dependent groups after adjusting for multiple comparison

Group comparison Adjusted p value

Ro-RBD-Ig-quant EI-S1-IgG-quant

Up to 30 days–between 30 and 90 days 1.000 0.71

Up to 30 days–between 90 and 150 days 1.000 0.28

Up to 30 days–between 150 and 240 days 1.000 \ 0.05*

Up to 30 days–after 240 days \ 0.05* \ 0.001*

Between 30 and 90 days–between 90 and 150 days 1.000 1.000

Between 30 and 90 days–between 150 and 240 days 0.169 0.06

Between 30 and 90 days–after 240 days \ 0.001* \ 0.001*

Between 90 and 150 days–between 150 and 240 days \ 0.05* 0.16

Between 90 and 150 days–after 240 days \ 0.0001* \ 0.01*

Between 150 and 240 days–after 240 days \ 0.05* 0.30

NISBC National Institute for Biological Standards and Contro, SD standard deviation
*Indicates the different levels of significance as shown by the p values
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high correlation (96% of positive samples and
97% of negative samples; R = 0.50, p\0.0001;
Supplementary Fig. 1E). Notably, Ro-RBD-Ig-
quant gave a clearer separation of positive and
negative values than EI-S1-IgG-quant; EI-S1-
IgG-quant showed many values at the inter-
mediate range and some non-specific reactivity
among the negative samples (3%).

Concordance with Tests Confirming
Infection

Ro-RBD-Ig-quant values showed significant
increases between NT dilution categories
(p\ 0.001), with mean values increasing from
39.64 in the NT dilution category\1:5 to
486.24 in the NT dilution category[1:80
(Fig. 3a). Notably, NT at dilution 1:5 still con-
tained approximately 20% of true positive
samples. Ro-RBD-Ig-quant also showed a high
categorical agreement and correlation with GS-
cPass (96%/99%, R = 0.54, p\0.0001; Fig. 3b).

EI-S1-IgG-quant values also showed signifi-
cant increases between NT dilution categories,
with mean values of EI-S1-IgG-quant increasing
from 44.33 (NT dilution\ 1:5) to 956.6 (NT
dilution[ 1:80; Fig. 3c). NT at dilution 1:5 still
contained approximately 16% of true positive
samples. EI-S1-IgG-quant showed a high level of
correlation with GS-cPass (93%/97%, R = 0.41,
p\0.0001; Fig. 3d), although some unspecific
reactivity in the negative samples was detected
for EI-S1-IgG (3%).

The predictive value (95% accordance of the
positive predictive value) of the two quantita-
tive tests at different thresholds was investi-
gated through the alignment of their results
with NT dilution categories C 1:5 and C 1:10,
and GS-cPass categories C 20% and C 30%. The
lowest Ro-RBD-Ig-quant and EI-S1-IgG-quant
values [with 95% CI] for which GS-cPass is
C 20% (6.99 and 27.49, respectively) or C 30%
(11.60 and 40.62) and NT is C 1:5 (28.67 and
49.78) or C 1:10 (51.41 and 104.06) are pre-
sented in Table 4 and Supplementary Fig. 2.
These values refer to the intersection of the
linear fit with the selected values for GS-cPass
and NT of Fig. 3.

Ro-S1-Ig-quant showed a high level of cor-
relation with line blot assay MG-RBD and a
lower numerical correlation with MG-N
(R = 0.44, p\ 0.0001 and R = 0.32, p\ 0.001,
respectively; Supplementary Fig. 3A, B). EI-S1-
IgG-quant showed a high level of correlation
with MG-RBD (R = 0.46, p\ 0.0001; Supple-
mentary Fig. 3C), but the agreement with MG-N
was not statistically significant (R = 0.15,
p = 0.089; Supplementary Fig. 3D).

DISCUSSION

Since the surge of the COVID-19 pandemic, the
number of serological assays continues to
increase, and the comparative assessment of
their analytical performance is essential to
inform strategies in diagnostic, epidemiological,

Table 3 Results from individual assays with the WHO reference panel for anti-SARS-CoV-2 immunoglobulin (NIBSC
code 20/268)

Reference level (NISBC code) Mean titer value (n = 3),a (SD)

EI-S1-IgG-quant Ro-RBD-Ig-quant EI-S1-IgG Ro-N-Ig

Negative (20/142) 4.62 (0.27) \ 1 (–) 0.21 (0.007) 0.14 (0.005)

Low (20/140) 48.61 (2.36) 15.32 (0.39) 1.37 (0.06) 4.68 (0.17)

Low anti-S, high anti-N (20/144) 50.35 (1.43) 14.98 (0.32) 1.3 (0.09) 75.05 (2.52)

Mid (20/148) 276.62 (10.45) 124.47 (2.49) 4.33 (0.12) 101.89 (1.00)

High (20/150) 1103.25 (4.95) 239.87 (2.75) 6.56 (0.13) 118.29 (3.16)

a Tests were repeated 9 3 and mean titer calculated
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and vaccination studies. In this study, we per-
formed a head-to-head direct comparison of
two independent quantitative assays directed
against S1 and compared their performance
with two qualitative primary assays and several
assays that confirm infection, including direct
virus neutralization. Samples from oligo-/
asymptomatic patients from a population-based
cohort were utilized to help understand the true
impact of COVID-19, given mild/asymptomatic
cases are predominant in the population and
data regarding immunity protection that
develops in such patients are limited but of
critical importance for policy makers
worldwide.

The quantitative tests Ro-RBD-Ig-quant and
EI-S1-IgG-quant showed a high level of corre-
lation when used in a population cohort con-
taining samples from mostly oligo- or
asymptomatic individuals; both assays showed
categorical agreement with Ro-N-Ig, micro-virus
neutralization assay, GS-cPass and recomLine.
This suggests both tests can detect correlates of
neutralization, which is understood to mediate
humoral protection following SARS-CoV-2
infection. While the mean titers for both assays
tended to decrease after their peak (ca. 1 month
or ca. 3 months after infection for EI-S1-IgG-
quant and Ro-RBD-Ig-quant, respectively) to
[240 days after positive RT-PCR, a higher

Fig. 3 Pairwise comparison of primary tests with confir-
matory tests. Bivariate comparisons shown as violin and
scatter plots for quantitative Ro-RBD-Ig-quant vs NT at
indicated dilutions (a) and vs GS-cPass (b) and for
quantitative EI-S1-IgG-quant vs NT at indicated dilutions
(c) and vs GS-cPass (d). Black dashed lines represent
manufacturers’ cutoff values and red dotted lines represent
the WHO standards (from the bottom to the top: 20/142,
20/144, and 20/140 for a (20/140 and 20/144 for c) with
almost identical values, 20/148, 20/150). Orange and blue

numbers give the percentage of true positive and true
negative samples, which were correctly detected by the
tests. Bold dashed lines are linear fit and gray areas
surrounding them represent 95% CI; for the interested
region, the polynomial fit was within the 95% CI of the
linear fit. Square root R of coefficients of determination is
given for association among continuous variables. Pairwise
comparison between NT dilution categories (for a and c)
after adjustment for multiple comparison are shown in
Table S2
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proportion of Ro-RBD-Ig-quant values remained
positive after 240 days.

Finally, both quantitative assays showed a
good level of concordance with each other, with
Ro-RBD-Ig-quant performing slightly better in
terms of clearer separation of positive and neg-
ative samples and less non-specific reactivity.

Currently, the most reliable method of
detecting antibody response indicative of pro-
tection is direct virus neutralization; however,
this test requires intact virus and has to be
performed under biosafety level 3 conditions,
making it infeasible for large-scale studies and
diagnostic routine testing [17]. There are also
numerous different protocols for direct viral
neutralization with poor overall comparability.
Commercial high-throughput tests use parts of
viral proteins instead and combine these with
other components of chemiluminescence
detection or ELISA [3, 6]. Although all viral
proteins are likely to elicit some degree of
immune response, most efforts concentrated on
measuring antibodies directed against N and S1/
RBD so far [5]. Some studies suggest that S1 may
be the optimal antigen for SARS-CoV-2 sero-
logical tests, as it is more sensitive than RBD
and more specific than S trimer [29]; however,
this assumption could not be confirmed in this
study.

Quantitative anti-S1 assays will be a valuable
tool for measuring antibody responses to SARS-
CoV-2. Importantly, quantitative assays will
allow us to precisely enumerate and compare

antibody titers in individuals who had severe
disease, mild disease, asymptomatic individuals,
and those who achieved immunity after vacci-
nation. The assays may also be applied to screen
for plasma samples that contain specific high-
affinity neutralizing antibodies and help iden-
tify potential donors of plasma for convalescent
plasma therapy [30]. Once established and rig-
orously validated, these assays may replace the
current gold standard of direct neutralization,
which requires handling at biosafety level 3 and
has severe limitations in signal resolution at the
lower end of the range.

In this study, both EI-S1-IgG-quant and Ro-
RBD-Ig-quant showed a high level of correlation
with direct virus micro-neutralization and sur-
rogate neutralization test, GS-cPass. For exam-
ple, raw values above 28.67 U/mL for Ro-RBD-
Ig-quant and above 49.78 U/mL for EI-S1-IgG-
quant, respectively, predicted virus neutraliza-
tion[ 1:5 in 95% of cases. We may hypothesize
that when the value of the quantitative tests is
above the predictive value (e.g., 95%), there is
little benefit in performing NT and that this
could act as a surrogate marker for neutralizing
titers, e.g., after mass vaccinations or post-
infection.

CONCLUSIONS

To the best of our knowledge, we present for the
first time a comparison with quantitative tests
which can be reproduced by others to assess

Table 4 Predictive value of quantitative tests

NT/NT-surrogate Quantitative serology (95% CI)

Ro-S1-Ig-quant EI-S1-IgG-quant

GS-cPass C 20 C 6.99 (5.30–9.21) C 27.49a (23.94–31.57)

GS-cPass C 30 C 11.60 (9.22–14.60) C 40.62 (36.00–45.83)

NT C 1:5 C 28.67 (22.61–36.35) C 49.78 (43.42–57.06)

NT C 1:10 C 51.41 (42.42–62.32) C 104.06 (91.34–118.54)

Presented as lowest values (with 95% accordance of the positive predictive value [95% CI]) of the quantitative tests for
which NT is C 1:5 and C 1:10 and GS-cPass is C 20% and C 30%
CI confidence interval, NT neutralization
a This value is below the positivity threshold
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neutralization as a bridge to serologically
mediated immunoprotection. Our results sug-
gest that both quantitative assays may be useful
in future studies aimed to assess immunization
efficiency, determine the degree of herd
immunity, and estimate how long the response
persists over time.
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a b s t r a c t

Pediculus humanus capitis are human ectoparasites which cause infestations, mostly in
children, worldwide. Understanding the life cycle of head lice is an important step in
knowing how to treat lice infestations, as the parasite behavior depends considerably on
its age and gender. In this work we propose a mathematical model for head lice population
dynamics in hosts who could be or not quarantined and treated. Considering a lice pop-
ulation structured by age and gender we formulate the model as a system of hyperbolic
PDEs, which can be reduced to compartmental systems of delay or ordinary differential
equations. Besides studying fundamental properties of the model, such as existence,
uniqueness and nonnegativity of solutions, we show the existence of (in certain cases
multiple) equilibria at which the infestation persists on the host’s head. Aiming to assess
the performance of treatments against head lice infestations, by mean of computer ex-
periments and numerical simulations we investigate four possible treatment strategies.
Our main results can be summarized as follows: (i) early detection is crucial for quick and
efficient eradication of lice infestations; (ii) dimeticone-based products applied every 4
days effectively remove lice in at most three applications even in case of severe in-
festations and (iii) minimization of the reinfection risk, e.g. by mean of synchronized
treatments in families/classrooms is recommended.

© 2020 The Authors. Production and hosting by Elsevier B.V. on behalf of KeAi
Communications Co., Ltd. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Pediculus humanus capitis, commonly known as head lice, are obligate exclusively human ectoparasites, source of annoying
infestations worldwide (Cummings, Finlay, & MacDonald, 2018; Feldmeier, 2014). The main head lice transmission route
being close head-to-head contact (Meister & Ochsendorf, 2016; Speare, Thomas, & Cahill, 2002), pediculus capitis epidemics
occur mostly in schools and kindergartens, independently on the country of origin, ethnic groups and socio-economic status
of the host (Feldmeier, 2012).

Wingless and up to 4 mm long head lice live on the human scalp, feeding 4e8 times a day by sucking blood from the host
and injecting saliva simultaneously (Cummings et al., 2018; Takano-Lee, Yoon, Edman, Mullens, & Clark, 2003). The life cycle
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of the louse is structured into five stages. After mating, breeding females can lay up to 6 eggs per day for 30 days (Cummings
et al., 2018), close to the scalp, where temperature and humidity are optimal for their growth. Lice eggs (also called nits) hatch
6e11 days after ovoposition into nymphs that molt twice over the next 8e10 days to become adult lice. In contrast to nymphs
after the first and secondmolt, first stage nymphs are not motile (Takano-Lee et al., 2003). Differentiation into female or male
louse occurs after the third molt, when the insect becomes adult and sexually active. During mating both female and male
louse might die (Rasmussen, Burgess, Rozsa,& Søholt Larsen, 2019). Adult insects live about 30 days (Takano-Lee et al., 2003),
but can survive for only 1e2 days away from the human host (Burkhart, 2003).

Pediculosis-induced itching occurs when the host develops an allergic reaction to the lice saliva, usually four to six weeks
from the beginning of the infestation. Diagnosis of head lice infestations is based on the detection of adults, nymphs and/or
viable eggs on the host hair and scalp. Well-established treatment options for head lice infestations include therapeutic wet
combing, topical application of a pediculicide, and oral treatments (Feldmeier, 2012), the last not being considered in our
study. Wet combing is a non-chemical treatment, optimal for detection of head lice infestations (Gallardo, Toloza, Vassena,
Picollo, & Mougabure-Cueto, 2013), but very time consuming when performed for taking advantage of its therapeutic ef-
fects (Feldmeier, 2012). Most pediculicides, such as those based on malathion, pyrethrins and its synthetic derivates, can kill
nymphs and adult lice, but are in general non-ovocidal. Extensive use of these compounds has led to the development of
resistant head lice populations (Cummings et al., 2018; Feldmeier, 2012). In contrast, dimeticone-based pediculicides showed
moderate to high efficacy against live lice and eggs and the development of resistance to such products is less likely
(Feldmeier, 2012).

Whereasmathematical models for the dynamics and control of vector-borne diseases, such asmosquitoes or ticks, arewell
established (see e.g. Ch.4 in (Martcheva (2015)) for an introductory overview), to the best of our knowledge only two groups
have previously proposed mathematical approaches for understanding the spread of pediculosis. An epidemic model for
transmission among hosts based on a stochastic SIS approach was suggested by Stone, Wilkinson-Herbots, and Isham (2008).
This model describes only the macroscopic level (host interactions) and it does not consider the biology of the lice life cycle.
Laguna and Risau-Gusman (2011) proposed a discrete model based on Leslie-Lefkovitch matrices and studied growth and
interactions of colonies of head lice. This model was used in computer simulations to estimate the efficacy of different control
strategies on the growth of the lice colony. In a further recent work (Toloza et al., 2018) the mathematical model was
combined with data collected from schools in order to estimate the most likely events that can give rise to infestations.

We propose here a mechanistic mathematical model for understanding the biology of the life cycle of head lice and
assessing the efficiency of different treatments to eradicate lice infestations. Our first and more general approach is based on
structured populations which are continuous in time and age, hence hyperbolic partial differential equations (PDEs). In
contrast to the model by Laguna and Risau-Gusman (2011) we explicitly include the dynamics of the male lice and propose a
mating function for pair formation. In Sect. 2 we show under which conditions our PDE model can be reduced to systems of
delay differential equations or ordinary differential equations. The latter are first analyzed (Sect. 3) and then used for com-
puter experiments and numerical simulations (Sect. 4) to investigate the efficacy of four possible treatments against head lice.

2. Modeling head lice life cycle and transmission

In this section we propose mathematical models for head lice infestations based on the biology of the lice life cycle. We
first consider a lice population in an isolated environment, such as the head of an infected quarantined host. In a second step
we extend the models to include lice transmission between hosts.

2.1. Populations structured by age

One possibility for modeling the lice life cycle is to use continuous age structures (Cushing, 1998). We shall adapt and
extend here the approach proposed by Hoppensteadt (1975) for a population structured by age with distinction of the two
sexes.

Letwðt; aÞ denote the density of single female lice of age a � 0 at time t � 0, that is, females which are not breeding and are
available for mating. Respectively, we denote by wBðt; aÞ the density of breeding females, and bymðt; aÞ the density of single
male lice. We assume that the death rates are age-dependent functions. Birth rates are not relevant for the moment and shall
be introduced later. Let mwðaÞ and mmðaÞ denote the death rate of female and male lice, respectively. In contrast to the model
proposed in Laguna and Risau-Gunsman (2011), inwhich it is assumed that males are readily available and that with only one
fertilization female lice are able to lay eggs until they die, we explicitly introduce themating component and the possibility of
multiple fertilization. Models for pair formation in structured populations, were previously proposed by several authors,
including Hadeler (1989, 1993) and Castillo-Chavez, Busenberg, and Gerow (1991). Let pðt; x; yÞ be the lice pairs which, at time
t � 0, are formed by females of age x � 0 andmales of age y � 0.We describe pair formation bymean of a function 4ðw;mÞðt;x;
yÞ :¼ ~rðx;yÞpðwðt;xÞ;mðt;yÞÞ, where ~rðx; yÞ is the age-dependent mating rate and pðw;mÞ represents the mating behavior. We
assume that the following properties hold:

(i) ~rðx; yÞ � 0 for all x � 0; y � 0,
(ii) pðw;mÞ � 0 and continuously differentiable in both variables.
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As pair formation is not possible when only females or only males are present we require that

(iii) pð0;mÞ ¼ 0; pðw;0Þ ¼ 0; for all m � 0; w � 0
(iv) vwpðw;mÞjðw;0Þ ¼ 0 ¼ vmpðw;mÞjð0;mÞ.

Among the functions which satisfy the above assumptions (i)-(iv), possible choices for pðw;mÞ are given by the incidence
law,

pðwðt; xÞ;mðt; yÞÞ¼ wðt; xÞmðt; yÞZ ∞

0
wðt; uÞ duþ

Z ∞

0
mðt;uÞ du

;

as suggested in Li (2004) for mating of mosquitoes, or by the mass action law

pðwðt; xÞ;mðt; yÞÞ¼wðt; xÞmðt; yÞ;

often used for modeling contacts in epidemiological models (Martcheva, 2015). In this paper we shall use the latter mating
function. During a mating process both female and male louse might die. In particular it has been reported that if one of the
two insects dies during the mating process, the other one dies as well (Rasmussen et al., 2019). To capture this phenomenon
we introduce the probability x2½0;1� that a pair does not survive the mating process. Respectively, with probability 1� x both
insects survive. We assume that pairs split at some constant rate s>0, independent of the age of the insects. That is, for a pair
formed by a female of age x and amale of age y, let the pair splitting rate be sðx;yÞ≡s � 0. In time, single female lice age, might
die due to natural death, and can mate with males. It is still discussed whether a female which had a fertile mating will be
breeding for its whole life (Maunder, 1993), as it has been observed for the pubic louse (Bourgess, Maunder,&Myint, 1983), or
it needs a new mating for a new ovoposition (Boutellis, Abi-Rached, & Raoult, 2014; Mehlhorn, 2012). To keep the model as
general as possible, we introduce the return rate, wa, of breeding females to the nonbreeding compartment. This parameter is
defined as the product wa :¼ aw, where 1=a>0 corresponds to the average length of the breeding period and w2 ½0;1� is the
probability that after the breeding period a female lice returns to the nonbreeding compartment. From balance laws and
classical approaches for age-structured populations (Webb, 2008) we obtain the equation

vtwðt; aÞ¼ � vawðt; aÞ|fflfflfflfflfflffl{zfflfflfflfflfflffl}
aging

� mwðaÞwðt; aÞ|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
death

�
Z ∞

0
fðw;mÞðt; a; yÞ dy|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
pair formation

þ wawBðt; aÞ:|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
females which are

no longer breeding

(1)

Analogously, the dynamics of the male population is given by

vtmðt; aÞ¼ � vamðt; aÞ|fflfflfflfflfflffl{zfflfflfflfflfflffl}
aging

� mmðaÞmðt; aÞ|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
death

�
Z ∞

0
fðw;mÞðt; x; aÞ dx|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
pair formation

þ sð1� xÞ
Z ∞

0
pðt; x; aÞ dx|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

pairs split

: (2)

The equation for pairs is given by

vtpðt; x; yÞ¼ � vxpðt; x; yÞ� vypðt; x; yÞ� ð1� xÞspðt; x; yÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
pairs split

� xspðt; x; yÞ|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
pairs die

þ fðw;mÞðt; x; yÞ|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
pair formation

: (3)

After pair splitting the female moves to the breeding stage which culminates with an ovoposition. The dynamics of
breeding females is given by

vtwBðt; aÞ¼ � vawBðt; aÞ�mwB ðaÞwBðt; aÞ�wawBðt; aÞ þ
Z ∞

0
ð1� xÞspðt; a; yÞ dy: (4)

New individuals are born by females in the breeding stage (in contrast, in (Hadeler (1993)) they were born by pairs). Let
bðt; aÞ be the fertility rate of a breeding female of age a at time t. With a certain probability r2½0;1� the egg will evolve into a
male, respectively, with probability 1� r into a female. It is biological plausible to assume that there is no breeding female of
age zero, nor pair in which one of the two insects is of age zero. Hence for all t � 0 we have the boundary conditions:
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wðt;0Þ ¼ ð1� rÞ
Z ∞

0
bðt; aÞwBðt; aÞ da;

mðt; 0Þ ¼ r
Z ∞

0
bðt; aÞwBðt; aÞ da;

wBðt;0Þ ¼ 0; and pðt;0; yÞ ¼ 0 ¼ pðt; x;0Þ for all x; y � 0:

(5)

Nonnegative initial age distributions complete the model (1)e(5).

2.2. Transmission

Parasite transmission is dependent on the life cycle of the louse (Meister & Ochsendorf, 2016), in particular adult lice can
move from host to host, while eggs or early stage nymphs are not motile (Rasmussen et al., 2019). We define the transferring
rates awðt; aÞ and bwðt; aÞ of female lice moving onto the host’s head, respectively away from the host’s head. Analogously, let
amðt; aÞ and bmðt; aÞ be the transferring rates for males. Following (Rasmussen et al., 2019), we assume that neither breeding
females nor pairs move from host to host. Then equations (1) and (2) change into

vtwðt; aÞ¼ � vawðt; aÞ�mwðaÞwðt; aÞ�
Z ∞

0
fðw;mÞðt; a; yÞ dyþwawBðt; aÞ�bwðt; aÞwðt; aÞ þ awðt; aÞ; (6)

respectively,

vtmðt; aÞ¼ � vamðt; aÞ�mmðaÞmðt; aÞ�
Z ∞

0
fðw;mÞðt; x; aÞ dxþsð1� xÞ

Z ∞

0
pðt; x; aÞ dx� bmðt; aÞmðt; aÞ þ amðt; aÞ:

(7)

Note that in equations (6) and (7) we chose age- and time-dependent transferring rates: dependence on age is for
considering different transmission rates at different life stages of the louse, whereas dependence on time allows to model
situations such as quarantine or interactions with other hosts (see Sec. 4).

2.3. From the age structure to delay equations

In spite of their elegance, continuous age-structured models such as (1)e(5) are hardly comparable to collected data,
which are commonly of discrete nature, counting lice in a certain age group or life stage (Takano-Lee et al., 2003). To provide a
qualitative description of the head lice life cycle, such that it could be compared to experimental data, one might use
compartmental models formulated as systems of ordinary differential equations (ODEs) or delay differential equations
(DDEs). In the following we apply methods from Barbarossa, Hadeler, and Kuttler (2014) and Bocharov and Hadeler (2000)
and show how to obtain a system of DDEs from the above PDE model (1)e(5). Let us suppose that we want to make use
of mathematical models to understand lice reproduction or to fine-tune specific treatments which target adult lice only (or
eggs only). Then we can simplify the continuous age structure in model (1)e(5) and consider two classes of insects, namely,
head lice in the juvenile phase (eggs and nymphs, a � t) and adult lice (a> t). During the juvenile phase of length t days, lice
are either in the egg stage or in one of the nymphs stages, and do not mate nor move. The biology suggests that t2 ½13�16�
days (cf. Sec. 1 and Table 1). Let us define for all t � 0 the following model variables:

JðtÞ ¼
Z t

0
ðmðt; aÞ þwðt; aÞÞ da; the total number of juveniles;

WðtÞ ¼
Z ∞

t
wðt; aÞ da; the total number of nonbreeding adult females;

MðtÞ ¼
Z ∞

t
mðt; aÞ da; the total number of adult males;

PðtÞ ¼
Z ∞

0

Z ∞

0
pðt; x; yÞ dx dy; the total number of pairs;

WBðtÞ ¼
Z ∞

t
wBðt; aÞ da; the total number of adult breeding females:

We characterize these populations in terms of fertility, death, motility and mating rates. We assume that single females
and male lice die at the same rate, hence:
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mwðaÞ≡mmðaÞ ¼
�
m0 a � t;
m1 a> t;

with m1 � m0 >0:

Pair formation occurs only among adult lice, thus for the age-dependent mating rate ~rðx; yÞ we set

~rðx; yÞ¼
�
0 if x � t or y � t;
r if x> t and y> t:

As a result, pðt; x; yÞ ¼ 0 for x � t or y � t. It follows that there is no breeding female of age x � t, that is,

pðt; x; yÞ ¼ 0; for x � t or y � t;

wBðt; aÞ ¼ 0; a � t:
(8)

For simplicity, let us assume that the fertility rate of breeding females,

bðt; aÞ¼
�
0 if a � t;
b1 � 0 if a> t;

and the death rate, mwB ðaÞ ¼ mB >0, are constant values for all t � 0; a> t. It is biologically meaningful to assume that there is
no “infinitely old” female, that is, wðt; aÞ/0 for a/∞. Similarly,

mðt; aÞ/0; wBðt; aÞ/0 for a/∞;
pðt; x; yÞ/0; for x/∞ or y/∞:

As in Sect. 2.2, we use transmission coefficients to observe head-lice moving from one head to another. Under the
assumption that juvenile lice do not move, we set

bwðt; aÞ¼
�
0 a � t;
bW ðtÞ � 0 a> t;

awðt; aÞ¼
�
0 a � t;
aW ðtÞ � 0 a> t;

:

Analogously, we set bmðt;aÞ ¼ bMðtÞ � 0, respectively amðt;aÞ ¼ aMðtÞ � 0, for a> t and zero otherwise. Under the above
assumptions, differential equations for variables J; M; W and WB can be rigorously obtained (cf. Barbarossa, Hadeler, &
Kuttler, 2014; Bocharov & Hadeler, 2000) from system (1)e(5). We show in the following how to obtain the equation for
the juveniles.

Table 1
Model parameters, description and values used for numerical simulations.

Rate Description Value (Unit) Reference

b1 laid eggs per adult female 3 [1/day] (Lebwohl, Clark, & Levitt, 2007; Takano-Lee et al., 2003)
m0 eggs death rate 0.35 [1/day] (Takano-Lee et al., 2003)
mN nymphs death rate 0.195 [1/day] (Takano-Lee et al., 2003)
m1 adult lice death rate 1/30 [1/day] (Lebwohl et al., 2007; Takano-Lee et al., 2003)
mB breeding females death rate 1/25 [1/day] (Lebwohl et al., 2007; Takano-Lee et al., 2003)
1= h egg stage duration 7 [days] (Takano-Lee et al., 2003)
1= u nymph stage duration 9 [days] (Takano-Lee et al., 2003)
r prob. for egg to turn into male louse 0.367 (Perotti et al., 2004)
r mating rate 0.9 (Lebwohl et al., 2007; Takano-Lee et al., 2003)
w prob. for WB to return to W 100% (Boutellis et al., 2014; Mehlhorn, 2012)
1= a duration of breeding stage 3 [days] (Takano-Lee et al., 2003)
x death prob. during mating 5% assumed
bW transferring rate females (outgoing) 0.35 [1/day] assumed
bM transferring rate males (outgoing) 0.35 [1/day] assumed
aW transferring rate females (incoming) 1 [1/day] assumed
aM transferring rate males (incoming) 1 [1/day] assumed
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_JðtÞ ¼ vt

Z t

0
ðwðt; aÞ þmðt; aÞÞ da

¼ �
Z t

0
ðvawðt; aÞ þ vamðt; aÞÞ da �

Z t

0
ðmwðaÞwðt; aÞ þ mmðaÞmðt; aÞÞ da �

Z t

0
bmðt; aÞmðt; aÞ da

þ
Z t

0
amðt; aÞ da�

Z t

0
bwðt; aÞwðt; aÞ daþ

Z t

0
awðt; aÞ da

¼ �wðt; tÞ �mðt; tÞ þwðt;0Þ þmðt; 0Þ � m0JðtÞ

¼
ð5Þ

�wðt; tÞ �mðt; tÞ þ
Z ∞

0
bðt; aÞwBðt; aÞ da� m0JðtÞ

¼ �wðt; tÞ �mðt; tÞ þ
Z ∞

t
bðt; aÞwBðt; aÞ da� m0JðtÞ

¼ �wðt; tÞ �mðt; tÞ þ b1W
BðtÞ � m0JðtÞ:

In the last expression we still find the addends wðt;tÞ; mðt;tÞ, related to the PDE approach. These shall be formulated in
terms of the new variables J; M; W ; WB. Applying the method of characteristics, for t > t we find

wðt; tÞ ¼ wðt � t;0Þe�m0t ¼ ð1� rÞb1WBðt � tÞe�m0t;

mðt; tÞ ¼ mðt � t; 0Þe�m0t ¼ rb1W
Bðt � tÞe�m0t:

Hence, the equation for the juveniles is given by

_JðtÞ¼ b1W
BðtÞ� b1W

Bðt� tÞe�m0t � m0JðtÞ: (9)

Similarly, one can obtain the equations for adult females, adult males and breeding females. For the total number of pairs it
is useful to recall condition (8).

Then we have

_PðtÞ ¼ vt

Z ∞

0

Z ∞

0
pðt; x;yÞ dx dy

¼ �
Z ∞

t

Z ∞

t
vxpðt;x;yÞ dx dy�

Z ∞

t

Z ∞

t
vypðt; x;yÞ dx dx�

Z ∞

t

Z ∞

t
spðt; x;yÞ dx dyþ

Z ∞

t

Z ∞

t
fðw;mÞðt; x;yÞ dx dy

¼ �sPðtÞ þ rWðtÞMðtÞ:

Mating is rather fast compared to other processes, such as death or reproduction, in the life cycle of head lice (Rasmussen
et al., 2019). Hence, we can assume the pairs dynamics to occur on a fast time scale, hence that it holds ε _P ¼ � sPþ rWM, for
ε>0 small. Considering the limit ε/0 we obtain the quasi-steady state approximation, P ¼ rWM=s, and substitute this in the
equations for M and WB. Thus the DDE model is reduced to a system of four equations:

_JðtÞ ¼ b1W
BðtÞ � b1W

Bðt � tÞe�m0t � m0JðtÞ
_WðtÞ ¼ ð1� rÞb1WBðt � tÞe�m0t � ðm1 þ rMðtÞ � bW ðtÞÞWðtÞ þ waWBðtÞ þ aW ðtÞ
_MðtÞ ¼ rb1W

Bðt � tÞe�m0t � ðm1 þ xWðtÞ � bMðtÞÞMðtÞ þ aMðtÞ
_W
BðtÞ ¼ �ðwa þ mBÞWBðtÞ þ ð1� xÞrWðtÞMðtÞ:

(10)

A similar model was proposed in the master thesis of the first author (Castelletti, 2015). It can be observed that whereas in
the equations forWandM the delay appears in form of a positive feedback term, in the juvenile populationwe find a negative
feedback due to maturation ð� b1WBðt � tÞe�m0tÞ. In the unfortunate case Jð0Þ ¼ 0; WBð0Þ ¼ 0 and WBðtÞ>0 for t < 0 this
would lead to a negative solution for J. For guaranteeing nonnegativity of solutions proper initial data can be chosen, as we
explain below.

A general expression for the number of juvenile lice at time t � 0 is given by

JðtÞ¼
Z t

0
b1W

BðvÞe�m0ðt�vÞPðt� vÞ dv; (11)

meaning that juveniles at time t are those eggs deposited in the interval of time ½0;t�, which did not die nor exited the juvenile
compartment. The probabilityPðaÞ relates to the maturation rate and transition to the adult compartment of juveniles of age
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a. Dependent on the choice of the probability distribution one can obtain various types of differential equations (Yuan &

B�elair, 2014). For example, if we choose the uniform distribution

PðaÞ¼
�
1; for a2½0; t�
0; otherwise;

then substitution in (11) yields

JðtÞ¼
Z t

0
b1W

Bðt� vÞe�m0v dv¼
Z t

t�t
b1W

BðwÞe�m0ðt�wÞ dw: (12)

Differentiating (12) with respect to the time twe obtain equation (9). Equation (12) could be used for defining biologically
meaningful initial data for the DDE model (10) and guaranteeing nonnegativity of solutions. Alternatively, starting from the
PDE approach, one could obtain a nonautonomous ODE system on ½0; t� whose right-hand side depends on the initial age
distribution of the underlying PDE model (cf. Bocharov & Hadeler, 2000; Mohr, Barbarossa, & Kuttler, 2014).

2.4. When treatments target specific life stages

Treatments of head lice infestations are based on products (cf. Sec. 1) which target specific life stages of the lice. In par-
ticulars certain treatments are effective only against nymphs and adult lice, whereas others target also eggs. To model
treatments we shall use time dependent functions. Further we shall include compartments for all lice stages of interest, in
particular we shall refine the juvenile class in (11) and consider eggs and nymphs separately.

We go back to the integral equation (11). Choosing for P an exponential distribution,

PðaÞ¼ e�ha;

and substituting in (11), we obtain

JðtÞ¼
Z t

0
b1W

Bðt� vÞe�m0ðt�vÞe�hðt�vÞ dv:

Differentiation with respect to the time t yields the ordinary differential equation

_JðtÞ¼ b1W
BðtÞ � ðm0 þhÞJðtÞ:

The maturation term hJðtÞ indicates that 1=h is the average duration of the juvenile stage. Assuming as above that tran-
sitions between one life stage and the next follow an exponential distribution, one can introduce a new compartment for each
life stage to observe. The result is a system of ODEswith linear transitions between compartments (MacDonald,1978), namely

_UðtÞ ¼ b1W
BðtÞ � ðm0 þ hÞUðtÞ � TUðtÞUðtÞ

_NðtÞ ¼ hUðtÞ � ðuþ mN þ TðtÞÞNðtÞ
_WðtÞ ¼ ð1� rÞuNðtÞ � ðm1 þ rMðtÞ þ TðtÞ þ bW ðtÞÞWðtÞ þ waWBðtÞ þ aW ðtÞ
_MðtÞ ¼ ruNðtÞ � ðm1 þ xWðtÞ þ bMðtÞ þ TðtÞÞMðtÞ þ aMðtÞ
_WBðtÞ ¼ ð1� xÞrMðtÞWðtÞ � ðmB þ wa þ TðtÞÞWBðtÞ;

(13)

with sub-populations for eggs (U), nymphs (N), single adult females (W), males (M) and breeding females (WB). Maturation
from eggs to nymphs, and from nymphs to adult, occurs at rate h>0 and u>0, respectively. A schematic representation of the
mathematical model (13) is presented in Fig. 1. The terms TUðtÞ and TðtÞ describe the effect of treatments against eggs and
nymphs/adult lice, such as shampoos or combs. For the numerical tests shown in Sect. 4 we will choose these functions to be
equal to zero in absence of treatment and nonzero at the time of the treatment.

2.5. Limit cases

We conclude this section with few considerations on the limit cases, w ¼ 0;1 and x ¼ 0;1. When x ¼ 0, no louse dies
during themating process. This assumption simplifies the equations forMðtÞ andWBðtÞ, as all females whichmatewill be able
to lay eggs. In contrast, the case x ¼ 1 is not of biological interest. If all insects which mate die, the whole populationwill soon
die out.
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Setting w ¼ 0, hence wa ¼ 0, one assumes that after the first mating a female will lay eggs for its whole lifetime, as it was
assumed in Laguna and Risau-Gusman (2011). On the other hand, w ¼ 1, that is, wa ¼ a, means that females are breeding for a
time 1=a, then need to mate again for a new ovoposition.

3. Analytical results

In this section we present analytical results on the autonomous version of model (13), with TðtÞ≡0≡TUðtÞ, for all t � 0. In
the first stepwe consider isolated hosts, hence no lice transmission (ajðtÞ≡0≡bjðtÞ, j ¼W ;M), and study existence and stability
of biologically relevant equilibria.

Theorem 1. Consider system (13) with ajðtÞ≡0≡bjðtÞ, j ¼ W ;M, TðtÞ≡0≡TUðtÞ for all t � 0, and let nonnegative initial values be
given. Then the autonomous system admits a unique nonnegative solution.

Proof. Existence and uniqueness of the solution are guaranteed by the theorem of PicardeLindel€of and the proof is trivial,
given the smoothness of the right-hand side. For the nonnegativity of solutions we consider the right-hand side at the
boundaries of the positive cone. Let us assume that for some t >0 the solution UðtÞ ¼ 0, while all others components are
nonnegative, then we have _UðtÞ ¼ b1WBðtÞ � 0. Hence the component U does not drop below zero. Similarly, one can show
nonnegativity for all other model components.

Theorem 2. Consider system (13) with ajðtÞ≡0≡bjðtÞ, j ¼ W ;M, and TðtÞ≡0≡TUðtÞ for all t � 0. There is only one lice-free-
equilibrium (LFE) P0 ¼ ð0;0;0;0;0Þ, and there is no other equilibrium of the system in which at least one component is equal
to zero. The lice-free-equilibrium is locally asymptotically stable.

Proof. We omit the trivial computation to show that the LFE is unique and that there is no further equilibriumwith one or
more components equal to zero. Shortly, if any component of the equilibrium is zero, then recursively all other components
turn out to be zero.

For the proof of local asymptotic stability we linearize about P0 and obtain the linear system _ZðtÞ ¼ JðP0ÞZðtÞ, with the
Jacobian matrix

JðP0Þ¼

0BBBB@
�m0 � h 0 0 0 b1

h �u� mN 0 0 0
0 ð1� rÞu �m1 0 wa

0 ru 0 �m1 0
0 0 0 0 �mB � wa

1CCCCA

Local stability of P0 is determined by the real parts of the roots l of the characteristic polynomial, detðJðP0 � lIÞÞ ¼ 0. As by
assumption all parameters in (13) are nonnegative, and in particular all death rates are strictly positive, it can be quickly
shown that lj <0; j ¼ 1;…;5. Thus, the LFE is a locally asymptotically stable node. ∎

Assume from here on that x>0;r>0. For the proof of existence and uniqueness of a nontrivial equilibrium it is convenient
to define the nonnegative constants

Fig. 1. A schematic representation of the five compartment model (13), with sub-populations for eggs (U), nymphs (N), females (W), males (M) and breeding
females (WB). The model includes reproduction (b1), maturation from one compartment into the next one (h; u), death (mj), migration (aj;bj) and time-dependent
treatments (TUðtÞ; TðtÞ).
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RW
0 : ¼ ð1� xÞruhb1r

xðm0 þ hÞðuþ mNÞðmB þ waÞ;

R M
0 : ¼ð1� xÞ½ð1� rÞuhb1 þ waðm0 þ hÞðuþ mNÞ�

ðm0 þ hÞðuþ mNÞðmB þ waÞ :

These can be interpreted as “basic reproduction numbers” of adult male (R M
0 ) and female (RW

0 ) lice, respectively.

Theorem 3. Consider system (13)with ajðtÞ≡0≡bjðtÞ, j ¼W ;M, and TðtÞ≡0≡TUðtÞ for all t � 0. IfR M
0 >1 andRW

0 > 1 then there
is a unique positive equilibrium point of system (13), P1 ¼ ðU*

1;N
*
1;W

*
1 ;M

*
1;W

B*
1 Þ;which is unstable. The coordinates of P1 are given

by

W*
1 ¼ m1

x
�
RW

0 � 1
�; M*

1 ¼ m1

r
�
R M

0 � 1
�;

WB*
1 ¼ m21ð1� xÞ�

R M
0 � 1

��
RW

0 � 1
�
ðmB þ waÞ

;

U*
1 ¼ b1

m0 þ h
WB*

1 ; N*
1 ¼ h

uþ mN
U*
1:

(14)

Proof. The equilibrium conditions are obtained by setting the right-hand side of system (13) equal to zero,

0¼ b1W
B* � ðm0 þ hÞU* (15)

0¼ hU* � ðuþmNÞN* (16)

0¼ ð1� rÞuN* �ðm1 þ rM*ÞW* þ waWB* (17)

0¼ ruN* � ðm1 þ xW*ÞM* (18)

0¼ ð1� xÞrM*W* � ðmB þwaÞWB*: (19)

From the first and second equation (15) and (16) we calculate, respectively, U* and N* as (linear) functions of WB*,

U* ¼ b1
m0 þ h

WB*; N* ¼ h

uþ mN
U* ¼ h

uþ mN

b1
m0 þ h

WB*: (20)

With the last relation we obtain an expression for WB* as a function of M* and W*,

WB* ¼ð1� xÞr
mB þ wa

M*W*: (21)

Now we substitute (20), (21) into equation (17) and find a linear equation in M* which (assuming W*s0) yields

M* ¼ m1
ð1�xÞð1�rÞuhb1r

ðm0þhÞðuþmNÞðmBþwaÞ þ wa
ð1�xÞr
mBþwa

� r
¼ m1

r
�
R M

0 � 1
�:

This value is nonnegative if R M
0 >1. Similarly, assuming M*s0, from (18) we find

W* ¼ m1
ð1�xÞruhb1r

ðm0þhÞðuþmNÞðmBþwaÞ � x
¼ m1

x
�
RW

0 � 1
�;

henceW* >0 if RW
0 >1. If eitherW* orM* are zero, we are in the case of Theorem 2 and we find the lice-free equilibrium P0.

For the proof of linearized stability we introduce a slightly more compact notation and define the constants
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k1 ¼ 1� x2½0;1�; k2 ¼ wa þ mB >0; k3 ¼ m0 þ h>0;
k4 ¼ ð1� rÞu>0; k5 ¼ ru>0; k6 ¼ uþ mN >0; k7 ¼ hb1 >0:

(22)

We consider the linearized system about P1, governed by the Jacobian matrix

JðP1Þ¼

0BBBB@
�k3 0 0 0 b1
h �k6 0 0 0
0 k4 �m1 � rM* �rM* wa

0 k5 �xM* �m1 � xW* 0
0 0 k1rM

* k1rW
* �k2

1CCCCA

Long computation leads to the characteristic polynomial of P1,

f ðlÞ ¼ �faðlÞ þ fbðlÞ
¼ �ðk3 þ lÞðk6 þ lÞðm1 þ lÞ

�
l2 þ lf1 þ f0

�
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

faðlÞ

þ c0 þ c1l|fflfflfflfflfflffl{zfflfflfflfflfflffl}
fbðlÞ

; (23)

where

41 ¼ k2 þ m1 þ xW* þ rM* >0;

40 ¼ðwaxþmBÞrM* þ k2ðm1 þ xW*Þ>0;

c1 ¼ k1k7rðk4M* þ k5W
*Þ>0;

c0 ¼m1c1 >0:

The local asymptotic stability of P1 is determined by the zeros of f ðlÞ in Martcheva (2015), or equivalently by the in-
tersections of the fifth order curve faðlÞwith the line fbðlÞ ¼ c0 þ c1l. The latter has positive slope and positive intercept with

the y-axis. The quadratic factor in faðlÞ can be written as the product ðl � A1Þðl � A2Þ, with A1;2 ¼ ð� 41 ±
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
42
1 � 440

q
Þ= 2.

Observe that A1;2 are either both real and negative (because 40;41 >0), or complex conjugated with negative real part. Hence
faðlÞ is a fifth order polynomial with zeros laying all on the left half of the complex plane. Further, it has positive intercept with
the y-axis, fað0Þ ¼ k3k6m140 >0. Moreover, it holds that fbð0Þ> fað0Þ>0. Indeed

fbð0Þ � fað0Þ ¼ m1ðk1k7rðk4M* þ k5W
*Þ � k3k6f0Þ

¼ m1

0@rM*ðrk1k4k7 � k3k6rðk2 � wak1ÞÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
¼ðR M

0 �1Þk3k6k2
þW*ðrk1k5k7 � xk2k3k6Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

¼xðR W
0 �1Þk2k3k6

� m1k2k3k6

1A
¼ m21k2k3k6 >0:

It follows that the characteristic polynomial (23) has at least one root with positive real part, hence the coexistence
equilibrium P1 is unstable. ∎

Let us assume the infected host is not quarantined, that is, ajðtÞ; bjðtÞ, j ¼ M;W are not identically zero for t � 0. For
simplicity of calculation, we consider the special case of constant transferring rates, ajðtÞ ¼ aj >0 and bjðtÞ ¼ bj > 0; j ¼ M;W .

As in the proof of Theorem 3, in what follows we denote by X* the steady state of the variable X. Let M*
1 be the male

component of P1, as indicated in (14). Further we define
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fa :¼ x
�
RW

0 � 1
� 

M*
1 þ

bW

r
�
R M

0 � 1
�!;

fb :¼ aM �
aWx

�
RW

0 � 1
�
þ ðm1 þ bMÞ

�
bW þM*

1r
�
R M

0 � 1
��

r
�
R M

0 � 1
� ;

fc :¼ aW
m1 þ bM

r
�
R M

0 � 1
�;

Df :¼ f2
b � 4fafc:

(24)

The proof of the following Lemma is immediate.

Lemma 1. Let ajðtÞ ¼ aj >0 and bjðtÞ ¼ bj >0, t � 0, j ¼ M;W and TðtÞ≡0≡TUðtÞ for all t � 0 in system (13). IfR M
0 > 1,RW

0 > 1
then both quantities 4a and 4c in (24) are positive.

Theorem 4. Let the assumptions of Lemma 1 be satisfied. Assume that 4b; D4, in (24) satisfy 4b <0, D4 >0, and that cR W
0 :¼

bW
aW

ffiffiffiffiffi
D4

p
�4b

24a
>1. Then system (13) has two positive equilibria, Pj ¼ ðU*

j ;N
*
j ;W

*
j ;M

*
j ;W

B*
j Þ, j ¼ 2;3,where W*

2;3 ¼ ð�4b ±
ffiffiffiffiffiffi
D4

p Þ= 24a

and

M*
j ¼M*

1 þ
bW

r
�
R M

0 � 1
�� aW

r
�
R M

0 � 1
�
W*

j

; j¼2;3

WB*
j ¼ rð1� xÞ

wa þ mB
M*

j W
*
j ; U*

j ¼
b1

m0 þ h
WB*

j ; N*
j ¼

h

uþ mN
U*
j ; j¼2;3:

Proof. Also in this proof we use the compact notation (22). We first show that when the transferring rates are nonzero, the
LFE is not an equilibrium. Let us assume N* � 0. The steady state conditions yield

M* ¼0⇔k5N
*|fflffl{zfflffl}

�0

¼ �aM|fflffl{zfflffl}
<0

;

which is a contradiction. On the other hand, ifW*
B ¼ 0 ¼ N* then from the W-equation we find aW ¼ 0 which contradicts the

assumption on the positive transferring rates. Hence, M* >0;W* >0, implying all other components are also nonzero.
Now we compute the nontrivial equilibrium, analogously to P1 in Theorem 3. The relations (15), (16) and (19) hold true

also in the case of a non-quarantined host. We consider the algebraic equation given by _W ¼ 0. AssumingW*s 0, we obtain
an expression for M* as a function of W*,

M* ¼ ðm1 þ bW ÞW* � aW

rW*

�
k1k4k7
k2k3k6

þ k1
k2
wa � 1

�
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

¼rðR M
0 �1ÞW*

¼M*
1 þ

bW

r
�
R M

0 � 1
�� aW

r
�
R M

0 � 1
�
W*

: (25)

Observe that M*
1 is nonnegative if R M

0 >1. Hence cR W
0 >1 provides a sufficient condition for M* >0. From the algebraic

equation _M ¼ 0 we calculate

M*|{z}
equ: ð25Þ

0BB@�k1k5k7k2k3k6
r� x

�
|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

¼xðR W
0 �1Þ

W* �ðm1 þ bBÞ

1CCAþaM ¼0;

equivalently, a quadratic expression in W*,
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4aW
*2 þ4bW

* þ 4c ¼ 0;

with 4a, 4b and 4c defined as in (24). Lemma 1 implies that the parabola opens up and has positive intercept with the y-axis. If
4b >0, then the vertex of the parabola lies on the left half of the plane and the zeros W*

2;3 are not of biological interest. In

contrast, if 4b <0 the vertex of the parabola lies on the right half plane. The condition D4 >0 guarantees the existence of two
positive real roots W*

2;3. ∎

4. How to treat infestations: four possible strategies

Untreated infestations lead to large lice colonies and possibly to secondary bacterial infections (Cummings et al., 2018).
Fig. 2a shows the evolution in time of a lice colonywhich develops from a small group of adults if untreated for about 6 weeks.
For the numerical simulations in Fig. 2a and for all other figures in this section we use, if otherwise not explicitly mentioned,
parameter values as indicated in Table 1 and the initial conditions Uð0Þ ¼ 0, Nð0Þ ¼ 0,Wð0Þ ¼ 4,Mð0Þ ¼ 4,WBð0Þ ¼ 0. Such
initial values mirror the fact that an initial infestation usually involves less than 10 live lice (Cummings et al., 2018) and it is
due to adult lice, which are able to move from host to host (cf. Sec. 1).

In the following we present and compare four different strategies for treatment of head lice infestation, aiming to fast and
effective lice eradication. We shall denote a treatment as effective, if the infected host is “lice-free” for two weeks (14 days)
after the last treatment application. Similar to Laguna and Risau-Gusman (2011), we introduce a critical detection threshold
and define a host “lice-free” when the egg/live lice population has dropped below this threshold. In all plots in Figs. 2e5 and
Fig. 7, the solid black curve represents eggs (U), whereas the dashed black curve represents live lice (that is, the sum of
nymphs and adults). Red and blue dotted lines indicate the detection threshold (assumed here to correspond to 2 eggs/live
lice) and applications of treatments, respectively. We assume that lice are discovered about three weeks after initial infes-
tation and that treatments start immediately after detection (day 21). We start considering lice on an isolated host, who
cannot be reinfected while or after being treated. That is, for all t >0 we set ajðtÞ≡0≡bjðtÞ, j ¼ W ;M.

Strategy nr. 1: Classical topical treatments, non-ovocidal. Shampoos and lotions based on insecticides such as mala-
thion, pyrethis and its derivatives (e.g. permethrin) kill mature nymphs and adult lice but are mostly non-ovocidal (Speare,
Canyon, Cahill, & Thomas, 2007). It is recommended to apply two-three treatments with shampoos one week apart, the third
one being necessary in severe cases (Speare et al., 2007). Hence, in our first attempt we shall simulate three applications of a
topical non-ovocidal treatment at days 21, 28 and 35. Assuming that the treatment is perfectly working and eliminates no
eggs but 100% of live lice, then the strategy is effective, that is, three treatments are sufficient to get rid of the infestation
(Fig. 2b). The timing of application of insecticide-based shampoo relies on the biology of the lice life-cycle. Being non-
ovocidal, shampoos do not harm eggs, which will hatch and evolve into new adults, if the gap between the applications is
too short. See for example in Fig. 2c simulations for a shampoo applied three days in a row following detection. Analogously,
when treatments are repeated once amonth, the adult lice population has time to fully regenerate and the infestation persists
after three treatments (Fig. 2d). If the treatment is perfectly working against nymphs and adult lice, then gaps between the
applications can be extended to two weeks, and three applications allow to eradicate the infestation (Fig. 2e).

Extensive use of topical treatments has led to selection and development of resistant head lice populations (Yoon et al.,
2003; Feldmeier, 2012) so that no shampoo nor lotion truly kills 100% of live lice. In an experimental study, Yoon et al.
(2003) showed that 13e87% lice were resistant to permethrin. Simulations in Fig. 2f indicate that in case of 40% resistant
lice, the recommended “three times in two weeks” strategy is not sufficient to eradicate the infestation. Feldmeier (2012)
suggested to treat resistant lice with dimeticones (see Strategy 4).

Strategy nr. 2: Conditioner and Combing method. Less expensive than topical treatments and non-chemical, wet
combing is an optimal method for detection of head lice infestations (Feldmeier, 2012). Health care institutions recommend
that the hair is divided into small sections and each section is combed completely, repeating the combing procedure every
one-two days until no lice are detected for 10 consecutive days (Department of Health, 2019). It is difficult to assess and
quantify the efficacy of wet combing from previous scientific studies (Feldmeier, 2014) as this depends on a number of factors,
including the nature of the comb (Gallardo et al., 2013; Speare et al., 2002). Therefore, for numerical simulations we consider
here three scenarios: (i) low effectiveness (combing removes 20% of live lice/eggs), (ii) moderate effectiveness (combing
removes 50% of live lice/eggs), and (iii) high effectiveness (combing removes 80% of live lice/eggs). As recommended in
Department of Health (2019) we apply combing every second day until no lice/eggs are detected (meaning that both pop-
ulations dropped below the detection threshold) and observe how the lice population evolves in the following two weeks.
Simulations in Fig. 3 show that the duration of the treatment importantly depends on the effectiveness of the combing
procedure, varying from 25 applications (Fig. 3a) when combs remove only 20% lice/eggs, to 2 applications (Fig. 3e) when
combs remove 80% lice/eggs. The duration of the treatment can be reduced, in particular when the treatment eliminates only
20% of live lice/eggs, by combing the hair every day instead of every second day (Fig. 3(b,d,f)). Notice that interrupting the
treatment here is not necessarily implying that the treatment strategy was effective. Indeed, in all cases considered in Fig. 3
the host is lice free for a few days, but the lice population grows above the detection threshold within 14 days from the last
treatment, with borderline values in some cases (Fig. 3d).
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Fig. 2. Evolution in time of a lice colony which develops from a small group of adults. (a) Lice colony untreated for 40 days. (bef) Strategy nr.1. Starting from day
21 (first treatment) since the beginning of the infection, two further applications with a fully working topical treatment (killing 100% of nymphs/adults) are
repeated (b) after 7 days (day 28 and 35), (c) after 1 day (day 22 and 23), (d) after 30 days (day 51 and 81), and (e) after 14 days from each previous treatment (day
35 and 49). (f) Topical treatments applied as in (b) assuming 40% resistance in nymphs and adult lice.
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Fig. 3. Strategy nr. 2. Evolution in time of a lice colony which develops from a small group of adults and is treated with conditioners and combs. Starting from day
21 (first treatment) since the beginning of the infection, lice are treated every second day (a,c,e) or every day (b,d,f). Wet combing it is assumed to eliminate (a,b)
20%, (c,d) 50% or (e,f) 80% of lice/eggs.
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Strategy nr. 3: Combined treatments (shampoos and combs). In strategies nr.1 and nr.2, shampoos and wet combing
were applied separately. Guidelines for head lice treatment have previously suggested to combine different products,
applying a shampoo every seven days and a lice comb every two days between one shampoo and the next (Queensland
Government, 2019). We simulate (Fig. 4a) the effect of such a combined strategy, assuming that starting from detection
lice are treated three times with shampoo (day 21, 28 and 35) and further with low/moderately effective wet combining
(killing 20/50% of live lice/eggs) every second day between two shampoos (days 23, 25, 30 and 32). This alternate treatments
strategy is effective when combing is removing 50% of live lice and nits, whereas it is not when combing effectiveness is low,
compare Fig. 4(a and b). If combing effectiveness is low, but the hair is combed more often, e.g. four times, between two
topical treatments, the strategy could also be considered effective as after the last shampoo the lice population remains for
two weeks below the detection threshold (Fig. 4c).

Strategy nr. 4: Dimeticones-based treatments. Dimeticones are silicone oils which have been recently employed in anti-
head lice compounds. When applied on a louse, dimeticones enter into the spiracles, interrupt oxygen supply and lead to
rapid death of the insect (Heukelbach et al., 2008). Two kind of dimeticones have been recently studied see (Feldmeier (2012)
and references thereof): (i) Hedrin®, 4% dimeticones solution, which showed 70%e92% efficacy on treating lice infestations,
despite being ineffective on eggs, and (ii) NYDA®, a combination of two dimeticones which is also ovocidal (95e100% eggs
killed). Being non-ovocidal, treatments with Hedrin® can be associated to the previously simulated strategies nr. 1 and nr. 3
(the latter, if combined with wet combing). In contrast, NYDA® was proposed as a good candidate for a two-application
treatment, with a recommended second treatment 8e10 days after the first one (Cummings et al., 2018; Feldmeier, 2012).
Assuming that NYDA® eliminates 80% of nymphs and adults and 97% of eggs, we simulate two treatments with NYDA®, the
first at detection (day 21) and the second at day 31. However, with this treatment schedule the lice population will grow

Fig. 4. Strategy nr. 3. Evolution in time of a lice colony which develops from a small group of adults and is treated with non-ovocidal topical treatments alternated
to wet combing. Starting from detection lice are treated with shampoo at days 21, 28 and 35 (killing 60% of live lice) in alternation with wet combining (a,b) on
days 23, 25, 30 and 32, respectively (c) on days 23, 24, 25, 26, 30, 31, 32, 33. Combing effectiveness was assumed to be (a,c) low (eliminating 20% of live lice/eggs),
or (b) moderate (eliminating 50% of live lice/eggs).

Fig. 5. Strategy nr. 4. Evolution in time of a lice colony which develops from a small group of adults and is treated with dimeticones (NYDA®). At each application,
NYDA® is assumed to eliminate 80% of nymphs and adults and 97% of present eggs. Starting from day 21 (first treatment) since the beginning of the infection,
NYDA® application is repeated (a) after 10 days (day 31) and (b) after 4 days (day 25).
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beyond the detection threshold in less than one week (Fig. 5a), suggesting that the treatment did not work. The strategy
becomes effective whenwe anticipate the second treatment to day 25 (Fig. 5b) because, nymphs and adults being reduced by
NYDA® to 20% of their values, the population growth slows down importantly and lice remain under the detection threshold
for two weeks.

One might wonder to what extent our results depend on the timing of the first treatment (assumed to be day 21 in Figs.
2e5), or in other words on the population size of eggs ( Ud) or live lice (Ld) at detection.We let nowUd (respectively, Ld) free to
vary in the interval [0,200] (respectively, [0,100]), and consider the above presented treatment strategies with variable
population size at the time of the first treatment. We shall distinguish regions of the plane (Ud;Ld) indicating weather zero
(light yellow), one (dark yellow), two (orange), three (red), or at least four (dark red) treatments are needed to consider the
strategy effective. If the initial lice population is very small, because of the local attractiveness property of the lice-free
equilibrium (Theorem 2) the lice population dies out without intervention, hence no treatment needs to be applied. When
a large amount of eggs and/or live lice is present then at least one treatment is necessary to eradicate the infestation. The
number of treatments necessary to define the strategy effective depends on the applied product and on the scheduling. We
visualize in Fig. 6 lice treatments with (a) highly effective topical products eliminating 90% of life lice applied once every 7
days; (b) moderately effective topical products eliminating 60% of life lice, applied once every 7 days; (c) moderately effective
comb eliminating 50% eggs/lice, applied every second day; (d) NYDA® applied every 9 days and (e) NYDA® applied every 4
days. Whereas at most three applications of topical products would be effective in most cases when the product is killing 90%
of nymphs and adult lice (Fig. 6a), four or more treatments become necessary to eradicate the infestation when moderately
effective shampoos or combs are used (Fig. 6(b,c)). As NYDA® is assumed to be very effective against eggs, the number of
applications necessary to eradicate the infestation depends essentially on the number Ld of nymphs and adult lice at
detection. Three applications 9 days apart from each other allow to eliminate lice as long as Ld <60 (Fig. 6d). In considering
strategy nr. 4 we found that NYDA® becomes more efficient if applied every 4 days, rather than every 8e10 (Fig. 5b). Fig. 6e

Fig. 6. The severity of a lice infestation at detection affects the number of treatment applications necessary for lice elimination. The panels visualize therapy with:
(a) topical treatment eliminating 90% nymphs/adults, applied once every 7 days; (b) topical treatment eliminating 60% nymphs/adults, applied once every 7 days;
(c) combing eliminating 50% eggs/lice, applied every second day; (d) NYDA® applied every 9 days; (e) NYDA® applied every 4 days. Color code corresponds to no
(yellow), one (dark yellow), two (orange), three (red) and four or more (dark red) applications necessary to eradicate the infestation with the corresponding
strategy.
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confirms our findings indicating that at most three NYDA® applications 4-days apart are sufficient to eradicate the infestation
for Ld2½0;100�.

5. Discussion

Understanding the life cycle of head lice is an important step in knowing how to treat lice infestations, as the parasite
behavior depends considerably on its age and gender. To this purpose we have proposed a mathematical model for a pop-
ulation structured by age and gender formulated as a system of PDEs (1)e(5), which can be reduced to compartmental
systems of delay differential equation (10) or ordinary differential equation (13). The latter was used to include treatments
against head lice, which are differently eliminating eggs and nymphs/adult lice. To the best of our knowledge, besides the
pioneer work by Laguna and Risau-Gusman (2011), this is a quite unique study which proposes a mechanistic mathematical
model for understanding the biology of the life cycle of head lice and attesting the efficiency of different treatments in
eradicating lice infestations.

Fundamental properties of the ODE model (13) were studied in Section 3. Beside existence, uniqueness and nonnegativity
of solutions we have considered existence and stability of equilibria of the dynamical system. Our results show that in case of
a quarantined infected host, there might be either no lice (infection free equilibrium P0) or an heterogeneous populationwith
lice in all life stages. P0 is locally asymptotically stable, hence small perturbations of this equilibrium might not lead to lice
infection, even if untreated (cf. Fig. 6). Further, the analytical results suggest that there is no stationary state in which only
juvenile or only adult lice sub-populations survive. Provided that the reproduction, maturation and survival parameters of the
lice population satisfyR M

0 >1 andRW
0 >1, then the coexistence equilibrium P1 exists, but it is unstable (Theorem 3) and if not

treated, the lice populationwould grow uncontrolled (Fig. 2a). If the host is not isolated and lice transmission among infected
hosts is possible, then there might exist two nontrivial equilibria P2;3 (Theorem 4).

By mean of computer experiments and numerical simulations we have studied (Section 4) four possible treatments
against head lice, namely topical non-ovocidal treatments (Strategy nr. 1), wet combing (Strategy nr. 2), combination of the
two (Strategy nr. 3), and dimeticone-based products (Strategy nr. 4). For all products different efficacy and application
schedules were studied. No product was assumed to be 100% successful in removing eggs, nymphs and adult lice, as this is
technically not feasible (Speare et al., 2002; Feldmeier, 2012). Of course, if such a product would exist re-treatment would not
be required for isolated hosts. If a (almost) perfectly working topical treatment which eliminates at least 90% of live lice is
available, then one application every 7 days repeated for three times is sufficient to eradicate moderate to severe infestations
(Fig. 6a). Relying on the biology of the lice life-cycle, the time gap between applications should not be too short or too long
(Fig. 2(c,d)), but could be relaxed to 14 days. For example, an effective strategy would be to apply a 100% effective insecticide-
based shampoo for three times, with twoweeks breaks between one application and the next one (Fig. 2e). In case of resistant
lice, the duration of the treatment and the number of necessary applications increases (see e.g. for 40% resistance, Figs. 2f and
6b). Combing (Strategy nr. 2) is a useful method for detection, but according to our results, it could not be the method of
choice to treat and eradicate a lice infestation. Indeed, unless the lice population at detection is very small and combing is
performed very carefully, removing at least half of the present eggs and live lice (Fig. 6c), a high number of treatments could
be necessary for the host to be lice free and the infestation could relapse within 2 weeks from the last treatment (Fig. 3).

Fig. 7. Evolution in time of a lice colony which develops from a small group of adults in case of a non-isolated infestation. The host is treated with an ideally
working shampoo (cf. Fig. 2(b)) applied on day 21,28 and 35. Following detection (day 21) the lice are treated and a the host is quarantined for (a) one week,
respectively, (b) two weeks. When the quarantine ends, the host returns to school, where others are infested and lice transmission is possible.
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Combining shampoos and combing (Strategy nr. 3) to treat a moderate to severe infestation could be quite time consuming
and uncomfortable for the host due to the high number of applications required. If this method is chosen to treat an infes-
tation, our results suggest to use effective products which can effectively remove eggs/live lice (Fig. 4). Dimeticone-based
products, in particular if a new application is repeated 4 days (rather than 8e10 days) after the previous one, allow for a
lower number of applications even in case of severe infestations (Figs. 5 and 6). Our results indicate that early detection is
crucial for quick and efficient eradication. Indeed, the number of treatment applications necessary to eradicate the infestation
population increases with increasing eggs/live lice at the time of first treatment (Fig. 6). In Section 4 we have considered the
case of a quarantined host. One might ask if treatments which have been shown to be effective for such hosts do also work
when the host is not isolated. Let us consider a perfectly working topical treatment (as in Fig. 2b) and a host, say a pupil, who
has been found infested with lice. We assume that upon detection the host is quarantined for one or twoweeks and is treated
with the perfectly working topical product once a week starting with the detection day (day 21), returning to school the day
after the second (day 29, Fig. 7a) or the third treatment (day 36, Fig. 7b). Let us also assume that in the same classroom there is
at least another host with undetected or not well treated lice infestation, so that upon returning to school, new lice could be
transferred to our initial patient. Fig. 7 shows that the treatment, which was effective for quarantined hosts (Fig. 2b), is failing
for hosts who are at risk of reinfection. As long as the treated host goes back to an infectious environment, lice infestation
cannot be eradicated. Based on our computational model results it would be advisable to reproduce a lice-free environment
and minimize the reinfection risk, treating at the same time not only the first detected host but also his classmates. This is in
agreement with the synchronized treatment strategy proposed in Laguna and Risau-Gusman (2011) and Meister and
Ochsendorf (2016)). Beyond the scope of the present work, the study of treatments against head lice infestation as we
proposed here could be generalized and framed into the context of optimal control theory, where as controls one could take
both the time-dependent treatments TðtÞ; TUðtÞ and the transmission rates aj; bj (thinking of quarantine or reduced contacts
as a control measure). Though the model was parametrized based on available literature on the biology of head lice, their life
cycle and the estimated efficacy of different treatments against lice, for certain parameters (such as the transferring rates, see
Table 1) no data are available. Henceforth, the proposed mathematical model and resulting numerical simulations are not
meant for data fitting but rather for understanding the time evolution of an infestation and predicting the performance of a
possible treatment strategy. The sharp detection threshold which was used to assess the performance or determining the
conclusion of a treatment could be put into question. The choice of a different value for the threshold would quantitatively
modify the results presented here, as observed for the model proposed in Laguna and Risau-Gusman (2011). A further
limitation of the proposed study lays in the deterministic nature of the model. The deterministic approach used here is
appropriate for large populations (such as untreated lice colonies), whereas for populations with very few individuals a
stochastic approach would be more suitable. A stochastic model could be adopted to improve the study of borderline cases
such as those in Fig. 5b where, though the infestation could be considered eradicated, in the long run the lice population
increases again. In a further studywe plan to improve themodeling approach proposed here by considering amixed approach
of deterministic and stochastic processes, as it has been proposed in other fields of biology (Kraut and Bovier, 2019).
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Abstract

KRAS mutations of lung adenocarcinoma (LADC) are associated with smoking but little is known on other exposure-oncogene 
associations. Hypothesizing that different inciting agents may cause different driver mutations, we aimed to identify distinct 
molecular pathways to LADC, applying two entirely different approaches. First, we examined clinicopathologic features and 
genomic signatures of environmental exposures in the large LADC Campbell data set. Second, we designed a molecular 
mechanistic risk model of LADC (M3

LADC) that links environmental exposure to incidence risk by mathematically emulating the 
disease process. This model was applied to incidence data of Japanese atom-bomb survivors which contains information on 
radiation and smoking exposure. Grouping the clinical data by driver mutations revealed two main distinct molecular pathways 
to LADC: one unique to transmembrane receptor-mutant patients that displayed robust signatures of radiation exposure and 
one shared between submembrane transducer-mutant patients and patients with no evident driver mutation that carried the 
signature of smoking. Consistently, best fit of the incidence data was achieved with a M3

LADC with two pathways: in one LADC 
risk increased with radiation exposure and in the other with cigarette consumption. We conclude there are two main molecular 
pathways to LADC associated with different environmental exposures. Future molecular measurements in lung cancer tissue of 
atom-bomb survivors may allow to further test quantitatively the M3

LADC-predicted link of radiation to transmembrane receptor 
mutations. Moreover, the developed molecular mechanistic model showed that for low doses, as relevant e.g. for medical 
imaging, smokers have the same radiation risk compared with never smokers.

Introduction
Lung adenocarcinoma (LADC) is the number one cancer killer 
worldwide (1,2). LADC is mainly, but not exclusively, caused by 
tobacco smoke but also occurs in never smokers possibly due 
to both anthropogenic and environmental radiation exposures 
(3–5). The comprehensive genomic characterization of LADC 
from Caucasian and Asian patients has identified mutations 

in major driver oncogenes such as KRAS, epidermal growth 
factor receptor (EGFR) and others, with different frequencies 
observed in different populations (6,7). However, a biological 
concept explaining the relative contributions of cigarette 
smoking and radiation exposures to LADC incidence is still 
missing.
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The Life Span Study (LSS) of Japanese atomic bomb 
survivors is arguably the most important cohort to investigate 
carcinogenic effects of radiation. Since exposure occurred to the 
general population, risk estimates from the LSS are applied to 
assess health effects from environmental and clinical radiation 
exposure in other populations around the world (8). Recently, 
a series of studies reported LSS risk estimates for lung cancer 
(9,10) and its histological types (11) from concomitant exposure 
to smoking and radiation. These epidomiological studies claim 
positive, more than multiplicative interaction between smoking 
and radiation. However, state-of-the-art epidemiological risk 
models merely establish statistical associations without explicitly 
considering pathogenic processes or molecular data. Importantly, 
different molecular pathways with specific age-risk patterns in 
observational data can lead to the same cancer classification in 
a given organ. This has been observed for colon cancer, which 
appears in two main molecular variants with differential growth 
dynamics (12). Radiation-induced papillary thyroid cancer exhibits 
a pertinent molecular footprint distinguished from the sporadic 
variant (13,14). However, when multiple endpoints are analyzed 
jointly in epidemiology with a state-of-the-art relative risk model, 
interactions or patterns of risk modifications may arise that are 
not substantiated by biology and can differ from cohort to cohort.

For lung carcinogenesis molecular biology and epidemiology 
still lack a common interface. Here, we bridge this gap by 
applying molecular mechanistic models (M3) of carcinogenesis as 
tools to harness molecular data of LADC. M3 treat carcinogenesis 
as a progression of cell-based key events on the pathway to 
malignancy and can detect in cancer incidence imprints from 
molecular events on recorded hazard or survival rates (15). When 
developing M3 for the LSS, we faced the problem that molecular 
data from lung cancer tissue of LSS patients has not yet been 
generated. Therefore, we analyze molecular profiles from patients 
of the USA and China (6,7) to develop a biological concept which 
guides the design of M3

LADC. The model design is checked in the 
LSS by means of goodness-of-fit and biological plausibility. It 
turned out that biological and model-identified pathways can be 
matched. We provide a comprehensive risk assessment for the 
LSS which relies on two non-interacting legs of M3

LADC driven by 
either smoking or radiation. Should genomic data from the LSS 
become available, M3

LADC is open to direct validation.

Materials and methods

Statistical analysis of molecular data
Mutation rates of 660 patients with LADC from the USA (6) and 101 from 
China (7) were extracted from the primary publications. For individual 
patients, clinical, exposure and mutation data from the US cohort were 

downloaded from the primary publication (6) and manually analyzed. 
Clinicopathologic and molecular data from (6) and (7) were examined for 
normality by Kolmogorov–Smirnov test, were found to be not normally 
distributed and are hence presented as median with Tukey’s whiskers 
(boxes: interquartile range; bars: 50% extreme quartiles) and raw data 
points (dots). Differences in frequencies were examined by Fisher’s 
exact or χ2 tests and in medians of non-normally distributed variables by 
Kruskal–Wallis non-parametric analyses of variance with Dunn’s post-
tests. Survival was examined by Kaplan–Meier estimates with log-rank 
tests. Probability (P) is two-tailed and P < 0.05 was considered significant. 
Statistics and plots from clinico-pathologic and molecular data were done 
on Prism v5.0 (GraphPad, La Jolla, CA). Univariate multinomial regression 
analysis of clinico-pathologic and molecular data from (6) stratified by 
molecular pathways was done with R* (https://r-project.org/).

The LSS cohort of Japanese atomic bomb survivors
The LSS cohort has been the primary epidemiological basis for evaluating 
the long-term health effects of radiation, dominated by 0–4 Gy gamma 
rays of low linear energy transfer. It includes about 94 000 survivors who 
were in Hiroshima and Nagasaki at the time of bombing and about 27 000 
who were temporarily away at that time and whose mortality and cancer 
incidence have been followed up since 1950 and 1958, respectively (16). As 
information on smoking is not available for all cohort members, missing 
data has been imputed (17) and analysis was repeated on 50 different 
imputed data sets (see Supplementary Material, available at Carcinogenesis 
Online). To put the results of mechanistic modeling into perspective, a 
descriptive risk model (11) has been applied (see Supplementary Material, 
available at Carcinogenesis Online). Supplementary Table S1, available at 
Carcinogenesis Online, summarizes the LSS cohort data broken down by 
sex and smoking status.

Mechanistic risk modeling
Mechanistic models have long been applied for the analysis of radio-
epidemiological cohorts (15). For the present study, analysis of the LSS 
cohort was performed independently from the genomic results. But the 
model concept is motivated by the suggestion of two molecular pathways 
to LADC.

In a pathway-specific model, cancer develops in the lung epithelium 
from a large number of N healthy cells in homeostasis. Eventually, a 
very small fraction of healthy cells acquire initial mutations with rate 
ν. Initiated cells may either grow immediately (in the Two-Stage Clonal 
Expansion model, TSCE) into atypical adenomatous hyperplasia as 
precursor lesions in invasive LADC with net rate γ  = α-β-µ or only after 
acquiring a second mutation (Three-Stage Clonal Expansion model, 3SCE). 
The stem cell division rate α is reduced by a rate β of cell inactivation 
(i.e. apoptosis) and a transformation rate µ. In the transformation stage 
after clonal expansion, initiated cells suffer a ‘final rare event’ often as 
a mutation in a tumor suppressor gene, which turns them into cancer 
cells. During a lag time of several years cancer cells grow into a clinically 
relevant tumor (18). However, in the present LSS data set, inclusion of a 
lag time had only marginal impact on the results. Therefore, all complex 
processes after clonal expansion are summarized by a single late event 
with rate µ. An illustration of such a model but with two pathways can be 
found in Figure 3A.

For mathematical implementation of the TSCE model, mutation rates 
and rates of cell division or inactivation are treated as transient Poisson 
point processes of cell birth and death, which are couched in a set of 
master equations (19). This set has been transformed into a system of 
coupled ordinary differential equation of the Ricatti type, which is solved 
efficiently by a set of backward recursion relations given in Supplementary 
Table S5, available at Carcinogenesis Online. Meza et al. (20) present closed 
analytical forms for the hazard functions of the TSCE model and the 
3SCE model. Their mapping of biological stages in cancer development 
to pertinent stages of age-dependent incidence is very instructive. For the 
TSCE, the recursion relations are presented in Supplementary Table S5, 
available at Carcinogenesis Online.

In Figure 3A, biological transition rates ν, µ, α and β are shown for 
each pathway. However, the recursion relations for the TSCE model are 
expressed in terms of the parameter combinations X  =  Nνµ, µ  =  α-β-µ 
and δ  =  αµ, which possess the advantage of being identifiable from the 

Abbreviations 

3SCE Three-Stage Clonal Expansion
AIC Akaike’s information criterion
CI confidence interval
CNA copy number alteration
EAR excess absolute rate
EGFR epidermal growth factor receptor
ERR excess relative risk
γ-IR ionizing γ-radiation
MMR mismatch repair
LADC lung adenocarcinoma
LSS Life Span Study
SNV single nucleotide variant
TSCE Two-Stage Clonal Expansion
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incidence data. The identifiability problem follows from the mathematical 
model structure and cannot be removed by increasing statistical 
power (12,21). The 3SCE model applies four mathematically identifiable 
parameters (20). The additional parameter accounts for fluctuations in 
the first mutational stage at young age but typically is not identifiable in 
practice due to low case numbers. As a consequence, it can be shown that 
applying X = Nν2µ·age instead of X = Nνµ in the recursion formulae for the 
TSCE model, the 3SCE model is approximated with very high accuracy. 
Exact recursion formulas for the 3SCE model can be used to derive the 
hazard functions but contain additional non-identifiable parameters (22).

One- and two-path models were tested with TSCE or 3SCE in either 
pathway (Supplementary Table S2, available at Carcinogenesis Online). 
Exposure to smoking and radiation are assumed to change the biological 

parameters in mechanistic risk models. We tested actions on the parameter 
X of initiating mutations and the net clonal expansion rate γ using several 
functional forms but did not test for effects on δ since δ affects the 
hazard incidence curve only at high ages. For radiation action, we chose 
linear, linear-quadratic and linear-exponential responses, which caused 
either acute or permanent parameter changes. For smoking action, we 
applied the same functional forms for the response to smoking intensity. 
The model parameters were increased at the beginning of smoking and 
remained elevated for current smokers until end of follow-up. Baseline 
values were retained when smokers ceased cigarette consumption 
because the implementation of residual effects in model parameters 
after smoking cessation did not significantly improve the fits. Here, we 
report only the main effects with optimal functional forms implemented 

Figure 1. Identification of broad molecular pathways to lung adenocarcinoma. SNV rates, indel rates, CNA indices, smoking exposure, sex, genomic signatures of 

environmental carcinogen-induced base changes in the trinucleotide context (SI), indel/SNV ratios and transversion status of 660 patients with LADC from the USA 

(6) grouped by the most frequent driver mutations. (A) Data are given as raw data points, median ± Tukey’s whiskers (lines: median; boxes: interquartile range; bars: 

50% extreme quartiles). P, probabilities by Kruskal–Wallis test. Significances for comparison with EGFR-mutant control group (c) by Dunn’s post-tests. (B) Data are given 

as number of patients (n). Color scale indicated frequency per row. P, probabilities by χ2 test. Significances for comparison with EGFR-mutant control group (c) by χ2 or 

Fischer’s exact tests. Sample sizes were EGFR (n = 86), ERBB2 (n = 17), MET (n = 22), ALK/RET/ROS1 (pooled n = 14), KRAS (n = 210), BRAF (n = 37), ARHGAP35 (n = 13) and 

NF1 (n = 58). (C) Proposed grouping of US LADC patients (6) according to driver mutation into RMUT, TMUT and OWT molecular pathways. (D) Mutation rates and molecular 

pathway classification of 660 US LADC patients (6) and 101 LADC patients from China (7). P, probability by χ2 test. Significances P ≥ 0.05, P < 0.05, P < 0.01 and P < 0.001 

are coded as ns, *, ** and ***, respectively.
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Figure 2. Clinical and molecular characteristics of 660 US LADC patients stratified by molecular pathway. SNV rates, indel rates, CNA indices, smoking exposure, sex, 

genomic signatures of environmental carcinogen-induced base changes in the trinucleotide context (SI), indel/SNV ratios and transversion status of 660 patients with 

LADC from the USA (6) grouped by RMUT, TMUT and OWT molecular pathways. (A) Data are given as raw data points, median ± Tukey’s whiskers (lines: median; boxes: 

interquartile range; bars: 50% extreme quartiles). P, probabilities by Kruskal–Wallis test. Significances are given for the indicated comparisons by Dunn’s post-tests. (B) 
Data are given as number of patients (n). Color scale indicated frequency per row. P, probabilities by χ2 test. Significances are given for the indicated comparisons by 

χ2 or Fischer’s exact tests. Sample sizes were EGFR (n = 86), ERBB2 (n = 17), MET (n = 22), ALK/RET/ROS1 (pooled n = 14), KRAS (n = 210), BRAF (n = 37), ARHGAP35 (n = 13) 

and NF1 (n = 58). (C) Points represent regression coefficients divided by their standard errors in univariate multinomial regression. Eighteen clinical and molecular 

variables of 660 US patients with LADC (6) stratified by molecular pathway were analyzed. Position on x-axis denotes deviation from the estimate in reference group 

TMUT. Significance of deviation from the reference is color coded (red: RMUT; black: OWT). (D) Schematic of the two proposed molecular pathways to LADC and the main 

risk factors for each pathway. Significances P ≥ 0.05, P < 0.05, P < 0.01 and P < 0.001 are coded as ns, *, ** and ***, respectively.

in the preferred model. In one pathway, smoking intensity smkint linearly 
enhances the clonal expansion rate

γT = αT − βT (S)− µT = γT0[1+ gS · smkint · e−κ·smkint]

during a period of constant smoking intensity with an attenuated effect 
for high smoking intensity. In the other pathway, a radiation dose D 
linearly enhances the clonal expansion rate

γR = αR − βR (D)− µR = γR0[1+ gR · D]

after exposure for life. Adjustment for differences in the city of 
residence (Hiroshima or Nagasaki) and drifts in the birth cohort 
were performed for the mechanistic models with the same factors 
as in the descriptive model (see Supplementary Material, available at 
Carcinogenesis Online).
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For each imputed LSS data set, model parameters were determined 
by Poisson regression. To limit the work load in the selection phase, 
candidate models were adjusted to only 10 out of 50 imputed LSS data 
sets. Model selection was based on goodness-of-fit measured by the 
cumulative Akaike's information criterion (AIC)  =  deviance +2  · no. of 
parameters for 10 data sets. Confidence intervals (CIs) were calculated 
by extending Rubin’s rule (23). The workflow CI calculation is depicted in 
Supplementary Figure S1, available at Carcinogenesis Online.

Results

Identification of two causally and molecularly 
distinct pathways using molecular data

To identify possible clinical and/or molecular clusters of 
patients with LADC, we initially analyzed all data available from 
660 Caucasian patients with LADC classified by oncogenes (6). 
In addition to the available clinical information, total single 
nucleotide variant (SNV) rates, insertion/deletion (indel) 
rates, copy number alteration (CNA) indices (calculated as the 
square root of the sum of all CNA squares of each tumor) as 
well as the contribution of established genomic signatures of 
environmental exposures were examined. These included 
a UV-related signature of C>T at TpCpC or CpCpC (COSMIC 
Signature 7, abbreviated SI7), a smoking-related signature of 
C>A transversions (SI4), a DNA mismatch repair (MMR) signature 
of C>T at GpCpG (SI15/SI6), two APOBEC-related signatures of 
C>G or C>T at TpCpT or TpCpA (SI13 and SI2) and a COSMIC 
signature 5 (SI5) with putative ‘molecular clock’ properties (6,24). 
In addition, we calculated the indel/SNV ratios, since high ratios 
were found elsewhere to represent a direct molecular imprint of 
γ-ionizing radiation (γ-IR) from molecular exposure (25).

Grouping of the 660 patients by the most frequent drivers 
(every driver with n ≥ 10 patients available was examined) 
revealed that patients with EGFR (n  =  86), ERBB2 (n  =  17), MET 
(n = 22) and ALK/RET/ROS1 (pooled to achieve n = 14) mutations 
[hereafter collectively referred to as receptor-mutant (RMUT)] 
were different from patients with KRAS (n = 210), BRAF (n = 37), 
ARHGAP35 (n  =  13) and NF1 (n  =  58) mutations [hereafter 
collectively referred to as transducer-mutant (TMUT)]. To this end, 
RMUT patients displayed lower SNV and indel rates and decreased 
smoking exposure evident by lower transversion rates and 
decreased activity of the smoking-related SI4 compared with 
TMUT patients. At the same time, RMUT patients were more 
frequently female and displayed increased activities of UV light-
related SI7, of DNA MMR-related SI15/SI6 and of SI5 putatively 
reflecting molecular clock properties compared with TMUT 
patients. Interestingly, RMUT patients had higher indel/SNV ratios 
compared with TMUT patients, indicating a molecular signature 
of γ-IR exposure (25). CNA indices were comparable across 
patients with different drivers, except from ALK/RET/ROS1-fused 
patients that collectively displayed lower CNA indices compared 
with all other patients (Figure 1A and B). Based on this finding, 
we grouped US patients (6) and 101 LADC obtained from Asian 
patients (7) into RMUT, TMUT and oncogene wild-type (OWT; patient 
without RMUT or TMUT) groups, hypothesizing that these three 
groupings may represent distinct molecular pathways to LADC 
(Figure 1C).

Individual mutation prevalence varied widely between (6) 
and (7), translating into different frequencies of these pathways 
in Caucasian and Asian LADC (Figure 1D), a fact that has to be 
taken into account since the molecular analysis was done with 
American patients and the model analysis with a Japanese 
cohort. We next sought to compare the molecular profiles of the 

three candidate molecular pathways LADC to identify potential 
similarities and differences.

Interestingly, RMUT LADC appeared distinct, whereas TMUT and 
OWT LADC were similar by all parameters examined, except SI4 
activity (Figure 2A and B). This was also evident from univariate 
multinomial logistic regression analyses that showed a general 
pattern of OWT LADC trending with TMUT LADC (Figure 2C). In the 
case of RMUT LADC, 13 of the 18 analyzed covariables trended 
different from the reference category TMUT with high significance 
(Figure 2C). These findings indicated the existence of two distinct 
molecular pathways to LADC that bear different genomic marks 
of environmental exposures: one unique to RMUT patients that 
features robust imprints of γ-IR and the associated DNA MMR 
(26) and one shared between TMUT and OWT patients (hereafter 
referred to as TMUT) with genomic marks of smoking exposure 
(Figure 2D). Interestingly, the RMUT pathway contained patients 
with ALK/RET/ROS1-fusions, which were recently shown to 
dose-dependently culminate from γ-IR in thyroid cancer (14).

Identification of two etiologically different pathways 
from incidence data

The preferred M3
LADC was identified after multiple series of model 

testing which are summarized below. Models relying on only a 
single pathway to LADC did not provide a good description of 
the data with AIC values significantly higher than the preferred 
tw- path model M3

LADC (Supplementary Table S2, available at 
Carcinogenesis Online). In single path models, interaction between 
smoking and radiation has been tested by multiplication of 
both covariables but was rejected based on goodness-of-fit. 
Smoking significantly increased both initiation and promotion, 
whereas radiation only enhanced promotion. Informed by these 
preliminary results, a large number of multi-stage models 
have been tested in pairs as candidates for preferred pathway-
specific models (see Supplementary Table S2, available at 
Carcinogenesis Online). Tomasetti et al. (27) argue that two or three 
driver mutations are involved in LADC development. Thus, we 
considered only two- and three-stage clonal expansion models 
(TSCE and 3SCE, respectively) as candidates for both pathways. 
Whereas the TSCE model starts with one initial mutation, the 
3SCE model applies two mutations in the early initiation phase.

After thinning out the set of candidate models we ended up 
with two almost identical two-path models in terms of goodness-
of-fit (Supplementary Table S2, available at Carcinogenesis Online). 
Interestingly, for both models only one pathway turned out to 
be smoking dependent and the other to depend on radiation. 
Taking into account the results from the molecular analysis, we 
label the former TMUT and the latter RMUT. Whereas for the RMUT 
pathway, a TSCE model yielded better fits than a 3SCE model, in 
the TMUT pathway, an AIC-based selection of a TSCE model versus 
a 3SCE model was not possible for the TMUT pathway. For practical 
reasons, the TSCE model was selected for the TMUT pathway, 
although a 3SCE model cannot be excluded. The conceptual 
design of the final preferred two-path LADC model is shown in 
Figure 3A and the corresponding contributions of the different 
pathways to the hazard in Figure 3B. Supplementary Table S3, 
available at Carcinogenesis Online, lists the parameters as means 
over 50 data sets for both pathways. Central risk estimates 
were calculated with the parameters of Supplementary Table 
S4, available at Carcinogenesis Online. The preferred descriptive 
model formulated in Supplementary Equations (1)–(4), available 
at Carcinogenesis Online, was also fitted to all 50 imputed 
data sets and yielded an AIC higher by 7.4 points per data set 
compared with the preferred M3

LADC.
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Figure 3. Molecular prediction of LADC risk stratified by molecular pathway. 

(A) Top: Histological progression from normal cells over atypical adenomatous 

hyperplasia as precursor lesions to invasive LADC [modified figure from Yatabe, 

Borczuk (40)]. Bottom: Model implementation with two distinct molecular 

pathways pertaining to either TMUT or RMUT with two versions of the TSCE model. 

Boxes represent cells in states with defined molecular properties. Arrows 

represent rates of transition between cell states. In both pathways, a tiny fraction 

of a large number of N healthy cells incurs early molecular changes with yearly 

rates ν. Initiated cells may either divide symmetrically with rates α or become 

inactivated with rates β. The final transformation stage summarizes a sequence 

of complex processes with effective rate µ. Both agents of smoking and radiation 

cause the acceleration of clonal expansion by reduced cell inactivation. See 

model details in Materials and Methods; mathematical model implementation 

and parameter estimates are given in Supplementary Tables S3–S5, available at 

For cigarette smoking, clonal expansion in the TMUT pathway 
was identified as the main biological target. Sex-specific response 
curves exhibited markedly different shapes (Supplementary 
Figure S2, available at Carcinogenesis Online). For men, the 
growth rate increased almost linearly up to a smoking intensity 
of 20 cigarettes/day and flattened thereafter. Clonal growth in 
women reacted much stronger to low  smoking intensity. The 
growth reduction after a peak at about 10 cigarettes/day is 
biologically not plausible (Supplementary Figure S2, available at 
Carcinogenesis Online). But growth models applying a continued 
increase or plateau were rejected due to markedly inferior 
goodness-of-fit.

The main radiation effect occurred in the RMUT pathway. An 
acute radiation pulse yielded a linear permanent increase of 
the net clonal expansion γR consistent with lifelong radiation-
induced inflammation caused by genetic damage. Summarizing, 
the main impact of smoking and radiation took effect in distinct 
molecular pathways without noticeable synergy. For risk 
assessment, this particular biological action is better reflected in 
the excess absolute rate (EAR) compared with the excess relative 
risk (ERR). Supplementary Figure S3, available at Carcinogenesis 
Online, presents a comparison of baseline hazard rates and 
hazard rates between the two molecular pathways. Figures 4 
and 5 depict the EAR depending on smoking and radiation for 
pertinent exposure scenarios. In Supplementary Figures S4 and 
S5, available at Carcinogenesis Online, the additive effect from 
both agents on the EAR is shown. Supplementary Figures S6 
and S7, available at Carcinogenesis Online, give the sex-specific 
ERR from smoking and radiation, respectively. Figure 6 presents 
a pathway-specific breakdown of expected LADC cases in 
different exposure groups for smoking and radiation.

Discussion
LADC management and outcomes largely rely on tumor 
genotype (28). However, current risk models of LADC do not 
provide molecularly stratified risks. We used molecular data 
from Caucasian and Asian patients with LADC to reveal two 
broad molecular fingerprints of the disease probably caused 
by different environmental exposures: one unique to patients 
with mutations in transmembrane receptors (RMUT) featuring 
imprints of radiation and another shared by patients with 
mutations in signal transduction genes and by patients with 
no known oncogene mutations (TMUT) displaying the molecular 
signature of tobacco smoking. In addition, we have developed 
M3 and have fitted it to observational data of LADC incidence in 
Japanese atomic bomb survivors with known radiation/smoking 
exposure but unknown mutation status. This analysis provided 
independent evidence for the existence of two pathways to LADC, 
of which one depends on radiation and the other on smoking. 
Our combined genomic and epidemiologic analyses provide the 
first mechanistic link between radiation exposure and receptor 
mutations in LADC, including EGFR mutations and ALK/RET/
ROS1 fusions. Importantly, the predictive power of M3

LADC can 
be subject to rigorous validation by future measurements of the 
mutation status in LADC tissue of LSS patients.

Carcinogenesis Online. (B) Crude rate and predicted hazard (LADC cases in 10 000 

persons per year) from the preferred mechanistic model M3
LADC (Mech) for the 

LSS cohort in 5-year age groups from 40–45 up to 80–85 years. The model clearly 

distinguishes pathway-specific hazards. The hazard of RMUT-related LADC cases 

peaks at age 70 years. The hazard in the TMUT pathway becomes dominant at old 

ages. This is a M3
LADC prediction for the LSS cohort without any genomic data.
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Midha et al. (29) provide a comprehensive summary of EGFR 
prevalence in LADC by ethnicity. In their Table 1, they report 
for China a prevalence of 48% (range 27–66% in 18 studies). In 
Japan, a prevalence of 45% (range 21–68% in 33 studies) was 

found. These shares are notably different from those in the 
USA of 23% (range 3–42% in 16 studies). The numbers for China 
comply with about 40% EGFR mutations found by Wu et al. (7), 
which we used to calculate RMUT versus TMUT shares for an Asian 

Figure 4. Excess absolute rates (EARs; as cases in 10 000 persons per year) from M3
LADC (Mech) for smoking-induced lung adenocarcinoma in the Japanese LSS cohort 

for lifelong smokers starting at age 20 years. The EAR is determined by the sex-dependent linear-exponential response to the smoking intensity, which increases the 

clonal expansion rate in the TMUT pathway independent of radiation (Supplementary Figure S2, top, available at Carcinogenesis Online). To eliminate the influence for city 

of residence, person-year weighted city means are used. Bivariate EAR dependence on attained age and smoking intensity for (A) female smokers and (B) male smokers. 

Panels (C) and (D) depict cross-sectional cuts to panels (A) and (B) for attained ages of 50, 60 and 70 years. Panels (E) and (F) depict cross-sectional cuts to panels (A) and 

(B) for 5 cigarettes/day (males and females) and 20 cigarettes/day (males only). Female smokers of 5 cigarettes/day and male smokers of 20 cigarettes/day possess about 

the same risk. The EAR from a descriptive risk model (Desc) is shown for comparison.
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Figure 5. Excess absolute rates (EARs; as cases in 10 000 persons per year) from M3
LADC (Mech) for radiation-induced lung adenocarcinoma in the Japanese LSS cohort 

for a person exposed at 30 years. The EAR is determined by the linear permanent response to an acute radiation pulse, which increases the clonal expansion rate in 

the RMUT pathway independent of sex and smoking status (Supplementary Figure S2, bottom, available at Carcinogenesis Online). To eliminate the influence for city of 

residence, person-year weighted city means are used. (A) Bivariate EAR dependence on attained age and lung dose. The radiation risk maximizes at about 55 years 

for high lung dose. (B) Cross-sectional cuts to panel (A) for attained ages 50, 60, and 70 years. Over the dose range 0–4 Gy, the EAR responds non-linearly to a lifelong 

radiation-induced linear response of the clonal expansion rate in the RMUT pathway. (C) Cross-sectional cuts to panel (A) for lung doses 0.5, 1 and 2 Gy. The radiation-

induced EAR peaks at decreasing age with increasing value. The EAR from a descriptive risk model (Desc) is shown for comparison.

population. Since we performed our main molecular analysis 
with data from US patients, we considered it important to show 
the differential prevalence in an Asian (Chinese) data set, which 
is possibly close to Japanese prevalence in the LSS. Our LSS 
result for the RMUT pathway predicts a share of 58% (from Figure 
6). Since the majority of RMUT cases would carry EGFR mutations, 
our prediction seems reasonable in view of the large variation in 
Japanese studies cited by Midha et al. (29).

Just like state-of-the-art epidemiological risk models, M3
LADC 

accurately reproduced LADC incidence in the LSS, albeit with 
moderately improved goodness-of-fit. Our point estimate of 
the ERR for an unexposed male smoker starting at 20  years 
with one pack/day for 50  years of about 3.5 (Supplementary 
Figure S6, available at Carcinogenesis Online) is included in the 
95% CI of the estimate 2.4 (1.4, 3,8) from Egawa et al. (11). The 

difference in point estimates might be related to the use of 
imputed data in our study compared with including data with 
unknown smoking status in the study of Egawa et al. (11). Lubin 
and Caporaso (30) analyzed a European lung cancer cohort with 
detailed smoking information using a generalized linear model 
in logistic regression. In their Figure 4, the sex-independent 
exposure response for LADC is measured in units of ERR/pack-
year and shows remarkable agreement with our results for 
current male smokers (Supplementary Figure S6, available at 
Carcinogenesis Online). M3

LADC suggests a higher susceptibility 
of women to smoke, evident by the current LADC pandemic in 
women (1). A study of EGFR and KRAS mutations in about 3000 
LADC of Caucasian patients revealed a higher susceptibility 
of women to smoking exposure for KRAS-mutant cancers 
(31). These findings are in line with a stronger increase of the 
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smoking risk in the TMUT pathway for female light smokers 
compared with male light smokers. Our results are concordant 
to the aforementioned study and can probably be explained by 
genetic predisposition of women to persistent smoke-induced 
DNA damage, notwithstanding the possibility for sex-related 
differences in innate immune responses to tobacco smoke and 
its carcinogens, as those observed in inbred strains of mice 
(32). However, for smoking intensities above about 10 cigarettes 
per day, our model predicts a decrease in risk for females. This 
biologically implausible trend was already observed using a 
state-of-the-art epidemiological risk model (11). A  possible 
explanation might be related to reporting bias, as smoking was 
not socially accepted for females in Japan in former years. As a 
striking new feature, M3

LADC clearly identified by goodness-of-fit 
the two molecular pathways that emerged from the molecular 
analysis. Importantly, the predictive power of M3

LADC can be 
subject to rigorous validation by future measurements of the 
mutation status in LADC tissue of LSS patients.

In the M3
LADC, radiation actions are modeled as permanently 

increased proliferation of pre-neoplastic lesions after acute 
exposure. This increased clonal expansion rate for life after a 
single radiation hit best explains the epidemiologic LSS data, 
based on goodness-of-fit. In addition, this finding is biologically 
plausible based on multiple recent experimental lines of 
evidence that indicate that radiation-induced DNA damage 
exerts perpetual effects by altering intracellular sensing and 
pro-inflammatory signaling mechanisms (33–36). To this end, 
it is well known that ionizing radiation causes DNA damage 
directly and indirectly via reactive oxygen species production 
(33). This DNA damage was recently shown to be perpetuated by 
altered splicing and by aberrant regulation of tumor suppressor 
gene TP53 (33). In experimental systems where DNA damage is 
not caused by radiation but by mere abnormal cellular turnover, 

caspase 8 was recently shown to mediate epigenetic changes 
that could very well lead to lifelong inflammation and liver 
cancer (34). Other groups have linked radiation-induced DNA 
damage with increased abnormal DNA pattern recognition 
within micronuclei, providing alternative explanations of how 
single radiation hits can lead to persistent inflammation (35) and 
have shown how targeting inflammation can prevent radiation-
induced carcinogenesis in the skin (36). Hence, persistent 
radiation-induced inflammation can be the biological culprit 
for the lifelong tumor-promoting effects of a single radiation hit 
observed in the LSS.

Previous molecular studies underpin the biological 
plausibility of M3

LADC. KRAS mutations are more common 
in smokers (6) and are suspected to confer resistance to 
radiotherapy (37), which is consistent with the lack of a 
radiation response in the TMUT pathway in our study. Thus, 
the main contribution of radiation to LADC incidence is 
imparted via the RMUT pathway and a possible contribution 
from the TMUT pathway is too small for quantification. To 
date, the risk factor that drives LADC development in never 
smokers is unknown, whereas these patients exhibit higher 
frequencies of EGFR mutations and EML4/ALK fusions (3–6). 
Here, we show that radiation may drive disease development 
in these patients and provide a risk model for this molecular 
class of LADC. The genomic signatures of radiation and of 
MMR for radiation-induced DNA strand breaks were enriched 
in RMUT tumors (24). RMUT tumors also displayed elevated indel/
SNV ratios, shown elsewhere to be a hallmark of secondary 
cancers induced by γ-IR (25). Moreover, gene fusions such 
as EML4/ALK, KIF5B/RET and CD74/ROS1, included here in 
the RMUT pathway, have been linked with radiation in other 
cancers (14,26). These observations correspond to the 
radiation response of the RMUT pathway as the most relevant 

Figure 6. M3
LADC estimates for the breakdown of 636 LADC cases (% of 636 cases) from the LSS cohort in modeled molecular pathways RMUT and TMUT cross tabulated 

with exposure groups for smoking and radiation. Refined resolution in exposure subgroups of low (5–100 mGy) and moderate (100+ mGy) radiation dose, and light (1–10 

cigarettes/day), moderate (11–20 cigarettes/day) and heavy (20+ cigarettes/day) smoking intensity is made. Female smokers fall mostly in the light category. In each 

subgroup, observed cases are estimated well by the model. Exposure group numbers (bold faced) add up to total numbers (bold faced) in the bottom line. Exposure 

subgroup numbers add up to group numbers. Note that M3
LADC estimates are derived from LADC incidence data in the LSS without genotyping. Model estimations for 

numbers and shares of cases in each molecular pathway would be directly accessible to measurements.
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radiation effect proposed by M3
LADC. Hence, we link for the 

first time radiation exposure to a molecular subset of LADC 
using molecular and epidemiologic evidence.

Smoking is linked with KRAS-mutant LADC and US patient 
analysis showed enhanced mutation rates in ever smokers of the 
TMUT pathway (6). This observation should generate an increase of 
initiating mutations in smokers and was found significant in a one-
path model (Supplementary Table S2, available at Carcinogenesis 
Online). However, M3

LADC works without such a plausible smoking 
effect because improvement in goodness-of-fit was not increased 
compared with exclusive smoking action on clonal expansion. 
This result might be caused by insufficient statistical power. Hence, 
the main biological mechanism of smoking on LADC incidence is 
associated with enhanced clonal growth as already observed in (20) 
and (38). Initiated cells exhibit a growth advantage over healthy cells 
due to reduced cell death possibly caused by smoking-associated 
chronic inflammation. Hence our data build on the known linkage 
between smoking and KRAS-mutant LADC by expanding this link 
to TMUT and OWT LADC and by pinning the effects of smoke in time: 
at early time-points of smoking exposure. These results are relevant 
and important for the design of future chemoprevention strategies 
aimed to halt disease progression in smokers.

Prediction models, which are informed by adequate bioassays 
in addition to epidemiological variables, can forecast lung cancer 
occurrence with high accuracy (39). They do lack, however, a link 
between environmental agents and molecular risk stratification, 
which is provided by M3

LADC. This link suggests no interactively 
increased LADC risk for heavy smokers in computerized 
tomography screening. It can be exploited in retrospective 
assessment to pin down the agent causing LADC based on the 
molecular profile of diseased tissue, which is highly relevant e.g. 
for compensation claims in the nuclear industry.

In conclusion, our study answers a longstanding question 
on the biological origins of age-risk patterns for LADC from 
concomitant exposure to smoking and radiation. To describe 
such patterns, standard epidemiological models must inevitably 
rely on a vague implementation of synergistic effects, which are 
commonly couched in mathematical terms as either ‘additive’ 
or ‘multiplicative’ sometimes with further generalizations (9–11). 
We have shown here by projecting signatures of environmental 
exposure into epidemiological cohorts that smoking and radiation 
drive the development of LADC along different molecular 
pathways with negligible interaction for doses below 4 Gy. The 
M3

LADC approach provides a powerful tool for harnessing molecular 
data to improve studies of risk assessment and prediction in 
radiation protection and clinical applications. Our approach is of 
clinical relevance because we solidify cause–effect relationships 
in LADC development by integrating molecular and epidemiologic 
data. The cause of LADC can be inferred from their molecular 
alterations and the share of LADC with specific alterations can be 
predicted using the M3

LADC model with possibly huge medical and 
socioeconomic implications’
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