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Zusammenfassung

Der Schutz von satelliten- und bodengebundener Infrastruktur vor den Auswirkungen
des sogenannten Weltraumwetters macht die Entwicklung von verlässlichen Weltraumwet-
tervorhersagen notwendig. Das Weltraumwetter wird von vielen Vorgängen ausgehend
von der Sonnenoberfläche bis hin zur Erdatmosphäre und -ionosphäre beeinflusst. Die
Variabilität der Ionosphäre wird überwiegend von der Sonne und dem Sonnenwind bes-
timmt. Allerdings tragen auch dynamische Atmosphärenprozesse, die sich bis in den
Höhenbereich der Ionosphäre ausbreiten, signifikant zum Weltraumwetter bei. Aufgrund
der Wechselwirkung von neutraler Atmosphäre und Ionosphäre durch Teilchenkollisionen
entsteht die ionosphärische Dynamoschicht, auch als Übergangsregion bezeichnet, in unge-
fähr 80 − 120 km Höhe. In hohen geographischen Breiten fließen in dieser Region starke
elektrische Ströme, die geomagnetische Störungen verursachen und das ionosphärische
Plasma aufheizen. Da viele Atmosphären- und Weltraumwetterprozesse auf sehr kleinen
Zeit- und Größenskalen stattfinden, müssen sie in Ionosphärenmodellen parametrisiert
werden. Daher wird für verlässliche Weltraumwettervorhersagen ein verbessertes Ver-
ständnis der Wechselwirkung zwischen dem Neutralgas der Atmosphäre und dem Plasma
der Ionosphäre benötigt. Diese Dissertation untersucht den Einfluss der Atmosphären-
Ionosphärenkopplung in hohen Breitengraden auf das Weltraumwetter und den Beitrag
von dynamischen Atmosphärenprozessen zur Variabilität der Übergangsregion.
Atmosphärische Gezeiten können sich nach oben ausbreiten und interagieren mit gezeiten-
ähnlichen Winden die durch die polare Plasmakonvektion induziert werden. Es wird
gezeigt, dass gezeiten-artige Atmosphärenwellen oberhalb der Übergangsregion lokal in-
duziert werden und nicht mit Gezeitenwellen aus niedrigeren Atmosphärenschichten in
Verbindung stehen. Dreidimensionale Beobachtungen von atmosphärischen Schwerewellen
und propagierenden ionosphärischen Störungen werden durch die Kombinataion eines Me-
teor Radar Clusters und eines Inkohärenten Streuradars erzielt. Die Wellenparameter der
ionosphärischen Störungen können mit der Dispersionsrelation von Schwerewellen beschrieben
werden, was auf Weltraumwettervorhersagen übertragen werden kann. Es wird demonstri-
ert wie Thermosphärenwinde aus solchen Wellenbeobachtungen abgeleitet werden können.
Der Übergang von einer kollisionsdominierten zu einer kollisionsfreien Ionosphäre führt
zu einem Maximum der elektrischen Leitfähigkeit in der ionosphärischen Dynamoschicht.
Das Aufheizen der Ionosphäre durch elektrische Ströme wird in physikalischen Modelle em-
pirisch skaliert, um das Fehlen von Prozessen zu kompensieren, die unterhalb der Model-
lauflösung stattfinden. In dieser Arbeit wird der benötigte Skalierungsfaktor untersucht
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und Nachschlagtabellen für eine verbesserte Skalierung werden zur Verfügung gestellt. Ab-
schließend wird die Kollisionsfrequenz von Ionen und Neutralteilchen, die den Schlüsselpa-
rameter der Atmosphären-Ionosphärenkopplung darstellt, untersucht. Eine neue Methode
zur Messung der Kollisionsfrequenz wird vorgestellt. Es wird beobachtet, dass das vertikale
Profil der Kollisionsfrequenz signifikant von der Klimatologie abweichen kann. Diese Ab-
weichungen müssen verstanden und in Weltraumwettervorhersagen miteinbezogen werden.



Abstract

To protect ground- and satellite-based infrastructure from harm due to the so-called space
weather, it is necessary to develop reliable space weather forecasts. Space weather involves a
large number of processes from the surface of the Sun to the Earth’s atmosphere-ionosphere
system. The variability of the ionosphere is largely determined by the Sun and the solar
wind. However, atmospheric dynamic processes propagating to ionospheric altitudes con-
tribute significantly to space weather. Additionally, the collisional coupling of the neutral
atmosphere and the ionosphere leads to the formation of the ionospheric dynamo/transition
region at about 80 − 120 km altitude. At high latitudes, strong electric currents at these
altitudes cause geomagnetic disturbances and heat the ionospheric plasma. Since many
space weather processes take place on small temporal or spatial scales, they have to be
empirically described for ionospheric modeling. Therefore, reliable space weather forecasts
require an improved understanding of atmosphere-ionosphere coupling. This thesis inves-
tigates the impact of high-latitude atmosphere-ionosphere coupling on space weather and
the contribution of atmospheric waves to the variability of the transition region.
Atmospheric tides can propagate upward and interact with tidal winds forced by the
polar plasma convection. It is shown that tidal winds above the transition region are
forced locally and not associated with tidal waves from lower atmospheric regions. Three-
dimensional observations of atmospheric gravity waves and traveling ionospheric distur-
bances are obtained by combining a meteor radar cluster and an incoherent scatter radar.
The wave characteristics of the ionospheric disturbances can be described with the gravity
wave dispersion relation which can be applied for space weather forecasts. It is demon-
strated how thermosphere neutral winds can be inferred from such wave observations.
The transition from a collisional to a collision-less ionosphere causes a maximum of elec-
tric conductivity in the ionospheric dynamo region. The heating of the ionosphere by
electric currents is empirically scaled in physics-based models to compensate for missing
processes that take place on scales below the model resolution. This thesis investigates
the required scaling factor and look-up tables for improved scaling are provided. Finally,
the ion-neutral collision frequency, which is the key parameter of atmosphere-ionosphere
coupling, is investigated. A new method for direct ion-neutral collision frequency mea-
surements is presented. It is observed that the collision frequency profile can deviate quite
significantly from the climatology. These deviations need to be understood and included
in space weather forecasts.
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Chapter 1

Introduction

1.1 The ionosphere, space weather, and atmosphere-
ionosphere coupling

Though most commonly known for its already outdated application in television flat
screens, the plasma state of matter is highly important for both science and technol-
ogy. Nuclear fusion reactors fueled with a Deuterium-Tritium plasma might play a crucial
role in emission-free power generation in the future. But plasma is also a part of already
commonly applied technologies, e.g. plasma-welding and -cutting or the disinfection of
medical tools. In nature, plasma is actually the by far most abundant state of matter in
the visible universe and makes up for the majority of star and interstellar medium. On
Earth, however, the only widely known natural plasma phenomenon is lightning. The
largest, though far less commonly known, abundance of plasma in the Earth system is the
so-called ionosphere.
The ionosphere is a plasma embedded in the Earth’s atmosphere. Electromagnetic radia-
tion and precipitating solar, magnetospheric, and galactic particles in combination with a
complex set of chemical reactions lead to the partial ionization of the neutral atmosphere
and formation of the ionosphere. Figure 1.1 a) shows the vertical layering of the neutral
atmosphere (determined by the neutral temperature profile) and the ionosphere (deter-
mined by the plasma density profile). The density profiles of the most important ion and
neutral particle species are shown in Figure 1.1 b).

Ionosphere research became of importance following the first trans-Atlantic radio trans-
missions in the early 20th century to explain the reflection of radio signals (Marchant, 1916).
It was proposed that these transmissions were possible due to an electrically conducting
layer of the atmosphere at around 100 km altitude which was therefore called E region.
After the existence of the E region was confirmed by Appleton and Barnett (1925), further
electrically conducting layers in the upper atmosphere were discussed (Appleton, 1927).
Two other main layers with a local abundance of plasma were identified and consequently
called D region and F region (see Figure 1.1 a). In these regions, the ionization is dom-
inated by the absorption of extreme ultraviolet (EUV) radiation (F region, wavelengths
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Figure 1.1: a) Vertical profiles of neutral gas temperature (left) and plasma density (right).
These two quantities are used to distinguish the different layers of the neutral atmosphere
and the ionosphere. b) Density profiles of ion and neutral particle species at ionosphere
altitudes. All profiles in this figure were obtained from empirical climatologies of the
neutral atmosphere (NRLMSIS, Picone et al., 2002) and the ionosphere (IRI, Bilitza et al.,
2022).
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λ ∼ 10 − 120 nm), soft X-rays (E region, λ ∼ 0.1 − 10 nm) and Lyman α radiation (D
region, λ = 121.6 nm, resonant absorption by Nitric Oxide) (Kelley, 2009; Schunk and
Nagy, 2009). At high latitudes, precipitating protons and electrons contribute significantly
to the ionization of the atmosphere (Baumjohann and Treumann, 1996).
The layering of the ionosphere and its day-night variation shown in Figure 1.1 a) are
determined by an equilibrium of ionization and recombination processes as described in
(Rishbeth and Garriott, 1969, Chapter 3.6). The dominant plasma loss process of the
ionosphere is the dissociative recombination of molecular ions. In the D and E regions
where molecular ions are predominant, the recombination rate increases with the square
of the plasma density, i.e. r1 = αn2

e, with the constant recombination parameter α. In the
F region, however, atomic oxygen ions O+ are a significant constituent of the ionosphere.
O+ ions are lost due to the so-called two-stage loss process proposed by Bates and Massey
(1947). The first stage is the collisional charge transfer from atomic to molecular ions.
The charge transfer rate is linearly correlated with the plasma density, i.e. r2 = βne. The
charge transfer takes place via collisions of atomic ions and neutral molecules and therefore
the transfer parameter is correlated to the neutral density, i.e. β ∝ nn. The second stage of
the two-stage loss process is the dissociative recombination of the molecular ions with rate
r1. Due to the exponential decrease of the neutral atmosphere density, there is a transition
from α ≪ β to α ≫ β within the F region.
The total plasma loss rate is determined by the slower of the two processes. Therefore,
the recombination of the lower F region occurs at the dissociative recombination rate r1
(equivalent to the D and E regions) which is referred to as α-recombination. In the upper
F region, the recombination occurs at the charge transfer rate r2 which is referred to as
β-recombination. Important ionospheric characteristics caused by this transition are

• the splitting of the F region in an F1 and an F2 layer (Figure 1.1 a).

• the strong decrease and sometimes even vanishing of the D, E, and F1 regions at
nighttime (Figure 1.1 a).

• the transition from predominantly molecular ions in the D and E regions to atomic
ions in the F2 region (Figure 1.1 b).

It should be noted that the ionosphere plasma consists mostly of single-charged positive
ions and electrons. Therefore, the plasma density ni is equivalent to the electron density
ne. At about 1000 km altitude, atomic hydrogen ions become the predominant plasma
species which marks the transition from the ionosphere to the protonosphere.
Historically, the existence of the ionosphere was discussed even before the possibility of
trans-Atlantic radio communication. It has been known for some time that the needle
of a magnetic compass regularly deviates from magnetic north which was attributed to
electric currents in the high-altitude atmosphere (Gauss, 1838; Glassmeier and Tsurutani,
2014). This was the first example of the impact of the so-called space weather on human
technology. Space weather describes the chaotic variability of the near-Earth space envi-
ronment (including the thermosphere-ionosphere system) and is mostly determined by the
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Figure 1.2: a) Side-view (Sun towards the left) of the cycle of the Earth’s magnetic field
lines merging with the interplanetary magnetic field (1), being dragged over the poles
(2), and reconnecting at the night-side (3). Afterwards, the magnetic field lines relapse
at auroral latitudes back to the day side and the cycle begins anew. b) Top-view of the
convection pattern of the Earth’s magnetic field lines, and consequently the ionosphere
plasma, over the northern polar and auroral region.

activity of the Sun and the solar wind. This includes regular variations (e.g. the 28-day
solar rotation or the approximately 11-year solar activity cycle) as well as intermittent
eruptions (e.g. solar flares or mass ejections) known as solar storms. The variability of the
thermosphere-ionosphere system additionally undergoes daily and yearly variations due to
the Earth’s rotation and revolution around the Sun. The advanced technological standard
of human infrastructure and especially the intrusion of mankind into space increased the
risk of space weather threats. Notable space weather impacts are geomagnetically induced
currents (GICs) in power grids (Pulkkinen et al., 2017) and disturbances of radio signals
required for (satellite) communication and navigation (Ishii et al., 2024). Very recently,
the Starlink event has received broad media attention. Atmospheric heating following a
moderate geomagnetic storm increased the air friction along the orbit of 49 Starlink satel-
lites, which led to the loss of most of them (Dang et al., 2022).
Due to the geometry of the Earth’s magnetic field, the polar regions are of major impor-
tance for space weather research. The high-latitude ionosphere is strongly forced by the
polar plasma convection caused by the interaction of the Earth’s magnetic field with the
solar wind and the interplanetary magnetic field (IMF).

As illustrated in Figure 1.2 a), the IMF, which is frozen-in in the solar wind plasma,
merges with the Earth’s magnetic field at the day side of the Earth. The merged field lines
are dragged over the poles by the solar wind and stretched out at the night side of the
Earth. The Earth’s magnetic field lines reconnect eventually and relapse back at auroral
latitudes on the dawn- and dusk sides. This results in a two-cell convection pattern of
the field lines which is shown in Figure 1.2 b). The ionospheric plasma is coupled to the
magnetic field lines which results in the large-scale plasma convection at high latitudes.
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Figure 1.3: Illustration of atmosphere-ionosphere coupling and the involved processes.

The magnetic field convection cycle was first described in Dungey (1961) and is therefore
often referred to as Dungey cycle.
In addition to the external forcing by the Sun and the solar wind, atmospheric processes and
atmosphere-ionosphere coupling contribute significantly to the variability of the ionosphere
and space weather. It can be seen in Figure 1.1 b) that the ionospheric plasma density is
several orders of magnitude lower than the neutral particle density in the thermosphere.
The collisional coupling of the neutral atmosphere and the ionosphere is therefore strongly
impacted by the neutral atmosphere dynamics. Figure 1.3 shows schematically how the
neutral atmosphere and the ionosphere are coupled.

The neutral atmosphere is described by the state variables neutral particle density nn,
temperature T , and neutral wind velocity U. The state variables of the ionosphere are the
electric field E, the current density j, and the conductivity tensor σ⃗ (see Section 1.2.2).
These quantities are interlinked by several coupling processes, e.g

1. The collision frequencies of plasma and neutral particles, i.e. electron-neutral and
ion-neutral collision frequencies νen and νin, are the key parameters of the collisional
atmosphere-ionosphere coupling. νen and νin are directly correlated to the neutral
particle density nn. The ratios of νen/in to the electron/ion gyro-frequency Ωe/i has
a major influence on the ionospheric conductivity tensor σ⃗. It can be shown that the
exponential decrease of nn and νen/in with altitude leads to maxima of the Pedersen
and Hall components of the conductivity tensor at about 80 − 120 km altitude.

2. The Pedersen component σP of the conductivity tensor and the ionospheric electric
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field E determine the rate of Joule heating due to the dissipation of ionospheric cur-
rents. Joule heating is one of the major heating mechanisms of the upper atmosphere.

3. Due to the friction between the ionosphere and the neutral atmosphere, ion and
neutral particle dynamics impact each other. The force on the ions due to ionospheric
currents (referred to as Laplace force) is imposed on the neutral atmosphere via ion
drag. In turn, the neutral dynamics U exert a drag force on the ions which are then
impacted by the Lorentz force. This is often referred to as the neutral dynamo effect.

The maximum of ionospheric conductivities caused by the collisional coupling of the
neutral atmosphere and the ionosphere is essential for space weather research. It can be
shown that the ionospheric currents responsible for multiple space weather threats can
only flow at a very narrow altitude range, the so-called ionospheric dynamo region. The
formation of this region and the ionospheric conductivity tensor σ⃗ will be introduced in
Section 1.2. Atmosphere dynamics in this region have a strong impact on the ionospheric
variability due to the neutral dynamo effect. Therefore, Section 1.3 will give an overview
of atmospheric dynamics in the ionospheric dynamo region.

1.2 The ionospheric dynamo/transition region
Ionospheric conductivities and currents maximize in the ionospheric dynamo region at
approximately 80 − 120 km altitude. This is caused by a transition of the collisional
atmosphere-ionosphere coupling due to the exponentially decreasing neutral atmosphere
density. Below the dynamo region, the ionosphere is fully collisional with the neutral atmo-
sphere. At higher altitudes, the atmosphere-ionosphere coupling is of minor importance for
the dynamics of the plasma particles which are coupled to the Earth’s magnetic field lines.
Therefore, the ionospheric dynamo region is also commonly referred to as the ionospheric
transition region, and both terms will be used synonymously in this thesis.

1.2.1 The role of plasma-neutral collisions
The competition between collisional atmosphere-ionosphere coupling and magnetic cou-
pling can be expressed with the ratio of plasma-neutral collision frequencies νin/en to
ion/electron gyro-frequencies Ωi/e The strength of the Earth’s magnetic field is approx-
imately constant over the altitude range of the ionospheric dynamo region. Therefore, the
electron gyro-frequency Ωe can be assumed constant. The ion gyro-frequency Ωi only varies
slowly with the mean ion mass. The ratio of collision to gyro-frequencies is consequently
determined by the vertical collision frequency profiles. Assuming rigid-sphere collisions,
Chapman (1956) derived the ion-neutral collision frequency formula

νin = 2.6 · 10−9 · (nn + ni) · A−0.5, (1.1)
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Figure 1.4: Vertical profiles of ion/electron collision frequencies νin and νen and ion/electron
gyro-frequencies Ωi and Ωe. The boundaries of the ionospheric transition region are de-
termined by νin = Ωi at the top and νen = Ωe at the bottom. The frequency profiles
have been calculated from empirical climatologies of the neutral atmosphere (NRLMSIS,
Picone et al., 2002), the ionosphere (IRI, Bilitza et al., 2022), and the Earth’s magnetic
field (IGRF, Alken et al., 2021).

where particle densities are given in units [cm−3] and A is the mean nuclear particle
mass in atomic mass units. Also assuming rigid-sphere collisions, Nicolet (1953) showed
that the electron-neutral collision frequency is

νen = 5.4 · 10−10 · nn · T 0.5
e (1.2)

with the electron temperature Te. Equations 1.1 and 1.2 show that the ionospheric
collision frequencies are directly correlated to the neutral particle density since nn ≫ ni.
Example profiles of collision and gyro-frequencies illustrating the dynamo region are shown
in Figure 1.4.

It can be seen that both νin and νen decrease nearly exponentially with altitude. The
exponential decay of collision frequencies leads to a transition from a highly collisional
plasma νin/en ≫ Ωi/e to a magnetized collision-less plasma νin/en ≪ Ωi/e. During this
transition, an altitude range with νin ≫ Ωi and νen ≪ Ωe exists which is the ionospheric
transition region. It should be noted that the profiles in Figure 1.4 are calculated from
empirical models. The exact boundaries of the transition region (here 76 km and 120 km)
vary with respect to local time, geographic location, and other parameters. It has even
been suggested that heating processes in the dynamo region cause a significant uplift of
neutral particles above 120 km altitude and thereby strongly increase νin (Oyama et al.,
2012). This would lead to an extension of the ionospheric dynamo region to higher altitudes
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which would significantly impact the ionosphere in general.

1.2.2 Ionospheric conductivities

In the ionospheric transition region, the ions are collisionally coupled to the neutral at-
mosphere while the electrons are coupled to the magnetic field as shown in Figure 1.4.
This situation allows for charge separation and thereby the flow of electric currents which
corresponds to a maximum in conductivity. The derivation of the ionospheric conductivity
tensor σ⃗ is summarized in this Section and can also be found in several textbooks (e.g.
Baumjohann and Treumann, 1996; Schunk and Nagy, 2009; Kelley, 2009).
In the transition region, the ionosphere is a magnetized, collisional, and partly-ionized
plasma. The first two of these attributes describe the equations of motion for electrons
and ions which, assuming steady-state conditions, are

±e
(
E + vi/e × B

)
= mi/eνi/evi/e. (1.3)

The ion/electron velocity vi/e is determined by an equilibrium of the Lorentz force and
friction. Partly-ionized refers to a non-negligible neutral particle density which, in fact,
exceeds the plasma density by far (see Figure 1.1 b). Therefore, neutral particles are the
main collision partner for both ions and electrons and the ion/electron collision frequencies
νi/e become the ion/electron-neutral collision frequencies νin and νen respectively. The
electric current carried by ions and electrons can be expressed as

ji/e = ±enevi/e (1.4)

where it is already assumed that ion and electron densities are equal, i.e. ni = ne.
Equations 1.3 and 1.4 can be rewritten in the general form of Ohm’s law

ji/e = σ⃗i/e · E. (1.5)

Since the total current is simply j = je + ji, the three dimensional conductivity tensor
can be expressed as σ⃗ = σ⃗e + σ⃗i. Using a reference frame in which the magnetic field points
along the z-axis B = Bez, σ⃗ reduces to

σ⃗ =

 σP −σH 0
σH σP 0
0 0 σ∥

 . (1.6)

Hereby, the Pedersen conductivity σP , Hall conductivity σH , and field-parallel conduc-
tivity σ∥ are introduced. Straightforward calculation shows that the ionospheric conduc-
tivities are
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(1.7)

It should be explicitly noted that the electron gyro-frequency Ωe carries the sign of
the electron charge, i.e. Ωe < 0. The electric field can be split into a component E⊥
perpendicular to the magnetic field and a component E∥ parallel to it. In the here applied
reference frame, these components become E⊥ = Exex + Eyey and E∥ = Ezez. Ohm’s law
in Equation 1.5 for the total current j = je + ji can then be written as

j = σ∥E∥ + σP E⊥ − σH (E⊥ × B) /B. (1.8)

It can be seen that this results in three types of currents, one field-aligned current j∥
parallel to the magnetic field lines and two field-transverse currents perpendicular to the
magnetic field lines. The two field-transverse currents are different in their orientation
towards E⊥, i.e. the Pedersen current jP ∥ E⊥ and the Hall current jH ⊥ E⊥. From
Equation 1.7, vertical profiles of the three ionospheric conductivities can be calculated.
Vertical profiles of the three components of the conductivity tensor are shown in Figure
1.5. Since σ∥ is several orders of magnitude larger than the field-transverse conductivities,
the latter are scaled by a factor of 106 to be shown in the same diagram.

Figure 1.5 a) shows the vertical profiles of σP , σH , and σ∥ at 70 − 200 km altitude.
The field-aligned conductivity increases continuously with altitude since the collision fre-
quencies decrease exponentially and the magnetic field lines are nearly perfect conductors.
Currents along the magnetic field lines, induced by the interaction of Earth’s magnetic
field and the solar wind, can therefore flow freely and become very strong. The Pedersen
and Hall conductivities, on the other hand, show distinct maxima at approximately 110
km (σH) and 120 km (σP ) altitude. It can be seen from Equation 1.7 that these distinct
maxima are the result of the special conditions for νin/Ωi and νen/Ωe that define the iono-
spheric transition region. The flow of electric currents perpendicular to the magnetic field
lines is therefore restricted to a very narrow altitude range. At high latitudes, where the
magnetic field lines are nearly vertical, this results in a current system as depicted in Figure
1.5 b).
The solar wind particles, mostly electrons and protons, flow through the Earth’s mag-
netic field (downward oriented at northern high latitudes) and thereby induce an electric
field ESW = −vSW × B. Since magnetic field lines are nearly infinitely good conductors,
this difference in electric potential results in upward and downward field-aligned currents.
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Figure 1.5: a) Vertical profiles of ionospheric conductivities. The Pedersen and Hall con-
ductivity profiles show distinct maxima within the ionospheric dynamo region. The profiles
were calculated from empirical climatologies of the neutral atmosphere (NRLMSIS, Picone
et al., 2002), the ionosphere (IRI, Bilitza et al., 2022), and the Earth’s magnetic field
(IGRF, Alken et al., 2021). b) Illustration of the ionospheric current system at high lati-
tudes. The interaction of the solar wind with the Earth’s magnetic field induces currents
along the magnetic field lines. The strong field-aligned currents are closed by the field-
perpendicular Pedersen and Hall currents.

Thereby, the induced electric field propagates to lower altitudes nearly undisturbed. In the
ionospheric dynamo region where the field-transverse conductivities maximize, this results
in the flow of Pedersen and Hall currents as shown in Figure 1.5 b). Since it is parallel to
the induced electric field, the Pedersen current closes the ionospheric current system. This
results in the so-called Joule heating of the ionosphere plasma with the local heating rate
qJ = jP · E = σP E2. Due to their rotational geometry, the Hall current loops cause distur-
bances to the Earth’s magnetic field which can induce secondary currents in power grids,
the previously mentioned GICs. These disturbances can be measured with magnetometers
and are often used to characterize the space weather activity, e.g. with the Kp (planetare
Kennziffer) index (Bartels et al., 1939; Matzka et al., 2021). It can be seen that several
important space weather impacts are caused by the electric currents in the ionospheric
dynamo region. Consequently, a reliable space weather forecast requires a thorough un-
derstanding of the collisional atmosphere-ionosphere coupling and the underlying vertical
collision frequency profiles.
The variability of the ionospheric current system at high latitudes is dominated by the
geomagnetic forcing from the solar wind. However, processes from the lower atmosphere
can impact the ionosphere via the neutral dynamo U×B and contribute to the ionospheric
variability. It is estimated that approximately 20% − 30% of the ionospheric variability is
forced by atmospheric processes on various time scales (Thayer, 2000; Forbes et al., 2000;
Rishbeth, 2006; Baloukidis et al., 2023).
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Figure 1.6: Meteor radar measurements of neutral atmosphere dynamics in the zonal wind
at 90 km altitude. Shown are the spectral amplitudes of oscillations between 90 minutes
and 32 days for a period of 17 months. Figure credit: Stober (2019).

1.3 Atmospheric processes in the transition region

As shown in Figure 1.1, the ionosphere is embedded in the background neutral atmosphere.
The ionospheric transition region overlaps with the mesosphere and lower-thermosphere
(MLT) region. Figure 1.3 introduced the neutral atmosphere’s impact on the ionosphere
due to the neutral dynamo effect. The neutral dynamo electric field Edyn = U × B
significantly impacts the ionospheric current system (Vickrey et al., 1982; Baloukidis et al.,
2023). Atmospheric dynamics imposed on the ionosphere plasma also impact the radio
communication with satellites (Ishii et al., 2024).
Neutral atmosphere dynamics in the MLT region can be forced in situ by absorption of
solar EUV radiation or by ionospheric processes, e.g. Joule heating. However, a large part
of the atmospheric dynamics in the MLT region is caused by processes forced in lower
atmospheric regions which propagate upwards to ionospheric altitudes. Figure 1.6 shows
an overview of the wave dynamics measured in the zonal neutral wind at 90 km altitude
by the Collm (51.3°N, 13°E) meteor radar (see Section 2.3).

The strongest amplitudes are found for atmospheric tides with a period of 12 h, also
called semidiurnal tides, which are found almost continuously throughout the year. Diurnal
tides with a 24 h period are also present at most times though with a considerably lower
amplitude. Atmospheric gravity waves (AGWs) are generally present at all times as well,
though their activity can vary strongly. AGW oscillation periods range from approximately
10 min to several hours. Longer-scale oscillations, e.g. planetary waves, are only present
at certain times of the year. This thesis will focus on the impact of atmospheric tides and
gravity waves on the ionosphere and space weather. Therefore, Section 1.3.1 will introduce
atmospheric tides in general and give an overview of which tidal modes are expected to
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impact the ionospheric dynamo region. Atmospheric gravity waves and their ionospheric
imprint, traveling ionospheric disturbances (TIDs), will be introduced in Section 1.3.2.

1.3.1 Tidal oscillations
Atmospheric tides, other than the more commonly known ocean tides, are predominantly
thermally forced by solar irradiation. Tidal oscillations of the atmosphere are generated
mainly in the stratosphere due to UV absorption by ozone, but also due to IR absorption
of water vapor in the troposphere or EUV absorption in the MLT region. Since solar ir-
radiation has a diurnal, i.e. 24 h, variation, atmospheric tides are mainly forced with a
24 h period. However, since the solar irradiation does not follow a continuous 24 h oscil-
lation but goes to zero on the night side, higher harmonic components, i.e. semidiurnal,
terdiurnal, etc., are forced with lower amplitudes as well (Lindzen, 1979; Andrews et al.,
1987). In the reference system of a local observer, tidal modes forced by solar irradiation
migrate westward along with the Sun and are therefore called migrating tides. Their zonal
wavenumber is equivalent to their temporal wavenumber, the two most common migrat-
ing tidal modes are therefore the DW1 (diurnal, westward-propagating tide with zonal
wavenumber 1) and SW2 (semidiurnal, westward-propagating tide with zonal wavenumber
2). Non-migrating tides are forced, e.g. by local heat release in the troposphere due to spe-
cial weather phenomena, and can have an impact on both the neutral atmosphere and the
ionosphere (Immel et al., 2006; Oberheide et al., 2011). Especially the DE3 component has
been found to have a significant impact on the equatorial thermosphere-ionosphere dynam-
ics (Häusler and Lühr, 2009; Lühr and Manoj, 2013). However, the migrating components
DW1 and SW2 are usually the strongest tidal modes at ionospheric altitudes (Lindzen,
1979; Andrews et al., 1987; Lühr and Manoj, 2013).
It has been noted in the 19th century that at middle latitudes, pressure fluctuations on the
Earth’s surface follow a semidiurnal, rather than a diurnal, pattern. This can be explained
by the vertical propagation of tidal modes. While the SW2 tide can propagate in vertical
directions at all latitudes, the DW1 mode can only do so at low latitudes, approximately
from 30° S to 30° N (Andrews et al., 1987). Therefore, semidiurnal oscillations are domi-
nant both on the ground as well as in the MLT region at middle and high latitudes. This
can be seen in the zonal neutral wind and the temperature of the neutral atmosphere at 100
km altitude as given by the Thermosphere Ionosphere Electrodynamics-General Circula-
tion Model (TIE-GCM) shown in Figure 1.7. TIE-GCM and other atmosphere-ionosphere
models are introduced in Section 2.4.

The diurnal and semidiurnal variations of neutral wind and temperature can be seen
in Figure 1.7. Around the equator, we find one maximum and one minimum in each plot,
indicating a strong migrating diurnal tide. At higher latitudes, two maxima and minima
can be identified in both the zonal wind and the neutral temperature, indicating that di-
urnal tidal modes are vertically trapped and therefore semidiurnal tides dominate at 100
km altitude.
Additionally to the vertically propagating tidal modes, tidal oscillations can also be forced
in the MLT region directly. The aforementioned absorption of EUV radiation forces pre-
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Figure 1.7: a) Zonal neutral wind and b) neutral temperature at 100 km altitude given by
the TIE-GCM (Richmond et al., 1992), a physics-based thermosphere-ionosphere model,
show tidal oscillations in the MLT region.

dominantly diurnal tidal oscillations at ionospheric altitudes (Straus et al., 1975). Another
mechanism that can force tidal oscillations is the high-latitude plasma convection intro-
duced in Section 1.1. The plasma convection pattern shown in Figure 1.2 b) is transferred
to the neutral particles via friction. The convection pattern is Sun-fixed and therefore
observed as a DW1 tide by a local observer. At high latitudes, it is assumed that upward-
propagating SW2 tides are dominant up to about 110 − 120 km altitude and in situ forced
diurnal tides dominate above (Lindzen, 1979; Andrews et al., 1987; Nozawa et al., 2010).

1.3.2 Atmospheric gravity waves and traveling ionospheric dis-
turbances

The Earth’s atmosphere is a stratified gas, i.e. its density continuously decreases with
altitude. If an air parcel is lifted to higher altitudes, it is surrounded by less dense air and
therefore pulled down by buoyancy-reduced gravity. This results in an internal density
oscillation of the atmosphere, a so-called Brunt-Väisälä oscillation. Under the right condi-
tions, such a buoyancy oscillation can propagate in both vertical and horizontal directions
which is then referred to as atmospheric gravity wave (AGW) (Andrews, 2000). Sources
of gravity waves in the lower atmosphere are weather fronts or mountain winds. So-called
orographic gravity waves are the result of dense air being pushed up over a mountain-
front and into the less dense atmosphere on the Lee side. As AGWs propagate upward
into less dense gas, their amplitude increases, and the waves become unstable and break.
The breaking of gravity waves transfers the momentum of the wave to the background
atmosphere and can, in turn, induce so-called secondary gravity waves (Becker and Vadas,
2018; Vadas and Becker, 2018; Vadas et al., 2018). Therefore, atmospheric gravity waves
transport momentum from the lower atmosphere into the MLT region and are of high
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Figure 1.8: Gravity waves visible in a) the lower atmosphere as cloud ripples, b) in fil-
tered meteor radar neutral wind measurements in the MLT region, and c) in the vertical
total electron content (VTEC) of the ionosphere. Figure credit: a) Helen Schneider, b)
Günzkofer et al. (2023a), and c) van de Kamp et al. (2014).

importance for the dynamics of the middle and upper atmosphere (Andrews et al., 1987;
Fritts and Alexander, 2003).
In the ionosphere, AGWs cause an imprint, the so-called traveling ionospheric disturbances
(TIDs), which can be observed in the electron density and other ionosphere parameters
(Hocke and Schlegel, 1996; Vlasov et al., 2011). However, TIDs can also be caused by elec-
trodynamic or heating processes directly in the thermosphere-ionosphere (Brekke, 1979;
Hocke and Schlegel, 1996; Tsugawa et al., 2007). Therefore, it is important to distinguish
between in situ forced TIDs and those resulting from upward-propagating gravity waves.
Figure 1.8 shows atmospheric gravity waves at different altitudes.

In the troposphere, gravity waves can be observed as cloud ripples (Figure 1.8 a) due to
the vertical oscillation of air parcels and the consequent condensation and evaporation of
water damp. It can be seen from neutral wind measurements with meteor radars (Section
2.3) that AGWs notably impact the winds in the MLT region (Figure 1.8 b). In the
ionosphere, AGW-TIDs cause significant variations of the electron density. This can be
seen in horizontal maps of the vertical total electron content (VTEC), i.e. the height-
integrated electron density, of the ionosphere (Figure 1.8 c). As mentioned before, this
ionospheric variability due to AGW-TIDs is relevant for radio and satellite communication
and an important aspect of space weather (Ishii et al., 2024).

1.4 The scientific objective of this thesis and the state
of the art

It is apparent that space weather is the result of a highly complicated combination of exter-
nal forcing and atmosphere-ionosphere coupling processes. The eventual goal of space and
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heliospheric physics is the development of currently existing atmosphere-ionosphere models
into reliable space weather forecasts. One of the main challenges is that many processes
have to be empirically parameterized due to computational limits, e.g. the polar plasma
convection and atmospheric gravity waves. However, an advanced empirical understanding
of many processes is not possible due to the limited measurement capabilities, especially at
the altitudes of the ionospheric transition region. Therefore, the main scientific objective
of this thesis is to address the following research question:

What is the impact of atmospheric waves and collisional atmosphere-ionosphere
coupling on the ionospheric variability and the space weather?

In Section 1.1, the high importance of the high-latitude ionospheric dynamo region for
space weather has been demonstrated. Therefore, the investigations in this thesis will be
specifically focused on the polar and auroral latitudes. Upward-propagating atmospheric
tides and atmospheric gravity waves are known to significantly impact the upper atmo-
sphere (see Section 1.3). However, both types of waves can also be forced in situ in the
thermosphere due to ionospheric processes. Assessing the respective impact of propagating
and in situ forced waves on the ionospheric variability is necessary to appropriately include
them in future space weather forecasts.
In Section 1.2, it has been shown how the collisional atmosphere-ionosphere coupling and
the transition from a collision-dominated to a collision-free ionosphere leads to the forma-
tion of the ionospheric dynamo region. As discussed in Section 1.1, the currents in the
high-latitude ionospheric dynamo region are a significant element of the space weather.
Within this thesis, the ionospheric currents and the underlying vertical collision frequency
profiles will be investigated. The aim is to improve the quantitative understanding of
collisional atmosphere-ionosphere coupling which will allow us to improve the empirical
representation of certain processes in space weather predictions.
It can be seen, that a complete investigation of the atmospheric impact on space weather
exceeds the scope of a single thesis. However, the posed research question can be answered
by combining detailed investigations of multiple atmosphere-ionosphere coupling processes.
To achieve the objective of the thesis, the following four research sub-questions will be ad-
dressed. An overview of the state of the art regarding each research sub-question is given
here.

Q1: What are the predominant tidal oscillation modes in the high-latitude
ionospheric dynamo region and their forcing mechanisms?

As introduced in Section 1.3.1, upward-propagating atmospheric tides are known to signifi-
cantly impact the ionosphere (Immel et al., 2006; Oberheide et al., 2011). At high latitudes,
however, the polar plasma convection forces tidal oscillations in the neutral atmosphere via
ion drag. To properly assess the importance of atmospheric tides for the tidal variability
of the ionosphere, we first need to measure and understand the respective impact of the
different forcing mechanisms.
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The standard textbook assumption for tidal oscillations at high latitudes is that upward-
propagating semidiurnal tides are the dominant forcing mechanism up to ∼ 110 − 120 km
altitude. At higher altitudes, diurnal tidal oscillations forced in situ by the plasma con-
vection or EUV absorption are expected to be the strongest forcing mechanisms (Lindzen,
1979; Andrews et al., 1987; Nozawa et al., 2010). The main problem for measurements
of high-latitude tidal oscillations is the thermospheric gap at about 120 − 400 km (Ober-
heide et al., 2011). At these altitudes, the measurement capabilities of neutral atmosphere
dynamics are highly limited, since it is not possible to perform in situ satellite-based mea-
surements. Optical instruments like lidars and Fabry-Pérot interferometers (FPIs) are
mostly limited to nighttime measurements and are often restricted by weather conditions.
Additionally, both lidars and FPIs cover the altitudes of the ionospheric transition region
only sporadically. Campaign-based measurements with Incoherent Scatter Radars (ISRs)
(see Section 2.1) have been applied to investigate tidal oscillations in the high-latitude
ionosphere up to 120 km (Nozawa et al., 2010). More recently developed statistical meth-
ods allow to increase the altitude limit of neutral wind measurements by incoherent scatter
radars (Nygrén et al., 2011). With these improved ISR measurement capabilities, the in-
teraction of upward-propagating and in situ generated tidal oscillations in the ionospheric
dynamo region will be investigated. Additionally, for the first time, a combined ISR and
meteor radar measurement dataset will be used to investigate the vertical propagation of
atmospheric tides with an adaptive spectral filter. Physics-based model runs allow to deter-
mine the respective impact of different forcing mechanisms by varying the parameterization
of the plasma convection, EUV absorption, and upward-propagating tides.

Q2: How are the wave properties of atmospheric gravity waves, and the medium-
scale traveling ionospheric disturbances induced by them, impacted by the
background neutral winds in the MLT region?

Traveling ionospheric disturbances (TIDs) are a major contributor to ionospheric variability
and their prediction is an important aspect of the development of space weather forecasts
(Borries et al., 2023). However, TIDs occur on a wide range of spatial and temporal scales
and so far, the main focus of TID predictions has been on large-scale disturbances which
are mainly forced by ionospheric processes (Hocke and Schlegel, 1996). Medium-scale
TIDs, however, can be forced by upward-propagating atmospheric gravity waves which are
generally not resolved in atmosphere-ionosphere models. To include medium-scale TIDs
in space weather forecasts, we need to understand how atmospheric gravity waves impose
these disturbances on the ionosphere and how their characteristics are impacted by atmo-
spheric dynamics.
To understand and model the characteristics of gravity wave-forced ionospheric distur-
bances, it is first necessary to measure them accurately in three dimensions. Since there
is no single instrument that covers a large enough range in both vertical and horizontal
directions with a sufficient resolution to resolve gravity waves, a combination of multiple
instruments is required. Incoherent scatter radars have been successfully used to measure
the temporal scales and vertical structure of medium-scale TIDs (Nicolls and Heinselman,
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2007; Nicolls et al., 2010, 2013; van de Kamp et al., 2014). Measuring the horizontal struc-
ture has been attempted, amongst others, with vertical total electron content (VTEC)
measurements from navigation satellite signals (van de Kamp et al., 2014). However, dis-
turbances in the height-integrated VTEC cannot be conclusively linked to disturbances
in vertically resolved ISR electron density measurements. Additionally, the disturbances
observed in VTEC measurements mainly occur at the altitude of maximum electron den-
sity, i.e. at about 200 − 300 km. Upward-propagating gravity waves do not impact these
altitudes as much as the ionospheric dynamo region. Horizontally distributed meteor radar
clusters (see Section 2.3) will be applied to identify atmospheric gravity waves at 80 − 100
km altitude. By analyzing the wave characteristics, it will be shown that these gravity
waves are the source of medium-scale traveling ionospheric disturbances observed in ISR
measurements at about 110−170 km altitude. The combination of these instruments allows
us to obtain three-dimensional measurements of the waves. It will be investigated whether
the characteristics of the ionospheric disturbances can be described with the dispersion
of atmospheric gravity waves (Vadas and Fritts, 2005). This might be important for the
parameterization of AGW-TIDs in future space weather forecasts and would also allow to
infer information about the background thermosphere dynamics.

Q3: Does the required scaling of Joule heating rates in thermosphere-ionosphere
models vary with geomagnetic conditions and the parameterization of the polar
convection field?

The interaction of the Earth’s magnetic field and the solar wind induces strong electric
fields in the high-latitude ionosphere. Due to the maxima of Pedersen and Hall conduc-
tivity in the ionospheric dynamo region, strong electric currents can flow perpendicular
to the magnetic field lines at these altitudes. Therefore, the Joule heating due to Ped-
ersen currents in the high-latitude ionospheric dynamo region is a major heat source for
the thermosphere-ionosphere system. For computational reasons, the temporal and spa-
tial resolution of thermosphere-ionosphere models is limited. Processes on temporal and
spatial scales below the model resolution can contribute significantly to the Joule heating
(Codrescu et al., 1995; Brekke and Kamide, 1996). An empirical scaling of Joule heating
rates in physics-based models of the thermosphere-ionosphere system is therefore required
and might also be necessary for future space weather forecasts.
In this thesis, the empirical scaling of Joule heating rates in thermosphere-ionosphere mod-
els is evaluated on the example of the TIE-GCM (see Section 2.4). This model applies a
constant scaling factor of 1.5 on the Joule heating rates (Codrescu et al., 1995). However,
it has been shown previously that this factor is only valid on average and the actually
required scaling might vary with local time, geographic location, and geomagnetic activity
(Emery et al., 1999; Baloukidis et al., 2023). Additionally, there are multiple approaches
to parameterize the high-latitude electric fields in thermosphere-ionosphere models which
significantly affects the model Joule heating rates. The empirical scaling of Joule heating
rates should take the electric field parameterization into account. One of the only instru-
ments that allow for local Joule heating rate measurements in the ionospheric dynamo
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region are incoherent scatter radars (Vickrey et al., 1982; Thayer, 2000; Kavanagh et al.,
2022; Baloukidis et al., 2023). The model Joule heating rates will be compared to Joule
heating rates calculated from ISR electric field measurements. The required scaling factor
will be investigated with respect to geomagnetic and solar wind conditions as well as local
time and the electric field parameterization.

Q4: Do ion-neutral collision frequencies in the dynamo region deviate signif-
icantly from climatology profiles and how can they be measured without any
previous assumptions?

The role of ion-neutral collisions for the coupling of neutral atmosphere and ionosphere
has been introduced in Section 1.2.1. Knowledge of the vertical profile of the ion-neutral
collision frequency is essential when studying atmosphere-ionosphere coupling, e.g.

• For the calculation of E region neutral winds from ISR measurements, the assumption
of climatology collision profiles is considered a major source of uncertainties (Williams
and Virdi, 1989; Nozawa et al., 2010).

• The ion-neutral collision frequency profile impacts the altitude at which the Pedersen
conductivity and the Joule heating rate maximize (Baloukidis et al., 2023).

• The ambipolar diffusion of meteor trails is affected by the ion-neutral collision fre-
quency (Stober et al., 2023) which is therefore important for the measurement capa-
bilities of meteor radars (see Section 2.3).

Reliable measurements of ion-neutral collision frequencies are therefore essential for inves-
tigating and understanding the coupling of neutral atmosphere and ionosphere.
The most common approach to determine the ion-neutral collision frequency is to assume
climatology profiles that can be calculated from empirical neutral atmosphere models (see
Section 2.4). It has been shown previously that the actual collision frequency profile can
deviate notably from the climatology average (Nygrén, 1996; Oyama et al., 2012). In situ
measurements with satellites (Palmroth et al., 2021) and sounding rockets (Rapp et al.,
2001) are strongly limited in altitude and measurement time. Classical remote sensing
measurement methods of the collision frequency are either limited concerning the geo-
magnetic conditions or require additional assumptions about the state of the ionosphere
(Nygrén, 1996). Direct ion-neutral collision frequency measurements without further as-
sumptions are possible with simultaneous observations of two incoherent scatter radars at
different radar frequencies (Grassmann, 1993; Nicolls et al., 2014). The analysis of such
dual-frequency ISR measurements with a method based on standard incoherent scatter
analysis software is presented, presumably for the first time, in this thesis. Vertical profiles
of the ion-neutral collision frequency are inferred from multiple measurement campaigns
and compared to climatology profiles. Thereby, the uncertainties originating from the
application of climatology collision profiles can be estimated.



Chapter 2

Methods - measurements and
modeling

There is a large number of different measurement methods to study the lower ionosphere,
e.g. in situ measurements with sounding rockets and low Earth orbit satellites, active and
passive optical observations as well as various types of radar techniques (Palmroth et al.,
2021). However, all of these methods are limited in either altitude, measurement time,
or horizontal coverage. Incoherent Scatter Radars (ISRs) are one of the few instruments
that cover the entire altitude range of the ionospheric dynamo region with a high vertical
resolution. Though ISRs are extremely energy-consuming and expensive instruments, con-
tinuous measurements up to several weeks have been performed with a high time-resolution
∼ 1 min, which allows to study processes on a wide range of temporal scales. Another
main advantage of ISRs is that they allow us to measure or infer a large number of iono-
sphere and neutral atmosphere parameters. However, ISRs have no or only very limited
horizontal coverage and are therefore often used in combination with other measurement
instruments.
Section 2.1 describes the concept of incoherent scatter radars and their capabilities. In the
European sector of the auroral zone, the EISCAT Scientific Association operates several
ISRs. The existing EISCAT radar systems are introduced in Section 2.2 as well as the new
EISCAT_3D system currently under construction. Section 2.3 describes the principle of
Meteor Radars which are well-established measurement instruments for atmospheric dy-
namics at high altitudes. Meteor radar measurements will be leveraged for the extension
and validation of ISR measurements in this thesis.
Due to the limitations of ionospheric measurements, atmosphere-ionosphere models are
highly important. Both empirical and physics-based models are commonly applied to pro-
vide information about the ionosphere which are not available from measurements. In
turn, the improvement of existing models and the eventual development of forecasts for
the atmosphere-ionosphere system requires the validation of model outputs by comparison
to measurements. Section 2.4 introduces several empirical and physics-based models of the
atmosphere-ionosphere system that are applied in this thesis.
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2.1 Incoherent Scatter Radars
As the name suggests, incoherent scatter radars do not require coherent scattering of the
radio signal from a compact target. ISRs measure the fraction of the radio signal that is
incoherently backscattered by the free electrons in the ionosphere. The elastic scattering
of a radio signal by a free-electron, also called Thomson scattering, has an extremely low
scatter cross-section σt ∼ 10−29 m−2. Therefore, high transmission powers and large aper-
ture antennas are required to obtain a sufficiently strong backscattered signal which is the
reason for the high power consumption of ISRs.
Multiple levels of incoherent scatter radar measurements can be distinguished. The raw
antenna voltages induced by the received radio signal are referred to as level 0 measure-
ments. Commonly, ISR facilities provide the data as auto-correlation function (ACF) of
the signal which is referred to as level 1 data. The Fourier transform of the ACF gives
the power spectral density of the received radio signal. Knowledge about the underlying
physics of the scatter process allows to infer multiple level 2 plasma parameters from the
power spectral density.

2.1.1 Level 1 and 2 - the two-peak incoherent scatter spectrum
and ISR plasma parameters

The strength of the backscattered signal is directly correlated to the total scatter cross-
section which allows us to infer the electron density ne at the scatter altitude. However,
the ionospheric electrons are not completely free but rather organized in micro-structures
due to plasma waves and instabilities. The most important one is the ion acoustic wave
which has the dispersion relation (Akbari et al., 2017)

ω = ±k

√
kB

mi

(Te + γiTi). (2.1)

The dispersion relation relates the wave frequency ω to the wave number k and depends
on the Boltzmann constant kB, the mean ion mass mi, the ion and electron temperatures
Ti and Te, and the adiabatic coefficient of the ions γi. For k = 2π/λr, where λr is the radar
wavelength, there is constructive interference of the scattered radio signal and the power
spectrum of the measured signal shows two clear maxima at ±ω. The two maxima are not
infinitely sharp peaks but broadened and shifted by thermal effects, Landau-damping, and
Doppler shifting which results in the typical two-peak incoherent scatter spectrum shown
in Figure 2.1.

The altitude-dependence of the spectral amplitude of the scattered radio signal can
be seen in Figure 2.1 a). The spectral amplitude of the two-peak spectrum maximizes at
approximately 200 − 300 km altitude. These are the altitudes of the F region (see Figure
1.1 a) with the highest electron densities of the ionosphere and, therefore, the radio sig-
nal shows a pronounced backscattering in this region. Below about 200 km altitude, the
two peaks of the spectrum are shifted to lower absolute frequencies, and at about 100 km
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Figure 2.1: The typical two-peak incoherent scatter spectrum resulting from constructive
interference of the scattered signal in the presence of the ion acoustic wave. a) Spectral
amplitude of the measured signal 100 − 450 km altitude. b) Spectral amplitude at 260 km
altitude and how the different plasma parameters affect the shape of the spectrum.

altitude, the two peaks can no longer be distinguished. Figure 2.1 a) illustrates that the
strength of the incoherently scattered radio signal depends strongly on the electron density.
For large ionization levels, the total altitude range of ISR measurements can extend even
down to about 70 − 80 km altitude.
Figure 2.1 b) shows the two-peak spectral amplitude at 260 km altitude and indicates how
the different quantities in Equation 2.1 affect the shape of the spectrum. As mentioned
before, the total, i.e. frequency-integrated, signal power is determined by the electron den-
sity ne. Thermal broadening of the two peaks leads to a local minimum of the spectrum in
between the peaks. The difference in spectral amplitude between the peaks and the local
minimum in between is impacted by the ratio of electron to ion temperature Te/Ti through
the process of Landau damping (Landau, 1946). This process also changes the integrated
signal power, which must be accounted for when calculating the electron density. The ratio
of ion temperature to mean ion mass Ti/mi determines the distance of the two peaks in
the frequency space. A general ion drift vi along the line-of-sight of the radar beam causes
a Doppler shift of the entire two-peak spectrum along the frequency axis.
One parameter from Equation 2.1 that has not been considered is the ion adiabatic coef-
ficient γi. The term γiTi is ambiguous and therefore either γi or Ti has to be assumed a
priori. The adiabatic coefficient is the ratio of the gas heat capacities for constant pres-
sure and constant volume. Essentially, it describes how the plasma particles store thermal
energy and depends on the degrees of freedom of the plasma particles. Assuming only
atomic ions, i.e. no rotational and vibrational degrees of freedom, a magnetized plasma
that allows ion motion only along one dimension has an adiabatic coefficient γi = 3. At E
and D region altitudes, neither the assumption of a fully magnetized plasma nor of only
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Figure 2.2: Schematic drawings of the geometry of a) tristatic and b) monostatic ISR
experiments that allow to infer 3D ion velocities.

atomic ions holds. However, while the ion temperature is a highly variable parameter,
the adiabatic coefficient can be well approximated from average plasma composition and
collision profiles. Therefore, γi is usually assumed from empirical climatologies, and Ti is
inferred from the incoherent scatter spectrum for most ISR experiments.
The parameters that can be directly inferred from the incoherent scatter spectrum are
therefore the electron density ne, the electron and ion temperatures Te and Ti, the mean
ion mass mi, and the line-of-sight ion velocity vi. To obtain these level 2 measurements
from the level 1 ACFs, standard incoherent scatter analysis software can be applied, e.g.
the Grand Unified Incoherent Scatter Design and Analysis Package (GUISDAP) (Lehtinen
and Huuskonen, 1996).

2.1.2 Level 3 - 3D dynamics and neutral atmosphere parameters
By applying special radar set-ups or certain assumptions on the state of the ionosphere-
thermosphere system, additional level 3 plasma and also neutral atmosphere parameters
can be inferred.

3D ion velocity and electric field vector

Since the Doppler shift of the incoherent scatter spectrum allows us to infer the line-of-
sight ion velocity, measurement set-ups can be designed to obtain 3D ion velocity vectors.
Figure 2.2 shows schematics of two such measurement set-ups.

For the tristatic set-up shown in Figure 2.2 a), the main ISR transmitter/receiver dish
is operated in combination with two remote receiver dishes. The remote receiver dishes are
pointed to intersect the radar beam at a certain altitude. Each of the three receiver dishes
measures the line-of-sight velocity in its respective pointing direction. A simple coordinate
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transform allows to calculate the 3D ion velocity vector in a geographic reference frame,
i.e. eastward, northward, and upward.
The monostatic set-up only requires the main ISR transmitter/receiver dish. The dish is
steered between multiple pointing directions, obtaining the line-of-sight ion velocity from
each direction. This measurement mode is therefore often referred to as beam-swinging
mode. Figure 2.2 b) illustrates the beam-swinging mode of the EISCAT ultra-high fre-
quency (UHF) ISR which will be introduced in Section 2.2. In this example, the radar
dish is rotated through a cycle of four pointing directions with a cycle time of 6 minutes.
Equivalent to tristatic experiments, the 3D ion velocity vector in a geographical reference
frame can be obtained by a coordinate transform. However, more sophisticated statistical
methods have been developed, most notably the application of stochastic inversion which
allows to account for the uncertainty of each measurement (Nygrén et al., 2011).
It can be seen that the main disadvantage of monostatic measurements is the time res-
olution. For a single pointing direction, incoherent scatter measurements are typically
integrated over ∼ 1 min intervals to obtain a sufficient data quality that allows to infer
plasma parameters. It should be noted that shorter intervals are possible for F region
measurements or generally high ionization. The EISCAT UHF beam-swinging mode ap-
plies a dwell time of 1 min per pointing direction and requires about 30 s to steer the dish
between positions which leads to a time resolution of 6 min. Tristatic measurements do
not require the mechanical motion of any radar dishes and therefore the same time reso-
lution as for regular ISR measurements can be achieved. However, tristatic measurements
are restricted to a single altitude level at which the pointing directions of the main radar
and the two remote receiving sites intersect. Monostatic measurements allow to obtain
the same altitude resolution as regular ISR experiments. It should be noted that the four
pointing directions disperse with altitude and 3D ion velocity vectors can only be inferred
if the plasma motion is horizontally uniform across the four measurement positions.
Since the F region ionosphere can be assumed as collision-less (see Appendix B), the ion
velocity is determined by the E × B-drift. Therefore, the ionospheric electric field vector
E can be calculated from the F region ion velocity vF as

E = −vF × B. (2.2)
The Earth’s magnetic field B changes very slowly and the International Geomagnetic

Reference Field (IGRF) (Barraclough, 1988; Alken et al., 2021) can generally be assumed.
Since magnetic field lines are very good conductors, the F region electric field can be
assumed to propagate down to E region altitudes only slightly altered by the increasing
magnetic field strength. The E region electric fields can be applied, e.g. to calculate Joule
heating rates from dissipating ionospheric currents (Vickrey et al., 1982; Kavanagh et al.,
2022; Baloukidis et al., 2023) or E region neutral winds (Nozawa et al., 2010).

Neutral wind

From the altitude-dependent ion velocity vector vi(z) and the electric field vector E, the E
region neutral wind u(z) can be calculated assuming the steady-state ion mobility equation
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(Brekke et al., 1973)

∂vi(z)
∂t

= Ωi

B
(E + vi(z) × B) + νin(z) (u(z) − vi(z)) = 0. (2.3)

It can be seen that in the F region, where νin ≪ Ωi can be assumed, Equation 2.3
becomes Equation 2.2. Several statistical methods to solve Equation 2.3 for the neutral
wind vector in the E region have been discussed (Heinselman and Nicolls, 2008; Nygrén
et al., 2011). The most straightforward approach, however, is to directly solve Equation
2.3 for u(z), which is valid for a sufficient vertical resolution of the measurements (Bering
and Mozer, 1975; Rino et al., 1977). The direct-solution approach has been applied in
previous studies (Nozawa et al., 2010).

Ion-neutral collision frequency

The importance of the ion-neutral collision frequency νin has been discussed in Section
1.2.1. The vertical νin profile is essential for the ionospheric dynamo region, the ionospheric
currents, and the coupling of the neutral atmosphere and ionosphere. Additionally, it is
required to infer neutral winds from ISR measurements (see Equation 2.3).
Ion-neutral frequencies can be obtained from in situ satellite measurements of the neutral
density by applying Equation 1.1. The neutral density is derived from the atmospheric
drag force acting on the satellites and a global data set of neutral density measurements at
200 - 500 km altitude has been obtained in the last 50 years (Palmroth et al., 2021). There
have been plans about satellite missions on elliptical orbits, providing in situ measurements
as low as 150 km altitude or even below by releasing sub-satellites (Sarris et al., 2020).
In situ measurements of the neutral density in the ionospheric dynamo region are possible
with sounding rockets (Rapp et al., 2001). However, both satellites and sounding rockets
are strongly limited in altitude and measurement time.
The impact of the ion-neutral collision frequency on the ion adiabatic coefficient γi allows
to infer νin from ISR measurements under certain assumptions. One very common method
is to assume equal ion and electron temperature Ti = Te (e.g., Kofman and Lathuillere,
1985; Nygrén, 1996). This assumption, however, is only valid up to approximately 110 km
altitude and only for low Joule heating rates (Nygrén, 1996). Another technique applies
ISR measurements of the vertical ion velocity and 3D electric field vector. The ion-neutral
collision frequency can then be calculated from the vertical component of the steady-state
ion mobility equation in Equation 2.3 (Nygrén et al., 1987; Oyama et al., 2012). However,
this method is restricted by three important assumptions: (1) Reliable measurements
are only possible above ∼ 106 km where the ion velocities are controlled by ionospheric
electrodynamics. (2) There is no vertical neutral wind, i.e. uz = 0. (3) The electric field
is strong enough that neutral dynamo effects can be neglected, i.e. E ≳ 20 mVm−1. A
detailed description of this method and a discussion of its restrictions can be found in
Oyama et al. (2012).

Nygrén (1996) compared both methods for ISR measurements from a single day and the
obtained ion-neutral collision frequencies are shown in Figure 2.3 a). These early measure-
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Figure 2.3: a) Measurements of the ion-neutral collision frequency applying the Ti = Te

method (triangles) and the steady-state vertical ion velocity method (dots). A climatology
νin profile is shown for comparison (solid line). The figure was taken from Nygrén (1996)
with permission from Elsevier. The impact of νin on the incoherent scatter spectrum
depends on the radar frequency. This can be seen by comparing the spectra of two ISRs
for b) low νin in the F region and c) high νin in the E region.

ments indicated that the actual νin profile can deviate quite significantly from climatology
profiles. The upper boundary of the ionospheric dynamo region shown in Figure 1.4 is
therefore not fixed at a certain altitude but can vary strongly. However, both methods
applied to obtain the measurements shown in Figure 2.3 a) are subject to quite significant
assumptions and limitations.
Direct measurements of the ion-neutral collision frequency which require no further as-
sumptions about the background conditions and are not restricted by altitude are more
difficult. Simultaneous measurements of two ISRs with significantly different radar fre-
quencies have been shown to allow for direct νin measurements (Grassmann, 1993). Figure
2.3 b) and c) show the incoherent scatter spectra of a very-high frequency (VHF; f = 224
MHz) and an ultra-high frequency (UHF; f = 929 MHz) ISR at different collision fre-
quencies. It should be noted that the VHF spectra are scaled to UHF frequencies for this
comparison following the procedure described in Grassmann (1993). It can be seen that
the two spectra are highly similar at low collision frequencies, i.e. in the F region. In the E
region, where νin is considerably higher, the two spectra show distinct differences in shape.
Grassmann (1993) suggested multiple methods to infer the ion-neutral collision frequencies
from dual-frequency ISR measurements. Nicolls et al. (2014) were the first to apply one
of these methods, a simultaneous fit of the incoherent scatter spectra with a combined
error function. The first application of the difference spectrum method was presented in
Günzkofer et al. (2023b) and is part of this thesis. This method allows to analyze both ISR
measurements separately and can therefore be based on standard ISR analysis software.



26 2. Methods - measurements and modeling

Figure 2.4: a) EISCAT site in Tromsø, Norway with the VHF (left) and UHF (right)
radars. b) EISCAT site on Svalbard, Norway with the EISCAT ESR system. c) Remote
VHF receiver dish in Kiruna, Sweden. d) Remote VHF receiver dish in Sodankylä, Finland.
e) EISCAT_3D site in Skibotn, Norway during the build-up of the new phased array radar.
f) The antenna elements of the EISCAT_3D radar in Skiboten. Figure credit: The EISCAT
Scientific Association and the individual photographers Craig Heinselman (a, b, and d),
Lars-Göran Vanhainen (c), Johan Svensson (e), and Harri Hellgren (f).

2.2 EISCAT and EISCAT_3D

At the moment, approximately ten incoherent scatter radars are operated worldwide. Sev-
eral of them are located at high northern latitudes, either in the auroral zone or in the polar
cap. The European Incoherent Scatter (EISCAT) Scientific Association operates multiple
ISRs and support systems at several sites in northern Europe shown in Figure 2.4.

The current EISCAT systems include three ISRs: the ultra-high frequency (UHF, 929
MHz) ISR and very-high frequency (VHF, 224 MHz) ISR in Tromsø, Norway (69.6° N,
19.2° E) and the EISCAT Svalbard Radar (ESR) on Svalbard, Norway (78.2° N, 16° E). Ad-
ditionally, the EISCAT Scientific Association operates two receive-only stations in Kiruna,
Sweden (67.9° N, 20.4° E) and Sodankylä, Finland (67.4° N, 26.6° E). The systems cur-
rently operated by the EISCAT Scientific Association are shown in Figures 2.4 a) - d).
Technical documentation of these systems (e.g., dish sizes/shapes, radar modes, and oper-
ation programmes) can be found in Tjulin (2022).
The EISCAT_3D system (McCrea et al., 2015) is a new ISR that is currently in the
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build-up and commissioning phase. EISCAT_3D will be a so-called active phased array
ISR which does not require large antenna dishes to focus the transmitter beam and the
backscattered radio signal. Instead, a focused transmission beam is achieved by a positive
overlap (coherent interference) of the same radio signal transmitted by multiple small an-
tennas combined to an antenna array. This requires that the radio signal is transmitted by
all antennas at a slightly different phase, hence the name phased array radar. Similarly, the
very weak, backscattered radio signal is not focused by large receiver dishes but by adding
up the phase-shifted signals measured by each single antenna. The phase shifts during
signal transmission and reception determine the pointing direction of the radar which can
therefore be steered electronically. The main advantage of phased array radars is there-
fore that multibeam measurements, e.g. the beam-swing mode in Figure 2.2 b), do not
require long cycle times. Simultaneous measurements with up to 30 beams are planned to
allow vertically and horizontally resolved ISR measurements which will be another major
improvement of the EISCAT_3D system.
The main site of the EISCAT_3D system will be close to Skibotn, Norway (69.4° N, 20.3°
E) and is shown in Figure 2.4 e). The radar consists of 109 hexagonal antenna arrays, each
made up of 91 dipole antenna elements which are shown in Figure 2.4 f). The EISCAT_3D
ISR is also planned to allow for tristatic measurements, utilizing two remote receiving sites
in Kaiseniemi, Sweden, and Karesuvanto, Finland. The long-term goal is to have a total
of five measurement sites receiving the EISCAT_3D radio signal.

2.3 Meteor Radars
Meteoroids entering the Earth’s atmosphere are vaporized by friction and form an ionized
meteor trail. The trail plasma is thermalized by the atmosphere, undergoes ambipolar
diffusion, and drifts with the background neutral wind. Meteor radars can leverage the
Doppler shift of the coherent scatter signal from the trail plasma to measure neutral wind
velocities at an altitude of approximately 70 - 110 km (Hocking et al., 2001). Meteor radar
measurements have been applied extensively to study the neutral atmosphere dynamics of
the lower thermosphere (e.g., Pokhotelov et al., 2018; Stober et al., 2021b, and references
there within). Meteor radar data is also shown in Figures 1.6 and 1.8 b). The working
principle of MLT wind measurements with meteor radars is shown in Figure 2.5 a).

The radio signal is backscattered by the plasma column that is the meteor trail. The
backscattering can be described as a mirror-like reflection from the specular point. An
array of receiver antennas allows to determine the angle under which the meteor is detected
(Stober, 2019) and the radial drift velocity can be inferred. Multiple meteor detections
under different angles then allow to infer the 3D neutral wind velocity.
A very recent, major improvement is the application of meteor radar clusters that combine
measurements of multiple meteor radars with overlapping fields of view. One such cluster
is the Nordic Meteor Radar Cluster (Stober et al., 2021a, 2022) which includes radars in
Tromsø (TRO, Norway), Alta (ALT, Norway), Kiruna (KIR, Sweden), and Sodankylä
(SOD, Finland) as shown in Figure 2.5 b). The Nordic Meteor Radar Cluster allows



28 2. Methods - measurements and modeling

Figure 2.5: a) Illustration of the meteor radar working principle. b) Stations of the Nordic
Meteor Radar Cluster. Figure credit: a) Stober (2019) and b) Stober et al. (2021a).

horizontally resolved neutral wind measurements over an area of 660 × 660 km with a 30
km resolution. Therefore, both the vertical and the horizontal structure of atmospheric
gravity waves (see Section 1.3.2) can be investigated. Additionally, the overlap of the fields
of view leads to a significantly higher number of meteor trail detections, allowing for a
higher time resolution.

2.4 Atmosphere-Ionosphere models
Though incoherent scatter radars and meteor radars are very powerful instruments for
studying atmosphere-ionosphere coupling processes, they both have distinct limitations.
Radars only provide local measurements at a single point of the Earth’s surface and even
multibeam phased-array ISRs and meteor radar clusters are strongly limited in horizontal
coverage. Meteor radars are limited in altitude to about 70 − 110 km where meteor trails
form. And even though it has been shown in Section 2.1 that multiple ionosphere and neu-
tral atmosphere parameters can be inferred from ISR measurements, there are limitations
to what information we can obtain. Atmosphere-ionosphere models can provide informa-
tion that is not available from measurements though the capabilities of these models have
to be assessed carefully.
First of all, one has to distinguish between empirical and physics-based models. Empirical
models infer the state of a system from certain input parameters by statistical estimation
from a large measurement dataset. Empirical models therefore give an average background
state, in atmospheric physics called climatology, and cover predictable changes with e.g.
local time, day of the year, or throughout a solar cycle, very well. They can be ap-
plied to provide information about the slow-changing background state of the atmosphere-
ionosphere system but do not allow to study specific processes, e.g. atmospheric waves.
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Physics-based models on the other hand apply physical laws to calculate the state of a sys-
tem from initial conditions. Physics-based models can reproduce specific processes in the
atmosphere-ionosphere system since they include the underlying physical laws. However,
their spatial and temporal resolution is limited by computational resources, e.g. gravity
waves are often not resolved in atmosphere-ionosphere models but empirically parameter-
ized instead. Physics-based models require an initial state and, as far as possible, exact
boundary conditions to give accurate results. Some physics-based atmosphere-ionosphere
models are whole-atmosphere models and extend down to the surface of the Earth. They
can be restrained (nudged) to meteorological measurements at low altitudes which are way
more common than measurements at ionospheric altitudes. Since the Sun and the solar
wind can not be included in atmosphere-ionosphere models, the external forcing by plasma
convection and particle precipitation is mostly empirically parameterized as well.
With increasing computational power, improved understanding of the physical processes,
and a larger number of measurements, physics-based models might eventually be devel-
oped into reliable forecasts of the atmosphere-ionosphere system and space weather. The
validation of model results with observations is essential for this development. Therefore
atmosphere-ionosphere models are both, an extension of our limited measurement capa-
bilities and the motivation to conduct measurements. The empirical and physics-based
atmosphere-ionosphere models applied for this thesis will be briefly introduced.

2.4.1 Empirical atmosphere, ionosphere, and convection models
The different versions of the US Naval Research Laboratory Mass Spectrometer and Incoher-
ent Scatter Radar (NRLMSIS) model (in earlier versions only called MSIS) are commonly
applied as empirical climatology of the Earth’s neutral atmosphere (Hedin, 1991; Picone
et al., 2002). The (NRL)MSIS model gives the densities of seven neutral particle species
and the neutral atmosphere temperature from the ground to 1000 km altitude and includes
local time-, seasonal-, and solar cycle-dependent variations.
The International Reference Ionosphere (IRI) is an empirical ionosphere model based on a
large number of ground- and satellite-based observations (Rawer et al., 1978; Bilitza et al.,
2022). The IRI model gives the densities of five ion species, the ion and electron tempera-
tures, and the electron density (equivalent to the sum of the five ion densities). (NRL)MSIS
and IRI are often combined to obtain a climatology of the atmosphere-ionosphere system
and have been leveraged to create Figures 1.1, 1.4, and 1.5 a).
As mentioned previously, external forcing of the ionosphere e.g. from the solar wind has
to be empirically parameterized in physics-based models. The polar plasma convection in-
troduced in Figure 1.2 is one of the main external forcing mechanisms in the high latitude
ionosphere. There are several empirical convection models, two of the most commonly
applied ones are the Heelis (Heelis et al., 1982) and the Weimer (Weimer, 2005) models.
The convection pattern can be expressed as an electric potential field Φ, i.e. the ion con-
vection velocity is given as vi = (E × B) /B2 = (−∇Φ × B) /B2. The Heelis model infers
the polar electric potential field from the Kp index that is commonly applied to quantify
the general level of geomagnetic activity (Bartels et al., 1939). The Weimer model applies
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a set of spherical functions to infer the potential field from several solar wind parameters
and the interplanetary magnetic field.

2.4.2 General Circulation Models
General Circulation Models (GCMs) are physics-based atmosphere models that solve the
discretized, basic fluid dynamics equations and chemistry on a spherical grid. GCMs that
cover ionospheric altitudes have to include the required electrodynamics and ion chemistry
as well. Whole-atmosphere models require boundary conditions for the Earth’s surface
and can be coupled with other models describing e.g. the Earth’s ocean and land surface.
As mentioned before, whole-atmosphere models can be nudged to meteorological measure-
ments at lower altitudes (below approximately 30 − 50 km).
The Ground-to-topside model of Atmosphere and Ionosphere for Aeronomy (GAIA) con-
sists of separate atmosphere, ionosphere, and electrodynamics models which are coupled
(Jin et al., 2008, 2012). It is a whole-atmosphere model, constrained to measurements
up to about 30 km altitude, and provides amongst other parameters plasma and neutral
particle densities, temperatures, and 3D neutral winds and ion velocities. At high lati-
tudes, GAIA does apply a symmetric convection pattern with a fixed cross-polar potential
difference of 40 kV. This corresponds to a constant, low geomagnetic activity. It should
be noted that the different parts of GAIA employ different coordinate systems, i.e. the
atmosphere model applies hydrostatic pressure levels while the ionospheric model is based
on fixed altitude gates with a resolution of 10 km. The model parameters are therefore
available on different grids.
The Whole-Atmosphere Community Climate Model with thermosphere and ionosphere ex-
tension (WACCM-X) is the atmospheric part of the Community Earth System Model
(CESM) (Hurrell et al., 2013; Liu et al., 2018). Both the neutral atmosphere and the
ionosphere equations are solved on a hydrostatic pressure level grid. Below approximately
50 km altitude, the model is nudged to meteorological measurements. The polar plasma
convection is parameterized with the Heelis model described in the previous section. The
WACCM-X is continuously updated, the most notable recent progress being the develop-
ment of a high-resolution version that aims to resolve atmospheric gravity waves directly
(Liu et al., 2023).
Other than the two GCMs described so far, the Thermosphere Ionosphere Electrodynamics -
General Circulation Model (TIE-GCM) (Richmond et al., 1992) is not a whole-atmosphere
model. As the name suggests, it only describes the neutral atmosphere and ionosphere
at thermospheric altitudes above approximately 98 km. At the lower boundary, a clima-
tology model is applied to include upward propagating tides from the lower and middle
atmosphere. The TIE-GCM applies hydrostatic pressure levels and the polar plasma con-
vection can be parametrized with the Heelis and the Weimer model. Since it does not
cover the entire atmosphere, the TIE-GCM requires significantly less computational power
and is therefore available to a wider range of researchers. Within the German Aerospace
Center (DLR), TIE-GCM runs with personal specifications can be performed on the high-
performance data analysis cluster Kratos. TIE-GCM data is shown in Figure 1.7.
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Results

The science questions presented in Section 1.4 have been investigated and the results have
been published in the articles attached in Appendix A. Following, the main findings of
each publication are presented.

3.1 In situ forcing of semidiurnal tidal oscillations in
the transition region (Günzkofer et al., 2022)

We analyzed an EISCAT UHF ISR measurement campaign that took place over approx-
imately 20 days during September 2005 (Nozawa et al., 2010). A stochastic inversion
method (Nygrén et al., 2011) was applied to obtain 3D ion velocity vectors and the neutral
winds were calculated with the steady-state ion mobility equation (see Equation 2.3). In
combination with the Kiruna meteor radar, this allowed us to investigate tidal oscillations
of the neural wind at an altitude range of 80 − 142 km. An adaptive spectral filter (ASF)
method (Stober et al., 2021b) was applied to determine the amplitudes and phases of tidal
oscillations in the zonal and meridional neutral wind components. The amplitude ratio of
semidiurnal and diurnal oscillations is shown in Figure 3.1.

It was found that the zonal neutral wind exhibits a transition from predominant semid-
iurnal oscillations to diurnal oscillations at about 110 − 120 km altitude. This is in agree-
ment with the expected behavior for tidal oscillations in the high-latitude thermosphere-
ionosphere described in Section 1.3.1 (Andrews et al., 1987; Nozawa et al., 2010). The
meridional neutral wind, however, showed strong 12 h tidal oscillations at altitudes ≲ 110
km and ≳ 130 km. The existence of an upper band of strong semidiurnal oscillation is
in contradiction to the classical expectations. The phase of the semidiurnal oscillations
obtained from the ASF analysis showed a steady phase progression up to about 120 km
altitude. This indicates that upward-propagating atmospheric tides are the origin of these
oscillations. At higher altitudes, a constant phase was observed which suggests that the
upper band of semidiurnal oscillations in Figure 3.1 is forced in situ in the thermosphere.
Multiple thermosphere-ionosphere model runs with GAIA, WACCM-X, and TIE-GCM
were investigated for signs of semidiurnal oscillations at ≳ 130 km altitude. From global
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Figure 3.1: Ratio of semidiurnal to diurnal oscillation amplitude in the zonal (top) and
meridional (bottom) neutral wind (Figure 3 in Günzkofer et al., 2022).

thermosphere-ionosphere model data, the zonal wavenumber of tidal oscillations can be
determined in addition to the wave period. An extended ASF method was applied to
determine the amplitudes and phases of diurnal and semidiurnal oscillations with zonal
wavenumbers −3 ≤ k ≤ 3 at the location of the EISCAT UHF ISR. It was found that
the migrating modes DW1 and SW2 show the strongest amplitudes in the ionospheric
transition region. Additionally, all models showed significant semidiurnal oscillations of
the meridional neutral wind velocity above about 130 km altitude. The absence of such
oscillations in the zonal wind component was also reproduced in all model runs. In total,
five model runs with different representations of the most important forcing mechanisms
of tidal oscillations in the transition region (upward-propagating atmospheric tides, polar
plasma convection, and EUV absorption) were analyzed. It was found that in model runs
with constant, weak polar plasma convection, the semidiurnal oscillation amplitude above
130 km altitude is significantly reduced in comparison to models with parameterized con-
vection. For a constant, low EUV irradiation, the models showed a sporadically reduced
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amplitude in the upper band of semidiurnal oscillations compared to parameterized EUV
irradiation. The absence of upward-propagating tides from lower atmospheric regions,
however, only affected the semidiurnal oscillations below about 120 km altitude.
Therefore, both measurement and model results suggest the existence of strong semidiurnal
oscillations in the meridional neutral wind above ∼ 130 km altitude. No such oscillations
are found in the zonal wind component. Measurements of the tidal phase and mechanistic
model investigations of the most common forcing mechanisms suggested in situ forcing
of these oscillations. In the strongly driven high-latitude ionosphere, upward-propagating
atmospheric tides seem to be of minor importance above the transition region. This is a
vast contrast from the equatorial latitudes where tidal waves from the lower atmosphere
significantly impact the ionosphere (Immel et al., 2006; Häusler and Lühr, 2009; Lühr and
Manoj, 2013). Both the polar plasma convection and the absorption of EUV radiation seem
to contribute significantly to the in situ forcing of semidiurnal oscillations in the thermo-
sphere. A day-night asymmetry of the polar plasma convection pattern would explain the
presence of semidiurnal oscillations in the meridional but not the zonal wind component.

3.2 Inferring neutral wind velocities from AGW-TID
observations (Günzkofer et al., 2023a)

Three-dimensional observations of atmospheric gravity wave-traveling ionospheric distur-
bances (AGW-TIDs) mostly require the combination of multiple instruments to obtain the
required coverage and resolution (van de Kamp et al., 2014). We analyzed measurements
with the EISCAT VHF ISR and the Nordic Meteor Radar Cluster for signs of AGW-TIDs.
The EISCAT measurements were analyzed at 110−170 km altitude with a time resolution
of 1 min. The meteor radar measurements cover a horizontal area of 660 km × 660 km
over Fennoscandia (see Figure 2.5 b) at 80 − 100 km altitude with a time resolution of 10
min. The application of Fourier filters allowed the extraction of wave signatures in the ISR
electron density and the meteor radar neutral wind measurements. Figure 3.2 a) and b)
show the vertical and horizontal wave signatures found with the respective instruments.

Least-square fits of the wave patterns in the time-altitude and horizontal measurement
cross-sections were applied. From the fitted wave patterns, the vertical phase lines (red and
dotted lines in Figure 3.2 a) and the wave parameters, i.e. vertical and horizontal wave-
lengths λz and λH , wave period τ , and propagation direction α, were determined. Since
the meteor radar measurements allow to investigate a limited altitude range, the wave
period τ and the vertical wavelength λz could be determined from both measurements to
some extent. It was found that these two parameters agree reasonably well at the closest
altitudes of both measurements. This suggests that the TID is the ionospheric signature
of the observed AGW.
The dispersion relation of AGWs relates the wave parameters to the conditions and dynam-
ics of the background neutral atmosphere. Assuming the neutral atmosphere given by the
empirical NRLMSIS model, the neutral wind velocity along the direction of the horizontal
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Figure 3.2: a) A TID is observed in filtered electron density measurements with the EIS-
CAT ISR. The vertical and temporal wave characteristics are determined from the phase
lines (dotted and red). b) Filtering the neutral wind velocity measured with the Nordic
Meteor Radar Cluster allows to infer the horizontal wave parameters of an AGW. c) A ver-
tical neutral wind profile can be inferred by applying the wave parameters and the gravity
wave dispersion relation (Figures 4, 6, and 7 in Günzkofer et al., 2023a).

wave vector can be inferred using the obtained wave parameter measurements (Nicolls and
Heinselman, 2007; Nicolls et al., 2013). A non-linear least-square fit was applied to de-
termine the vertical neutral wind profile from the viscous and non-viscous formulations of
the gravity wave dispersion relation (Vadas and Fritts, 2005). The obtained profiles were
compared to the neutral wind measurements with the Nordic Meteor Radar Cluster and
the profile given by the empirical Horizontal Wind Model (HWM14, Drob et al., 2015).
The neutral wind profiles are shown in Figure 3.2 c).
It can be seen that the neutral wind profiles inferred from both dispersion relation formula-
tions agree well up to about 145 km altitude. At higher altitudes, the fit of the non-viscous
dispersion relation does not converge, presumably due to the increase of atmospheric vis-
cosity with altitude. The inferred neutral wind profiles agree well with the meteor radar
measurements at about 85 − 100 km altitude. The profiles also follow the general trend of
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the climatology wind profile at higher altitudes.
In summary, it was shown that a combination of the EISCAR ISR and the Nordic Meteor
Radar Cluster observations allows us to connect TID and AGW observations and perform
3D wave measurements. It can be seen that the thermospheric neutral wind impacts the
TID wave parameters according to the gravity wave dispersion relation. This is important
for ionosphere and space weather research in multiple ways. For one, this shows that an
empirical parameterization of gravity wave-forced TIDs in thermosphere-ionosphere mod-
els can utilize the gravity wave dispersion relation. Including such parameterizations might
significantly improve the representation of how atmospheric processes impact ionospheric
variability. Additionally, AGW-TID observations might provide a new method for neutral
wind measurements in the lower thermosphere, potentially helping to close or narrow the
thermospheric gap (Oberheide et al., 2011) of wind measurements.

3.3 Optimizing the empirical scaling factor for model
Joule heating rates (Günzkofer et al., 2024)

We studied how the known variation of Joule heating rates in the TIE-GCM atmosphere-
ionosphere model with geomagnetic conditions, magnetic local time, and ion convection
parameterization (Baloukidis et al., 2023) affects the necessary empirical scaling of model
Joule heating rates. A database of more than 2000 hours of EISCAT ISR beam-swing
measurements was assembled and analyzed with the GUISDAP software package. The
obtained line-of-sight ion velocities were converted to 3D ion velocity vectors by applying
a stochastic inversion method (Nygrén et al., 2011). For each measurement campaign
included in the database, we conducted two TIE-GCM runs with Heelis and Weimer polar
plasma convection parameterization. The F region electric field vector can be calculated
from the measurement and model ion velocities using Equation 2.2 assuming a collision-less
ionosphere at these altitudes (see Appendix B). Vertical profiles of the local Joule heating
rate were calculated from the measurement and model results for electron density and
ionospheric electric field (Vickrey et al., 1982). The neutral atmosphere density and wind
velocities were taken from the TIE-GCM results. Figure 3.3 a) shows the three median
Joule heating rate profiles at 90−185 km altitude for one measurement campaign included
in the database. It is known that atmosphere-ionosphere models require empirical scaling
of the Joule heating rate to compensate for dynamics that are not resolved in the model
(Codrescu et al., 1995). Therefore, a non-linear least square fit of the vertical profile was
conducted to determine the ideal scaling factor. Figure 3.3 b) shows the same profiles after
the two model profiles have been scaled. The height-integrated Joule heating rates are
given in the figure legend.

It was found that the standard scaling factor f = 1.5 applied in the TIE-GCM is ap-
propriate for average conditions and both Heelis and Weimer convection. In the next step,
the Joule heating rate profiles were binned with respect to the Kp index, solar wind pa-
rameters, and the magnetic local time. Since the model output interval is larger than the
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Figure 3.3: a) Vertical profiles of the local Joule heating rate calculated from EISCAT
ISR measurements and TIE-GCM model runs with Heelis and Weimer convection param-
eterization. b) The two model profiles are linearly scaled to fit the Joule heating rates
calculated from EISCAT measurements (Figure 3 in Günzkofer et al., 2024).

measurement resolution, a nearest-neighbor interpolation was applied to obtain the same
number of Joule heating profiles calculated from measurement and model results. For each
bin, the median profile was calculated and the required scaling factor was determined.
We found that the required Joule heating rate scaling factor varies within a range of
f ∼ 0.5−20. Distinct correlations of the Joule heating rate and the required scaling factor
with geomagnetic and solar wind conditions, magnetic local time, and the applied convec-
tion model were found. The strongest deviations from the standard f = 1.5 factor were
found for low Kp index and weak solar wind forcing. However, since the Joule heating rates
are generally low under these conditions, the absolute uncertainty caused by the scaling
factor is minor. At high geomagnetic and solar wind activity, however, small deviations of
the required scaling factor were found to have a quite significant impact on the absolute
Joule heating rate. The variation of the Joule heating rate with magnetic local time was
found to be generally well represented by the model results. However, distinct deviations
were found, e.g. Weimer-driven TIE-GCM runs tend to underestimate the Joule heating
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rate during day- and overestimate them during nighttime.
It was shown that a constant Joule heating rate scaling factor leads to significant uncertain-
ties in model Joule heating rates compared to heating rates calculated from measurements.
Assuming that future space weather forecasts will not be able to resolve sufficiently small
temporal and spatial scales, an accurate empirical scaling of Joule heating rates will be
required. The main result of this work was the creation of several look-up tables for the
required scaling factor under various conditions. This allows users of the TIE-GCM to
adjust the Joule heating rates accordingly.

3.4 Direct measurement of ion-neutral collision fre-
quency profiles (Günzkofer et al., 2023b)

Measuring the ion-neutral collision frequency is often limited by a large number of require-
ments to the ionospheric conditions (Nygrén, 1996; Oyama et al., 2012). Dual-frequency
ISR measurements allow us to directly measure the ion-neutral collision frequency (Grass-
mann, 1993). We planned, scheduled, and analyzed multiple simultaneous EISCAT UHF
and VHF campaigns. In these campaigns, different EISCAT ISR radar modes were applied
to investigate different regions of the thermosphere-ionosphere. Figure 3.4 a) shows the
measured incoherent scatter spectra obtained during the DLR EISCAT campaign on 27
September 2021. It can be seen how the signal amplitude varies with altitude and how the
UHF and VHF spectra change their shape differently with varying collision frequencies.

Several analysis methods have been suggested to infer the ion-neutral collision frequency
from dual-frequency ISR measurements (Grassmann, 1993). Simultaneous analysis of both
spectra with a combined error function is presumably the most reliable method but requires
implementing a highly specialized analysis software (Nicolls et al., 2014). We presented
the (to our knowledge) first implementation of the so-called difference spectrum method
(Grassmann, 1993). Hereby, the two spectra are analyzed separately with the standard
GUISDAP ISR software and combined into the difference spectrum in a second step. This
second step requires the scaling of the VHF spectrum to UHF frequencies. A correction
parameter β is introduced during this scaling process to compensate for technical differ-
ences between the two radars. The β parameter is determined at F region altitudes where
the ionosphere can be assumed as collision-less (see Appendix B). A distinct altitude de-
pendence of the β parameter was observed for some campaigns. This is presumably caused
by the different beam shapes of the EISCAT UHF and VHF radars and a consequent vari-
ation of the overlap volume with altitude. The difference spectrum method requires only
minor changes to the GUISDAP software. Therefore, it can be applied by a wide range of
researchers and it can be easily adapted for different radar modes.
A non-linear least-square fit of the difference spectrum was applied to infer the ion-neutral
collision frequency profile shown in Figure 3.4 b). The inferred profile is compared to the
climatology profile calculated from the neutral atmosphere density given by the empirical
NRLMSIS model according to Equation 1.1. It can be seen that the inferred ion-neutral
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Figure 3.4: a) Incoherent scatter spectra obtained from simultaneous EISCAT UHF and
VHF measurements. b) Ion-neutral collision frequency profile inferred with the difference
spectrum method compared to a climatology profile (Figures 1 and 2 in Günzkofer et al.,
2023b).

collision frequency profile deviates significantly from the climatology profile though the
general trend and range of values agree well. Such notable deviations from climatology
profiles have been reported previously (see Figure 2.3, Nygrén, 1996) and were interpreted
as the result of neutral atmosphere up-welling due to ionospheric heating processes (Oyama
et al., 2012). The profile shown in Figure 3.4 b) could therefore be caused by ionospheric
heating at about 100 − 115 km altitude which results in a reduced neutral density in this
region. Consequently, the atmospheric density is increased at higher altitudes.
Since climatology ion-neutral collision frequency profiles are very commonly assumed in
atmosphere-ionosphere coupling studies (see e.g., Günzkofer et al., 2022, 2024), being able
to directly and reliably measure these profiles is a major improvement. As shown in Section
1.2, the ion-neutral collision frequency profile is of major importance for the conductivity
tensor in the ionospheric dynamo region. Knowledge about the dynamics of the ion-neutral
collision frequency profile might therefore be essential for space weather forecasts.



Chapter 4

Summary and Outlook

The objective of this thesis was to quantitatively determine the impact of atmospheric
waves and collisional atmosphere-ionosphere coupling on space weather. Due to its high
importance for space weather, the focus of this thesis was the high-latitude ionospheric
dynamo region. Two types of atmospheric waves (tides and gravity waves) have been stud-
ied, especially the respective impact of upward-propagating and in situ generated waves.
The characteristics of atmospheric gravity waves and the ionospheric disturbances caused
by them were investigated. Electric currents in the high-latitude dynamo region can cause
potentially disastrous space weather impacts on human infrastructure. This thesis inves-
tigated the Joule heating of the upper atmosphere caused by Pedersen currents. The
required empirical scaling of Joule heating rates in current atmosphere-ionosphere mod-
els (and presumably also future space weather forecasts) was studied. These currents are
the result of the collisional coupling between the neutral atmosphere and the ionosphere,
i.e. the vertical profile of the ion-neutral collision frequency. This thesis presented a new
method for direct ion-neutral collision frequency measurements.
It was shown that the impact of upward-propagating atmospheric waves on the high-
latitude ionosphere is different for tides and gravity waves. The influence of upward-
propagating atmospheric tides was limited to ≲ 120 km altitude due to the strong tidal
forcing of the polar plasma convection. Upward-propagating gravity waves were shown to
cause variability of the ionosphere up to F region altitudes. Atmospheric waves therefore do
contribute to space weather but their impact seems to be limited in the presence of strong
external forcing. However, especially atmospheric gravity waves and the accompanying
traveling ionospheric disturbances might be important for future space weather prediction
capabilities. Additionally, the observation of ionospheric disturbances allows us to infer
information about the neutral atmosphere at altitudes that are scarcely covered by atmo-
spheric measurement instruments. The collisional coupling of the neutral atmosphere and
the ionosphere was shown to impact the space weather significantly. The representation of
the upper atmosphere Joule heating in atmosphere-ionosphere models was improved. Many
space weather applications and models rely on climatology ion-neutral collision frequency
profiles. This thesis presented direct measurements of the collision frequency and showed
significant deviations from the climatology. Such measurements might be extended to im-
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prove our understanding of the collisional atmosphere-ionosphere coupling and increase the
accuracy of ionosphere and space weather models.
In summary, quantifying the impact of atmospheric waves and collisional atmosphere-
ionosphere coupling on space weather requires a thorough understanding of a large number
of processes. The presented work improved both measurement capabilities and quantitative
understanding of several atmosphere-ionosphere coupling processes. This thesis, therefore,
helps to empirically parameterize the impact of high-latitude atmosphere-ionosphere cou-
pling for future space weather forecasts.

Future investigations of high-latitude space weather rely on the development and oper-
ation of new measurement instruments. The EISCAT_3D radar will increase our measure-
ment capabilities and provide an enormous step forward in high-latitude space weather re-
search. Multibeam experiments, possible due to the phased array concept, will significantly
increase the time resolution of 3D ion velocity and electric field measurements. Studies of
the plasma convection pattern and the neutral wind velocity will be significantly improved.
A low-power continuous operation mode would allow to measure the neutral wind contin-
uously instead of on a campaign basis. The tidal dynamics in the upper atmosphere could
be investigated more extensively and the interaction of atmospheric and in situ tides could
be studied more closely. Similarly, the available measurements of ionospheric currents will
strongly increase and allow the validation of atmosphere-ionosphere models with higher
reliability. This could be applied to Pedersen currents and the consequent Joule heating
as shown in this thesis as well as to Hall currents and the consequent geomagnetic dis-
turbances. Another application of multibeam ISR experiments is to conduct horizontally
resolved measurements. With a sufficient number of beams, it might be possible to obtain
3D measurements of TIDs from ISR observations. If it can be shown that these TIDs are
induced by atmospheric gravity waves, neutral atmosphere parameters could be inferred
from 3D TID observations.
An extension of the Nordic Meteor Radar Cluster by further radar stations would increase
the time resolution and altitude range of wind measurements due to a larger number of
total meteor detections. Thereby, highly resolved 3D AGW observations would be possible
in the mesosphere and lower thermosphere. These could be applied to obtain a database
of AGW characteristics and improve empirical AGW parameterizations for space weather
predictions. Automated detection and characterization of AGWs could be obtained by
replacing the Fourier filter methods applied in this thesis with a 3D S-transform technique.
The dual-frequency ISR experiments presented in this thesis will not be possible with the
upcoming EISCAT_3D system since it will include only a single transmitter. During the
first measurements of the EISCAT_3D ISR, there is the possibility of triple-frequency ISR
experiments in combination with the EISCAT UHF and VHF radars which will be decom-
missioned soon after. Such historically unique measurements would allow to validate the
difference spectrum method presented in this thesis. Whether the EISCAT Scientific As-
sociation will aim for scientific triple-frequency experiments is currently under debate. In
the long term, it should be aimed to add a second transmitter to the EISCAT_3D system
to continue and extend the ion-neutral collision frequency measurements.
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1. Introduction
The ionospheric dynamo region marks the transition from a collision-dominated plasma below approximately 
90 km to a nearly collisionless plasma above approximately 150 km. Across this transition region, ion/electron 
gyrofrequencies Ωi/e are of the same order as collision frequencies νin/en. Therefore, Pedersen and Hall conduc-
tivities maximize at these altitudes. Pedersen and Hall currents perpendicular to the magnetic field close the 
global magnetospheric field-aligned current system. Dynamic processes in the transition region can be forced 
either from “above” (plasma convection, in situ absorption of solar irradiance, auroral precipitation, etc.) or from 
“below” (upward-propagating waves from the lower atmosphere). Determining the actual forcing of specific 
effects in the transition region will help understanding the complex solar-terrestrial coupling processes.

One parameter to quantify the respective impact of atmospheric and solar effects are tidal neutral wind oscilla-
tions. The largest amplitudes can be expected for diurnal (24 hr period) and semidiurnal (12 hr period) variations. 
Upward-propagating atmospheric tides of both periods are mostly forced due to UV absorption by stratospheric 
ozone and infrared absorption by tropospheric water vapor. The classical tidal theory (Andrews et  al.,  1987; 
Lindzen, 1979; Oberheide et al., 2011) suggests the semidiurnal atmospheric tides to dominate at latitudes above 
approximately 45°. However, predominantly diurnal wind oscillation forced by EUV absorption at high altitudes 

Abstract At high-latitudes, diurnal and semidiurnal variations of temperature and neutral wind velocity 
can originate both in the lower atmosphere (UV or infrared absorption) and in the thermosphere-ionosphere 
(ion convection, EUV absorption). Determining the relative impact of different forcing mechanisms gives 
insight to the vertical coupling in the ionosphere. We analyze measurements from the incoherent scatter radar 
(ISR) facility operated by the EISCAT Scientific Association. They are complemented by meteor radar data 
and compared to global circulation models. The amplitudes and phases of tidal oscillations are determined 
by an adaptive spectral filter (ASF). Measurements indicate the existence of strong semidiurnal oscillations 
in a two-band structure at altitudes ≲110 and ≳130 km, respectively. Analysis of several model runs with 
different input settings suggest the upper band to be forced in situ while the lower band corresponds to 
upward-propagating tides from the lower atmosphere. This indicates the existence of an unexpectedly strong, in 
situ forcing mechanism for semidiurnal oscillations in the high-latitude thermosphere. It is shown that the actual 
transition of tides in the altitude region between 90 and 150 km is more complex than described so far.

Plain Language Summary Solar and atmospheric variability influence the ionosphere, causing 
critical impacts on satellite and ground-based infrastructure. Determining the dominant forcing mechanisms for 
ionosphere variability is important for prediction and mitigation of these threats. However, this is a challenging 
task due to the complexity of solar-terrestrial coupling processes. Tidal oscillations (mostly 12 and 24-hr 
periods) allow for a rough estimations of whether forcing from “above” or “below” dominates. The classical 
understanding is that 12-hr oscillations propagate upwards from below while 24-hr oscillations are forced at 
high altitudes. We analyze data from two radar systems and three global ionosphere models and show that the 
altitude structure of tidal oscillations is in fact more complex than classically assumed.
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are expected to increase at high-latitudes (Straus et al., 1975). In the same region, the reconnection between the 
Earth's magnetic field and the interplanetary magnetic field leads to a large-scale plasma convection pattern (see 
e.g., Kelly, 2009). From the frame of reference of a local observer, this is perceived as 24-hr oscillation of ion 
velocities. This motion is transferred to the neutral particles via ion drag and frictional heating. It is classically 
assumed that there is a transition from dominant 12 hr to dominant 24 hr oscillation regimes at approximately 
110–120 km altitude (Andrews et al., 1987) which has also been observed (Nozawa et al., 2010). However, there 
has been evidence for nonnegligible semidiurnal oscillations as far up as approximately 250 km (Lee et al., 2018; 
Schunk & Nagy, 2009; Wu et al., 2017). Whether these 12 hr oscillations are forced by atmospheric tides prop-
agating up into the F-region or in situ generated oscillations remained an open question. One problem here is a 
general lack of continuous measurements in the region from 120 to 250 km.

We employ two well-established observation techniques to measure neutral wind velocities across the 
mesosphere-lower-thermosphere region: meteor radars and incoherent scatter radar (ISR). While meteor radars 
are restricted in altitude coverage by meteor trail occurrence, ISR can in principle cover the whole range from 
the mesopause well into the thermosphere. The actual altitude coverage, however, depends on the experiment 
mode and can therefore be limited. In this paper, we leverage the co-located Nordic Meteor Radar Network to 
validate the EISCAT neutral wind measurements. Based on the combined neutral wind data set, we estimated 
12 and 24 hr oscillations at altitudes between 80 and 142 km. It has to be considered that local measurements do 
not provide information on the zonal wave number to separate migrating (sun-synchronous) and nonmigrating 
modes. We analyze data from three global ionosphere models (GAIA, WACCM-X, and TIE-GCM) to overcome 
the limitations of measurements in latitude, longitude, and altitude. This allows to analyze global tidal modes and 
the variation of amplitudes with latitude. Additionally, it can be investigated how well the amplitude variation 
over the limited measurement range fits the general structure. Model runs with different geomagnetic, solar, and 
atmospheric input can be leveraged to compare the impact of the most important forcing mechanisms. Oscillation 
amplitudes are extracted by applying an adaptive spectral filter (ASF) technique (Stober et al., 2017).

The further structure of the paper is as follows. Section 2 presents the experimental setup and outlines the respective 
methods of neutral wind measurements and amplitude fitting. The ionosphere models and the specifics of the analyzed 
runs are briefly introduced in Section 3. Section 4 presents the results from the analysis of measurement data and 
highlights the most important findings. The analysis and findings from model data are shown in Section 5. Section 6 
summarizes the results from both observation and model data analyses and the paper is concluded in Section 7.

2. Instruments and Methods
2.1. EISCAT Ultra High Frequency Incoherent Scatter Radar

The EISCAT ultra high frequency (UHF) radar at Tromsø (69.6°N, 19.2°E) (Folkestad et al., 1983) is a power-
ful ISR with about 1.5–2 MW peak power on transmission operating at a frequency of 930 MHz. The system 
employs a dish with 32 m in diameter resulting in a beam width of about 0.7° corresponding to an antenna direc-
tive gain of approximately 48.1 dBi.

In this paper, we analyze UHF EISCAT observations collected during a campaign over more than 20 days in 
September 2005. This data set presents one of the longest continuous ISR measurements ever performed world-
wide. More details on the experiment, data gaps, and data quality throughout the campaign are presented in 
Nozawa et  al.  (2010). Here, we make use of the existing data base. The EISCAT UHF radar in Tromsø was 
operated in the beam swinging mode in which the radar rotates back and forth between four different pointing 
directions (south, south-east, field aligned, and vertical) (Collis, 1995). The dwell times at the four positions and 
the rotation times in between result in a total time resolution of approximately 6 min. From the line of sight ion 
velocities measured at each pointing direction, three dimensional ion velocity vectors can be derived by inverting 
the radial wind equation (Nygrén et al., 2011). The advantage of beam swinging measurements is that it does 
not require rotating the dishes of remote receiving cites to obtain vector velocities for several altitudes. However, 
beam swinging measurement are limited to E-region altitudes, where the four beams have not yet dispersed too 
far. Three-dimensional ion velocity vectors are calculated for seven altitude gates between 96 and 142 km. An 
additional gate was obtained with the remote receivers at Kiruna and Sodankylä which where pointed with a fixed 
elevation to intersect the vertical beam at approximately 300 km altitude. The ion velocity uncertainties originate 
from the incoherent scatter spectrum fit uncertainties propagated through the geometrical transformation.
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2.2. Neutral Wind Calculation From ISR Measurements

The procedure of calculating E-region neutral wind velocities u from incoherent scatter measurements was 
described in Brekke et  al.  (1973). It assumes a steady ion velocity vi due to an equilibrium of Lorentz and 
ion-neutral friction force. For sufficient altitude resolution, the direct solution of the steady state ion mobility 
equation can be applied (Rino et al., 1977)

𝐮𝐮 = 𝐯𝐯𝑖𝑖 −
Ω𝑖𝑖

𝐵𝐵𝐵𝐵𝑖𝑖𝑖𝑖
(𝐄𝐄 + 𝐯𝐯𝑖𝑖 × 𝐁𝐁) . (1)

Equation  1 requires knowledge of the magnetic field B, the ion gyrofrequency Ωi, the ion-neutral collision 
frequency νin, and the electric field E. As magnetic field, the international geomagnetic reference field (IGRF) 
(Barraclough, 1988) is employed. The ion gyrofrequency is calculated from the magnetic field strength and the 
mean ion mass mi = 30.5 amu. The electric field can be calculated at F-region region altitudes and assumed to 
be the same (geometrical effects aside) in the E-region (Brekke et al., 1973; Nozawa & Brekke, 1999; Nozawa 
et al., 2010). Since ion-neutral collisions can be neglected at higher altitudes, the F-region ion velocity vi,F is 
determined by E × B-drifts. The electric field is then calculated as 𝐴𝐴 𝐄𝐄 = − (𝐯𝐯𝑖𝑖𝑖𝑖𝑖 × 𝐁𝐁) where vi,F is obtained from 
the highest altitude channel at approximately 300 km. The atmospheric forcing from below strongly depends 
on the altitude dependent ion-neutral collision frequency νin. Commonly, collision frequencies are inferred 
from a model neutral atmosphere (e.g., MSIS Hedin, 1991) and a collision model which can be either empirical 
(Chapman, 1956) or analytical (Schunk & Walker,  1973). In this paper, we apply the NRLMSISE-00 model 
(Picone et al., 2002) and the empirical model for ion-neutral collision frequencies

𝜈𝜈𝑖𝑖𝑖𝑖 = 2.6 ⋅ 10−9 ⋅ 𝑖𝑖𝑖𝑖
[

cm
−3
]

⋅ 𝐴𝐴
−1∕2

[

s−1
]

 (2)

described in Chapman (1956); Kelly (2009), with neutral particle density nn and A = mi [amu]. However, the 
accuracy of any collision model at altitudes ≳120  km has to be considered carefully (Nozawa et  al.,  2010; 
Williams & Virdi, 1989). A direct measurement of the ion-neutral collision frequencies would be possible with 
the current EISCAT system due to its multifrequency capability with simultaneous operation of UHF and VHF 
radars (Grassmann, 1993; Nicolls et al., 2014). However, there were no multifrequency experiments scheduled 
during the investigated campaign. This could provide an option for further improvement in future investigations.

2.3. Meteor Radar

Since the derivation of neutral wind velocities from EISCAT measurements is not as well established, meteor 
radar measurements can be used as a reference at the lower boundary. In this paper, measurements from EISCAT 
and the Kiruna meteor radar will be merged to test the validity of the procedure described in the previous section. 
As an additional advantage, the total observed altitude range is extended significantly downwards.

Meteor radars have become a ubiquitous sensor capable of monitoring winds in the mesosphere and lower ther-
mosphere. These instruments observe small meteoroids, which are formed when extraterrestrial particles with a 
sufficient kinetic energy enter the Earth's atmosphere. Small meteoroids can penetrate deep into the atmosphere 
until they encounter a sufficiently dense region. The impinging atmospheric molecules and atoms decelerate 
and heat the particles to such an extend that the meteoric material is vaporized and atoms are released from the 
meteoroid. Due to the collisions with the ambient neutral atmosphere the released atoms are thermalized and 
form an ambipolar diffusing plasma trail, often called a meteor trail. This trail provides a coherent scatter target 
and allows to measure wind velocities since it drifts with the neutral winds. Specular meteor radars detect most 
of these trails at altitudes between 70 and 110 km. For a large enough number of meteor trails, horizontal wind 
velocities can be measured with an “all-sky”-fit (Hocking et al., 2001). This is usually done with a time resolution 
of 1 hr and 2 km altitude bins.

In Kiruna (67.9°N, 21.1°E), a meteor radar has been continuously operated since 1999 and therefore provides 
measurement for the time of the EISCAT campaign described above. Meteor radars have been used for the 
investigation of various types of waves in the upper atmosphere, including atmospheric tides, and provide a 
well-tested measurement method (Pokhotelov et al., 2018; Stober et al., 2021).
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2.4. Adaptive Spectral Filtering

The determination of tidal amplitudes and phases is done using the adaptive spectral filtering (ASF) technique 
(Stober et al., 2017). Thereby, the neutral wind data in zonal and meridional direction is separately fitted for a 
mean background wind and several periodic components. We apply two separate filters on measurement and 
model data. A local ASF is used to fit for 24, 12, and 8 hr oscillations in a combined neutral wind data set from 
ISR and meteor radar measurements. A global ASF is applied on model data which allows to obtain zonal wave-
numbers additionally to oscillation periods. The nomenclature of global tidal modes gives information on period 
(D: diurnal, S: semidiurnal), propagation direction (W: westward, E: eastward) as seen from an observer at a 
fixed geographic location on Earth and the zonal wavenumber k (Smith, 2012). While in principle the latter can 
take any integer value, we will restrict our analysis to 0 ≤ k ≤ 3 since the by far largest amplitudes are expected 
for the two sun-synchronous, migrating tidal modes DW1 and SW2 (Smith,  2012). Unless otherwise stated, 
amplitudes in this paper have been averaged over a sliding window of 1 day length. The ASF has shown to be a 
robust frequency analysis method for unequally spaced data (spatially and temporal). The technique is also reli-
able for higher relative uncertainties of the fitted data since it takes these uncertainties into account. Due to the 
fitting of phases, the propagation of nonstationary processes (phase drifts over time) can be estimated similar to 
holographic analysis (Stober et al., 2020). The robustness of the fitting for short-time windows enables a good 
resolution of the day-to-day variability of amplitudes compared to other methods. The ASF has been successfully 
extended and applied to fit for global tidal modes (Baumgarten & Stober, 2019; Stober et al., 2020).

3. Models
3.1. Ground-To-Topside Model of Atmosphere and Ionosphere for Aeronomy

The Ground-to-Topside Model of Atmosphere and Ionosphere for Aeronomy (GAIA) is a global circulation model 
(GCM) giving neutral dynamics for all altitudes from the ground up to approximately 600 km (Jin et al., 2012). 
GAIA data has been compared and verified with experiment data from numerous different apparatuses for time 
spans up to several decades. The GAIA data set used for the analysis presented in Section 5 has been previously 
applied for long-term investigations in H. Liu et al.  (2017) and Stober et al.  (2021). We summarize the most 
important features and refer to these publications for more detailed information.

The atmosphere up to approximately 30  km altitude is constrained to the JRA-25/55 reanalysis (Kobayashi 
et al., 2015) using a nudging technique. The measurements used in the reanalysis are listed in Onogi et al. (2007). 
While the solar irradiance, and thereby EUV absorption, is parametrized with the F10.7 index, the geomagnetic 
activity is set to a constant value. Therefore, the cross polar potential is held at 30 kV for all model data, corre-
sponding to a moderate level of geomagnetic activity. The neutral wind components are provided on a grid with 
a resolution of 1° in latitude and 2.5° in longitude. The altitude resolution is 1/5 of the respective scale height at 
each altitude. The analysis presented in this paper has been conducted with preprocessed files giving the data in 
10 km altitude bins. The time resolution is 0.5 hr.

3.2. Whole Atmosphere Community Climate Model Extension (SD)

The Community Earth System Model is a combination of models covering different parts of the Earth system 
(Hurrell et  al.,  2013). The Whole Atmosphere Community Climate Model Extension WACCM-X (H.-L. Liu 
et al., 2018) is the part of the CESM describing the atmosphere from the ground up to ≳500 km. The data presented 
in this paper was generated with a Special Dynamics run WACCM-X(SD) (Gasperini et al., 2020) and previously 
used in Stober et al. (2021). Again, we only give a brief overview and refer to the mentioned publications.

The lower atmosphere is constrained up to approximately 50  km to NASA's reanalysis MERRA (Gelaro 
et al., 2017; Rienecker et al., 2011). Other than the analyzed GAIA run, WACCM-X(SD) does not set a fixed 
cross polar potential. The polar convection is calculated using the Heelis model (Heelis et al., 1982) and the 
geomagnetic activity is therefore parametrized by the Kp index. As proxy for EUV absorption, WACCM-X 
also utilizes the F10.7 index. The longitudinal resolution is 2.5° and values are given in 3 hr intervals. Since the 
model is evaluated on hydrostatic pressure levels, the altitude range extends from 992.5 hPa near the ground up 
to approximately 4 ⋅ 10 −10 hPa. The height resolution above approximately 50 km is 1/4 of the respective scale 
height. The corresponding geopotential altitudes are given for each time and position and extend roughly from the 
ground up to approximately 500 km. In the transition region, the geopotential height resolution varies between 1 
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and 5 km. The different parametrization of geomagnetic activity in the analyzed GAIA and WACCM-X runs are 
ideal to investigate its influence on neutral winds at different altitudes. However, since both models extend to the 
ground and are restrained to reanalysis of meteorological data (Stober et al., 2021), it is not feasible to separate 
the impacts of atmospheric forcing in these models.

3.3. Thermosphere Ionosphere Electrodynamic General Circulation Model

The Thermosphere Ionosphere Electrodynamic General Circulation Model (TIE-GCM) (Richmond et al., 1992) 
is a standalone ionosphere model and also part of the Coupled Magnetosphere-Ionosphere-Thermosphere 
Model (Qian et al., 2014). The data presented in this paper was generated from several runs performed with the 
TIE-GCM Model Version 2.0.

In contrast to the two models described above, TIE-GCM does not extend down to the ground, but applies a lower 
boundary condition at approximately 99 km altitude. The horizontal neutral winds and neutral temperatures at the 
boundary are specified by input files. These quantities include the monthly averaged amplitudes and phases of 
diurnal and semidiurnal tides which are by default given by the Global Scale Wave Model (GSWM) (Hagan & 
Forbes, 2002, 2003). For the present paper, the GSWM boundary data has been modified to give the tidal measure-
ments from the Kiruna meteor radar for the investigated time. Performing separate runs with empirical tidal input 
and with zero tidal input allows to assess the impact of atmospheric dynamics and the forcing from below. Same as 
for WACCM-X, the Heelis model is applied to obtain the cross polar potentials and geomagnetic activity is para-
metrized according to the Heelis parametrization (Heelis et al., 1982). While per default solar irradiance is para-
metrized by the F10.7 index, we conduct an additional run with a fixed F10.7 index of 70 to identify the impact 
of EUV absorption. TIE-GCM gives output data on a 2.5° × 2.5° grid with a time resolution of 1 hr. Furthermore, 
TIE-GCM data is provided on logarithmic altitude coordinates (atmospheric ln pressure coordinate) 𝐴𝐴 ln

(

𝑝𝑝0

𝑝𝑝

)

 for 
the pressure p at a certain altitude. The reference pressure p0 = 5 ⋅ 10 −5 hPa corresponds roughly to approximately 
225 km altitude and the atmospheric ln pressure coordinate ranges from −6.875 to 7.125 in 0.25 increments. This 
corresponds to a resolution of 1/4 in scale height units. The geopotential altitude ranges from approximately 96 to 
590 km with a resolution that steadily increases from approximately 2 to 18 km with increasing height.

4. Experiment Data
This section will give an overview on the results from analysis of experimental data obtained with the instruments 
presented in Section 2.

4.1. Neutral Wind

As described in Section 2.1, the four line of sight ion velocities measured where geometrically transformed to a 
geographic reference frame. From those, the steady state ion equation was applied to obtain neutral wind vectors. 
Figure 1 shows the calculated neutral winds in zonal and meridional directions for the measurement channel at 
115 km altitude.

Error bars shown in Figure 1 are calculated from the ion velocity measurement uncertainties by propagation of uncer-
tainty through the whole procedure described in Section 2.2. Uncertainties of the ion-neutral collision frequency, 
which can have a major impact (Williams & Virdi, 1989), are not shown. While the relative uncertainties at altitudes 
≳110 km are reasonably small (≤40%), they tend to increase with decreasing altitudes (≤70%). The lower electron 
density results in smaller signal-to-noise ratios and consequently leads to increased statistical uncertainties in the 
derived incoherent scatter spectrum parameters. Neutral wind velocities calculated from EISCAT measurements 
at low altitudes should therefore be treated carefully when looking at absolute values. The determination of tidal 
oscillation amplitudes is still possible with reasonable accuracy due to the robustness of the ASF technique (see 
Section 2.4). The strong outliers at single timepoints (around day 19) and data gaps (around day 21) visible in 
Figure 1 are most likely caused by problems with the radar system and can also be handled by the ASF method.

The diurnal and semidiurnal amplitudes are determined separately for each altitude level. Figure 2 shows the 
amplitudes of tidal oscillations measured by the Kiruna meteor radar (80 km ≤ h ≤ 104 km) and the EISCAT 
UHF in Tromsø (96 km ≤ h ≤ 142 km). To see possible correlations, indices for geomagnetic activity and solar 
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irradiance during the time of the measurement campaign are also shown in Figure 2. The geomagnetic activity is 
quantified by the Kp index since it is often used to parametrize polar plasma convection. The F10.7 index is used 
to quantify solar activity and EUV absorption.

Figure 2 shows the merged amplitudes of both systems and includes the transition altitude between both instru-
ments at about 100 km. Additionally, the graphic indicates the presence of a data gap around September 21st for 
the EISCAT observations, whereas the meteor radar wind time series remains uninterrupted during the entire 
period. To compare the measurements in the overlap region, the wind velocities caused by tidal oscillations are 
calculated from the fitted amplitudes and phases. The tidal winds averaged across the coverage overlap of both 
instruments show moderate correlation (R = 0.54). It should be noted that the overlap is at the edge of cover-

Figure 1. Neutral winds at 115 km altitude in zonal (left) and meridional (right) direction measured with the EISCAT radar. 
The uncertainty has been determined from the measurement uncertainty by means of Gaussian error propagation.

Figure 2. Top: the amplitudes of diurnal (left) and semidiurnal (right) oscillations in zonal (top) and meridional (bottom) 
direction during September 2005. Data from EISCAT and meteor radar are merged together. Bottom: the geomagnetic 
activity (Kp index, left) and the solar irradiance (F10.7 index, right) during the measurement time.
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age of both systems where the respective uncertainties are increased. There-
fore deviations of ISR and meteor radar measurements have to be expected. 
Considering these mitigating circumstances, the EISCAT neutral winds 
calculated with the procedure from Section 2.2 are validated.

While the amplitudes of both tidal modes generally increase with altitude, it 
can be seen that there are differences regarding altitudinal structure and time 
variability.

The next step is the determination of the dominant tidal mode at each time 
and altitude. Therefore, the amplitude ratio of semidiurnal to diurnal oscilla-
tions is calculated and shown in Figure 3.

The ratio of zonal amplitudes A12u/A24u in the upper plot of Figure  3 
corresponds very much to what is expected from the classical tidal picture 
(Lindzen,  1979). Semidiurnal variations are predominant up to altitudes 
of approximately 110–120 km. Above that, diurnal oscillations have larger 
amplitudes most of the time. Meridional tidal amplitudes, on the other 
hand, show a distinctly different altitude structure. While the transition from 
predominant semidiurnal to diurnal tide also takes place at and around 110 km 
altitude, there is an upper band of strong semidiurnal oscillations especially 
during the first half of September. This apparent weakening of the upper 12 hr 

band around equinox is an important feature since atmospherically forced semidiurnal tides have been shown to 
undergo such an autumn transition (Pedatella et al., 2021). Whether this upper band is generated in situ or forced 
by some atmospheric tidal mode that propagates unusually far up remains to be investigated in more detail.

4.2. Phase Progression Analysis

As described, the ASF technique also allows to extract the phase of tidal oscillations which can be used to distin-
guish propagating and evanescent tidal modes. The time of maximum should be steadily shifted with altitude 
for an upward-propagating oscillation, showing as a swift change of phase. An evanescent tidal mode would 
result in a constant phase with altitude. A rapid transition from steadily shifted to constant phase would therefore 
suggest  a transition of forcing mechanism. However, the phase of a propagating mode also asymptotes toward a 
constant value at higher altitudes which makes the distinction nontrivial. Figure 4 shows the phase of diurnal and 
semidiurnal oscillations obtained from ASF analysis of the combined EISCAT and meteor radar data set. Altitude 
profiles of the semidiurnal tide phases at an example time are shown as well.

The phases of diurnal and semidiurnal oscillations in Figure 4 show a complex mixing of tidal modes, since 
migrating and nonmigrating modes cannot be distinguished from local measurements. However, while there is 
a lot of dynamics in the tidal phases throughout the month, the classically expected structure can be seen when 
looking at the median over the entire measurement time. The median altitude profiles of semidiurnal phases in 
the zonal and meridional wind are shown in the bottom left corner of Figure 4. The phases show a steady shift in 
the time of maximum up to altitudes of approximately 110–120 km. Above that, the phase progression seems to 
stop or even reverse. This transition can be seen more clearly at specifically chosen timepoints, one of which is 
shown in the bottom right corner of Figure 4. The transition to a nearly constant phase seems to happen rapidly, 
especially in the meridional winds, indicating a transition from propagating to in situ tidal modes. However, due 
to the aforementioned asymptoting of the phases of propagating tidal modes, in situ generation of the high altitude 
semidiurnal oscillations cannot be conclusively confirmed from the altitude-phase plot alone.

4.3. High Altitude ion Velocities

E-region neutral winds are inferred from the ion velocity observations of EISCAT. The ion velocities at approxi-
mately 300 km altitude allow to estimate the convection electric field required in Equation 1. If 12 hr oscillations 
of the neutral wind are forced by plasma convection at high altitudes, ion velocities at 300 km altitude should also 
exhibit significant semidiurnal amplitudes. Diurnal and semidiurnal amplitudes are determined by the same ASF 
applied on the neutral wind data and shown in Figure 5.

Figure 3. Ratio of semidiurnal to diurnal amplitudes in zonal (top) and 
meridional (bottom) neutral winds. The meridional component shows a 
two-band structure of dominant semidiurnal oscillations.
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The ion velocity oscillation amplitudes in Figure 5 show a general trend similar to the geomagnetic activity 
index plotted in Figure 2. The polar plasma convection is expected to be perceived as a diurnal oscillation of ion 
velocity by a local observer. Consequently, diurnal amplitudes are clearly larger than semidiurnal amplitudes. 
However, there are significant 12 hr oscillation amplitudes sometimes even exceeding 50% of the 24 hr ampli-
tudes. A possible explanation for a perceived semidiurnal periodicity of the polar plasma convection might be an 
irregular shaped convection pattern.

The semidiurnal component of the polar plasma convection provides one possible interpretation for the neutral 
wind tidal oscillations shown in Figure  3. However, this cannot be definitely determined from the available 

Figure 4. Top: phases of diurnal and semidiurnal oscillations obtained from a combined EISCAT and meteor radar neutral 
wind data set. Bottom: altitude profiles of 12 hr tide phases as median over the whole measurement time (left) and at an 
exemplary time (right).

Figure 5. Diurnal (left) and semidiurnal (right) amplitudes in the ion velocities from the F-region altitude channel measured 
with EISCAT.
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measurement data. Global ionosphere models can give additional insight in longitudinal wavenumbers of the 
observed tidal modes. Also, a possible variation of oscillation amplitude with latitude could be determined from 
model data. Such a variation would be expected in case the forcing mechanism is a high-latitude effect like polar 
plasma convection.

5. Model Data
This section will give an overview on the results from analysis of global simulation data with the models presented 
in Section 3.

5.1. Neutral Wind

GCMs provide neutral wind velocities on a global longitude and latitude grid. The model data is analyzed for the 
period from day 200–320 (19 July to 16 November) of the year 2005. The plots in this section are restricted to 
the days of the EISCAT measurement campaign to allow a direct comparison of the dynamics over these days. 
However, since the main interest of this work is to investigate the altitudinal structure of tidal oscillations, an 
altitude range from 80 to 300 km will be shown. The neutral wind velocities are analyzed at two latitudes, one 
of them corresponding to the measurement position in Tromsø, the other one for comparison at mid-latitudes 
(44°N). The GCM longitudinal resolution is 2.5° in all models.

As described in Section 1, the model data is not only fitted for the time period of neutral wind oscillations but 
also for zonal wave numbers 0 ≤ k ≤ 3 by the ASF. The amplitudes of each tidal mode were evaluated at 20°E 
longitude to ensure that a comparison with the observations is meaningful. As expected, the clearly dominating 
tidal modes for both diurnal and semidiurnal oscillations are the sun-synchronous migrating modes DW1 and 
SW2. Therefore, we only present the obtained amplitudes for these modes. To investigate the impact of forcing 
from below, TIE-GCM runs with different lower boundaries are compared. A third TIE-GCM run with constant 
low solar input is conducted to show the impact of EUV absorption.

5.1.1. Impact of Geomagnetic Activity (GAIA and WACCM-X(SD))

As described in Section  3, the analyzed GAIA run applies a constant cross polar potential, corresponding 
to a low geomagnetic activity. The impact of geomagnetic activity will be determined by comparison to the 
WACCM-X(SD) run, for which plasma convection was parametrized with the Kp index. Additionally, we compare 
tidal amplitudes for both models at high and mid-latitudes to show the impact of high-latitude effects. Figure 6 
shows the amplitudes of DW1 and SW2 oscillations obtained from GAIA and WACCM-X(SD) data evaluated at 
the Tromsø geographical position. To ensure comparability between data from model runs with different forcing 
or evaluated at different latitudes, the color scale is kept the same for all view graphs.

Semidiurnal amplitudes of zonal and meridional wind component show a pronounced maximum at or slightly 
above approximately 100 km altitude in both models. According to classical tidal theory, this is associated with 
upward-propagating atmospheric tides. The amplitude of vertically propagating tides is supposed to show an 
exponential growth up to the altitude at which molecular dissipation damps it, presumably somewhere between 
100 and 130 km (Truskowski et al., 2014). At higher altitudes, the amplitude depends on the region and strength 
of in situ forcing mechanisms. At higher altitudes ≳130 km, there are distinct differences between the two models 
and also between zonal and meridional wind component. GAIA shows an upper band of strong semidiurnal ampli-
tudes but only in the meridional and not in the zonal component. This asymmetry between zonal and meridional 
component agrees well with what has been detected in the EISCAT data (see Figure 3). The WACCM-X(SD) 
run also shows more than one region of strong 12 hr oscillations, though the altitude structure of this regions 
is more complicated than in the GAIA run. Also, the asymmetry between zonal and meridional component is 
not as pronounced as in GAIA. This might both be caused by the parametrization of geomagnetic activity and 
consequently different size, shape, and intensity of the plasma convection pattern. This can also be seen in the 
diurnal oscillation amplitudes where both models show large amplitudes in the meridional component at high 
altitudes. However, WACCM-X(SD) gives larger amplitudes and there are major differences between the models 
with regard to the zonal component.

It can be seen that both models give a complex structuring of SW2 oscillations, especially the existence of large 
amplitudes at high altitudes. Though there are distinct differences between both models, these might be caused 
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by the different parametrization of geomagnetic activity. A forcing of both DW1 and SW2 oscillations by polar 
plasma convection seems to provide a possible explanation of the observed results. However, other in situ forcing 
mechanisms need to be considered as well as the possibility that atmospheric tides interact with the in situ forced 
modes.

Polar plasma convection only impacts the high-latitude region and therefore any convection forced oscillations 
would not be present at mid- or low-latitudes. Evaluating model tidal amplitudes at mid-latitudes therefore allows 
to narrow down the possible forcing mechanisms. Figure 7 shows the amplitudes of the same tidal oscillation 
modes as Figure 6 but at 44°N latitude.

The diurnal amplitudes in zonal and meridional neutral winds are decreased in both models at all altitudes. There 
clearly is a strong high-latitude forcing mechanism of tidal oscillations at high altitudes. However, GAIA and 
WACCM-X(SD) show significantly different structures of diurnal oscillations.

The SW2 oscillation maximum at approximately 110 km associated with upward-propagating tides is also visible 
at mid-latitudes, providing confidence to our previous interpretation. The SW2 amplitudes at high altitudes, on 
the other hand, are significantly reduced. This suggests that there is a strong forcing mechanism of high altitude 
SW2 oscillations at high-latitudes. However, it also shows that there is likely not only one single forcing mecha-
nism. The complex structuring of tidal oscillations at high altitudes is therefore presumably caused by the varying 
forcing strength and interference of several mechanisms. However, the main interest of this paper is to determine 
the mechanism causing the large amplitudes of high altitude SW2 oscillations at high-latitudes. While the strong 
12 hr oscillations of EISCAT ion velocities at high altitudes as well as the asymmetry of zonal and meridional 
wind component seem to indicate polar plasma convection as one possible mechanism, the impact of propagating 
atmospheric and EUV-forced tides might be just as large.

Figure 6. Comparison of GAIA (top) and WACCM-X(SD) (bottom) amplitudes of the DW1 (left) and SW2 (right) tidal modes at high-latitudes (70°N).
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5.1.2. Impact of Atmospheric Forcing (TIE-GCM)

Comprehensive models such as GAIA and WACCM-X involve complex processes, which have to be para-
metrized posing challenges to conduct and investigate more isolated processes. TIE-GCM offers the possibility 
to investigate the ionosphere and thermosphere by applying a well-defined lower boundary condition describing 
the middle atmospheric forcing. Figure 8 shows the results of two different model runs, one performed using 
an empirical input for tidal oscillations at 99 km and one with tidal amplitudes set to zero at the boundary. The 
dominance of sun-synchronous tidal modes is found in TIE-GCM as well and the dynamics of DW1 oscillations 
is similar to what has been found in the WACCM-X(SD) data. Therefore, further investigations are restricted 
to SW2 oscillations for the TIE-GCM model runs. As in the previous section, tidal amplitudes are evaluated at 
high- and mid-latitude.

At high-latitudes, the TIE-GCM run with empirical tidal forcing exhibits a similar SW2 amplitude structure as the 
ones shown in Figure 6 from GAIA and WACCM-X(SD). This run indicates a two band structure accompanied 
by a transition of the upper band around the autumn equinox. From the radar phase measurements in Figure 4 we 
assumed that the lower band is forced by upward-propagating tide, which is confirmed by the TIE-GCM run with 
zero tidal input at the boundary. In this run, shown on the right side of Figure 8, the lower band mostly vanishes, 
whereas the upper band appears to be not affected. This seems to exclude lower atmospheric forcing as origin of 
the upper SW2 band structure. At mid-latitudes, we obtain a similar picture as already found in Figure 7, showing 
a notably reduced SW2 amplitude at high altitudes and a nearly unaffected amplitude at lower altitudes. Most 
interestingly here, the high altitude SW2 oscillations seem to be partly forced by the propagating tides from the 
middle atmosphere since they are significantly reduced in the run with zero tidal forcing at the lower boundary. 
So while there clearly is strong in situ forcing of SW2 oscillations, upward-propagating atmospheric tides cannot 

Figure 7. Comparison of GAIA (top) and WACCM-X(SD) (bottom) amplitudes of the DW1 (left) and SW2 (right) tidal modes at mid-latitudes (44°N).
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be completely neglected. Especially the interference of in situ and propagating modes is likely a reason for the 
complex structure of tidal oscillations. As for the in situ forcing mechanism, it should be noted that tidal oscil-
lations forced by EUV absorption above the lower boundary are still present in TIE-GCM. The impact of EUV 
absorption is studied with an additional TIE-GCM run.

5.1.3. Impact of EUV Absorption

A TIE-GCM run with fixed daily F10.7 = 70 and 81-day-averaged F10.7a = 70 as EUV-proxy has been conducted. 
In comparison with the actual F10.7 values in Figure 2 it can be seen that this corresponds to low EUV irradi-
ance. As tidal input at the boundary, the same settings as for the run shown on the left side of Figure 8 have 
been applied. Figure 9 shows the SW2 oscillation amplitudes obtained from this new run, as before evaluated at 
high-  and mid-latitudes.

It can be seen in Figure 9 that with a fixed, low EUV irradiance, the high altitude oscillation amplitudes are 
significantly reduced. Especially between the 10th and 15th of September, where the actual F10.7 index 
maximized (see Figure 2), there is a visible reduction of tidal amplitudes at ≳180 km altitude, both at high- and 
mid-latitudes. As expected from theory (Straus et al., 1975), the tidal amplitudes from EUV forcing seem to be 
larger at high-latitudes. It has to be considered that even for low F10.7 values there still is a gradient in EUV 
absorption between day and night side. Therefore tidal oscillations forced by EUV absorption are still present 
with reduced amplitude. The extension of the upper SW2 band to altitudes ≲180 km seems to remain the same 
for low EUV absorption. Also, there still is considerable dynamics of the high altitude oscillations. This makes a 
second in situ forcing mechanism, like polar plasma convection, a more likely explanation than the reduced and 
constant amplitudes due to EUV absorption gradients.

Figure 8. Amplitudes of SW2 tidal oscillation from the TIE-GCM model at high- (up) and mid-latitudes (bottom). Presented are two separate runs with imposed (left) 
and zero (right) atmospheric tidal input.
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5.2. Phase Progression Analysis

As discussed in Section 4.2, propagating and evanescent tidal modes can be distinguished, to some extent, by 
means of phase progression analysis. Semidiurnal oscillations observed in EISCAT data below 120 km have been 
identified to correspond to upward-propagating atmospheric tides (Nozawa et al., 2010) (see also Section 4.2). To 
extend the altitude coverage into the F-layer at mid- and polar-latitudes, the phases of tidal oscillations in global 
models have been analyzed. Figure 10 shows the time of maximum of the SW2 tidal mode in the meridional 
winds extracted from GAIA and WACCM-X(SD) at 70°N latitude. To emphasize the autumn transition seen in 
the oscillation amplitudes, the whole range of model data from day 200 to day 320 is shown here. We also show 
the vertical phase profile of 12 hr oscillations as given by GSWM for September, where only upward-propagating 
and no in situ forced tides are included.

GAIA and WACCM-X(SD) show a steady phase progression at low altitudes and nearly constant phase at higher 
altitudes. Other than that, the SW2 phase is distinctly different in both models. However, the different forcings 
like gravity wave parametrization, reanalysis and cross polar potential can in principle all cause differences in 
phases between the two models. A nearly constant phase at high altitudes could be found for a propagating mode 

Figure 9. SW2 oscillations from a separate TIE-GCM run with fixed F10.7 and F10.7a values. Amplitudes are shown at high- (left) and mid-latitudes (right).

Figure 10. Top: Phases of the SW2 tidal mode in GAIA (left) and WACCM-X(SD) (right) at high-latitudes. Bottom: Phases 
of the 12 hr tide in zonal (left) and meridional (right) winds from GSWM at 69°N in September.
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that asymptotes to constant phase as well as an evanescent tidal mode. This can be partly studied with the GSWM, 
since it does not include any in situ forcing. Consequently the GSWM phases show a steady phase progres-
sion similar to what is found at ≲120 km in measurements (see Figure 4). A slight deceleration of the phase 
progres sion can be seen at the highest GSWM altitudes (approximately 124 km) but no rapid transition as it has 
been found in Figure 4. This indicates that the phase transition found in measurements and models is caused by 
in situ forcing. However, it should be noted that GSWM phase gradients have been found to deviate notably from 
measurements at high-latitudes (Manson et al., 2002) and should therefore be considered with caution.

While the constant phase at high altitude is not a definite proof, it fits the previous conclusion that the lower SW2 
band is caused by upward-propagating atmospheric tides and the upper SW2 band is in situ forced. Whether prop-
agating and evanescent tidal modes are completely separated by altitude or overlap and interfere cannot be deter-
mined definitely. However, the sudden transition around equinox (DOY 265) that is visible in the phases, especially 
from GAIA data at high-latitudes, could be caused by interference of several tidal modes. Since it is known that 
atmospheric SW2 tides undergo a transition at that time of year (Pedatella et al., 2021), the interference of atmos-
pheric and in situ tidal oscillations might be responsible for the observed autumn transition at high altitudes. Differ-
ent in situ forced tidal modes cannot be separated from looking at the phases and the interaction of tidal modes can 
only be presumed. However, phase progression analysis is a helpful technique to quantify the respective influence 
of geomagnetic and atmospheric forces and to identify the altitude where the dominant processes change.

5.3. High Altitude ion Velocities

To see whether the polar plasma convection in the models also shows a relevant 12 hr oscillation component (as 
did the EISCAT measurements, see Section 4.3), the oscillation amplitudes of ion velocities at approximately 
300 km altitude are calculated. Considering that GAIA uses a constant cross-polar potential, it is expected that 
plasma convection ion velocities should indicate increased discrepancies compared to the ISR observations. 
WACCM-X(SD) and TIE-GCM include the Kp index to parametrize geomagnetic activity and the general trend 
of ion velocity oscillations should therefore resemble the measurements in Figure 5. Figure 11 shows diurnal 
and semidiurnal oscillation amplitudes of the ion velocity at 300 km altitude from GAIA, WACCM-X(SD), and 
TIE-GCM.

Figure 11. Diurnal (top) and semidiurnal (bottom) high altitude ion velocity amplitudes from GAIA, WACCM-X(SD), and TIE-GCM (left to right).
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It can be seen that the diurnal oscillation amplitudes are dominant and show a similar trend in TIE-GCM and 
WACCM-X(SD) which also resembles the trend found in the measurements. Semidiurnal oscillations also have 
significant amplitudes and tentatively also correlate with geomagnetic activity. It can be concluded that semidi-
urnal oscillations at high altitudes are forced by the same plasma convection as diurnal oscillations. GAIA ion 
velocity amplitudes are similar to WACCM-X(SD) and TIE-GCM amplitudes at low activity times and show 
little variability. The ion velocity oscillations of WACCM-X(SD) and TIE-GCM are highly similar in amplitudes 
and dynamics.

6. Summary
Oscillation amplitudes in ISR and meteor radar neutral wind measurements showed a distinctly different behavior 
in zonal and meridional direction. While the ratio of 12–24 hr oscillation amplitudes in zonal neutral winds fits 
well into the classical expectations, meridional neutral wind show a more complex structure. Meridional wind 
measurements showed a region of strong semidiurnal oscillations at ≳130 km additionally to the expected large 
12 hr amplitudes at ≲110 km. To determine the origin of these high altitude semidiurnal oscillations, runs from 
three ionosphere GCMs have been analyzed.

All three models also showed a multi-band structure with strong 12 hr oscillations at high altitudes in the merid-
ional neutral wind component. The asymmetry between zonal and meridional component was also found in all 
model runs. There were distinct differences between the models regarding dynamics and structure of the high 
altitude semidiurnal oscillations, presumably caused by different parametrizations of atmospheric, geomagnetic 
and solar inputs. However, interpretation of the obtained results is possible to some extent.

Comparison at different latitudes showed that the high altitude SW2 amplitudes are forced by a high-latitude 
effect. Tidal phases obtained from measurement and model data suggested these oscillations to be in situ forced 
rather than propagating upward from the middle atmosphere. Separate TIE-GCM runs with and without atmos-
pheric tidal input to the ionosphere confirmed this by showing that while the lower SW2 band depends on the 
atmospheric input, the upper SW2 band remained unaffected by it. An additional TIE-GCM run with fixed low 
solar irradiance showed that EUV absorption clearly contributes to forcing of 12 hr oscillations at high altitudes.

However, even for constant low EUV absorption, there are high altitude SW2 oscillations which show consid-
erable variability. Also, notably strong 12  hr oscillation amplitudes have been found in the ion velocities at 
approximately 300 km altitude in both measurements and models. This indicates a strong impact of polar plasma 
convection on semidiurnal tidal oscillations in the high-latitude thermosphere. In situ forcing of tidal oscillations 
in the high-latitude ionosphere at high altitudes seems to be the most likely interpretation for the obtained model 
and measurement results. It seems that both EUV absorption and ion convection contribute significantly to the 
tidal oscillation amplitudes. Whether one mechanism is dominant could not be finally determined.

7. Conclusions
It has been shown that it is possible to perform combined observations of neutral wind velocities with meteor 
radars and incoherent scatter radars. Such simultaneous observations are of major importance when studying the 
coupling of atmospheric phenomena into the ionosphere. Another methodological improvement in this paper is 
the first use of the ASF technique on EISCAT measurements. This technique permits to resolve the day-to-day 
variability of unevenly sampled time series and an improved handling of the measurement uncertainties which are 
highly relevant in the incoherent scatter process. This allowed to investigate a larger altitude range which revealed 
a previously not reported two band structure of strong semidiurnal oscillations in meridional neutral winds. Tidal 
oscillations at higher altitudes are presumably in situ forced. Both polar plasma convection and EUV absorption 
are shown to be strong forcing mechanism at high-latitudes. However, propagating atmospheric tides might play 
an important role as well under specific conditions. The interference of several tidal modes from different origins 
might then result in the observed complex vertical structuring of tidal oscillations.

Future work should target a more detailed investigation of different in situ forcing mechanisms. The latitudinal 
propagation of in situ forced tidal modes could give insight on the forcing mechanism. Ideally, the tidal modes 
forced by plasma convection and EUV absorption can be separated and their interaction studied. This would 
require more long-time ISR measurement campaigns as they might become possible with the upcoming EISCAT 
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3D system. As for modeling, plasma convection models need to be investigated and compared with respect to the 
size and shape of the convection pattern.

Data Availability Statement
The model and measurement data used in this paper as well as the input files for the conducted TIE-GCM runs 
can be found under https://doi.org/10.5281/zenodo.6817130 (Günzkofer et  al.,  2022a). The data analysis and 
plotting software in the version used for this publication (Version 1) can be found under https://doi.org/10.5281/
zenodo.7072141 (Günzkofer et al., 2022b). All files are available under the Creative Commons Attribution 4.0 
International license. In case of further questions about the data or the analysis software please contact the corre-
sponding author.
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Abstract. Atmospheric gravity waves and traveling iono-
spheric disturbances can be observed in the neutral atmo-
sphere and the ionosphere at a wide range of spatial and
temporal scales. Especially at medium scales, these oscil-
lations are often not resolved in general circulation mod-
els and are parameterized. We show that ionospheric dis-
turbances forced by upward-propagating atmospheric grav-
ity waves can be simultaneously observed with the EISCAT
very high frequency incoherent scatter radar and the Nordic
Meteor Radar Cluster. From combined multi-static measure-
ments, both vertical and horizontal wave parameters can be
determined by applying a specially developed Fourier filter
analysis method. This method is demonstrated using the ex-

ample of a strongly pronounced wave mode that occurred
during the EISCAT experiment on 7 July 2020. Leveraging
the developed technique, we show that the wave character-
istics of traveling ionospheric disturbances are notably im-
pacted by the fall transition of the mesosphere and lower ther-
mosphere. We also demonstrate the application of using the
determined wave parameters to infer the thermospheric neu-
tral wind velocities. Applying the dissipative anelastic grav-
ity wave dispersion relation, we obtain vertical wind profiles
in the lower thermosphere.
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1 Introduction

Waves balanced by gravity and buoyancy forces are often
referred to as gravity waves and originate in various flu-
ids (Andrews, 2010). In the Earth’s atmosphere, atmospheric
gravity waves (AGWs) can be observed at a wide range of
altitudes from the troposphere well into the thermosphere.
In the ionosphere, which is coupled to the neutral atmo-
sphere by ion-neutral collisions, AGWs can be observed as
medium-scale traveling ionospheric disturbances (MS-TIDs)
(Nicolls et al., 2014). Typical MS-TID wave periods are ap-
proximately 15–80 min (Kirchengast et al., 1996; Hocke and
Schlegel, 1996). In this region, the wave is subject to elec-
tromagnetic effects (Kelly, 2009) in addition to the buoy-
ancy and gravity forces and viscous damping (Pitteway and
Hines, 1963; Vadas, 2007). The wavelengths and periods of
AGW-TIDs depend on the generation mechanism and the
state of the background atmosphere. These disturbances can
be forced either by ionospheric processes (Brekke, 1979) or
by upward-propagating gravity waves generated in the lower
or middle atmosphere (Bauer, 1958; Hung et al., 1978; Vadas
and Crowley, 2010; Smith, 2012; Nishioka et al., 2013;
Azeem et al., 2015, 2017; Frissell et al., 2016; Xu et al.,
2019; Becker et al., 2022a) or in the thermosphere via multi-
step vertical coupling (Vadas and Becker, 2019; Becker et al.,
2022a; Vadas et al., 2023a, b). Since ion-neutral collisions
create TIDs from AGWs if a component of the AGWs ve-
locity vector lies along the Earth’s magnetic field line (e.g.,
Nicolls et al., 2014), we refer to these waves as AGW-TIDs
independent of their generation region or mechanism in this
study.

The wave picture in the thermosphere and ionosphere can
be highly complicated, with several wave modes present.
AGW-TIDs forced in the lower atmosphere are capable of
propagating to these altitudes only under certain atmospheric
conditions. This wave filtering (Lindzen, 1981; Smith, 1996)
has a major impact on the mesosphere and lower thermo-
sphere (MLT) region (Holton, 1992; Smith, 2012; Becker,
2012). Consequently, a large number of studies have inves-
tigated this impact (see, e.g., Hoffmann et al., 2010, 2011;
Ern et al., 2011; Smith et al., 2017; Sarkhel et al., 2022,
and references therein). Strong changes in AGW-TID activ-
ity in the MLT are caused by the seasonal variation of meso-
spheric mean winds (Stober et al., 2021d), especially during
the spring and fall equinox transitions. The latter in particu-
lar has been shown to impact tidal waves in the mesosphere
(Stober et al., 2020; Pedatella et al., 2021) and possibly well
up in the thermosphere (Günzkofer et al., 2022). Investigat-
ing the impact of the MLT fall transition, the change in the
MLT wind system around the autumn equinox (Stober et al.,
2021d), on AGW-TIDs is one of the central topics of this
paper.

The impact of background winds on AGW-TIDs can be
seen from the wave dispersion relations, derived for zero vis-
cosity (Hines, 1960), for small viscosity in a steady-state so-

lution (Pitteway and Hines, 1963), and for full viscosity for
wave packets in an anelastic formulation (Vadas and Fritts,
2005). These dispersion relations show that horizontal and
vertical wave characteristics are strongly dependent on the
neutral atmosphere parameters and dynamics. Considering
that the AGW-TID parameters can be derived from MLT
observations, thermospheric neutral winds along the AGW
propagation direction can be deduced by making use of
the abovementioned dispersion relations (Vadas and Nicolls,
2009). Since neutral wind velocities are difficult to mea-
sure at altitudes & 100 km (Mitchell and Beldon, 2009), this
would provide valuable information on thermosphere dy-
namics. Measurements of the various coupling processes in
the MLT region are generally very difficult to obtain. A sum-
mary of measurement techniques at these altitudes can be
found in Palmroth et al. (2021).

Simultaneous measurements with sufficient vertical reso-
lution and horizontal coverage to determine gravity wave pa-
rameters, in particular the required spatial coverage to de-
rive the horizontal wave numbers, are often not available.
One possibility to perform such three-dimensional measure-
ments is the use of phased array radars. This has been demon-
strated for both incoherent scatter radars (ISRs) (e.g., Nicolls
and Heinselman, 2007; Vadas and Nicolls, 2008, 2009) and
coherent scatter radars (Rapp et al., 2011; Stober et al.,
2013, 2018). Under certain assumptions, similar measure-
ments are also possible using a classical ISR with multi-beam
or beam-swinging capabilities (Nicolls et al., 2014). Other
studies applied simultaneous measurements of a single-beam
ISR and a global navigation satellite system (GNSS) receiver
network to extract vertical or horizontal wavelength (van de
Kamp et al., 2014). Applying high-resolution GNSS mea-
surements of the total electron content (TEC) to detect and
study MS-TIDs is a well-established method (Saito et al.,
1998; Tsugawa et al., 2007; Onishi et al., 2009). However,
since TEC is the height-integrated electron density, multiple
wave modes might be mixed, which makes vertical and hori-
zontal measurements of single wave modes more challenging
and prone to observational biases. A more recent approach is
the detection of TIDs in observations of strong natural radio
sources with the Low-Frequency Array (LOFAR) radio tele-
scope (Fallows et al., 2020; Boyde et al., 2022). Ionospheric
irregularities can be observed at multiple altitude levels with
a large horizontal coverage which allows for observing the
horizontal scale and propagation direction of multiple TIDs.

In this work, a new strategy is presented utilizing mea-
surements from the EISCAT ISR and the Nordic Meteor
Radar Cluster (Stober et al., 2021c, 2022). Thereby, upward-
propagating gravity waves can be observed simultaneously
with the horizontally resolved wind fields obtained from the
meteor radar measurements and ISR measurements that have
a high vertical resolution. Since the Nordic Meteor Radar
Cluster allows for altitude-resolved measurements, it is pos-
sible to obtain vertical and horizontal wavelength, wave pe-
riod, and propagation direction of an individual wave mode.
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Horizontal wavelengths can be assumed to be constant for a
horizontally constant background wind field (Lighthill, 1978;
Vadas and Nicolls, 2008). This is usually the case above the
turbopause and has been confirmed in measurements (Nicolls
and Heinselman, 2007). The further structure of the paper is
as follows.

Section 2 will give an overview of the instruments uti-
lized and the specifics of the analyzed measurements. The
process of separating different wave modes and determin-
ing the wave parameters is presented in Sect. 3. The method
we use to infer neutral winds via the gravity wave disper-
sion relations will be demonstrated there as well. Section 4
will present AGW-TID measurements conducted during the
EISCAT campaign of autumn 2022, both before and after
the MLT fall transition. This illustrates the impact of at-
mospheric transitions on ionospheric dynamics. In Sect. 5,
the advantages and disadvantages of combined EISCAT and
Nordic Meteor Radar Cluster AGW-TID measurements com-
pared to previous approaches are discussed. The results are
compared to these previous studies in Sect. 5 as well and pos-
sibilities for future work are discussed. Our conclusions are
given in Sect. 6.

2 Instruments

2.1 EISCAT incoherent scatter radar

A general overview of the different EISCAT radars and ex-
periments can be found in Tjulin (2021). We summarize the
information on apparatuses and modes applied to this work.

The EISCAT Scientific Association operates a very high
frequency (VHF) ISR with a frequency of 224 MHz near
Tromsø, Norway (69.6◦ N, 19.2◦ E) (Folkestad et al., 1983).
The VHF transmitter is operated at a maximum power of
about 1.5 MW, and the co-located receiver antenna consists
of four rectangular (30 m× 40 m) dishes.

All measurements were conducted in the manda zenith
common program 6 (CP6) mode with the transmitter and co-
located receiver pointed at 90◦ elevation. This mode allows
for measurements up to ∼ 200 km altitude with a high ver-
tical resolution ranging from several hundred meters in the
lower thermosphere to about 10 km at the highest altitudes.
The plasma parameters have been obtained with version 9.2
of the Grand Unified Incoherent Scatter Design and Analy-
sis Package (GUISDAP) (Lehtinen and Huuskonen, 1996).
The time resolution of the obtained plasma parameters is de-
termined by the post-experiment integration time of the ISR
raw data, which has been set to 60 s. Data from two EISCAT
measurement campaigns are utilized for this study.

Summer 2020

The first campaign was conducted on 3 consecutive days in
July 2020 (7th to 9th). The EISCAT VHF radar was operated
from 00:00–12:00 UTC on each of these days. One advan-

tage of this campaign is the continued low geomagnetic ac-
tivity during the 3 measurement days of the observation cam-
paign with Kp< 2 on all 3 measurement days. The reduced
ionospheric variability due to external forcing provides more
favorable conditions for the detection of AGW-TIDs origi-
nating in the lower atmosphere. TID detection is done manu-
ally with a coherent wave structure being present for at least
two wave periods and exhibiting downward phase progres-
sion. The relative electron density variations should be ap-
proximately δNe/Ne ∼ 0.01−0.05 (Vadas and Nicolls, 2009;
Nicolls et al., 2014). On 7 July 2020, a pronounced TID sig-
nature was found. This TID was used as a reference to im-
plement and optimize the applied analysis method to isolate
and separate different wave modes and to determine the wave
parameters.

Autumn 2022

The second campaign was conducted during Autumn 2022
in two separate measurement intervals on 1 September and
13 October. This ensures that measurements are available be-
fore and after the MLT fall transition which is expected to
take place over several days around the autumn equinox (Sto-
ber et al., 2021d). On both days, the EISCAT VHF radar was
operated from 08:00–13:00 UTC using the same experiment
mode as during the summer campaign. This period was cho-
sen to minimize the impact of geomagnetic substorms which
hamper the detection of TIDs. However, both measurement
days did indicate the presence of TIDs. The highest geomag-
netic activity during these two measurements occurred on
1 September around 09:00 UTC with Kp= 2.333.

2.2 Nordic Meteor Radar Cluster

Meteor radars have proven to be valuable and reliable instru-
ments to measure neutral winds in the MLT region. These
winds contain valuable information about atmospheric waves
such as gravity waves, tides, and planetary waves at the MLT
(e.g., Fritts et al., 2010; de Wit et al., 2016, 2017; McCor-
mack et al., 2017; Pokhotelov et al., 2018; Stober et al.,
2021b, d). The wind velocity is determined by measuring the
Doppler shift of the coherent radar scattering from the ther-
malized plasma generated by meteoroids entering the Earth’s
atmosphere and forming an ambipolar diffusing plasma trail
(Herlofson, 1951; Greenhow, 1952; McKinley, 1961; Poulter
and Baggaley, 1977; Jones and Jones, 1990; Hocking et al.,
2001; Stober et al., 2021a). For this work, we analyze mea-
surements from the high-resolution 3DVAR+DIV retrieval,
which is a part of ASGARD (Agile Software for Gravity
wAve Regional Dynamics) of the Nordic Meteor Radar Clus-
ter (Stober et al., 2021c, 2022). This cluster consists of four
meteor radars located in Tromsø (Norway; 69.6◦ N, 19.2◦ E),
Alta (Norway; 70.0◦ N, 23.3◦ E), Kiruna (Sweden; 67.9◦ N,
21.1◦ E), and Sodankylä (Finland; 67.4◦ N, 26.6◦ E). The re-
trieved 3D wind fields cover the Nordic countries from∼ 66–
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72◦ N latitude and ∼ 12.5–31.5◦ E longitude. The horizontal
grid resolution is 30 km, and wind measurements are avail-
able from ∼ 80–100 km altitude at 2 km vertical resolution
and 10 min time steps. This higher temporal resolution is
possible due to the multi-static measurements that result in
a much higher meteor trail detection rate within the over-
lapping observation volume compared to a monostatic me-
teor radar. For the visualization of horizontally resolved mea-
surements and the correct geographic mapping with minimal
projection errors, we leverage the m_map software package
(Pawlowicz, 2020).

3 Methods

The analysis of AGW-TIDs requires the processing of the
ISR and meteor radar measurements. The applied techniques
to extract and separate different wave modes from the radar
data are described in this section using the data collected on
7 July 2020. We then leverage this methodology and apply
the same procedures to observations carried out during sev-
eral campaigns.

3.1 EISCAT

Previous studies suggested that the magnetic-field-aligned
ion velocity is the most promising ISR parameter to de-
tect TIDs (Williams, 1989; Vlasov et al., 2011). However,
since the investigated measurements are not conducted in a
field-aligned geometry, our analysis focuses on the electron
density to avoid any impacts of ionospheric electric fields
(Williams, 1989). Figure 1 shows the electron density Ne
measured on 7 July 2020 with the EISCAT VHF radar. A
sliding window filter with a 60 s step size and a window
length of 60 min is applied on each altitude level separately to
subtract all larger-scale perturbations and to disclose the un-
derlying GW signatures. The filtered absolute electron den-
sity variations δNe are shown in Fig. 1 as well.

The electron density shows variations of several orders
of magnitude across the observed altitude and time range.
The sliding window filter removes the background mean and
large-scale variations in time and altitude. The remaining
residual fluctuations reveal several medium-scale structures
in electron density. Further on, we focus on the pronounced
wave structure visible from 08:00–12:00 UTC at altitudes
∼ 110–170 km indicated by a red box.

Figure 2 (top left) shows δNe at the time–altitude range
specified above. The electron density variations exhibit a
strong wave pattern with downward phase progression. Such
downward phase progression is expected and has been
reported for upward-propagating AGW-TIDs (e.g., Hines,
1960; Williams, 1989; Kirchengast, 1997; Nicolls and Hein-
selman, 2007; Vlasov et al., 2011). After 10:00 UTC, the
wave structures show signs of an interference pattern be-
low 130 km altitude. This indicates the presence of addi-

tional, presumably downward-propagating, wave modes. We
apply 2D Fourier filters to separate multiple present wave
modes. This approach has been successfully demonstrated on
model data (e.g., Vadas and Becker, 2018; Vadas and Becker,
2019). The electron density variations are interpolated on
a 72 s× 5 km grid and a 2D fast Fourier transform (FFT)
dNe (t,h)→ d̂Ne (f,kz) is performed. The resulting Fourier
spectrum is shown in Fig. 2 (top right) with wave frequency
f as abscissa and with vertical wave number kz as ordi-
nate. In such a 2D Fourier spectrum, the amplitudes of wave
structures with downward phase progression are found for
|f · kz|> 0. Consequently, two strong maxima correspond-
ing to the observed upward-propagating wave structure can
be identified in the first and third quadrants of the spectrum.
As described in Eq. (1), a 2D step function is applied to sup-
press waves with upward phase progression from the Fourier
spectrum.

d̂Ne
′
(f,kz)= σ (f,kz) · d̂Ne (f,kz) ;

σ (f,kz)=

{
0 f · kz ≤ 0,

1 f · kz > 0.
(1)

The filtered 2D Fourier spectrum d̂Ne
′
(f,kz) is trans-

formed to the filtered electron variations dN ′e (t,h) by means
of a 2D inverse FFT. Figure 2 (bottom left) shows dN ′e (t,h)
from only upward-propagating wave modes. This filtered
wave field exhibits no more signs of wave interference. How-
ever, as we use a bandpass filter, there is a possibility that sev-
eral upward-propagating wave modes are still present. The
Fourier spectrum in Fig. 2 (top right) shows two smaller
maxima at slightly higher frequencies (∼ 1 mHz) than the
dominant maxima. Additionally, the dominating maxima are
limited to wave numbers kz . 0.3 km−1. In the second step,
another filter function is applied to limit the Fourier spec-
trum to waves with period τ & 21 min and vertical wave-
length λz & 21 km. The inverse FFT of this spectrum gives
the electron density variations presumably caused by a sin-
gle AGW-TID wave mode which is shown in Fig. 2 (bottom
right). The same method can be applied to obtain any of the
other present wave modes. However, to demonstrate the fol-
lowing procedures, we will focus on this largest-amplitude
wave.

After the wave mode of interest has been isolated, the goal
is to determine vertical profiles of the wave period τ and the
vertical wavelength λz. The first step is to fit the filtered elec-
tron density variations at each altitude level separately as a
wave function given by

dNe = A · cos
(

2π
τ
t + δ

)
. (2)

Equation (2) provides the fit function with the wave param-
eters amplitude A, period τ , and phase shift δ. The optimum
parameters are determined by a least-square fit which yields
the vertical profiles A(z), τ(z), and δ(z). Furthermore, we

Ann. Geophys., 41, 409–428, 2023 https://doi.org/10.5194/angeo-41-409-2023



F. Günzkofer et al.: Inferring neutral winds from AGW-TID measurements 413

Figure 1. (a) Electron density measured with the EISCAT VHF radar on 7 July 2020. (b) Electron density variation calculated with a sliding
window filter. The red box marks a strongly pronounced wave structure.

Figure 2. (a, b) Electron density variation δNe (a) and associated 2D Fourier spectrum (b). (c, d) δNe filtered for upward-propagating wave
signals (c, filter edges shown as a black rectangle in the Fourier spectrum) and with additionally restricted wave parameters τ & 21 min and
λz & 21 km (d, filter edges shown as a red rectangle in the Fourier spectrum).

determine the times of the maxima from the wave period and
phase shift profiles;

tmax(z)=−
δ(z) · τ(z)

2π
+ t0+ n · τ(z), (3)

where n is a positive integer and t0= 08:00 UTC. Connecting
the times of maxima gives the vertical phase lines. Along

these phase lines, the vertical wave number kz = 2π/λz can
be determined by

kz(z)=
2π
τ

dtmax(z)

dz
. (4)

Figure 3 (left) shows the fitted δNe pattern, in which
four phase lines are labeled by solid red and dashed black
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lines. The vertical wavelength λz along the red phase line
and the vertical profile of the wave period τ are shown in
Fig. 3 (right). A similar procedure was applied by Vadas and
Nicolls (2009). It should be noted that λz < 0 corresponds to
downward phase progression; therefore, we show the abso-
lute value |λz|.

The obtained profile of the vertical wavelength shows a
steady increase from ∼ 20 to ∼ 70 km across the range of
measurement altitudes. This agrees very well with previous
results from both observations and models (e.g., Oliver et al.,
1997; Vadas, 2007; Nicolls et al., 2014). The observed wave
period τ = 43.1± 1.6 min is nearly constant with altitude.
The wave period is considerably larger than the buoyancy
period of the neutral atmosphere, which increases approxi-
mately from 3–9 min across the transition region, but signif-
icantly smaller than the Coriolis period. For such medium-
frequency waves (Fritts and Alexander, 2003; Sect. 2.1.2),
the horizontal wavelength λH is much larger than the verti-
cal wavelength λz, which, as will be shown later in this sec-
tion, is also the case here. As described in Vadas and Becker
(2018), the observed wave frequency is constant with alti-
tude as long as the buoyancy frequency and the background
horizontal wind do not change with time, which can be as-
sumed for timescales of a few hours. Both the value of the
measured wave period and the constant vertical profile agree
with previous findings (e.g., Nicolls et al., 2014).

Though the Fourier filter has to be adjusted manually to ac-
count for the specific wave activity during a certain measure-
ment time, the described procedure is an effective method
to obtain vertical wave parameters from EISCAT measure-
ments.

3.2 Meteor radar

Horizontal wave parameters are derived from measurements
with the Nordic Meteor Radar Cluster. Figure 4 (left) shows
the total horizontal wind velocity over the Nordic coun-
tries at 96 km altitude that was observed on 7 July 2020 at
10:00 UTC. These horizontally resolved 3D winds are ana-
lyzed to extract gravity waves, which are then linked to the
TID measured with EISCAT. A time–altitude cross-section
of wind measurements at 69◦ N, 22◦ E is shown in Fig. 4
(right).

In the first step, we identify potential gravity waves in the
time–altitude domain for each grid cell in the Nordic domain.
This is done by filtering the neutral wind measurements for a
frequency band around the above-measured TID wave period
of τ ≈ 43 min. Waves on this timescale should be resolved in
the 10 min resolution meteor radar measurements, and their
oscillation period should be roughly constant with altitude.
The analysis of time–altitude dynamics of meteor radar mea-
surements is equivalent to the EISCAT analysis in the previ-
ous section. The main steps are illustrated in Fig. 5 for the
selected grid cell at 69◦ N, 22◦ E.

Due to strong, large-scale changes in the background
wind velocity with time and altitude, typical for north-
ern hemispheric summer conditions at such high latitudes,
a sliding window filter is applied with 60 min window
length and 10 min time steps. The absolute velocity vari-
ations δu (top left) show signs of wave activity above
85 km at ∼ 09:00–11:00 UTC. By applying a Fourier filter
that allows only upward-propagating waves with periods of
28 min. τ . 56 min, we extract the underlying gravity wave
mode at the cost of a slightly decreased amplitude (top right).
Fitting the wave pattern (bottom left) and determining the
wave parameters (bottom right), as described in Sect. 3.1,
shows that the parameters of the detected wave mode fit
well to those found in the EISCAT data at higher altitudes.
The wave period τ = 44.1± 4.0 min is nearly constant with
altitude and is within the uncertainties of the wave period
measured with EISCAT. The vertical wavelength strongly
varies with altitude, exhibiting a minimum at approximately
the altitude where the mesospheric summer wind reversal
boundary occurs according to existing climatologies involv-
ing also some radars of the Nordic Meteor Radar Cluster
(Stober et al., 2021d). At ∼ 100 km altitude, both total value
(λz ≈ 20 km) and general trend fit well with the lowest alti-
tudes of the profile shown in Fig. 3. This suggests that the
detected wave mode is equivalent to the one seen in the EIS-
CAT observations.

The analysis is repeated for each grid point of the Nordic
Meteor Radar Cluster to obtain a horizontal field of filtered
wind velocities. The horizontal wind field is Fourier filtered
at each altitude level to emphasize the dominant horizon-
tal wave numbers kx and ky This reveals a northeastward-
propagating wave mode that is strong enough to be detected
at altitudes ≥ 92 km. The result of the horizontal wave anal-
ysis is shown in Fig. 6.

The horizontal wave parameters of interest are the hori-
zontal wavelength λH and the propagation direction. Simi-
lar to the procedure for the vertical wave fitting, a horizontal
wave function is defined in Eq. (5).

dU = A · sin
(

2π
λH
· (cosα · x+ sinα · y)+ δ

)
(5)

The wave propagation direction is defined as an angle α
that rotates counterclockwise from the geographical east di-
rection. The least-square fit includes a phase shift δ and a
horizontally constant amplitude A. Figure 6 (top left) shows
that the amplitude is indeed not horizontally constant; there-
fore, the fit is conducted on a reduced horizontal area from
∼ 67.8–71.1◦ N latitude and 18.4–27◦ E longitude. The fit
shown in Fig. 6 (top right) yields a horizontal wavelength
λH = 230 km and a propagation direction of α = 36.9◦. For
altitudes ≥ 92 km, these parameters are approximately con-
stant with altitude, which is in agreement with previous
measurements and assumptions (Lighthill, 1978; Nicolls and
Heinselman, 2007; Vadas and Nicolls, 2008). The obtained
values for λH and α are therefore assumed constant for all
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Figure 3. (a) Fitted wave pattern with phase lines (dashed). (b) Profiles of absolute vertical wavelength and wave period for the red phase
line.

Figure 4. (a) Total horizontal wind velocity uH measured by the Nordic Meteor Radar Cluster at 96 km altitude on 7 July 2020 at 10:00 UTC
with grey arrows indicating the wind direction. The positions of the four meteor radars are marked as red dots. The position of the vertical
cross-section in the right panel is indicated by a red star. (b) Time–altitude cross-section of uH at 69◦ N, 22◦ E.

altitudes. Furthermore, Fig. 6 (bottom) outlines the perfor-
mance of the 3DVAR+DIV retrieval to infer the vertical
and horizontal structure of such gravity waves. Although the
sampling is given by randomly occurring meteors in space
and time, the algorithm preserves the wave structure for the
domain with a sufficient measurement response (measure-
ment response not shown in this work; see for an example
Stober et al., 2022).

3.3 Dispersion relation fit

The possibility of using AGW-TID observations and grav-
ity wave dispersion relations (Hines, 1960; Vadas and Fritts,
2005) to infer neutral atmosphere parameters has been
demonstrated in previous work (see, e.g., Nicolls and Hein-
selman, 2007; Vadas and Nicolls, 2008, 2009; van de Kamp
et al., 2014). In particular, obtaining the vertical wave num-
ber kz from ISR measurements has been established in these
studies. However, the simultaneous measurement of the ver-
tical and horizontal wavelengths of the same wave mode has

been difficult due to a lack of the observational capabili-
ties of previous research instruments. Combining ISR mea-
surements with the Nordic Meteor Radar Cluster provides a
unique research capability to measure the thermospheric neu-
tral wind covering the required spatial and temporal scales
to enable such studies. The gravity wave dispersion relation
gives the wave vector k2

= k2
H+ k

2
z as

k2
=

N2k2
H

2π/τ − |kH| ·U‖
· γ −

1
4H 2 , (6)

with the Brunt–Väisälä (buoyancy) frequency
N =
√
−g/ρ(z) · ∂ρ(z)/∂z, the atmospheric mass den-

sity profile ρ(z), the observed wave period τ , a viscosity
term γ , and the atmospheric scale heightH . U‖ is the neutral
wind speed projected along the direction of the horizontal
wave vector kH. It is defined as U‖ = (kH ·UH)/ |kH|. The
viscosity term of the anelastic dissipative dispersion relation
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Figure 5. (a, b) Absolute variation of horizontal velocity δu in a time–altitude cross-section of the meteor radar measurements at 69◦ N,
22◦ E (a). Fourier filtering shows strong wave activity at 28 min . τ . 56 min (b). (c, d) The wave fitting (c) and phase line/wave parameter
determination (d) methods are adapted from Sect. 3.1 and show that the wave parameters of the largest-amplitude wave agree well with the
previously detected TID.

is, according to Vadas and Fritts (2005), given by

γ =


1+

ν2

4ω2
I

(
k2
−

1
4H 2

)2
(

1−Pr−1

1+ 0.5δ
(
1+Pr−1)

))2


·

[
1+ δ

(
1+Pr−1

)
+ δ2Pr−1

]}−1
, (7)

with δ = νkz/HωI , kinematic viscosity ν, and the Prandtl
number Pr = 0.7. In this study, the Prandtl number is as-
sumed to be constant (Vadas and Fritts, 2005; Nicolls
and Heinselman, 2007). In the zero-viscosity approxima-
tion (γ = 1), Eq. (6) becomes the dispersion relation de-
rived by Hines (1960). The neutral background atmosphere
is taken from NRLMSISE-00 (Picone et al., 2002), and the
kinematic viscosity is calculated from the Sutherland model
(Sutherland, 1893). The vertical profiles of λz and τ shown in
Figs. 3 (right) and 5 (bottom right) are assumed to be associ-
ated with GWs, having altitude-independent values of λH =

230 km and α = 36.9◦. Equation (6) is solved for the opti-
mum wind velocity U‖, applying a nonlinear least-square fit
using a Levenberg–Marquardt algorithm (Marquardt, 1963).
Figure 7 shows vertical profiles of the wind velocity along
the propagation direction of the detected gravity wave. We

compare our results from both the viscous and non-viscous
dispersion relation, measurements from the Nordic Meteor
Radar Cluster projected to the AGW-TID propagation direc-
tion, and the empirical Horizontal Wind Model (HWM14;
Drob et al., 2015) in Fig. 7.

It can be seen that the fitted wind velocities obtained from
the viscous and non-viscous dispersion relations agree very
well up to approximately 140 km altitude. Above that, the fit
of the non-viscous dispersion relation no longer converges.
This is mainly caused by the exponential increase of the
kinematic viscosity that results in a breakdown of the zero-
viscosity approximation. At altitudes . 100 km, the fitted
profiles are well within the range of the projected meteor
radar measurements and associated uncertainties. The error
bars in Fig. 7 show the upper and lower quartiles of all meteor
radar wind velocity measurements during the interval 09:00–
11:00 UTC. The comparison between the winds measured by
the meteor radars and those derived from the wave param-
eters exhibits a reasonable agreement considering both sta-
tistical uncertainties (shaded blue area and error bars). This
provides some confidence and validation of the applied ap-
proach to ensure that the neutral winds are reliable within
the frame of the involved assumptions. The fitted wind ve-
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Figure 6. (a, b) Northeastward-propagating wave mode found in the filtered wind field (28 min≤ τ ≤ 56 min) at 96 km altitude (a) and fitted
wave pattern (b). The grey arrows in the left panel show the total wind field identical to the one shown in Fig. 4. (c) The wave mode can be
detected at multiple altitude layers.

locity profiles follow the general trend of the profile given
by HWM14, though the exact velocities are significantly dif-
ferent. Since HWM14 is an empirical model aiming to cap-
ture only the statistical climatology average wind velocity,
such discrepancies are expected. To emphasize the sensitiv-
ity of the velocity fit procedure, the variations of the result
for λz± 5 km are shown as the shaded area in Fig. 7. It can
be seen that, especially at altitudes below 110 km, variations
within a few kilometers of the vertical wavelength can have
a quite significant impact on the inferred wind velocity. This
indicates that a more accurate determination of the wave pa-
rameters is required.

4 AGW-TID parameters during the fall transition

Neutral wind observations at the altitude region from 90–
150 km are important to investigate the E-region dynamo and
vertical coupling as well as dynamical coupling processes
between the ionized and neutral atmosphere (Baumjohann
and Treumann, 1996). The above-described method to de-
rive neutral winds at E-region altitudes leveraging AGW-
dispersion relations and multi-instrument observations opens

the opportunity to study these processes under various con-
ditions throughout the year. In the following, we apply this
method to an AGW-TID event that occurred during the MLT
fall transition. The fall transition is connected to the autumn
equinox and has been shown to have a major impact on at-
mospheric tides in the MLT region (Stober et al., 2021d; Pe-
datella et al., 2021; Günzkofer et al., 2022). Other studies
suggest that there is also an impact on the gravity wave forc-
ing from below (Placke et al., 2015) which, consequently,
will alter the observed wave parameters in the ionosphere.
Figure 8 shows two electron density measurements collected
with the EISCAT VHF radar on 1 September and 13 Octo-
ber 2022. The data are processed as described in Sect. 3. Both
measurements exhibit signatures of TID activity indicating
oscillation periods longer than τ > 21 min, as visualized in
Fig. 8 (right panels).

As expected, the electron density is reduced for the Octo-
ber measurement compared to September, due to the gen-
erally lower elevation angle of the sun. Furthermore, the
filtered data show gravity wave modes at around 10:00–
12:00 UTC with wave periods shorter than 1 h. We also want
to point out that the measurements on 1 September indicate
the presence of a second wave mode with a notably larger
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Figure 7. Comparison of wind velocities from dispersion relation
fit, meteor radar measurements projected to the wave propagation
direction, and HWM14. The shaded area shows the sensitivity of
the fit for variations within λz± 5 km.

period around 08:00–10:00 UTC. Applying our analysis pro-
cedure as described in Sect. 3, the identified wave modes are
separated, and the gravity wave parameters are determined.
Figure 9 shows the filtered (top) and fitted (middle) wave
modes as well as the determined wave parameters (bottom).

Both TIDs observed on 1 September show a similar profile
of the vertical wavelength, indicating a gentle increase up to
the maximum at ∼ 140 km altitude with λz ≈ 40 km. Above
that, the vertical wavelength decreases rapidly. However, the
analysis of the longer period TID, detected between 08:00–
10:00 UTC, exhibits an increased uncertainty above 155 km
altitude. Both TIDs show a nearly constant wave period in
the altitude range from 110–170 km. The long period TID in
Fig. 8 has a mean wave period of τ = 69.2± 1.4 min and for
the other TID, we obtained a period of τ = 26.9± 0.4 min.

The TID observed on 13 October shows a steady decrease
in vertical wavelength from 120–170 km. The sharp increase
in wavelength below 120 km is caused by an inaccurate fit
of the pattern, as indicated by the increased fit uncertainty,
and is therefore not physical. The vertical wavelengths re-
semble similar values between ∼ 20–40 km in comparison
to the TIDs that were found in our first measurements. The
mean wave period is τ = 33.5± 2.0 min and shows a slight
tendency for a small increase in the period with increasing
altitude. This is also reflected in the increased uncertainty.

It should be noted that the two TIDs at 10:00–12:00 UTC,
though occurring at the same time of the day, exhibit notably
different wave periods and vertical wavelength profiles. This
might be the first indication of the impact of the MLT fall
transition on the parameters of AGW-TIDs. The next step is
to identify the observed TIDs in measurements of the Nordic
Meteor Radar Cluster. As shown in Sect. 3, the meteor radar
data are going to add horizontal information about the grav-
ity waves and also provide information about the changes in
the mean background winds during the fall transition. Since
there was no signature in the meteor radar data of an AGW
corresponding to the larger-scale TID observed on 1 Septem-
ber, the following analysis would be restricted to the two
TIDs occurring around 10:00–12:00 UTC. A time–altitude
cross-section of the filtered waves and the parameter analysis
is shown in Fig. 10.

The horizontal winds from both measurements were fil-
tered for 21 min<τ < 42 min. Most notably, below about
92 km, both AGWs are observed at similar wave periods
slightly longer than 30 min, which is closer to the TID
wave period found for the October event. While the AGW
observed during October shows a constant wave period
throughout the entire altitude range, the September AGW
shows a transition to shorter wave periods at about 92–96 km
altitude. The wave period above this transition is < 30 min
and close to the period of the September TID. A summary of
the wave periods from the ISR and meteor radar AGW-TIDs
is given in Table 1.

More important are the altitude-dependent changes of the
vertical wavelength for both campaign periods during the fall
transition. In September, the AGW exhibits a strong peak in
vertical wavelength at 92 km altitude, whereas the October
AGW event shows a nearly constant vertical wavelength at
all observed altitudes in the meteor-radar-derived winds. At
about 92 km our fitting method seems to suffer from rather
large uncertainties due to a weaker amplitude of the filtered
signal. This leads to an apparent downward propagation of
some wave fronts in Fig. 10 (top, middle) which causes the
determined phase lines to jump in between wave fronts. Ap-
parently, at this altitude, other processes disturb the vertical
propagation of the AGW. It should be considered that, during
the fall transition at the beginning of September, the classical
circulation pattern changes from the typical summer situa-
tion with the mesospheric zonal wind reversal with a strong
vertical shear to a weaker mean background wind around Oc-
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Figure 8. Electron densities measured with the EISCAT VHF radar (a, c) and TIDs filtered for τ > 21 min (b, d). Shown are the measure-
ments before (1 September, a, b) and after (13 October, c, d) the fall transition.

Table 1. Summary of determined wave periods for the three detected TIDs/AGWs.

Date 1 September 2022 1 September 2022 13 October 2022

Time 08:00–10:00 UTC 10:00–12:00 UTC 10:00–12:00 UTC
τ [min] from EISCAT (110–170 km) 69.2± 1.4 26.9± 0.4 33.5± 2.0
τ [min] from meteor radar (86–98 km) – 32.9± 7.1 32.9± 0.7

tober before the winter circulation establishes (Stober et al.,
2021d). Such vertical wind shears alter the vertical propaga-
tion conditions and, thus, can lead to changes in the observed
gravity wave parameters for an observer in an Earth-fixed
coordinate frame. Another possible cause for such a strong
vertical shear at the MLT is related to atmospheric tides. In
particular, the semidiurnal tide exhibits a sudden increase in
amplitude during September and shows rather short vertical
wavelengths posing favorable conditions to cause strong ver-
tical shears in the flow. Furthermore, the semidiurnal tidal
enhancement lasts only a few weeks around the beginning
of September and disappears towards October, which further
underlines the different dynamical situations of the large-
scale flow between the 2 campaign days during the fall tran-
sition. Figure 11 shows the tidal amplitude and phase of the
semidiurnal tide over Tromsø from the end of summer (Au-
gust) until the end of the fall transition in October. The red
vertical lines label the campaign days. It is evident that for the

event on 1 September, the semidiurnal tide showed a rather
short vertical wavelength of about 40–60 km, providing fa-
vorable conditions to generate a strong vertical wind shear
considering also the enhanced amplitude during this period.
Hence, the year 2022 is representative of the typical climato-
logical behavior for the fall transition and the evolution of the
semidiurnal tidal amplitude and phase (Stober et al., 2021d).

As described in Sect. 3, the wave period filtering is re-
peated for all grid points of the Nordic Meteor Radar Clus-
ter, and the horizontal wind field is Fourier filtered around
the dominant horizontal wave numbers. Both AGWs can be
observed in a horizontal cross-section which is visualized in
Fig. 12 (September) and Fig. 13 (October).

Most notably, the two AGWs have different horizontal
propagation directions. The September AGW propagates in
a southwestward direction at an angle α = 227.7◦ rotated
counterclockwise from the geographical east. The October
AGW travels in a northwestward direction at an angle α =
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Figure 9. (a–c) EISCAT VHF electron density variations filtered to isolate each of the three identified wave modes. (d–f) Fits of the wave
modes and the obtained phase lines. (g–i) Wave parameters determined for the red phase lines. The shaded areas indicate altitudes with a
range normalized root-mean-square error NRMSE> 0.25.

137.7◦. It can also be seen that their respective maximum am-
plitudes occur at different positions, though both AGWs are
visible around the geographic coordinates of Tromsø. This
increases the likelihood that these GWs correspond to the
TIDs detected with the EISCAT VHF radar. The horizontal
wavelengths are notably different as well, with λH = 150 km
for the September AGW event and with λH = 250 km for
the October AGW event. Both AGWs can be observed at
multiple altitude levels at or above 94 km altitude, and their
horizontal wavelengths remain roughly constant at these al-
titudes.

All wave parameters (λz, λH, τ , and α) are determined for
the two AGW-TIDs that were found in the measurements at
10:00–12:00 UTC. Leveraging the results of the wave analy-
sis, we infer the vertical profile of background neutral wind
velocities. The profiles for 1 September and 13 October are
shown in Fig. 14. However, due to the very good agreement
at the MLT and lower E-region between the viscous and non-
viscous results obtained before, we limited the analysis to
the viscous dispersion relation here. Similarly, to the previ-
ous analysis, the fit is compared to the HWM14 model and

the meteor radar measurements for the time interval where
the AGW-TID was observed.

At the altitudes of the meteor radar measurements, both
fitted profiles show a similar trend as the measurements, al-
though there are sometimes substantial differences in the ab-
solute values, especially on 1 September around 90–94 km.
The largest deviations are found for the altitudes of the verti-
cal transition due to the strong vertical shear and correspond-
ing changes in the wind direction and magnitude at approxi-
mately ∼ 94 km that can be seen in Fig. 10. This leads to the
conclusion that strong vertical shears imposed by the mean
background winds or tides impact the accuracy and precision
of the parameter determination and result in larger uncertain-
ties in the neutral winds derived from the wave parameters.
At the altitudes of the EISCAT measurements, the fitted ve-
locity profiles show a similar general trend compared to the
HWM14 profiles but sometimes indicate substantial magni-
tude differences. However, as mentioned in Sect. 3, this is
attributed to the climatology nature of the HWM14 veloci-
ties, which cannot reflect specific synoptic situations due to
a particular wave field or energetic forcing. The resemblance
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Figure 10. (a, d) Time–altitude cross-section of filtered horizontal wind variations measured with the Nordic Meteor Radar Cluster at 69◦ N,
22◦ E on 1 September (a) and 13 October (d) 2022 at 09:00–13:00 UTC. (b, e) Fitted gravity wave oscillations and obtained phase lines. (c,
f) Wave parameters determined for the red phase lines. Shaded areas indicate NRMSE> 0.35.

Figure 11. (a) Phase of semidiurnal zonal wind tide measured with
the Tromsø meteor radar from August till October 2022. The ver-
tical red lines mark the 2 measurement days of EISCAT. (b) The
amplitude of the semidiurnal zonal wind tide shows a maximum in
early-to-mid September.

of the fitted profiles with both measured and modeled profiles
is a promising first result for this method.

5 Discussion

Combining observations with the EISCAT radar and the
Nordic Meteor Radar Cluster provides a new capability
to study AGW-TIDs. The presented approach avoids sev-

eral problems arising from previous techniques using either
multi-beam ISR measurements or a combination of classical
ISR and GNSS networks. Measurements with a phased array
ISR would in addition permit the determination of both ver-
tical and horizontal properties of a single wave mode. How-
ever, the horizontal resolution of such measurements is lim-
ited. Consequently, horizontal wavelength and propagation
direction can only be roughly determined (Nicolls and Hein-
selman, 2007; Vadas and Nicolls, 2008). This should also
limit the capability of inferring background neutral winds
significantly. On the other hand, GNSS networks allow us to
measure MS-TIDs with high spatial and temporal resolutions
(Saito et al., 1998; Tsugawa et al., 2007). The disadvantage
of this technique is that 2D TEC maps do not allow for the
separation of different wave modes, which makes a combi-
nation with ISR measurements difficult (van de Kamp et al.,
2014). The measurements of TIDs with the LOFAR radio
telescope might provide additional information about AGW-
TID wave parameters and propagation. The radio scattering
due to ionospheric irregularities can be evaluated for several
scattering altitudes, which allows for distinguishing different
TID wave modes (Fallows et al., 2020). However, the verti-
cal resolution of these measurements is presumably not suffi-
cient to allow for determining vertical wavelengths. Even the
measurement of horizontal wavelengths has proven difficult
so far (Boyde et al., 2022). Nevertheless, TID measurements
from radio scattering due to ionospheric irregularities might
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Figure 12. Horizontal cross-section of wind variations for 1 September, 11:00 UTC. Shown are the filtered wind variations (a), the wave
fit (b), and a slice plot of three altitude levels (c).

provide an additional possibility to determine and validate
AGW-TID wave parameters.

The AGW-TID wave parameters determined in this pa-
per are all within the parameter range (λz∼ 10–100 km,
λH∼ 100–300 km, τ ∼ 20–100 min) found in several pre-
vious studies (see, e.g., Oliver et al., 1997; Kotake
et al., 2007; Nicolls and Heinselman, 2007; Vadas, 2007;
van de Kamp et al., 2014; Nicolls et al., 2014). It has been
shown that daytime MS-TIDs are mostly connected to an
upward-propagating AGW from lower atmospheric layers,
whereas nighttime MS-TIDs can be generated by electrody-
namic processes in the ionosphere, e.g., Joule heating or the
Perkins instability (Tsugawa et al., 2007). These AGW-TIDs
generated in situ are unlikely to propagate down to the al-
titudes covered by the Nordic Meteor Radar Cluster. There-
fore, the simultaneous detection of daytime AGW-TIDs with
the EISCAT radar and the Nordic Meteor Radar Cluster in
this study underlines many of the results obtained in previ-
ous studies.

Future work should target the investigation of wave param-
eter changes caused by other atmospheric events besides the
MLT fall transition. Events of special interest might be sud-
den stratospheric warmings, the “hiccup” of the autumn tran-
sition, and the spring transition, which all show distinct sim-
ilarities and differences (Matthias et al., 2015, 2021). Deter-
mining wave parameters from simultaneous measurements
with additional instruments would help to further refine the
demonstrated method and possibly expand the range of in-
vestigated altitudes. These could include the well-established
MS-TID measurements with GNSS networks as discussed
above. Since both the Nordic Meteor Radar Cluster and
GNSS networks allow for the determination of the propa-
gation direction, single wave modes might be observed si-
multaneously and thereby linked to EISCAT measurements.
Statistical studies of daytime and nighttime MS-TIDs sug-
gested that the preferred propagation direction of these waves
depends on the generation mechanism (Kotake et al., 2007;
Tsugawa et al., 2007). These studies were conducted on mea-
surements in the North American region, which makes a
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Figure 13. Horizontal cross-section of wind variations for 13 October, 12:00 UTC. Shown are the filtered wind variations (a), the wave fit (b),
and a slice plot of three altitude levels (c).

comparison to our measurements in Fennoscandia difficult.
Based on the work of van de Kamp et al. (2014), such stud-
ies could be conducted in this region combined with EIS-
CAT and Nordic Meteor Radar Cluster measurements. The
application of OH airglow spectrometers has been previously
demonstrated (Wüst et al., 2018; Sarkhel et al., 2022) and
could be applied as well. There are several planned satellite
missions targeting the detection of AGWs in the MLT re-
gion that might provide valuable additional information (e.g.,
Gumbel et al., 2020; Sarris et al., 2023). Comparison to a
gravity wave resolving atmosphere model like the High Al-
titude Mechanistic General Circulation Model (HIAMCM)
(Becker and Vadas, 2020) would give valuable insight into
the origin and generation of observed waves. This includes
the potential role of secondary and tertiary gravity waves
generated in the mesosphere and thermosphere (Vadas and
Becker, 2018; Vadas and Becker, 2019) and the polar night
jet (Becker et al., 2022a, b; Vadas et al., 2023a). Validation
of the inferred velocity profiles above 100 km altitude is
difficult with the presently available instruments. However,

the EISCAT_3D system (McCrea et al., 2015; Stamm et al.,
2021) could enable altitude-resolved multi-static ISR mea-
surements from which neutral winds could be inferred. This
would allow for verification of the inferred neutral wind pro-
files and the applied method in general. It could then be ap-
plied at other measurement sites where AGW-TIDs can be
detected but where neutral winds cannot be measured di-
rectly.

6 Conclusions

It has been shown that vertical and horizontal wave param-
eters of AGW-TIDs can be determined from simultaneous
measurements with the EISCAT VHF radar and the Nordic
Meteor Radar Cluster. Such observations allow for studying
the vertical coupling processes and propagation of AGW-
TIDs. EISCAT and meteor radar measurements can be com-
bined since they are only separated by about 10–20 km in
altitude. High-time-resolution multi-static meteor radar mea-
surements at 10 min steps allow us to estimate the wave
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Figure 14. Wind velocity profiles along the propagation direction
of the AGW-TIDs detected for each of the measurement days. The
propagation direction is given as angle α rotated counterclockwise
from the geographic east. The shaded area shows the fit sensitivity
for variations λz± 5 km.

period and therefore specifically filter out wave modes de-
tected in EISCAT measurements. The developed techniques
to filter wave modes and determine wave parameters can be
adapted to other EISCAT and meteor radar campaigns. We
demonstrated the application of this method on two mea-
surement campaigns conducted in early September and mid-
October 2022, before and after the MLT fall transition. In
both measurements, an AGW-TID occurring around 10:00–
12:00 UTC with a wave period of roughly 30 min was de-
tected. We showed that both waves exhibited a similar param-
eter range below ∼ 90 km. The September AGW-TID under-
went notable changes in vertical wave parameters that were
detected in the ionosphere. This shows that the fall transi-
tion impacts the ionospheric variability due to the amplifi-
cation of semidiurnal tides in early September and the tidal
minimum in October. Our study also shows that it is possi-
ble to apply the determined wave parameters to infer neutral
wind velocity profiles in the thermosphere. While the abso-
lute values of the inferred, measured, and modeled wind ve-
locities did not always agree, the general trend of the pro-
files showed remarkable agreement considering the typical
statistical errors. This indicates that this method provides a
possibility for reliable neutral wind estimates in the thermo-
sphere, given more refinement and validation. A more ex-

tensive data collection from the multi-instrument AGW-TID
measurements discussed above, including ISR, meteor radar,
GNSS, ground- and satellite-based airglow imagers as well
as explicit wave simulations is going to improve the database
to study the vertical coupling and permit further refinement
of the applied procedures. Extending these studies to other
events, e.g., sudden stratospheric warmings, will help us to
understand the impact of atmospheric variability on the iono-
sphere. As already mentioned, the upcoming EISCAT_3D
system will allow us to verify the inferred neutral wind pro-
files so that the presented method might become a generally
applicable tool for neutral wind measurements in the lower
ionosphere.
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Evaluation of the Empirical Scaling Factor of Joule Heating
Rates in TIE‐GCM With EISCAT Measurements
Florian Günzkofer1 , Huixin Liu2 , Gunter Stober3, Dimitry Pokhotelov4, and Claudia Borries1

1Institute for Solar‐Terrestrial Physics, German Aerospace Center (DLR), Neustrelitz, Germany, 2Department of Earth and
Planetary Sciences, Kyushu University, Fukuoka, Japan, 3Institute of Applied Physics & Oeschger Center for Climate
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Abstract Joule heating is one of the main energy inputs into the thermosphere‐ionosphere system. Precise
modeling of this process is essential for any space weather application. Existing thermosphere‐ionosphere
models tend to underestimate the actual Joule heating rate quite significantly. The Thermosphere‐Ionosphere‐
Electrodynamics General‐Circulation‐Model applies an empirical scaling factor of 1.5 for compensation. We
calculate vertical profiles of Joule heating rates from approximately 2,220 hr of measurements with the EISCAT
incoherent scatter radar and the corresponding model runs. We investigate model runs with the plasma
convection driven by both theHeelis and theWeimermodel. The required scaling of the Joule heating profiles is
determined with respect to the Kp index, the Kan‐Lee merging electric field EKL, and the magnetic local time.
Though the default scaling factor of 1.5 appears to be adequate on average, we find that the required scaling
varies strongly with all three parameters ranging from 0.46 to∼20 at geomagnetically disturbed and quiet times,
respectively. Furthermore, the required scaling is significantly different in runs driven by theHeelis andWeimer
model. Adjusting the scaling factor with respect to the Kp index, EKL, the magnetic local time, and the choice of
convection model would reduce the difference between Joule heating rates calculated from measurement and
model plasma parameters.

Plain Language Summary The vast majority of the energy input to the Earth system originates from
the sun. This includes the absorption of various types of radiation, for example, ultraviolet radiation in the ozone
layer or visible light and infrared radiation at the surface. In the upper atmosphere above about 80 km altitude,
the absorption of extreme ultraviolet radiation and soft X‐rays plays a major role. However, other processes also
contribute significantly to the heating of this region, for example, the energy dissipation in the form of electric
currents flowing along electric fields, also known as Joule heating. Joule heating is highly variable and can be
drastically enhanced especially during solar storms, which can have potentially disastrous effects on satellites.
Accurate modeling, and therefore also prediction, of Joule heating is not possible at the moment since
thermosphere‐ionosphere models have to scale the Joule heating empirically to fit the actual values. We
investigate how the required scaling changes under different geophysical conditions.

1. Introduction
Heating in the upper atmosphere is caused by several different mechanisms and their respective impacts vary
strongly with geomagnetic activity and location. Ionospheric modeling and space weather prediction require
understanding and accurately describing these processes such as energetic particle precipitation or absorption of
extreme ultraviolet and soft X‐ray radiation. At high latitudes, especially during geomagnetic active periods, the
Joule heating due to the dissipation of ionospheric currents is of major importance for the ionosphere‐
thermosphere system. The local Joule heating rate is defined as

qJ = j ⋅ (E + u × B) (1)

with the current density j, the electric field E, the neutral wind u, and the magnetic field B.

At high latitudes, ionospheric currents are associated with the polar plasma convection, which results from the
interaction of the Earth's magnetic field and the interplanetary magnetic field (IMF) carried by the solar wind (e.
g., Baumjohann & Treumann, 1996; Kelley, 2009; Schunk &Nagy, 2009). The convection pattern gives rise to an
electric field E⊥ perpendicular to the nearly vertical magnetic field lines. In this situation, two types of currents
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can be distinguished: Pedersen currents jP (‖E⊥) parallel to the electric field and Hall currents jH (‖E⊥ × B)
perpendicular to both the electric field and the magnetic field lines. From Equation 1, it can be seen that only
Pedersen currents contribute to the Joule heating rate. Introducing the Pedersen conductivity σP, the Pedersen
current can be written as jP = σP (E⊥ + u × B) . Including the neutral dynamo effect due to the neutral wind u(z),
the altitude‐dependent Joule heating rate is

qJ(z) = σP(z)(E⊥ + u(z) × B(z))2 [Wm− 3]. (2)

Integration of Equation 2 gives the height‐integrated Joule heating rate

QJ =∫

z2

z1
σP(z)(E⊥ + u(z) × B(z))2dz [Wm− 2]. (3)

Assuming empirical neutral atmosphere densities and winds, the height‐integrated Joule heating rate QJ can be
determined from satellite observations (e.g., Foster et al., 1983; Palmroth et al., 2005; Rich et al., 1991). To
determine the vertical profile of the local Joule heating rate qJ, incoherent scatter radar (ISR) measurements can
be applied (e.g., Kavanagh et al., 2022; Thayer, 1998, 2000; Vickrey et al., 1982). Global thermosphere‐
ionosphere (T‐I) models provide vertical profiles of qJ at all geographic locations and are therefore a valuable
addition to local ISR measurements (e.g., Deng & Ridley, 2007; Deng et al., 2009; Huang et al., 2012;
Maute, 2017; Weimer, 2005). However, it has been noted that T‐I models tend to underestimate the actual Joule
heating rate quite significantly (Codrescu et al., 1995; Deng & Ridley, 2007). The Thermosphere‐Ionosphere‐
Electrodynamics Global‐Circulation‐Model (TIE‐GCM) (Richmond et al., 1992) therefore multiplies the Joule
heating rate by a constant empirical factor of f= 1.5 (Codrescu et al., 1995; Emery et al., 1999). This study aims to
investigate the required scaling factor under various conditions and whether a constant f = 1.5 is actually
appropriate. For this purpose, we will compare TIE‐GCM Joule heating rates (qMJ andQ

M
J ) with Joule heating rates

that are calculated from TIE‐GCM neutral parameters and EISCAT ISR plasma parameters measurements, that is,
electric field and electron density, (qE

J and QE
J ).

An important point to consider is the representation of the polar plasma convection in T‐I models. Since the
plasma convection depends on the interaction of the IMF with the Earth's magnetic field, a physical convection
model would require coupled modeling of the solar wind, the magnetosphere, and the ionosphere. However,
ionosphere‐thermosphere models generally apply empirical convection models. Two of the most commonly
applied convection models are the Heelismodel (Heelis et al., 1982) and theWeimermodel (Weimer, 2005). The
Heelis model applies the Kp index as an input parameter which quantifies the geomagnetic activity from global
magnetometer measurements. The Weimer model fits the electrostatic potential for given solar wind/IMF pa-
rameters using a set of spherical harmonics (Weimer, 2005). We use the Kan‐Lee merging electric field EKL (Kan
& Lee, 1979) to combine the solar wind and IMF parameters applied by theWeimer convection model. It has been
found that EKL correlates well with the polar cap potential (Weimer, 1995). The Kan‐Lee merging electric field is
defined as

EKL = vswBT sin2(
θ
2
) (4)

with the solar wind velocity vsw, BT = (B2y + B2z )
0.5, and θ = arctan(By/Bz) , with the interplanetary magnetic

field components By and Bz in the GSM coordinate system (Laundal & Richmond, 2017). Since the TIE‐GCM can
be driven by both theHeelis and theWeimer convection models, we will compare the performance of both models
within TIE‐GCM to obtain Joule heating rates for different forcing conditions. It has been shown that the Joule
heating rate strongly depends on the magnetic local time (MagLT) (Baloukidis et al., 2023; Foster et al., 1983) and
therefore we will also investigate how the required f factor varies with MagLT.

Section 2 will introduce the EISCAT ISR instrument and the TIE‐GCM. The applied measurement mode as well
as the geophysical conditions during the measurements will be described. In Section 3, we will show how local
and height‐integrated Joule heating rates are calculated from both measurements and model results. This includes
an introduction to the stochastic inversion method that is applied to obtain 3D ion velocity and electric field
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vectors from ISR measurements. The comparison of Joule heating rates calculated completely from model results
qM
J and constrained with EISCAT measurements qE

J is shown in Section 4. The evaluation of the empirical Joule
heating scaling factor is presented in Section 4 as well and Section 5 discusses the obtained results. Section 6 will
conclude the paper and give an outlook on possible future investigations.

2. Measurements and Models
2.1. EISCAT UHF Incoherent Scatter Radar

The EISCAT Ultra High Frequency (UHF) ISR at Tromsø, Norway (69.6°N, 19.2°E) (Folkestad et al., 1983) has
a peak transmission power of about 1.5–2 MW. The radar transmission frequency is 930 MHz and the employed
dish has a diameter of 32 m. This results in a beam width of about 0.7° corresponding to an antenna directive gain
of approximately 48.1 dBi.

To obtain 3D electric field vectors, the EISCAT ISR can either be operated in combination with two remote
receivers (tristatic) or in a beam‐swing mode (monostatic) (Kavanagh et al., 2022). For this study, we will analyze
approximately 2,220 hr of EISCAT measurements in the beam‐swing mode, also known as Common Program
(CP) 2. In this mode, the radar dish is rotated through four measurement positions with a total cycle time of 6 min,
and the beam‐aligned ion velocity is measured in each position. The time resolution of ∼0.1 hr results in
approximately 22,200 measurement points. The EISCAT CP 2 and other experiment modes are described in
Tjulin (2021).

Following Nygrén et al. (2011), we perform a stochastic inversion to obtain
the F‐region 3D ion velocity vector. The ionospheric electric field can be
calculated from the ion velocities. The method and its application in this study
are described in more detail in Section 3. Other parameters available from the
ISR measurements are the electron density Ne, and the ion/electron temper-
atures Ti and Te. In the E‐region, these parameters are binned in 13 altitude
gates with a vertical resolution of 5 km at 95–125 and 10 km at 135–185 km
altitude.

As mentioned before, we will investigate Joule heating rates for different
geophysical conditions (Kp index and EKL) and magnetic local times. Table 1
gives the distribution of measurement time with the Kp index and EKL.

Table 1
Distribution of Measurement Time With the Kp Index and EKL

Kp Measurement time (hr) EKL (mVm
− 1) Measurement time (hr)

0 186.6 0–0.1 484.2

0.333 311 0.1–0.2 328.2

0.667 263.5 0.2–0.35 410.8

1 195.7 0.35–0.5 360.9

1.333 160.3 0.5–0.7 245.1

1.667 182.5 0.7–0.9 130.9

2 156.1 0.9–1.15 120.7

2.333–2.667 206.7 1.15–1.6 81.5

3–3.333 168 >1.6 60.5

3.667–4 125

4.333–5 139

5.333–6 62.1

>6 35.6

∑ 2,192.1 ∑ 2,222.8

Table 2
Distribution of Measurement Time in Hours With Respect to the Kp Index
and MagLT

Kp/MagLT 03–09 09–15 15–21 21–03 ∑

0–2 312 380.7 406.7 356.3 1,455.7

2–4 128.3 136.7 137.4 97.3 499.7

4–9 51.3 45.2 66.5 73.7 236.7

∑ 491.6 562.6 610.6 527.3 2,192.1
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Investigating the bins given in Table 1 is only possible if the values are taken throughout the entire day and
MagLT variations are neglected. Tables 2 and 3 give the bin resolution and measurement time per bin if variations
with the Kp index/EKL and MagLT are investigated simultaneously.

A seasonal dependence of the Joule heating rate and the required scaling factor has been shown before (Emery
et al., 1999; Foster et al., 1983). Figure 1 shows the distribution of the EISCAT measurements by day of year. It
can be seen that most EISCAT CP2 measurements took place in January or around the September equinox. The
distribution shown in Figure 1 does not allow to investigate the seasonal dependence of the Joule heating rates and
the required scaling. For the results shown in this paper, all measurements have been considered independent of
the day of year.

2.2. TIE‐GCM

The Thermosphere‐Ionosphere‐Electrodynamic General‐Circulation‐Model (TIE‐GCM) (Richmond et al., 1992)
is a global model of the coupled ionosphere‐thermosphere system. The lower boundary is at about 96 km altitude
where atmospheric tides are specified by the Global Scale Wave Model (GSWM) (Hagan & Forbes, 2002, 2003).
The TIE‐GCM output is given on a 2.5° × 2.5° longitude‐latitude grid. The vertical resolution is 1/4 in scale
height units equivalent to a resolution of ∼2–18 km. The time resolution of the TIE‐GCM is set to 30 s and the
model output is given in 1 hr intervals. The solar activity is parameterized with the F10.7 solar flux which is
measured daily. The range of F10.7 varies from ∼70–170 sfu (solar flux units). The database includes 2 days (09
and 13 September 2005) with exceptionally high solar flux conditions of F10.7 ∼ 700 sfu and F10.7 ∼ 300 sfu.
The data presented in this paper was generated from several runs performed with the TIE‐GCM Version 2.0.

As mentioned in Section 1, the polar plasma potential, and hence the electric field, is given by an empirical
convection model. Both the Heelis model (Heelis et al., 1982) and the Weimer model (Weimer, 2005) can be
applied for that purpose. We performed two TIE‐GCM runs for each EISCAT measurement, driven with either of
the two convection models. It should be mentioned explicitly that the model runs were performed using realistic
F10.7 and Kp index and time‐advanced solar wind/IMF parameters. The model data is binned into the same E‐
region altitude gates as the EISCAT plasma parameters. Since the model output intervals are larger than the

Table 3
Distribution of Measurement Time in Hours WIth Respect to EKL and MagLT

EKL (mVm
− 1)/MagLT 03–09 09–15 15–21 21–03 ∑

0–0.2 164 213.5 215 219.9 812.4

0.2–0.5 183.5 225.4 181.1 181.7 771.7

>0.5 149 135.8 218.5 135.4 638.7

∑ 496.5 574.7 614.6 537 2,222.8

Figure 1. Seasonal distribution EISCAT measurement time included in the database.
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measurement time resolution, we apply a nearest‐neighbor interpolation on the model data. The same interpo-
lation is performed on the Kp index and EKL data. This allows to bin the Joule heating rates qM

J and qE
J according to

Tables 1–3. Since there is a one‐to‐one correspondence of the Kp index and the solar wind/IMF parameters, it is
valid to bin Heelis‐driven runs with EKL and Weimer‐driven runs with the Kp index.

3. Method
The application of stochastic inversion to infer 3D ion velocity vectors from EISCAT beam‐swing measurements
is described in detail by Nygrén et al. (2011). We will summarize the implementation of the method for this paper
and refer to Nygrén et al. (2011) for further information. The stochastic inversionmethod allows solving the linear
problem

M = Ax + ϵ (5)

where the vector of unknown variables x is determined from the measurement vectorM under consideration of the
measurement uncertainties ϵ. This requires an adequate formulation of the theory matrix A.

In the F‐region ionosphere, the east‐ and northward ion velocities vFE and vFN can be assumed constant with altitude
while the vertical ion velocity vFz changes with height (Nygrén et al., 2011). Therefore, the unknown vector x for
each 6min beam‐swing cycle consists of one vFE value, one vFN values, and nG vFG

z values where nG is the number of
pre‐defined F‐region altitude gates. We define nG = 14 altitude gates ranging from 230 to 515 km altitude with a
resolution of 15 km (230–260 km), 20 km (280–360 km), and 25 km (390–515 km). Ideally, one measurement
cycle consists of four pointing directions and therefore the total number of beam‐aligned ion velocity mea-
surements for each beam‐swing cycle is 4 · nG. Though F region electron densities are large enough to allow for
ISR measurements at most times, it has to be considered that the fit of the incoherent scatter spectrum does not
converge for one or more beams during some cycles. Beam‐swing cycles with less than four converging ISR
measurements are disregarded for the analysis in this paper. For each measurement position, the azimuth angle α
and the elevation angle β are known and the measurements can be expressed by the standard radial wind equation

MG
i = sinαi cosβivFE + cosαi cosβivFN + sinβivFG

z (6)

for i = [1, 4]. The transformation coefficients in Equation 6 give the ith line of the theory matrix AG for a single
altitude gate. Repeating this for each altitude gate gives the complete theory matrix A (see Nygrén et al., 2011,
Equation 21).

Since the F‐region ionosphere can be assumed to be collisionless, the perpendicular electric field can be
approximated by the electric drift formula

E⊥ = − vF × B. (7)

As for the magnetic field B, the International Geomagnetic Reference Field (IGRF) (Alken et al., 2021; Barra-
clough, 1988) is employed. E⊥ is calculated at 300 km altitude and linearly scaled with the increasing magnetic
field strength at lower altitudes, that is, the ratio of E‐region to F‐region magnetic field strength BE/BF ≈ 1.1
(Nozawa et al., 2010). E⊥ can then be applied to calculate the local Joule heating rate in the E‐region given by
Equation 2. Numerical integration of the 13 E‐region altitude gates gives the height‐integrated Joule heating rate
QJ. Although the TIE‐GCM gives the local Joule heating rate as an output variable, we calculate qM

J from
Equation 2 assuming the F‐region vF at 300 km altitude. This way, we ensure that any differences between qM

J and
qEJ are due to the application of EISCAT plasma parameters and not due to any potential differences in the
calculation method.

The Pedersen conductivity in Equation 2 is given as (Baumjohann & Treumann, 1996)

σP = (
νen

ν2en +Ω
2
e
+

me

mi

νin
ν2in + Ω

2
i
)

Nee2

me
. (8)
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The ion/electron‐neutral collision frequencies νin and νen, ion/electron gyro‐frequencies Ωi and Ωe and the mean
ion mass mi are taken from TIE‐GCM runs for the calculation of both qM

J and qE
J . The electron density Ne is taken

from EISCAT measurements when calculating qEJ and from the TIE‐GCM output when calculating qM
J . Whether

the calculation of qEJ should be done with model or measurement Ne, is up to discussion. Taking the model Ne

would ensure that the differences of qE
J and qM

J are entirely caused by the plasma convection and therefore allow to
evaluate the two convection models in comparison to ISR measurements. On the other hand, if the EISCAT ISR
measured electron density is applied, qEJ is closer to the actual Joule heating rate which is of interest when the
empirical Joule heating scaling factor is adjusted. Therefore, the EISCAT measured Ne is applied for the
calculation of qEJ throughout the paper. Figure 2 gives the ratios of model‐to‐measurement electron density for
bothHeelis‐ andWeimer‐driven runs binned with respect to the Kp index and EKL. It can be seen from Equations 2
and 8 that this factor linearly propagates to the Joule heating rates.

The vertical profile of the neutral wind u(z) in Equations 2 and 3 is always taken from TIE‐GCM. Especially for
periods of low geomagnetic activity, the neutral wind contribution to the Joule heating rate can not be neglected
(Baloukidis et al., 2023; Vickrey et al., 1982).

4. Results

After calculating qM
J and qE

J for each time‐point, the profiles are binned with respect to the Kp index, EKL, and
MagLT. For each bin, a median profile qEJ (z) and two median profiles qM

J (z), one for Heelis‐ and one forWeimer‐
driven model runs, are calculated. The optimum empirical scaling factor f is determined by a non‐linear least‐
square fit of qEJ (z) − f ⋅ qM

J (z) = 0. This is demonstrated in Figure 3 for 230 hr of data during September 2005
with Kp > 2 conditions.

The model profiles in Figure 3a are linearly scaled to fit qE
J which results in the profiles shown in Figure 3b. From

the non‐linear least‐square fit, it is found that the optimum scaling factors for the model runs with Heelis and

Figure 2. Ratio of electron densities Ne as given by TIE‐GCM, driven with either Heelis orWeimer convection, to EISCAT measurements. The electron densities have
been binned with respect to the Kp index and EKL.
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Weimer plasma convection are fH = 1.60 and fW = 1.41. These are very close to the default value f = 1.5 in the
TIE‐GCM.

For further analysis, an extended database of approximately 2,220 hr of EISCAT measurements and TIE‐GCM
simulations is applied. The data is binned according to the Kp index and EKL ranges given in Table 1. We
investigate the optimum profile scaling factor f and the mean‐squared difference of the vertical Joule heating rate
profiles. The mean‐squared difference is calculated as MSD = 1/ nz ⋅∑

nz
i=1(qE

J,i − qMJ,i)
2 where nz = 13 is the

number of altitude gates, and qEJ,i and qM
J,i are the discretized Joule heating rate profiles. We also investigate the

absolute and relative difference between the height‐integrated Joule heating rates QM
J and Q

E
J . Figure 4 shows the

variation of these quantities with the Kp index.

For the TIE‐GCM runs driven with the Heelis convection model, it can be seen in Figure 4a that the model
would require a significantly larger scaling factor to fit the EISCAT‐constrained Joule heating rates at Kp < 4
conditions. In Figures 4b–4d, the results are shown for the application of the default f = 1.5 and the optimized
f from Figure 4a. An adjustment of the scaling factor reduces the MSD in Figure 4b by two orders of
magnitude. Due to the generally lower Joule heating rates at Kp < 4, the absolute difference
ΔQabs = QE

J − QM
J in Figure 4c is very low. Nevertheless, it can be seen that the height‐integrated Joule

heating rate gets slightly closer to QE
J by adjusting the scaling factor for Heelis‐driven runs at Kp < 4. The

relative difference ΔQrel = (QE
J − QM

J )/Q
E
J in Figure 4d would be notably reduced. For Kp > 4, the default

scaling factor f = 1.5 seems to be appropriate or even too large for Heelis‐driven TIE‐GCM runs. The MSD of

Figure 3. (a) Joule heating profiles qEJ calculated with EISCAT plasma parameters and qM
J calculated from TIE‐GCM

simulations with both Heelis and Weimer plasma convection for Kp > 2. (b) The two model profiles are scaled with the
optimum scaling factors fH = 1.60 and fW = 1.41 to fit qEJ .

Earth and Space Science 10.1029/2023EA003447

GÜNZKOFER ET AL. 7 of 19

 23335084, 2024, 4, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023E

A
003447 by D

tsch Z
entrum

 F. L
uft-U

. R
aum

 Fahrt In D
. H

elm
holtz G

em
ein., W

iley O
nline L

ibrary on [27/03/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



the Joule heating rate profiles is significantly larger at Kp > 4 than at lower geomagnetic activity and could be
decreased by adjusting the scaling factor. However, ΔQabs and ΔQrel are actually increased for the adjusted
scaling factor at Kp ∼ 5. At Kp > 5, on the other hand, QM

J is far too high for the default f = 1.5 and adjusting
the scaling factor would bring it significantly closer to QE

J .

The TIE‐GCM runs driven with the Weimer convection model require a scaling factor f > 1.5 at Kp < 4 con-
ditions. The MSD of qMJ and qE

J would be significantly reduced by adjusting the scaling factor. The relative
difference would generally be reduced at Kp < 4 by adjusting the scaling factor while ΔQabs does not change
notably. At Kp > 5,Weimer‐driven model runs clearly underestimate the Joule heating rate. An adjustment of the
scaling factor would significantly reduce the profile MSD as well as ΔQabs and ΔQrel.

In summary, the TIE‐GCM results show very different behavior for Heelis‐ and Weimer‐driven polar plasma
convection. For the default scaling factor f = 1.5, the Heelis‐driven model runs underestimate the Joule heating
rate at Kp < 4 and overestimate it at Kp > 5. For Weimer‐driven model runs, the default f = 1.5 seems to work
considerably well at Kp < 4. While the MSD of the Joule heating rate profiles could be slightly decreased by
adjusting the scaling factor, the height‐integrated Joule heating rate would remain approximately the same. At
Kp > 4, however, the Joule heating rates are clearly underestimated for the f = 1.5 case and an adjustment of the
scaling factor would reduce the gap between the model Joule heating rates and those constrained by EISCAT
measurements.

Figure 4. (a) Scaling factor f, (b) the mean‐squared difference of qMJ and qE
J , (c) the absolute and (d) the relative difference of

the height‐integrated Joule heating rates QM
J andQ

E
J . The dotted lines in (b)–(d) give the results for f = 1.5 and the solid lines

in case the scaling factors from (a) are applied to calculate the model Joule heating rate.
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As mentioned in Section 1, theWeimer convection model determines the polar plasma potential from solar wind
and IMF parameters. Therefore, the analysis above is repeated for the Kan‐Lee merging electric field EKL bins
listed in Table 1. The results are shown in Figure 5.

The required scaling factor in Figure 5a shows thatHeelis‐driven TIE‐GCM runs generally underestimate the Joule
heating rate for most EKL values. An adjustment of the scaling factor would reduce theMSD of the vertical Joule
heating rate profiles by at least one order of magnitude for all EKL values as shown in Figure 5b. This can also be
seen in Figure 5c, where ΔQabs would be decreased by adjusting the scaling factor at all conditions with the
exception ofEKL∼ 1mVm

− 1 andEKL ≳ 2mVm− 1. The same result is found for the relative difference in Figure 5d.

For the Weimer‐driven model runs, it is found in Figure 5a that by applying a constant f = 1.5, the Joule heating
rate is underestimated for EKL ≲ 0.5 mVm− 1 and overestimated for EKL ≳ 1 mVm− 1. Figures 5c and 5d show that
an adjustment of the scaling factor would reduce ΔQabs and ΔQrel for these EKL ranges. Especially at
EKL ≳ 1 mVm− 1, theWeimer‐driven model Joule heating rates would be significantly closer to the measurement‐
constrained results if the scaling factor is adjusted.

It has been reported previously that the Joule heating rate varies strongly with the magnetic local time (Baloukidis
et al., 2023; Foster et al., 1983). We will therefore investigate the Joule heating rates separately for four MagLT
bins covering the dawn sector (03–09 MagLT), the noon sector (09–15 MagLT), the dusk sector (15–21 MagLT),
and the midnight sector (21–03 MagLT). To obtain enough measurement time in each investigated bin, the Kp
index and EKL bins are enlarged as stated in Tables 2 and 3. In total, we obtain vertical Joule heating rate profiles

Figure 5. (a) Scaling factor f, (b) the mean‐squared difference of qMJ and qE
J , (c) the absolute and (d) the relative difference of

the height‐integrated Joule heating rates QM
J andQ

E
J . The dotted lines in (b)–(d) give the results for f = 1.5 and the solid lines

in case the scaling factors from (a) are applied to calculate the model Joule heating rate.

Earth and Space Science 10.1029/2023EA003447

GÜNZKOFER ET AL. 9 of 19

 23335084, 2024, 4, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023E

A
003447 by D

tsch Z
entrum

 F. L
uft-U

. R
aum

 Fahrt In D
. H

elm
holtz G

em
ein., W

iley O
nline L

ibrary on [27/03/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



and the associated height‐integrated Joule heating rates for 12 bins. Figure 6 shows the qJ profiles binned with
respect to the Kp index and MagLT.

As expected, the Joule heating rate increases with the Kp index which can be seen from the maxima of the vertical
profiles and the height‐integrated Joule heating rates given in Figure 6. This is found for both qM

J and qE
J . qE

J is
generally lowest in the noon MagLT sector and largest in the midnight MagLT sector. The important exception is
for Kp > 4, where the largest qEJ is actually found in the dusk MagLT sector. For the model runs, both driven by
Heelis andWeimer convection, it is found that the Joule heating rate is lowest in the noon sector and largest in the
midnight sector for all Kp ranges. The model profiles shown in Figure 6 have been scaled with the default factor
f = 1.5. The Heelis‐driven model Joule heating rates are generally lower than those constrained by EISCAT
measurements for Kp < 4. This agrees with Figure 4 where it has been shown that Heelis‐driven runs require a
larger than default scaling factor at Kp < 4. At Kp > 4, however, qM

J approximately fits the EISCAT‐constrained
qEJ or even exceeds it for the noon sector, where qE

J is overall lowest.

AtKp < 4, the default‐scaledWeimer‐driven TIE‐GCM runs show Joule heating rates lower than qE
J at all magnetic

local times except for the midnight MagLT sector. For Kp > 4, however, the qMJ profiles fromWeimer‐driven runs

Figure 6. Median vertical profiles of the Joule heating rate qMJ and qEJ for 12 bins of varyingKp index and magnetic local time.
The default f = 1.5 has been applied to the model Joule heating rate profiles. The respective height‐integrated Joule heating
rates are given in the legends.
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fit the qE
J profiles very well, except for the duskMagLT sector. Here, the Joule heating is clearly underestimated by

the model runs.

In summary, it can be seen from Figure 6 that the magnetic local time very much impacts the vertical Joule heating
profiles qMJ and qE

J and the required scaling. This can also be seen from the variation of the height‐integrated Joule
heating rates QM

J and Q
E
J with magnetic local time shown in Figure 7. Two cases of geomagnetic activity, Kp < 4

and Kp ≥ 4, are distinguished.

As noticed before, Figure 7 shows that Joule heating rates are largest during nighttime for Kp < 4. While the
Heelis‐driven runs give a very low height‐integrated Joule heating rate at all MagLTs, QM

J from Weimer‐
driven runs is lower than QE

J during daytime and larger during nighttime. Adjusting the scaling factor would
reduce the difference between EISCAT‐constrained and model height‐integrated Joule heating rates at all
magnetic local times.

AtKp > 4, theQE
J maximum is around 16MagLT, and the largestQ

M
J are found around 4MagLT. It can be seen in

Figure 6 that all model runs give distinctly larger Joule heating rates than the EISCAT‐constrained calculations
for Kp > 4, 3–9 MagLT. It should be noted that at Kp > 4, theHeelis‐driven runs scaled with f= 1.5 reproduceQE

J

extremely well at about 0–6 MagLT, while the Weimer‐driven runs give QM
J very close to QE

J at around 6–12
MagLT. Therefore, the required scaling factor does not only change with the Kp index and convection model
but also with magnetic local time. Similar to Figure 4a, the required scaling factors for the dawn, noon, dusk, and
midnight MagLT sectors are shown in Figure 8.

The large scaling factor required for Heelis‐driven runs at low Kp values seen in Figure 4 is mostly caused by the
dawn and midnight sectors (see Figures 8a and 8d). During the noon and dusk sector in Figures 8b and 8c, the
Heelis‐driven runs underestimate the Joule heating for low Kp values less strongly. At high Kp values, the dif-
ferences between QM

J and QE
J seems to be well accounted for by the default f = 1.5 except for the noon sector

where f should be reduced.

TheWeimer‐driven TIE‐GCM runs seem to underestimate the Joule heating rate at lowKp values during the dawn
and noon sectors. During the dusk and midnight sectors, f= 1.5 seems to be appropriate in order to reproduce QE

J .
In Figure 4, it has been noted that Weimer‐driven model runs tend to underestimate the Joule heating rate more

Figure 7. Variation of the height‐integrated Joule heating ratesQM
J andQ

E
J with magnetic local time forKp < 4 (top) andKp ≥ 4 (bottom). The model results are shown as

dashed lines for the default f = 1.5 and solid lines for an adjusted scaling factor.
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than covered by f = 1.5 for Kp > 4. As can be seen in Figure 8c, this is actually only the case for the dusk MagLT
sector where EISCAT‐constrained Joule heating rates were largest. During all other MagLT sectors, f = 1.5
appears to be very close to the required scaling factor at Kp > 4.

In summary, the required scaling factor changes significantly not only with the Kp index but also with the
magnetic local time. Adjusting the scaling factor f with respect to MagLT might therefore result in a
notably better agreement of Joule heating rates calculated from measurement and model results. The EKL

dependence for different MagLT sectors is investigated with the bins listed in Table 3. The Joule heating
profiles for the respective bins are shown in Figure 9, the model run profiles have again been scaled
with f = 1.5.

It can be seen that the Joule heating rate generally but not strictly increases with EKL. The strongest Joule heating
is found for the midnight MagLT sector and the weakest Joule heating for the noon MagLT sector at all EKL

conditions. The MagLT dependence of the Joule heating rate therefore agrees well with Figure 6.

The Heelis‐driven TIE‐GCM runs give too low Joule heating rates in all 12 bins, indicating that in these runs EKL

and the Joule heating rate are not well correlated. This can be explained by the fact that Heelis‐driven runs do not
apply any solar wind information as input. However, theWeimer‐driven runs show a behavior very similar to what
has been found in Figure 6. At EKL > 0.5 mVm− 1 and in the MagLT midnight sector, Weimer‐driven TIE‐GCM
runs give Joule heating profiles that fit qE

J very well or even exceed them. At all other conditions, the model runs
tend to underestimate the Joule heating. Figure 10 displays the variation of the height‐integrated Joule heating rate
with MagLT, distinguished for the two cases EKL < 0.5 mVm− 1 and EKL ≥ 0.5 mVm− 1.

Figure 8. Kp index dependence of the required Joule heating scaling factor f for the different magnetic local time sectors
(a) 03–09, (b) 09–15, (c) 15–21, and (d) 21–03.
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ForEKL < 0.5mVm− 1, the results are nearly equivalent to theKp< 4 case shown in Figure 7.QJ is generally largest
atMagLTmidnight andHeelis‐driven runs give extremely low Joule heating rates at allmagnetic local time sectors.
TheWeimer‐driven runs overestimate the heating rate at nighttime and underestimate it at daytime. Adjusting the
scaling factor would significantly decrease the difference between QM

J and QE
J for all magnetic local times.

For EKL ≥ 0.5 mVm− 1, the results are quite similar to the low geophysical activity conditions. The height‐
integrated Joule heating rate is largest during the midnight MagLT sector. The Heelis‐driven TIE‐GCM runs
reproduce QE

J well at about 8–16 MagLT but strongly underestimate the Joule heating for all other times. The
Weimer‐driven runs also reproduce QE

J very well at about 8–16 MagLT and slightly overestimate it at most other
magnetic local times. An adjustment of the scaling factor would improve the height‐integrated Joule heating rate
in both Heelis‐ and Weimer‐driven runs at all magnetic local times compared to the EISCAT‐constrained Joule
heating rates.

For the four MagLT sectors investigated in Figure 9, the required scaling factors at different EKL conditions are
shown in Figure 11.

The distinctly larger Joule heating scaling required for Heelis‐driven model runs at low EKL values is mostly
rooted in the dawn and midnight MagLT sectors shown in Figures 11a and 11d. This is similar to what has been

Figure 9. Median vertical profiles of the Joule heating rates qM
J and qEJ for 12 bins of varying EKL and magnetic local time. The

default f = 1.5 has been applied to the model Joule heating rate profiles. The respective height‐integrated Joule heating rates
are given in the legends.
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found in Figure 8. However, as has been noted in Figure 9, the default f = 1.5 is too low for Heelis‐driven runs
under most EKL and MagLT conditions. The exception is for EKL ≳ 0.8 mVm− 1 during the MagLT noon sector in
Figure 11 where a scaling factor slightly lower than f= 1.5 would lead to the best fit. This is equivalent to what has
been found for Kp > 3 in Figure 8.

For theWeimer‐driven runs, the required scaling factor is very close to the default f = 1.5 for the majority of EKL

conditions and magnetic local times. The clearest deviation is found for EKL ≲ 0.6 mVm− 1 during the noon
MagLT sector though the required scaling factor is larger than 1.5 for all EKL conditions in that sector. This agrees
very well with Figures 7 and 8b, and 10 which all showed that the Joule heating rate is underestimated around
MagLT noon time in Weimer‐driven TIE‐GCM runs.

The optimum scaling factors fH and fW for Heelis‐ and Weimer‐driven TIE‐GCM runs for 13 Kp bins and 9 EKL

bins are shown in Table 4. Tables 5 and 6 give the optimum scaling factors fH and fW for the four investigated
MagLT sectors in three bins of Kp index and EKL respectively.

5. Discussion
Codrescu et al. (1995) showed that a scaling of the Joule heating in global circulation models is necessary to
account for the contribution of processes on time‐scales not resolved in the models. The factor f = 1.5 has been
implemented in the TIE‐GCM as the default factor and, as shown in this study, seems to be appropriate as average
factor for all convection models, magnetic local times and geophysical conditions. The general trend that the
largest qJ occurs around midnight and the lowest qJ is observed around noon magnetic local time agrees well with
previous studies (e.g., Baloukidis et al., 2023; Rodger et al., 2001). The exception is that when applying EISCAT
plasma parameters at Kp > 4, the strongest Joule heating is found in the dusk MagLT sector. Foster et al. (1983)
reported a maximum of Joule heating rates in the MagLT dusk sector for 3 ≤ Kp ≤ 6 during summer. However,
since our data includes comparably few measurements during summer, the dusk maximum of Joule heating found
in this paper might not be related to the findings by Foster et al. (1983). Baloukidis et al. (2023) showed that this
trend is also found in TIE‐GCM runs driven by the Weimer convection model. However, the variation of Joule
heating with magnetic local time is not exactly reproduced by the model which introduces increased heating rates
for MagLT noon time and lower heating rates during the rest of the day (Baloukidis et al., 2023). Similarly, they
showed an increase of the Joule heating rate with increasing Kp index, though the trend is not equally strong in
Joule heating rates calculated from measurements and model results. The findings of Baloukidis et al. (2023)

Figure 10. Variation of the height‐integrated Joule heating rates QM
J and QE

J with magnetic local time for EKL < 0.5 mVm− 1 (top) and EKL ≥ 0.5 mVm− 1 (bottom). The
model results are shown as dashed lines for the default f = 1.5 and solid lines for an adjusted scaling factor.
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Figure 11. EKL dependence of the required Joule heating scaling factor f for the different magnetic local time sectors (a) 03–09,
(b) 09–15, (c) 15–21, and (d) 21–03.

Table 4
Adjusted Scaling Factors fH and fW for Heelis‐ and Weimer‐Driven Model Runs With Respect to Kp Index and EKL

Kp fH fW EKL (mVm
− 1) fH fW

0 9.50 3.97 0–0.1 4.76 2.09

0.333 8.49 2.53 0.1–0.2 10.44 2.72

0.667 10.26 2.00 0.2–0.35 12.11 4.21

1 4.96 2.19 0.35–0.5 8.44 1.82

1.333 5.00 1.84 0.5–0.7 5.44 1.45

1.667 3.53 2.14 0.7–0.9 3.35 1.44

2 3.05 1.78 0.9–1.15 1.40 1.21

2.333–2.667 2.16 1.91 1.15–1.6 2.19 0.93

3–3.333 2.63 1.46 >1.6 1.38 0.67

3.667–4 1.77 1.59

4.333–5 1.59 1.61

5.333–6 1.24 1.60

>6 0.77 2.89

Earth and Space Science 10.1029/2023EA003447

GÜNZKOFER ET AL. 15 of 19

 23335084, 2024, 4, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023E

A
003447 by D

tsch Z
entrum

 F. L
uft-U

. R
aum

 Fahrt In D
. H

elm
holtz G

em
ein., W

iley O
nline L

ibrary on [27/03/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



could be mostly confirmed in this paper and extended by also consideringHeelis‐driven TIE‐GCM runs as well as
variations with the Kan‐Lee merging electric field EKL.

Past studies have shown that it is advantageous to adjust the scaling factor with regard to certain parameters, for
example, in Emery et al. (1999) f = 1.5 was applied in the winter and f = 2.5 in the summer hemisphere. Foster
et al. (1983) showed a strong seasonal dependence of the height‐integrated Joule heating rate. It is likely that this
variation, similar to the variation with geophysical activity and MagLT, is not exactly reproduced by the models.
However, as shown in Figure 1, the measurements investigated in this paper are not equally spread across the year
and, thus, a detailed analysis of the scaling parameter for all seasons with similar statistics is not yet feasible from
the available database.

It should be considered, that not only the models but also the measurements do not resolve all processes
contributing to the spatial and temporal variations of Joule heating. Codrescu et al. (1995) noted that there is a
considerable variability of the electric field on time‐scales ≲5 min that leads to an underestimation of Joule
heating rates. The measurement resolution of 6 min applied in this paper, therefore, does not include the
contribution of fast‐dynamic processes either. Brekke and Kamide (1996) showed that frictional heating terms
related to the inertia of the ions lead to a heating contribution of oscillating electric fields. Fast‐changing
electric fields on a time‐scale ∼1 s could increase the maximum of the Joule heating rate profile by about
10% (Brekke & Kamide, 1996). However, these time‐scales are currently far below the resolution of both ISR
measurements and T‐I models. But it can be assumed that the required scaling of model Joule heating rates has
to be further adjusted once measurements are able to resolve shorter time‐scales.

One major assumption for the present study was the application of TIE‐GCM neutral winds and ion‐neutral
collision frequencies for both measurement and model calculations. It is possible to calculate neutral winds
from EISCAT CP2 measurements (Brekke et al., 1973; Günzkofer et al., 2022; Nozawa et al., 2010) but this, in
turn, requires knowledge of the ion‐neutral collision frequency. The ion‐neutral collision frequency can be
measured from dual‐frequency EISCAT experiments (Grassmann, 1993; Günzkofer, Liu, et al., 2023; Günzkofer,
Stober, et al., 2023; Nicolls et al., 2014) which is not possible in combination with beam‐swing measurements. A
direct measurement of the collision frequency, and subsequently the neutral wind, would lead to more accurate
Joule heating rate estimations and allow for a better evaluation of the model results.

Table 5
Adjusted Scaling Factor fH and fW for Heelis‐ and Weimer‐Driven Model Runs With Respect to the Kp Index and MagLT

Kp/MagLT 03–09 09–15 15–21 21–03

0–2 fH = 13.32 fH = 5.59 fH = 3.45 fH = 18.91

fW = 3.16 fW = 8.31 fW = 1.40 fW = 0.87

2–4 fH = 2.68 fH = 1.32 fH = 3.57 fH = 2.89

fW = 1.88 fW = 2.90 fW = 2.20 fW = 1.24

4–9 fH = 1.31 fH = 0.46 fH = 1.64 fH = 1.43

fW = 1.04 fW = 1.23 fW = 3.28 fW = 1.49

Table 6
Adjusted Scaling Factor fH and fW for Heelis‐ and Weimer‐Driven Model Runs With Respect to EKL and MagLT

EKL (mVm
− 1)/MagLT 03–09 09–15 15–21 21–03

0–0.2 fH = 8.90 fH = 4.49 fH = 5.61 fH = 9.27

fW = 2.52 fW = 6.62 fW = 2.86 fW = 1.00

0.2–0.5 fH = 13.00 fH = 7.62 fH = 6.25 fH = 21.15

fW = 3.42 fW = 10.63 fW = 1.18 fW = 1.27

>0.5 fH = 3.04 fH = 1.28 fH = 4.47 fH = 2.92

fW = 1.51 fW = 2.61 fW = 1.30 fW = 1.14
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It should also be noted that the energy deposition by Joule heating strongly depends on the local position within
the convection pattern (Foster et al., 1983). So in addition to the strength of the convection pattern, that is, the
electric fields and the ion velocities, the size and shape of the convection pattern are of high importance. Both, the
Heelis and the Weimer convection model, have been shown to struggle with giving the accurate size of the
convection pattern (Pokhotelov et al., 2008). One possible improvement might be the application of the assim-
ilative mapping of ionospheric electrodynamics method to obtain the high‐latitude plasma convection (Cousins
et al., 2013; Pokhotelov et al., 2021; Richmond & Kamide, 1988).

6. Conclusion
It has been shown that Joule heating rates calculated from EISCAT plasma and TIE‐GCM neutral parameters vary
similarly with respect to the Kp index, the Kan‐Lee merging electric field EKL and the magnetic local time as Joule
heating rates calculated from only TIE‐GCM parameters. However, the variations are not equally strong and,
therefore, the empirical scaling of Joule heating rates in TIE‐GCM runs should be adjusted with respect to these
parameters. Significant differences between TIE‐GCM runs driven with the Heelis and Weimer convection
models have been found and the scaling factor should be adjusted with respect to this as well. The measurement‐
constrained Joule heating rate changes drastically with magnetic local time with the largest heating rates in the
midnight sector (for Kp < 4 and all EKL values) and the dusk sector (for Kp > 4). While the model runs generally
show the same trend, it can be seen that the required scaling factor is distinctly different for the investigated
MagLT sectors. In conclusion, it has been shown that the choice of polar plasma convection model, the magnetic
local time, and the geophysical conditions, that is, theKp index and the Kan‐Lee merging electric field, impact the
required scaling factor. The seasonal dependence of the required scaling factor cannot be determined with the
current measurement data set. Applying the adjusted scaling factor f found in our study would bring the Joule
heating rate estimation by the TIE‐GCM closer to the Joule heating rates calculated from EISCAT plasma
parameters.

For future investigations, extending the data set to sufficiently cover all seasons is crucial. The current gaps in the
data set are due to the fact that only certain measurements with the EISCAT ISR, that is, CP2 campaigns, can be
applied to derive Joule heating rates. The upcoming EISCAT_3D system (McCrea et al., 2015) will be a major
advance as the phased‐array concept allows for multi‐beam measurements and therefore does not require the
rotation of a large radar dish. The EISCAT_3D radar will allow to create a large database suitable for the
derivation of Joule heating rates within a short time of operation. Another advantage of phased‐array multi‐beam
experiments is the possibility to perform pulse‐to‐pulse beam steering or software beam forming to collect data
from many different beam directions without the need to mechanically steer the beam. Since all radar beams are
available at nearly the same time, the time resolution of 3D ion velocity vectors will be the same as for the other
ISR plasma parameters.

Data Availability Statement
The data are available under the Creative Commons Attribution 4.0 International license at https://doi.org/10.
5281/zenodo.10162944 (Günzkofer, Liu, et al., 2023).
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Abstract. The plasma–neutral coupling in the mesosphere–
lower thermosphere strongly depends on the ion–neutral col-
lision frequency across that region. Most commonly, the col-
lision frequency profile is calculated from the climatologies
of atmospheric models. However, previous measurements in-
dicated that the collision frequency can deviate notably from
the climatological average. Direct measurement of the ion–
neutral collision frequency with multifrequency incoherent
scatter radar (ISR) measurements has been discussed before,
though actual measurements have been rare. The previously
applied multifrequency analysis method requires a special si-
multaneous fit of the two incoherent scatter spectra, which is
not possible with standard ISR analysis software. The differ-
ence spectrum method allows us to infer ion–neutral colli-
sion frequency profiles from multifrequency ISR measure-
ments based on standard incoherent scatter analysis soft-
ware, such as the Grand Unified Incoherent Scatter Design
and Analysis Package (GUISDAP) software. In this work,
we present the first results by applying the difference spec-
trum method. Ion–neutral collision frequency profiles ob-
tained from several multifrequency EISCAT ISR campaigns
are presented. The profiles obtained with the difference spec-
trum method are compared to previous collision frequency
measurements, both from multifrequency ISR and other mea-
surements, as well as results from empirical and compre-
hensive atmosphere models. Ion–neutral collision frequency
measurements can be applied to improve first-principle iono-
spheric models.

1 Introduction

The magnetospheric current system is closed in the iono-
spheric dynamo region at approximately 80–130 km altitude
due to the maxima of transverse conductivities at these alti-
tudes (Baumjohann and Treumann, 1996). These maxima oc-
cur due to the special relations between ion/electron–neutral
collision frequencies (νin, νen) and ion/electron gyrofrequen-
cies (ωi, ωe). In the dynamo region, electrons are coupled
with the Earth’s magnetic field lines (νen� ωe), whereas
ions are decoupled due to frequent collisions with neutral
particles (νin� ωi) (Brekke et al., 1974). Due to the transi-
tion from a collisional to a collisionless plasma, the dynamo
region is also often referred to as the ionospheric transition
region, and we will use both terms synonymously.

Knowledge of the vertical collision frequency profiles is
essential for understanding and predicting ionospheric con-
ductivities and their impact on the atmosphere–ionosphere
coupling, e.g., due to the Joule dissipation of Pedersen cur-
rents. The impact of ion–neutral collisions on the diffusion of
meteor trails makes direct collision frequency measurements
important for the analysis of meteor radar data as well (Sto-
ber et al., 2023). Neutral wind measurements with incoher-
ent scatter radars (ISRs) also require a priori knowledge of
the collision frequencies in the dynamo region (e.g., Brekke
et al., 1973; Nozawa et al., 2010; Günzkofer et al., 2022). νin
and νen can be calculated by leveraging simplified and ideal-
ized relations derived by Chapman (1956) for the ion–neutral
collision frequency,
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νin = 2.6× 10−9
· (nn+ ni) ·A

−0.5, (1)

and by Nicolet (1953) for the electron–neutral collision fre-
quency,

νen = 5.4× 10−10
· nn · T

0.5
e . (2)

In Eqs. (1) and (2), nn and ni are neutral and ion volume
densities per cubic centimeter, respectively; A is the mean
atomic mass number; and Te is the electron temperature
(Kelly, 2009). However, the neutral density nn is often taken
from empirical atmosphere models such as NRLMSISE-00
(Picone et al., 2002), which introduce a major source of un-
certainty when estimating the collision frequencies from the
above equations. The relations in Eqs. (1) and (2) are derived
assuming ion–neutral and electron–neutral collisions as elas-
tic rigid-sphere collisions (Nicolet, 1953; Chapman, 1956).

There are multiple approaches for direct or indirect mea-
surements of collision frequencies in the ionosphere.

It was shown that it is possible to infer the ion–neutral col-
lision frequency utilizing line-of-sight ion velocity vi mea-
surements from ISRs (Nygren et al., 1987). Such an indi-
rect measurement method, however, requires specific condi-
tions and assumptions and is therefore only applicable above
∼ 106 km altitude and for electric fields E & 20 mV m−1

(for a more detailed discussion of this method, see Oyama
et al., 2012, and references therein). The ion–neutral colli-
sion frequency can also be directly inferred from ISR mea-
surements due to its impact on the incoherent scatter spec-
trum (e.g., Dougherty and Farley, 1963; Farley, 1966; Grass-
mann, 1993a). However, the shape of the incoherent scatter
spectrum is ambiguous towards changes in the collision fre-
quency and changes in ion and electron temperatures Ti and
Te. The ambiguity can be overcome by assuming Te = Ti;
however, this assumption has to be considered carefully. A
summary and discussion of multiple studies that followed
this approach with the EISCAT ISR can be found in Nygrén
(1996). In these studies, it was generally assumed that at high
latitudes Te = Ti is valid for low-geomagnetic-activity condi-
tions and below ∼ 110 km altitude.

The ion–neutral collision frequency can also be inferred
from two incoherent scatter spectra obtained with simultane-
ous measurements of two ISRs, with well-separated trans-
mitter frequencies. This is possible at the EISCAT site in
Tromsø, Norway, where two ISRs with transmitter frequen-
cies of 929 and 224 MHz are operated. Many methods to an-
alyze EISCAT dual-frequency measurements to obtain ion–
neutral collision frequencies have been suggested (Grass-
mann, 1993b). However, actual dual-frequency measure-
ments have been scarce, and only one study performed an
analysis to derive collision frequencies (Nicolls et al., 2014).
It should be noted that the EISCAT ISR systems are the only
ones capable of performing dual-frequency measurements.
In their study, Nicolls et al. (2014) followed an approach

suggested by Grassmann (1993b) that requires the simulta-
neous fitting of both measured spectra to obtain the optimum
parameters from the combined fit. This method requires a
customized ISR spectrum fitting algorithm and, therefore,
cannot be applied within the standard EISCAT analysis soft-
ware, Grand Unified Incoherent Scatter Design and Analysis
Package (GUISDAP). An alternative method suggested by
Grassmann (1993b) is the so-called difference spectrum fit-
ting, which combines the spectra after the standard ISR anal-
ysis.

In this work, the applicability of the difference spectrum
fitting for the measurement of ion–neutral collision frequen-
cies using the two EISCAT ISR systems (UHF and VHF)
is demonstrated. We compare the obtained profiles to the
results from Nicolls et al. (2014) as well as to other colli-
sion frequency measurement methods. The vertical profile of
neutral particle density can be inferred from the measured
ion–neutral collision frequency, either by applying Eq. (1) or
any other collision frequency relation, though most require
certain assumptions on the atmospheric composition across
the ionospheric dynamo region. The neutral density profiles
can be partially validated by meteor radar measurements in
the mesosphere–lower thermosphere (MLT) region (Stober
et al., 2012; Stober et al., 2014; Dawkins et al., 2023) or by
leveraging occultation measurements from satellites of X-ray
sources such as the Crab Nebula (Katsuda et al., 2023). Since
measurements of atmospheric densities in the ionospheric
dynamo region are very rare, dual-frequency ISR measure-
ments allow us to obtain the valuable information required
for the validation of atmosphere models. The results of our
analysis will be compared to several atmosphere models.

2 Instruments and models

2.1 EISCAT UHF and VHF radar

The EISCAT Scientific Association operates an ultrahigh-
frequency (UHF) and a very-high-frequency (VHF) ISR with
frequencies of 929 and 224 MHz, respectively, near Tromsø,
Norway (69.6◦ N, 19.2◦ E) (Folkestad et al., 1983). The UHF
transmitter operates with a power of about 1.5–2 MW. The
dish used for transmitting and receiving is 32 m in diameter.
The VHF transmitter has a peak power of about 1.5 MW, and
the co-located VHF receiver antenna consists of four rectan-
gular (30 m× 40 m) dishes. To perform the dual-frequency
analysis, both systems have to be operated at the same time
in the same radar mode. A summary of all EISCAT exper-
imental modes can be found in Tjulin (2021). In this work,
multiple EISCAT campaigns are analyzed.

2.1.1 August 2013 and September 2021 campaigns

Nicolls et al. (2014) planned and analyzed the EISCAT cam-
paign on 29 August 2013 from 07:00–11:00 UTC. The mea-
surements were conducted with both ISRs operating in the
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beata radar mode, pointing to the geographical north with
an elevation of 45◦. This experiment mode allows measure-
ments from about 80 to 500 km altitude, with a vertical reso-
lution of 5–10 km in the transition region.

On 27 September 2021 from 08:00–12:00 UTC, a dual-
frequency EISCAT campaign was conducted leveraging the
same radar mode and geometry.

2.1.2 October 2022 campaign

On 13 October 2022 from 08:00–13:00 UTC, a dual-
frequency EISCAT campaign was conducted in the manda
zenith experiment mode, also known as the EISCAT Com-
mon Programme (CP) 6. As the name suggests, the radar was
pointed to the local zenith at 90◦ elevation. This mode allows
measurements between about 70 and 200 km, with a vertical
resolution of about 0.4–10 km in the transition region.

2.2 NRLMSIS

Since measurements of ion–neutral collision frequencies are
rarely available, climatological profiles from empirical atmo-
sphere models often have to be assumed. One application of
such profiles is the derivation of neutral winds from ISR ion
velocity measurements (e.g., Nozawa et al., 2010; Günzkofer
et al., 2022). The mass spectrometer and incoherent scatter
radar (MSIS) model (Hedin, 1991) is available in many dif-
ferent versions and is one of the most commonly used em-
pirical atmosphere models. In this paper, we will use empiri-
cal atmosphere models both for comparison to measurement
data and to obtain profiles of neutral atmosphere parameters
that are not available from measurements. Two MSIS ver-
sions are applied, NRLMSISE-00 (Picone et al., 2002) and
NRLMSIS 2.0 (Emmert et al., 2021).

2.3 GAIA

The Ground-to-topside model of Atmosphere and Iono-
sphere for Aeronomy (GAIA) is a global circulation model
giving neutral dynamics for all altitudes from the ground up
to ∼ 600 km (Jin et al., 2012). The GAIA output was com-
pared and verified with experimental data from numerous
different apparatuses for time spans up to several decades. A
comparison to meteor radar wind climatologies at the MLT
can be found in Stober et al. (2021). GAIA simulations are
nudged up to ∼ 30 km altitude to the Japanese Reanalysis
data (JRA-25/55; Kobayashi et al., 2015). In this study, we
use data from GAIA on a grid with a resolution of 1◦ in lat-
itude and 2.5◦ in longitude. The GAIA output is available
with a vertical resolution of 1/5 of the scale height.

3 Difference spectrum fitting of the ion–neutral
collision frequency

In this section, we describe the difference spectrum fit-
ting method equivalent to Grassmann (1993b), though we
changed the notation of some variables. Furthermore, results
from multiple EISCAT campaigns are presented. As men-
tioned in Sect. 1, the main advantage of this method over
other approaches described in Grassmann (1993b) is that it
can be applied on top of already existing ISR analysis. It,
therefore, does not require detailed knowledge of the ISR
spectrum fitting process. For all EISCAT data presented in
this paper, the fitting of ISR spectra is done with Version 9.2
of GUISDAP (Lehtinen and Huuskonen, 1996). As a priori
guesses for the spectra fits, GUISDAP utilizes the climatol-
ogy models MSIS and IRI. For a weak signal-to-noise ratio,
the fitting returns the a priori climatology parameter profiles.
However, for a sufficiently good signal quality, the choice of
a priori climatology has no impact on the fitted parameters.

In the following, we will distinguish between mea-
sured spectra S (ωx + δω) and theoretical spectra
s (ωx + δω,Ne,Ti,Te,νin,vi) with the transmitter fre-
quency ωx . During the fitting process, the measured
incoherent scatter spectra S (ωVHF+ δω) and S (ωUHF+ δω)

are saved. The measured VHF spectrum can be scaled to
UHF frequencies, knowing the ratio ξ = ωUHF/ωVHF ≈ 4.15
for the EISCAT systems. According to Grassmann (1993b),
the scaled VHF spectrum S̃ (ωUHF+ δω) is equivalent to a
UHF incoherent scatter spectrum for the scaled parameters
ξ2
·Ne and ξ · νin, meaning,

ξ2
· S (ωVHF+ δω)

= S̃ (ωUHF+ δω)

= s
(
ωUHF+ δω,ξ

2
·Ne,Ti,Te,ξ · νin,vi

)
. (3)

The UHF spectrum and scaled VHF spectrum can be com-
bined into a single difference spectrum,

D(ωUHF+ δω)= S (ωUHF+ δω)−β · S̃ (ωUHF+ δω), (4)

where the additional parameter β is included to account
for technical differences between the UHF and VHF radars.
As described in Grassmann (1993b), β is determined at
sufficiently high altitudes, where νin = 0 and therefore
D(ωUHF+ δω)= 0 can be assumed. It can be seen from
Eq. (4) that the two radar frequencies have to be distinctly
different. If ξ is close to 1, the difference spectrum would be
in the range of the measurement uncertainties, and no infor-
mation could be inferred from it.

Figure 1 compares the measured UHF spectrum (top left)
with the VHF spectrum after scaling (top right). It can be
seen that the spectral intensity maximizes at approximately
200–300 km altitude. β is therefore determined at about
260 km, where the plasma can be assumed as collisionless.
Figure 1 (middle) shows the UHF and VHF spectra at three
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Figure 1. EISCAT UHF (a) and scaled VHF (b) spectra measured on 27 September 2021. (c) Comparison of spectra at 260, 160, and 100 km
altitudes. It can be seen how the incoherent scatter spectrum changes shape with increasing collision frequency. (d) The UHF and scaled
VHF at 260 km altitude with statistical uncertainties over a range of 10 min.

selected altitudes: 260 km, where β is determined, and at
two altitudes in the upper and lower transition regions at 160
and 100 km, respectively. At 260 km, both spectra exhibit the
typical ISR double-peak shape. As described by Grassmann
(1993b), the double-peak shape disappears with increasing

νin, first for the VHF spectrum and at lower altitudes for
the UHF spectrum as well. In Fig. 1 (bottom), the UHF and
scaled VHF spectra at 260 km altitude are shown for a 10 min
interval, with the statistical uncertainty throughout that pe-
riod. Whether the uncertainties are caused by a variation of
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Figure 2. Median vertical profile of νin on 27 September 2021 from
08:00–12:00 UTC. One profile fit is performed every 60 s, and the
error bars mark the statistical interquartile range. For comparison, a
climatological median profile is calculated from the NRLMSISE-00
model.

the ionospheric plasma parameters within this interval or are
the result of uncertainties of the incoherent scatter measure-
ments cannot be conclusively determined. The measured dif-
ference spectrum is calculated according to Eq. (4) and fitted
to the theoretical difference spectrum function,

d (ω+ δω,Ne,Ti,Te,νin,vi)

= s (ωUHF+ δω,Ne,Ti,Te,νin,vi)

−β · s
(
ωUHF+ δω,ξ

2
·Ne,Ti,Te,ξ · νin,vi

)
. (5)

It can be seen from Eq. (3) that the scaled VHF spectrum cor-
responds to a UHF spectrum with scaled collision frequency
ξ · νin. The parameters Ti and Te are not affected by the fre-
quency scaling. Therefore, the difference spectrum in Eq. (5)
allows us to infer νin, Ti, and Te without ambiguity or any
further assumptions. Figure 2 shows the vertical profile of
the ion–neutral collision frequency at 90–150 km altitude for
27 September 2021 from 08:00–12:00 UTC.

The fitted ion–collision frequency profile shows reason-
able values across the whole ionospheric transition region.
The error bars shown in Fig. 2 mark the upper and lower

quartile of the geophysical variation during the 4 h of mea-
surement. The uncertainties of the ISR spectra are not ob-
tained during the GUISDAP fitting process. However, it can
be assumed that for a large enough signal-to-noise ratio the
geophysical variation exceeds the effects of the ISR spec-
trum uncertainty. Below ∼ 120 km, the fitted profile oscil-
lates around the climatological mean calculated with Eq. (1)
from the NRLMSISE-00 neutral density. At altitudes above
120 km, the fitting method shows a general tendency to larger
collision frequencies in comparison with the NRLMSISE-00
model.

As mentioned earlier, there is only one previous mul-
tifrequency ISR experiment. The EISCAT campaign from
27 September 2021 was run in the same radar mode as the
experiment on 29 August 2013. This allows us to directly
apply the developed difference spectrum fitting method to
these measurements and compare them to the results shown
in Nicolls et al. (2014). However, the fitted profiles for this
campaign show a strong dependence on which altitude hβ is
used to determine the β parameter. The fitted νin profiles for
three different altitudes hβ are shown in Fig. 3 for 20 Au-
gust 2013 from 07:00–11:00 UTC.

The hβ = 260 km profile deviates strongly from the cli-
matological NRLMSIS profile and shows a nearly constant
collision frequency at ∼ 110–150 km altitude. This is unex-
pected and has to be discussed carefully. The two profiles for
hβ = 200 km and hβ = 150 km show more resemblance to
the climatological average, though the propagated uncertain-
ties are larger compared to the first profile. The hβ = 150 km
profile is also very similar to the profile shown in Nicolls
et al. (2014). The vertical profiles of the β parameter versus
the altitude where it is determined are shown in Fig. 4 for the
two campaigns on 29 August 2013 and 27 September 2021.

Since the β parameter does not exhibit a general trend
over the timescale of a single measurement campaign, Fig. 4
shows the median β profile for each of the two campaigns. It
can be seen that the β parameter has changed in the time be-
tween the two campaigns. The variation with altitude is more
pronounced for the August 2013 campaign, with an altitude
change rate of 1.22× 10−4 km−1. For the September 2021
campaign, the gradient of the β profile is 4.78× 10−5 km−1.
This might explain the distinct changes in the August 2013
νin profile shown in Fig. 3. However, what causes these
changes in β with altitude remains to be discussed.

The third dual-frequency EISCAT campaign was con-
ducted on 13 October 2022. For this campaign, a different
radar mode was applied, which enables a better vertical res-
olution in the MLT region in exchange for a reduced ab-
solute vertical coverage. Figure 5 shows the νin profile ob-
tained from simultaneous manda zenith measurements, with
the EISCAT UHF and VHF radars at 80–100 km altitude. A
climatology profile from the NRLMSISE-00 model is shown
as well as the a priori collision frequency profile applied dur-
ing the difference spectrum fit. The a priori profile is obtained
from the νin values given by the single-frequency GUISDAP
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Figure 3. νin profiles for three different hβ . The β parameter was determined at 260 km altitude in panel (a), 200 km in panel (b), and 150 km
in panel (c).

analysis of the UHF measurements. The single-frequency re-
sult is close to a climatological profile with slightly lower
values than the NRLMSISE-00 profile.

It can be seen in Fig. 5 that the dual-frequency fit has al-
most no measurement response at altitudes . 85 km, where
the fitted profile is identical to the a priori profile. Thus, at
those altitudes, there is not enough signal-to-noise ratio left
to drive the profile away from the a priori profile.

4 Neutral density measurements and comparison to
atmospheric models

Equation (1) describes how the ion–neutral collision fre-
quency can be calculated from the neutral particle density nn
and the mean ion massA, assuming the mean ion mass equals
the mean neutral atom/molecule mass. Equation (1) assumes
ion–neutral collisions as rigid-sphere collisions (Chapman,
1956) and allows us to calculate the neutral particle densi-
ties from the measured ion–neutral collision frequency pro-
files. Instead of rigid-sphere collisions, the ion–neutral col-
lision frequency can be calculated assuming Maxwell colli-
sions (Dalgarno et al., 1958). When calculating the neutral

particle density with this method, it is necessary to know the
relative abundance of each neutral particle species as well
as the neutral particle polarizability, which can be found in,
e.g., Schunk and Nagy (2009). Since this method evaluates
the collisions for each ion and neutral species separately, res-
onant ion–neutral interactions between the same species have
to be considered. The parameters for resonant collisions are
available in Schunk and Nagy (2009) as well. Resonant col-
lision parameters depend on the ion temperature Ti, which is
available from the EISCAT measurements.

Figure 6 shows two neutral particle density profiles calcu-
lated with different collision models compared to two pro-
files directly taken from neutral atmosphere models. The
neutral densities are calculated from the ion–neutral col-
lision frequency profile obtained for the 29 August 2013
campaign with the β parameter determined at 150 km alti-
tude. The uncertainties shown in Fig. 6 are predominantly
caused by the uncertainties of the collision frequency profile
in Fig. 3. The geophysical variation of the model’s neutral
atmosphere background is comparably small, and, therefore,
the uncertainties are the same for all measured profiles. The
profile calculated from the rigid-sphere collision formula in
Eq. (1) assumes the mean particle mass A as given by GAIA,
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Figure 4. Profiles of the β parameter vs. the altitude where it has
been determined for the EISCAT campaigns on 29 August 2013 and
27 September 2021.

which spans a range of ∼ 26–29 amu across the transition
region. Neutral density profiles calculated from Eq. (1) for
the A profile from the NRLMSIS 2.0 model or a constant
A= 30.5 amu profile, which is a previously used assump-
tion for the transition region (e.g., Nozawa et al., 2010), are
nearly identical to the one shown in Fig. 6 and are therefore
not shown either. The neutral densities calculated under the
assumption of Maxwell collisions (Schunk and Nagy, 2009)
are nearly equivalent to those calculated for rigid-sphere col-
lisions. The Maxwell collision neutral density profile, too, is
only shown for the GAIA model atmospheric composition,
since profiles calculated for different compositions are nearly
identical. It can be seen that the neutral density profiles cal-
culated from ion–neutral collision measurements are sensi-
tive to neither the choice of collision model nor the assumed
atmospheric composition. Furthermore, we added two neu-

Figure 5. High-altitude resolution νin profile from EISCAT manda
zenith measurements. The grey area marks the altitude where the
dual-frequency fit did not converge.

tral density profiles from atmosphere models for compari-
son. The NRLMSIS 2.0 profile is the same one used to calcu-
late the ion–neutral collision frequency profiles in Fig. 3. The
neutral density profile obtained from GAIA shows a slightly
different value but also without any vertical structure of the
neutral density, other than the smooth climatology.

The variability of the measured neutral density pro-
file nn,mes can be seen from the relative variation(
nn,mes− nn,MSIS

)
/nn,MSIS = δnn/nn,MSIS. For a better

comparison with Nicolls et al. (2014), we calculate the
relative variation of neutral mass density δρ/ρMSIS. Since
the atmospheric composition has to be assumed for the
calculation of neutral particles already, this step does not
require any additional assumptions.

Figure 7 shows the relative variation of measured neu-
tral mass density compared to the NRLMSIS 2.0 model. It
can be seen that the neutral mass density measurements os-
cillate around the MSIS climatology below 120 km altitude
with a relative amplitude of ∼ 0.5–1. The obtained profile
renders previously presented results (Fig. 5 in Nicolls et al.,
2014). Deviations of the vertical profile from the climatolog-
ical background were interpreted as tidal or lower-frequency
oscillations.

https://doi.org/10.5194/amt-16-5897-2023 Atmos. Meas. Tech., 16, 5897–5907, 2023



5904 F. Günzkofer et al.: Difference spectrum fitting of the ion–neutral collision frequency

Figure 6. Neutral density profiles calculated from the measured
ion–neutral collision frequencies for either rigid-sphere or Maxwell
collisions. For both methods, the mean neutral mass and the abun-
dances of the different neutral species (NA) have been taken from
GAIA. For comparison, profiles from the NRLMSIS 2.0 and GAIA
models are shown.

5 Discussion

Since there have been no previous experimental studies ap-
plying the difference spectrum method, the obtained results
can only be compared to multifrequency measurements ap-
plying a different analysis method and both direct and in-
direct measurements of the ion–neutral collision frequency.
The νin profiles in Fig. 3 can be compared to the results by
Nicolls et al. (2014), since they were obtained from the same
measurements. The profile obtained for the β parameter de-
termined at hβ = 150 km altitude agrees well with the results
obtained in Nicolls et al. (2014). As shown in Fig. 4, the β
parameter is altitude dependent for the EISCAT campaign on
29 August 2013, though it is expected to be roughly constant
for all altitudes where νin ≈ 0 can be assumed (Grassmann,
1993b). The β profile for the EISCAT measurements from

Figure 7. Variation of the neutral mass density calculated from
the measured ion–neutral collision frequency profile relative to the
NRLMSIS 2.0 mass density.

27 September 2021 shows a distinctly lower rate of change
with altitude. Since there are more than 8 years between the
two measurements, technical updates of the system might ex-
plain the different behavior of the parameter. Since the beam
shapes of the UHF and the VHF system are not identical,
the scatter volumes are close but also not identical. There-
fore, already minor system updates or degradations of one
of the systems can significantly impact the result of our dual-
frequency analysis, which is performed under the assumption
of identical scatter volumes. The decrease in β with altitude
indicates that the amplitude of the UHF spectrum decreases
more strongly with altitude than the amplitude of the VHF
spectrum.

The νin profile obtained for 27 September 2021, shown in
Fig. 2, shows an increased collision frequency above 115 km
altitude compared to the climatology. This agrees with pre-
vious findings (Fig. 2 in Nygrén, 1996), which show an in-
crease in νin compared to the MSIS-86 climatology above
110 km for a single campaign on 26 August 1985. Nygrén
(1996) combined both the direct measurement of νin from
the ISR spectrum, assuming Te = Ti, and the indirect mea-
surement from vertical ion drifts. Oyama et al. (2012) also re-
ported an increased collision frequency above about 120 km
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during ionospheric heating events at E-region altitudes. They
interpreted this as the result of an upward motion of denser
neutral gas from lower altitudes. In Fig. 2, the minimum of
νin around 105 km altitude, in combination with the very
slow decrease above, could be explained by thermospheric
gas being transported upward from the altitude of the mini-
mum.

Ion–neutral collision frequency measurements are of spe-
cial interest for atmospheric physics, since they allow us to
infer information about neutral gas densities in the MLT re-
gion. There are multiple methods to calculate collision fre-
quencies from neutral particle densities, two of which are
presented in Fig. 6 for the EISCAT measurements on 29 Au-
gust 2013. One method assumes both ions and neutrals to
be rigid spheres, while the other assumes Maxwell colli-
sion between the ions and the polarized neutrals. While the
rigid-sphere collision model only requires assumptions on
the mean neutral particle mass, the abundances of the differ-
ent neutral particle sorts have to be assumed for the Maxwell
collision model. Figure 6 shows that the choice of collision
model has a far greater impact on the neutral density pro-
file than the assumptions about mean neutral mass or particle
abundances. Comparison to one empirical atmosphere model
(NRLMSIS 2.0) and one physics-based model (GAIA) re-
sulted in expectable agreement and disagreement. Both mod-
els display a smooth neutral density profile and do not cap-
ture small-scale dynamics but, on the other hand, indicate
the expected vertical behavior. For validation of our mea-
surements, a gravity-wave-resolving model, which includes
incompressibility terms for small scales such as the High
Altitude Mechanistic general Circulation Model (HIAMCM)
(Becker and Vadas, 2020), would be required. In future stud-
ies, the inferred neutral density profiles could also be val-
idated by comparison to meteor radar measurements. The
neutral particle density can be obtained from meteor radar
measurements, with the meteor peak flux altitude as a proxy
(Stober et al., 2012). Figure 7 was designed following the ex-
ample of Fig. 5 in Nicolls et al. (2014), and they agree reason-
ably well. The relative variation of the neutral mass density
shows periodic oscillations, which were interpreted as the re-
sult of tides and lower-frequency oscillations by Nicolls et al.
(2014).

Additionally, there are possible improvements to the gen-
eral analysis of ISR measurements, applicable for all de-
scribed collision frequency measurements, including the one
presented in this paper. One possible improvement for all dis-
cussed analysis techniques could be the application of full
profile analysis (Lehtinen et al., 1996). Instead of analyzing
each altitude gate independently, as is done in this study and
Nicolls et al. (2014), the total vertical profile of the plasma
parameters could be fitted during full profile analysis. The
assumption that the plasma parameters are constant within
each altitude gate is, therefore, not required for full profile
analysis (Lehtinen et al., 1996).

6 Conclusions

In this paper, we presented the first application of the dif-
ference spectrum method to analyze multifrequency ISR
measurements to obtain direct measurements of the ion–
neutral collision frequency. We showed that this method can
be applied in combination with standard ISR analysis soft-
ware (GUISDAP). Comparison to the only previous multi-
frequency ISR measurement, which applied special software
to analyze two ISR measurements simultaneously, showed
reasonable agreement. Therefore the difference spectrum
method can be applied as an equivalent multifrequency ISR
analysis method, generally applicable without the require-
ment of highly specialized ISR analysis software. This is
the main advantage of the method presented here over other
multifrequency methods. Multifrequency methods are gen-
erally advantageous for collision frequency measurements,
since they do not require additional assumptions like Te = Ti
or strong electric fields.

We presented ion–neutral collision frequency profiles
from three different EISCAT multifrequency campaigns. The
measurements from 29 August 2013 were applied for com-
parison to the other multifrequency analysis method. Con-
trary to our expectation, the scaling parameter β was not
constant at nearly collisionless altitudes, which could indi-
cate a problem with one of the systems at the time. The
second multifrequency campaign that we analyzed was con-
ducted on 27 September 2021 in the same radar mode as the
previous campaign. The vertical β parameter profile exhib-
ited a significantly lower gradient in the F region for these
measurements. At about 100–115 km altitude, the measure-
ments showed a notably lower collision frequency than the
climatology, while the collision frequency was larger than
the climatology above 115 km. This might be the result of
an upward motion of neutral gas due to ionospheric heating,
e.g., caused by Joule dissipation. The third analyzed mul-
tifrequency campaign was conducted on 13 October 2022
and applied a different radar mode than the previous ones.
The EISCAT manda radar mode allows measurements in
the lower thermosphere with a very high altitude resolution,
which might be helpful to study phenomena with a small-
scale altitude structure.

In general, further improvement of the difference spectrum
method, as well as multifrequency experiments, is required.
Possible improvements would be the already mentioned ap-
plication of full profile analysis of the ion–neutral collision
frequency or the general improvement of ISR fitting by in-
cluding the exact ion chemistry of the ionosphere. Valida-
tion of our collision frequency and neutral density measure-
ments is difficult due to the general lack of observational
methods in the ionospheric transition region. However, the
manda measurements cover and resolve a good part of the
meteor radar altitudes at about 80–110 km. Meteor radar neu-
tral density measurements could be one possibility to verify
multifrequency ISR experiments. As shown in Sect. 4, the
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comparison to neutral atmosphere models is only somewhat
meaningful, as long as the models do not include the incom-
pressibility terms for small-scale variability, e.g., due to grav-
ity waves. Considering the lack of atmospheric measurement
methods in the ionospheric dynamo region, the method pre-
sented here is highly valuable because it provides informa-
tion about this important region.
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Appendix B

Climatology of νin/ωi ≈ 0 condition

The assumption of a collision-less ionosphere is applied several times in this thesis. It is
required for the calculation of the electric field in Günzkofer et al. (2022, 2024) and the
determination of the β parameter in Günzkofer et al. (2023b). Notably, "collision-less" does
not mean that the ion-neutral frequency approaches zero, i.e. νin → 0. It rather means
that νin is considerably lower than the ion gyro-frequency ωi = qB/mi, i.e. ωi ≫ νin, with
the ion charge q, ion mass mi, and magnetic field strength B. In the collision-less case,
the Lorenz force term of the ion momentum equation dominates the friction force term.
The ions are coupled to the magnetic field lines and a one-dimensional ion motion can be
assumed so that the ion adiabatic coefficient is γi ≈ 3.
As shown in Figure 1.4, the altitude where νin = ωi is approximately at 120 km though the
investigations in Günzkofer et al. (2023b) have shown that this altitude might very well
be higher. Due to the exponential decrease of νin with altitude, it is often assumed that
ωi ≫ νin is immediately fulfilled above the ionospheric dynamo region. The climatology of
the ratio νin/ωi at high latitudes is shown in Figure B.1 for one whole year.

Figure B.1: Climatology ratio of ion-neutral collision to gyro-frequency νin/ωi at high
latitudes during the year 2003. There are differences between a) daytime and b) nighttime.
The altitudes at which νin/ωi = 10−1 and νin/ωi = 10−2 are marked by red solid and dotted
lines.
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The climatology is shown for the year 2003 which was around the maximum of a strong
solar cycle. The ratio νin/ωi is expected to correlate with solar activity due to the expansion
of the thermosphere under increased solar irradiation. Figure B.1 a) and b) show the
climatologies for the day- and nighttime respectively. It can be seen that at approximately
150 km altitude, the assumption of a collision-less ionosphere causes uncertainties in the
order of 10%. At about 225 km altitude, these uncertainties are already reduced to an
order of 1%. The calculation of electric fields at 300 km altitude under the assumption of a
collision-less ionosphere, as done in Günzkofer et al. (2022, 2024), is therefore well justified.
The determination of the β parameter in Günzkofer et al. (2023b) is done at an altitude
range of 150 − 250 km. While the upper altitudes of this range seem to be well justified,
there are considerable uncertainties when determining the β parameter at 150 km altitude.
These uncertainties of the collision-less condition need to be considered in that case.
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