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Abstract 

 

Regulation of cellular protein homeostasis in response to environmental challenges such as 

nutrient availability is essential for maintaining cell function and viability. The surrounding 

nutrients strongly influence cell growth and biosynthetic capacity, dictating, among others, 

cellular growth rate, cell size and cell cycle progression. Ensuring protein homeostasis 

therefore requires cells to tightly control RNA and protein concentrations, even when cell 

growth and the cell cycle are significantly modulated by nutrient conditions. This poses a 

challenge, especially for genes whose expression is highly regulated throughout the cell 

cycle. A comprehensive picture of how cells achieve nutrient-dependent homeostasis of 

periodically expressed genes remains elusive. 

In this work, I study histone biogenesis in the model organism Saccharomyces cerevisiae to 

investigate how cells produce the appropriate amount of histones in different nutrient 

environments. Histones constitute an ideal model to understand differential regulation of cell 

cycle-regulated proteins, as their synthesis is strongly coordinated with the DNA replication 

during S-phase. Moreover, as building blocks of chromatin, histones are produced in 

proportion to the genome content, which requires accurate control of histone concentrations. 

To understand the regulatory processes underlying nutrient-dependent histone homeostasis, 

I perform population and single-cell analyses of histone expression at the protein and mRNA 

level.  

Using western blots, flow cytometry and live-cell imaging, I first show that cells maintain 

constant amounts of the core histone H2B in rich and poor nutrients, independent of changes 

in cell growth and cell cycle. As a result, H2B concentrations increase in poor growth media, 

due to the smaller cell volumes. Surprisingly, however, I find that histone mRNA 

concentrations are downregulated in poor compared to rich nutrients. smFISH analysis of 

histone promoter-driven mCitrine expression further reveals that the promoter can confer this 

nutrient-dependent transcript regulation, which depends on regulatory elements within the 

promoter, as well as the transcriptional activator Spt10. Furthermore, my results suggest that 

cells in poor growth media are more sensitive to excess histone accumulation than cells in 

rich growth media. By keeping histone transcript levels low, they may therefore minimize the 

risk of histone overexpression. Finally, I propose that cells compensate for the 
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differentially regulated histone transcript concentrations by modulating the relative translation 

efficiency according to the nutrient conditions. Thereby, they can finely tune histone protein 

abundance across nutrients, while preventing high histone accumulation in poor growth 

media. Overall, I show that the decoupling of mRNA and protein concentrations enables 

nutrient-dependent histone homeostasis despite changes in cell growth and cell cycle 

phases. This work could lay the foundation for a deeper understanding of the differential 

regulation of cell cycle-regulated genes across changing nutrient environments.  
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1 Introduction 

 

1.1 Cellular protein homeostasis 

 

Cellular protein homeostasis, or ‘proteostasis’, refers to the regulation of proteins from 

biosynthesis to degradation through highly interacting biological pathways (1). The 

proteostasis network maintains a balanced and functional proteome by controlling protein 

concentrations, folding, trafficking, binding interactions and translocation to various cellular 

compartments (1–6). For this purpose the network is coordinated by integrated signaling 

pathways that respond to imbalances in proteome integrity (2, 5). The complexity of the 

eukaryotic proteostasis network can vary significantly across different species. In higher 

eukaryotes, it is more complex in order to meet the requirements of cell- and tissue-specific 

proteomes and regulatory processes (5–7). Protein homeostasis is also regulated at the 

transcript level, as transcription, mRNA degradation and localisation all determine the 

availability of mRNA, and ultimately affect the biosynthesis of the encoded protein (8, 9).  

As proteins drive nearly all biological processes, accurate proteostasis is important for cell 

function and viability. A deficient or lost homeostasis is linked to cellular dysfunction, various 

diseases and aging (2–5, 10). In human, the accumulation of misfolded or aggregating 

proteins is often associated with loss-of-function disorders (e.g. cystic fibrosis, Gaucher 

disease) or gain-of-toxic-function disorders (e.g. Alzheimer’s, Huntington’s and Parkinson’s 

disease), respectively (2–4). Moreover, the ability of cells to restore proteostasis declines with 

age, thereby increasing the susceptibility to these pathologies (2, 3, 5).  However even in the 

absence of disease, a progressive deterioration of protein homeostasis contributes to various 

aspects of aging, as observed in diverse aging models (11–14). For example, in yeast it was 

shown that proteostasis breakdown in aging cells was accompanied by impaired chaperone 

activity and G1-cyclin function, ultimately leading to irreversible G1 arrest (15). Another study 

reported that large yeast and human cells lose the ability to scale transcription and translation 

according to cell size. This biosynthesis breakdown causes cytoplasm dilution, which can 

contribute to cellular senescence (16).  
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1.2 Environmental challenges to protein homeostasis 

 

Maintaining protein homeostasis is fundamental, especially in the face of internal and external 

challenges, such as cell differentiation, or metabolic and environmental changes (3, 4, 17–

19). During development, cellular differentiation drastically alters gene expression and thus 

the composition of the proteome. Therefore, proteostasis enables differentiated cells to 

change their functional type, allowing successful organismal development (6, 17). 

Furthermore, cells must precisely control protein concentrations across different 

environmental conditions in spite of changes in cell growth and morphology that are induced 

by external factors such as temperature, pH, osmotic pressure, oxygen levels or nutrient 

quality (20–26).  

One of the most common environmental parameters is ambient temperature, which exerts a 

great impact on cell physiology, growth and cell cycle progression (20, 21, 27–29). Within a 

specific temperature range, the cellular growth rate of mammalian cells and single cell 

organisms increases with temperature to a certain maximum, before it starts decreasing (20, 

30–32). In addition, the duration of the different cell cycle phases changes in response to the 

temperature variations (20, 31, 33). As proteostasis is critical for proper cell function, cells 

adapt to the external temperature using global transcription and translation strategies. A study 

in yeast has revealed that within the temperature range of 23°C to 37°C the overall protein 

concentration in cells remained constant (34). It was shown that cells sustain protein 

homeostasis by increasing global translation and protein degradation with temperature. 

Thereby decreased protein stability compensated for the increased translation rates at higher 

temperatures. However, an abnormal rise in environmental temperature eventually results in 

heat-induced protein denaturation, protein misfolding and aggregation, threatening proteome 

integrity and cellular fitness (19, 21, 30). To cope with thermal stress, cells employ a highly 

conserved survival mechanism termed the heat shock response (21, 35, 36). The heat shock 

transcription factor 1, HSF1, which is present as a monomer under normal conditions, 

trimerizes upon stress and promotes the expression of the heat shock proteins that refold 

misfolded or damaged proteins and prevent aggregation (19, 30, 37).  

Other environmental challenges to proteostasis include fluctuations in oxygen concentration 

or osmotic pressure. Local oxygen levels affect cell growth, metabolism, signalling and 

differentiation (17, 24, 38–42). Studies in mammalian cells have shown that cell proliferation 
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and metabolic activity can decrease with increasing oxygen levels, potentially due to the 

formation of reactive oxygen species (40, 43, 44). Increased oxygen availability was also found 

to promote the differentiation of stem cells (38, 43, 45). On the other hand, low oxygen levels 

can induce cell cycle arrest in many cell types, preventing high oxygen consumption in hypoxic 

environments (24, 46).  

Furthermore, biophysical cues such as osmotic pressure have been studied for their effects 

on cell function and proliferation. Changes in osmotic pressure have been linked to variations 

in cell growth and cell cycle progression in different organisms and cell types (23, 47–49). At 

the cellular level, elevated osmotic pressure can suppress proliferation (23, 50). A recent study 

in human metastatic cells showed that mild hyperosmotic stress can lead to disturbed nuclear 

growth and cell cycle delay or arrest (23). Upon osmotic stress in Saccharomyces cerevisiae, 

the stress-activated protein kinase Hog1 modulates cell cycle progression through interaction 

with components of the cell cycle machinery. Specifically, it delays cell cycle-phase transitions 

to enable cells to adapt to hyperosmotic conditions (49, 51, 52). Moreover, external osmotic 

pressure has been reported to alter the volume and stiffness of stem cells, and ultimately affect 

stem cell differentiation (53).  

Lastly, another major environmental challenge to protein homeostasis is the changing 

availability and quality of the surrounding nutrients. Effects of varying nutrient conditions on 

cell growth and cell cycle, as well as cellular responses maintaining proteostasis are discussed 

separately in the following section.  

 

1.2.1 Protein homeostasis and cell growth under changing nutrient 

conditions 

 

Nutrient availability exerts a great influence on cell growth and cell cycle progression, dictating 

cellular growth rate, cell size and the duration of the cell cycle phases. Unicellular organisms 

such as yeast or bacteria are limited by the extracellular nutritional environment, and are often 

growing as fast as the nutrient supply permits. Thus, in nutrient rich conditions, they tend to 

have higher growth rates than in nutrient-poor conditions (54–56). A landmark study 

conducted over six decades ago in the bacterium Salmonella typhimurium highlighted the 

coordination of cell size with growth rate and nutrient quality (57, 58). When cultured in rich 

nutrients, the bacterial cells grew at a faster rate and were twice the size of the slower-growing 
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cells in poor nutrients. Eventually, the nutrient-dependent regulation of cell size and growth 

rate was further demonstrated in other types of bacteria (59–61). Similarly, yeast cells 

modulate their size and growth rate according to the nutrient environment, growing larger and 

faster in rich nutrients (54, 55, 62, 63).  

As the nutrient-dependent growth rate increases, cells produce higher concentrations of 

ribosomes to meet the demands of protein synthesis and allow for increased biosynthetic 

capacity (54, 64–66). Thus, the nutrient environment not only dictates ribosome 

concentrations but also influences the rate of translation. Thereby, growth rate and protein 

synthesis are coordinated with nutrient availability ensuring cellular protein homeostasis. In 

eukaryotes, a central regulator of cell growth is TORC1, the target of the rapamycin complex 

1 (62, 67–70). TORC1 acts as a nutrient sensor, monitoring the availability of the surrounding 

nutrients and coupling it to cell growth. It also adjusts the balance between anabolic and 

catabolic processes in response to changing environments. In nutrient-rich conditions, TORC1 

activates cell growth by promoting ribosome biogenesis and stimulating protein synthesis.  The 

function of TORC1 is widely conserved among many eukaryotic organisms, from yeas ts to 

mammals (67, 68, 71). However, unlike yeast, cells in multicellular organisms rely on multiple 

extracellular growth factors for proliferation (54, 70, 72).  

Nutrients are also important determinants of cell cycle progression. Cells coordinate their cell 

cycle with external nutritional conditions by sensing and evaluating nutrient availability to 

decide whether it is appropriate to divide. Deprivation of nutrients or growth factors induces 

arrest of the cell cycle or prolongs the progression through G1 phase (26, 54, 73).  A study by 

Hartwell et al. reported on the yeast START site in late G1, where cells commit to cell division 

(74). Later studies revealed that the commitment to cell cycle and hence passage through 

START is greatly influenced by the nutrient sensor TORC1 (73, 75). While the mammalian 

equivalent to START, the restriction point, is strongly growth-factor dependent, studies also 

reported of late-G1 checkpoints regulated by amino acids and mTORC1, where mammalian 

cells assess their nutrient environment prior to committing to cell division (73, 76).  

Furthermore, nutrient regulation of cell cycle progression can result in the lengthening or 

shortening of G1. For example, yeast cells growing on rich medium move rapidly through G1, 

whereas cells on poor medium are delayed in their transition to S-phase. This allows them to 

reach the critical nutrient-specific cell size required for budding. Consequently, the fraction of 

unbudded cells increases in nutrient-poor conditions, leading to relatively smaller fractions of 

S and G2/M cells (56, 77–79).   
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1.3 Aim of this study: Understanding histone protein homeostasis 

in different nutrients  

 

Maintaining protein homeostasis is fundamental for normal cell function and requires cells to 

precisely control RNA and protein concentrations, especially in situations where cell growth 

and cell cycle progression are drastically modulated by environmental conditions. Nutrient 

availability is one of the most common environmental parameters, affecting, among others, 

cell size, growth rate and the length of cell cycle phases. Particularly, the nutrient-related cell 

cycle changes pose a major challenge to the homeostasis of cell cycle regulated proteins, 

whose expression profiles peak during short periods of the cell cycle. These periodically 

expressed proteins are involved in various cellular processes including DNA replication, DNA 

packaging and repair, protein biosynthesis, metabolism, cell cycle regulation and more (80–

84). The total number of cycling genes in a cell varies considerably depending on the species.  

For example, 800 periodically expressed genes have been identified in the budding yeast 

Saccharomyces cerevisiae, representing >10% of all protein-coding genes (83). Other 

examples include the bacterium Caulobacter crescentus, which has been reported to contain 

553 cell cycle-regulated genes (85), and primary human fibroblasts, which contain 

approximately 700 cycling genes (86). To maintain correct concentrations of the encoded 

proteins in different nutritional environments, cells need to coordinate gene expression with 

the nutrient-specific cell cycle. However, little is known about the nutrient-dependent 

regulation of periodically expressed proteins.  

In this work, I will focus on histone biogenesis in the model organism Saccharomyces 

cerevisiae to investigate whether and how cells produce the right amount of histones in spite 

of the nutrient-induced changes in growth rate, cell volume, and cell cycle progression. 

Histones represent an ideal model to understand the differential regulation of cell cycle-

regulated proteins in changing nutrients, as their expression is strongly coupled to the DNA 

replication and therefore restricted to late G1 and S-phase (87, 88). As building blocks of 

chromatin, histones are also DNA-binding proteins, whose biosynthesis is coordinated  with 

the genome content in constant environments (89–91). It is therefore important that histone 

concentrations are tightly controlled to avoid toxic effects such as genome instability caused 

by protein misregulation (92, 93). By analyzing histone gene expression in different nutrient 

environments, I aim to uncover the regulatory processes underlying nutrient-dependent 
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histone homeostasis. This could further lay the groundwork for a better understanding of how 

cell cycle-regulated genes are regulated amidst nutrient-related changes in cell growth and 

cell cycle.  

 

1.4 Yeast Saccharomyces cerevisiae as a model organism 

 

Early yeast researchers realized that studies of yeast phenomena could provide key insights 

into various aspects of cell biology (94). The unicellular budding yeast Saccharomyces 

cerevisiae has since been widely used as a valuable model system for studying fundamental 

biological processes relevant to all eukaryotes, including gene expression, aging, cell cycle, 

cell division, metabolism and more (94–96). Despite being a simple eukaryote, budding yeast 

shares many conserved functional pathways with multicellular eukaryotes such as humans, 

and has contributed immensely to the understanding of several human diseases (94, 96, 97). 

For example, it has been estimated that the yeast genome contains orthologs of up to 22% of  

human genes associated with disease (98).  

Budding yeast is a very popular model organism, as it is non-pathogenic, and inexpensive to 

grow in the laboratory due to its simple growth requirements. With a doubling time of about 

90 min under optimal conditions, budding yeast can grow rapidly to high cell densities (Fig. 1). 

It can also be stored for weeks at 4°C or long-term in 15% glycerol at -80°C. Another important 

attribute is the easy and cost-effective genetic manipulation of yeast owing to the particularly 

efficient homologous recombination, which allows the integration, alteration or deletion of 

genes in the yeast genome (94, 97, 99). Budding yeast also offers many advances in live cell 

imaging, as it does not move during image acquisition and its simple shape allows for easy 

cell segmentation. Moreover, budding yeast cells can exist in both, haploid and diploid forms, 

facilitating genetic analyses such as the characterization of recessive mutations (100). In 

1996, S. cerevisiae became the first eukaryote with a completely sequenced genome, which 

is composed of over 6,000 genes organized in 16 chromosomes (97, 101). Subsequently, a 

functional genomics toolbox was developed, including strain libraries of yeast deletion and 

overexpression mutants as well as a comprehensive collection of green fluorescent protein 

(GFP)-labelled yeast strains (96, 102–104). This in turn led to the emergence of many high-

throughput technologies for genome-wide transcriptome, proteome or metabolome analysis 

and opened up new fields of computational biology, required to gain a systems view of a 
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eukaryotic cell (96, 105–108). Finally, in the context of my research question, the relatively 

small number of eleven histone genes (87), whose regulation is fairly well studied, will be 

helpful in elucidating how cells maintain histone homeostasis in different nutrient conditions.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Growth of S. cerevisiae at 30°C on YPD (yeast peptone dextrose) medium. 
Representative phase-contrast images of rapidly dividing budding yeast cells were taken at different 
time points over the course of seven hours. Scale bar: 10 μm. 

 

1.4.1  S. cerevisiae adapts to various nutrient conditions 

 

Another key aspect of budding yeast that is advantageous for studying histone homeostasis 

across changing nutrient environments is its ability to easily adapt its growth and metabolism 

to a variety of available carbon sources. It is well established that S. cerevisiae utilizes glucose 

as the preferred carbon and energy source, as it can readily enter the glycolytic pathway (109, 

110). During glycolysis, glucose is then broken down into pyruvate by a set of enzyme-

catalysed reactions. Pyruvate can further undergo two metabolic pathways, either 

fermentation or respiration. Alcoholic fermentation is considered an anaerobic process and 

generates ethanol, carbon dioxide and NAD+ in a two-step reaction. On the other hand, in the 

aerobic respiration pathway, pyruvate is oxidatively decarboxylated to acetyl-CoA, which is 

later oxidized to carbon dioxide in the tricarboxylic acid (TCA) cycle (109, 111, 112). While 

budding yeast is capable of both, alcoholic fermentation and respiration, the predominant 

pathway of glucose catabolism is fermentation, even under aerobic conditions. This is referred 
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to as the Crabtree effect, which states that in glucose-rich environments, fermentation 

overcomes respiration (109, 113). Besides glucose, however, budding yeast cells can grow 

on a wide range of carbon sources, including fermentable and non-fermentable compounds. 

Alternative fermentable sugars are fructose, raffinose, galactose, maltose, and sucrose (109, 

111). For example, galactose is a monosaccharide that enters glycolysis after being converted 

into glucose-6-phosphate by enzymes of the Leloir pathway. In the presence of glucose, the 

GAL genes encoding the Leloir pathway enzymes are repressed, but become induced up to 

1000-fold in glucose-starved cells that are growing on galactose (109, 114). In addition to the 

fermentable carbon sources, budding yeast can also utilize non-fermentable compounds such 

as ethanol, glycerol, lactate or acetate through a major reprogramming of gene expression 

(109, 110, 115). For example, ethanol is aerobically metabolized in a three-step pathway to 

acetyl-CoA, which can subsequently enter the TCA cycle (109, 110). 

In the context of this work, the use of budding yeast makes it possible to test a great variety 

of nutrient changes that can result in different growth phenotypes challenging histone 

homeostasis. As mentioned in section 1.2.1, yeast cells respond to the nutrient environment 

by altering their growth rate and biosynthetic capacity, as well as their cell size and cell cycle 

(54–56, 64, 78, 79). In rich nutrients, the cells are usually bigger, exhibiting higher growth rates 

and shorter cell cycles. They also tend to spend less time in G1, when grown on rich instead 

of poor growth media. A study of yeast growth under different nutritional conditions showed 

how cells adjusted their growth rate over a nearly sevenfold range, depending on the 

surrounding nutrients. At the same time, a more than two-fold change in cell size was 

measured across the cultures (56).  

Along with the nutrient-related changes in cell growth and cell cycle, the transcriptome and 

proteome composition of budding yeast cells is adjusted in response to the nutrient 

environment (64, 116, 117). For example, Metzl-Raz et al. revealed that the fraction of 

translation-related proteins increased with the nutrient-dependent growth rate to support 

protein synthesis during faster growth. Specifically, it was found that the expression of 

ribosomal transcripts and proteins scales linearly with growth rate. On the other hand, slow-

growing cells showed increased abundance of mitochondria and respiration-related proteins, 

as well as proteins involved in stress response (64).   
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1.4.2 Cell growth and cell cycle in budding yeast 

 

S. cerevisiae cells divide asymmetrically through the process of budding, giving rise to a 

mother cell and a smaller daughter cell. The cell cycle can be divided into four consecutive 

stages, based on the chromosomal events (Fig. 2) (118). Cells first undergo the gap phase 

G1, growing to a critical size before they commit to cell division at START in late G1 (77). 

Passage through START is only possible if cellular and environmental conditions have been 

assessed appropriate for cell proliferation. Otherwise, cells may prolong the G1 period or even 

arrest in the nondividing, quiescent state G0 until conditions become favourable (54, 74, 118, 

119). After cell cycle commitment, cells replicate their DNA during S-phase and generate two 

copies of each chromosome. Moreover, a new bud emerges at the time they enter S-phase, 

which grows in size as they move through the cell cycle. In fact, the bud size can be a useful 

marker of cell cycle progression (118). The next phase of the cell cycle is the second gap 

phase, G2, which serves as a regulatory transition, ensuring that cells do not initiate nuclear 

division (mitosis) if DNA is damaged or replication is incomplete (118). Finally, in the following 

M-phase, mitosis and cell division (cytokinesis) occur. After the duplicated chromosomes are 

evenly distributed into the bud, the daughter cell separates from the mother, entering its own 

cell division cycle. Compared to other eukaryotic model systems, budding yeast undergoes a 

long G1 phase but has no clearly defined G2-phase, which is why the last cell cycle stages 

are often referred to as G2/M-phase (118). Haploid cells are also capable of mating, a process 

in which cells of the opposite mating type fuse into a diploid cell (118). There are two mating 

types in S. cerevisiae, Mat a and Mat α, which release specific pheromones (a-factor and α-

factor) causing the cells to arrest in G1 before they mate and form a stable Mat a/Mat α diploid 

cell (118, 120). In response to stress such as nitrogen or carbon starvation, diploid budding 

yeast cells can undergo sporulation giving rise to four spores, two of each mating type, which 

can germinate once conditions become favourable (118, 121).  
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Figure 2. Cell cycle of S. cerevisiae. Schematic representation of a budding yeast cell as it 

progresses through the cell cycle phases. The cell first undergoes G1-phase, and grows in size before 

committing to the cell cycle. Afterwards, a new bud emerges and the cell enters S-phase, during which 

it replicates its DNA and duplicates the chromosomes. In the following stages, the chromosomes are 

evenly distributed into the bud and the cell divides asymmetrically, giving rise to a mother and a smaller 

daughter cell. Under unfavourable growth conditions, cells may refrain from entering the cell cycle and 

instead reside in G0 phase until conditions improve. 

 

1.4.3 Histone regulation in budding yeast 

 

Histones are evolutionary conserved positively charged proteins that associate with negatively 

charged DNA to form nucleosomes, which are the building blocks of chromatin (87). Each 

nucleosome contains 147 bp of DNA wrapped around a histone octamer that is composed of 

eight histone proteins, two copies each of the four core histones—H2A, H2B, H3, and H4 

(118). In budding yeast, the histone octamers are arranged along the DNA with a repeat length 

of ∼165 bp (87, 118). The linker histone H1 binds the linker DNA between the nucleosomes 

and organizes the nucleosome arrays into a higher order chromatin structure. Yeast cells have 
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one H1 copy per 37 nucleosomes (87, 122). Budding yeast also possesses two histone 

variants, H2A.Z (a H2A variant) and CenH3 (a H3 variant), which are expressed at low levels 

throughout the cell cycle (87, 123). In contrast, the four core histones and the linker histone 

H1 are synthesized in a cell cycle-dependent manner, in parallel with DNA replication. 

Consequently, transcription of these histone genes is induced in late G1 to yield adequate 

histone amounts for efficient DNA packaging during S-phase (88, 124). In fact, inhibition of 

DNA synthesis represses histone gene expression, highlighting the tight coupling between 

DNA replication and histone production (87, 123).  

In budding yeast, the four core histones are each encoded by two genes transcribed from 

divergent promoters (87) (Fig. 3). Specifically, histones H2A and H2B are encoded by the 

gene pairs, HTA1-HTB1 and HTA2-HTB2 (125), and histones H3 and H4 by the gene pairs 

HHT1-HHF1 and HHT2-HHF2 (126). Furthermore, the gene HHO1 encodes the linker histone 

H1, whereas HTZ1 and CSE4 encode the variants H2A.Z and CenH3, respectively (87). In 

this work, I will focus on the core histone genes. 

The core histone promoters contain positive and negative cis-acting regulatory elements that 

couple gene expression to DNA replication in S-phase (87). For example, the cell cycle-

dependent activation of core histone genes requires the four 16 bp upstream activating 

sequences (UASs), which provide binding sites for the transcriptional activators Spt10 and 

SBF (87, 123). While SBF mediates a small initial expression peak of histone transcripts, 

Spt10 acts as a primary transcription activator, driving a major subsequent peak of histone 

transcript expression (87, 127, 128). Histone genes are further subject to negative regulation 

mediated by the HIR complex alongside Asf1 and Rtt106, which represses histone 

transcription outside of S-phase (87, 88, 129, 130). The HIR-mediated regulation works via 

the NEG, a negative regulatory element located in three of the four core histone promoters, 

with the exception of the HTA2–HTB2 promoter (87, 123, 131). Furthermore, at the post-

transcriptional level, a Rad53-dependent pathway promotes degradation of excess histones 

to control cellular histone levels. Consequently, cells lacking the protein kinase Rad53 exhibit 

increased accumulation of histone proteins (132, 133).  
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Figure 3. The S. cerevisiae core histone genes. Schematic representation of the gene pairs 

encoding the core histones H2A, H2B, H3 and H4. The orange arrows indicate the four UASs within 

the central histone promoters; the blue box shows the negative regulatory element NEG, which is 

present in three of the four core histone promoters (adapted from Eriksson et al. 2012, (87)).  

 

1.4.4 Cell size-independent coordination of histones with genome 

content 

 

Most proteins scale with cell size, ensuring constant protein concentrations as cells grow (Fig.  

4A). This is because the biosynthesis of these proteins is typically limited by the transcription 

and translation machinery, which increases with cell size, leading to higher global transcription 

and translation rates in larger cells (89, 134–136).  

Given their significant role as building blocks of chromatin, histones must be tightly regulated 

throughout the cell cycle and their concentrations closely monitored. However, histone 

expression is tied to genome content rather than cell size (89). Consequently, histone protein 

concentrations increase with ploidy, but decrease with cell size (Fig. 4B) (89). Histones are 

coordinated with the genomic content already at the transcript level in a promoter-mediated 

manner (89). In fact, they have been described as a major group of sub-scaling mRNAs in 

yeast and other organisms (90, 91). A possible explanation for the differential sub-scaling 
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behavior of histones is that their transcription is limited by the gene itself, rather than the 

transcriptional machinery, thereby linking the transcriptional output to genome content instead 

of cell volume (89). In this work, I will address the question of whether this distinct regulation 

of histones also occurs across changing nutrient environments by investigating the regulatory 

processes underlying nutrient-dependent histone homeostasis.  

 

 
 

 

Figure 4. Histone proteins do not scale with cell size. (A-B) While the amount of most proteins 

increases with cell size to keep concentrations constant, histones are produced in a cell-size-

independent manner, leading to reduced histone concentration with increasing cell size (89).   

 

1.5 Outline of this study 

 

In this work, I will investigate the regulation of budding yeast histone homeostasis in changing 

environments and ask how cells maintain the right amount of histones in situations where cell 

growth and cell cycle progression are significantly altered by nutrients (Fig. 5). To this end, I 

will first select a set of rich and poor growth media with different compositions and characterize 

the induced phenotypic changes in wildtype cells, i.e. variations in doubling time, cell size and 

cell cycle phases. Next, I will perform population-level and single-cell protein analysis to 

quantify the histone H2B levels in varying nutrients. I will examine how the nutrient-dependent 

histone protein expression is coordinated with cell size, and ask if cells produce equal amounts 

of histones in all growth media. As a control, I will use the housekeeping protein actin, which 

is expected to scale with cell size (89, 90). In a next step, I will test whether nutrient-dependent 

histone homeostasis occurs at the mRNA level. For this, I will measure histone mRNA 
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concentrations in rich and poor nutrients and disentangle the contribution of mRNA synthes is 

and degradation to the nutrient-dependent histone gene expression. To gain more insight, I 

will further investigate the role of the histone promoter in the transcriptional and post-

transcriptional regulation of histones across the different nutrient conditions. For this, I will use 

population-level and single-cell techniques to measure the mRNA and protein levels of the 

reporter gene mCitrine driven by a histone promoter, in rich and poor growth media. Moreover, 

I will search for regulatory elements within the histone promoter that might contribute to the 

regulation of histone gene expression in the different nutrients.  

 

 

 

Figure 5. Budding yeast histone proteostasis in different nutritional environments. Nutrients are 

important determinants of growth rate, cell size and cell cycle. Therefore, fluctuations in nutrient 

availability pose a major challenge to the homeostasis of histone proteins, raising the questions of 

whether and how cells ensure a constant histone-to-DNA ratio regardless of the induced changes in 

cell growth and cell cycle. 
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2 Materials and Methods 

 

2.1 Chemicals and Consumables 

 

Table 1. Chemicals and consumables used in this work. 
 

Chemicals and Consumables Supplier 

10X Bolt™ sample reducing agent Invitrogen by Thermo Fisher Scientific, USA 

1X Bolt™ MES SDS Running buffer Invitrogen by Thermo Fisher Scientific, USA 

4X Bolt™ LDS sample buffer Invitrogen by Thermo Fisher Scientific, USA 

Acetic acid, CH3COOH Honeywell Fluka, Germany 

Alkaline phosphatase (CIP) New England Biolabs, Germany 

Amino acids Sigma-Aldrich, USA 

Ammonium sulfate Sigma-Aldrich, USA 

Ampicillin Roth, Germany 

Bolt™ 12% Bis-Tris plus mini-gels Invitrogen by Thermo Fisher Scientific, USA 

CellASIC® ONIX2 Y04C microfluidic plate Merck Millipore, USA 

Clarity™ western ECL substrate Bio-Rad, USA 

Coverslips (18 x 18 mm) VWR International, USA 

D(+) Glucose Sigma-Aldrich, USA 

Difco Agar, granulated Th. Greyer, Germany 

Dipotassium phosphate, K2HPO4 Sigma-Aldrich, USA 

DNase I Invitrogen by Thermo Fisher Scientific, USA 

Ethanol, CH3CH2OH Sigma-Aldrich, USA 

EDTA Sigma-Aldrich, USA 

Formaldehyde 37% PanReac AppliChem, Germany 

Formamide VWR International, USA 

Galactose Sigma-Aldrich, USA 

Glass beads, acid-washed Sigma-Aldrich, USA 

Glycerol Th. Greyer, Germany 
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High-capacity cDNA reverse transcription kit 

with RNase inhibitor 

Applied biosystems by Thermo Fisher 

Scientific, USA 

LB Broth (Lennox) Sigma-Aldrich, USA 

LB-Agar (Lennox) Sigma-Aldrich, USA 

LightCycler 480 Multiwell Plate 96 Roche, Schwitzerland 

Lithium acetate dihydrate Sigma-Aldrich, USA 

Nitrocellulose membranes (0.2 μm pore size) Invitrogen by Thermo Fisher Scientific, USA 

Non-fat dried milk powder PanReac AppliChem, Germany 

NucleoSpin Gel and PCR Clean-up Macherey-Nagel, Germany 

NucleoSpin Plasmid kit Macherey-Nagel, Germany 

Peptone, BD Bacto™ Life Technologies, USA 

Phenol:Chloroform:Isoamyl alcohol (25:24:1) Thermo Fisher Scientific, USA 

Phusion polymerase Laboratory stock 

Polyethylene glycol (PEG), BioXtra Sigma-Aldrich, USA 

Ponceau Red S Sigma-Aldrich, USA 

Proteinase K Promega, USA 

Restriction Enzymes  New England Biolabs, Germany 

RNase A Sigma-Aldrich, USA 

RNAse-free water Qiagen, Germany 

Sodium chloride, NaCl Supelco, USA 

Sodium dodecyl sulfate (SDS) Thermo Fisher Scientific, USA 

Sodium hydroxide, NaOH Thermo Fisher Scientific, USA 

Sorbitol Sigma-Aldrich, USA 

SsoAdvanced™ universal SYBR® Green supermix Bio-Rad, USA 

Stellaris® smFISH probes LGC Biosearch Technologies, UK 

Stellaris® RNA FISH hybridization buffer LGC Biosearch Technologies, UK 

Stellaris® RNA FISH wash buffer A LGC Biosearch Technologies, UK 

SuperFrost Plus™ Adhesion slides (25x75x1mm) Epredia, USA 

SYBR® Green I Sigma-Aldrich, USA 

T4 DNA Ligase Thermo Fisher Scientific, USA 

Thiolutin Biomol, Germany 

Tris-HCl Sigma-Aldrich, USA 
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Triton X 100 Roth, Germany 

Tween 20 Roth, Germany 

Vectashield® mounting medium Vector Laboratories, US 

Yeast extract, BD Bacto™ Biozol, Germany 

Yeast nitrogen base Becton Dickinson, USA 

YeaStar RNA kit Zymo Research, Germany 

Zymolyase Biomol, Germany 

β-estradiol Sigma-Aldrich, USA 

 

2.2 Devices 

 

Table 2. Devices used in this work. 
 

Device Supplier 

Zeiss LSM 800 microscope Zeiss, Germany 

NanoDrop OneC  Thermo Fisher Scientific, USA 

LightCycler® 96 Roche, Schwitzerland 

CytoFlex S flow cytometer Beckman Coulter, Germany 

Ecotron shaking incubator Infors HT, Switzerland 

ChemiDocTM MP imaging system Bio-Rad, USA 

Mini gel tank Invitrogen by Thermo Fisher Scientific, USA 

Mini blot module Invitrogen by Thermo Fisher Scientific, USA 

 

2.3 Antibodies 

 

Table 3. Primary and secondary antibodies used in this work. 
 

Antibody Host species Supplier/Catalogue number Dilution 

Anti-histone H2B rabbit Abcam/ab188291 1:2000 

Anti-β actin mouse Abcam/ab170325 1:10000 

Goat Anti-Rabbit  goat Abcam/ab205718 1:10000 

Goat Anti-Mouse  goat Abcam/ab205719 1:10000 
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2.4 Strains 

 

Table 4. Yeast strains used in this work. All strains are derivatives of W303. 

 

Name Genotype Description Origin 
ASY020-1 Mat α/a; ADE2/ADE2, URA3/ura3, 

leu2/LEU2 
 

Diploid wildtype  Anika Seel, 
Schmoller Lab 

CY14093 Mat α; sml1∆::hphMX3 sml1Δ haploid strain  
 
  

Christopher 
Bruhn 

CY14098 
 

Mat α; sml1∆::hphMX3, 
rad53∆::natMX6 
 

sml1Δrad53∆ haploid 
strain  
 

Christopher 
Bruhn 

CY15164 
 

Mat α; sml1∆::hphMX3, 
rad53∆::natMX6, spt21∆::kanMX6 
 

sml1Δrad53∆spt21∆ 
haploid strain  
 

Christopher 
Bruhn 

DBY020-2 Mat α; ADE2, ura3::CglaTRP1-
HTB1prom-mCitrine-ADH1term-URA3 
 

Haploid strain with HTB1 
promoter expressing 
mCitrine  
 

Daniela Bureik, 
Schmoller Lab 

DBY021-3 Mat α; ADE2, ura3::CglaTRP1-
HTB2prom-mCitrine-ADH1term-URA3 
 

Haploid strain with HTB2 
promoter expressing 
mCitrine 
 

Daniela Bureik, 
Schmoller Lab 

DBY052-2 Mat a/α ; ADE2/ADE2, leu2-3/LEU2, 
URA3/ura3-1,htb1∆::CglaTRP1/HTB1 
 

HTB1/htb1∆ diploid 
strain 

 

DBY053-4 Mat a/α ; ADE2/ADE2, leu2-3/LEU2, 
URA3/ura3-1,htb1∆::CglaTRP1/HTB1, 
 htb2∆::HIS3 /HTB2 
 

HTB1/htb1∆, 
htb2∆/HTB2 diploid 
strain 

Daniela Bureik, 
Schmoller Lab 

DBY054-8 Mat a/α ; ADE2/ADE2, leu2-3/LEU2, 
URA3/ura3-1, htb1∆::CglaTRP1/HTB1, 
htb2∆::HIS3 /htb2∆::NatMX6 
 

HTB1/htb1∆, 
htb2∆/htb2∆ diploid 
strain 

Daniela Bureik, 
Schmoller Lab 

    

DCY001-1 Mat α; ADE2, htb2::Htb2-linker-
mCitrine-ADH1term-CglaTRP1, 
htb1::Htb1-linker-mCitrine-ADH1term-
KlacURA3 
 

Haploid strain with 
mCitrine-tagged HTB1 
and HTB2  

This study 

DCY002-2 Mat α; ADE2, ura3::CglaTRP1-
HTB2prom-mCitrine-ADH11term-
URA3,his3::ACT1prom-mKate2-
ADH1term-HIS3 
 

Haploid strain with HTB2 
promoter expressing 
mCitrine and ACT1 
promoter expressing 
mKate2 
 

This study 

DCY003-6 

 
Mat α; ADE2, htb1::Htb1-linker-
mCitrine-ADH1term-KlacURA3 

Haploid strain with 
mCitrine-tagged HTB1  

This study 
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DCY006-1 Mat α ; ADE2, ura3::CglaTRP1- 
HTB1prom (mutated UAS3/UAS4)-
mCitrine-ADH1term-
URA3,his3::ACT1pr-mKate2-
ADH1term-HIS3 
 

Haploid strain expressing 
mCitrine under the HTB1 
promoter with mutated 
Spt10 binding sites in 
UAS3 and UAS4, and 
mKate2 under the ACT1 
promoter  
 

This study 

DCY008-8 Mat α; ADE2, ura3::CglaTRP1-
HTB1prom-mCitrine-ADH1term-
URA3,his3::ACT1prom-mKate2-
ADH1term-HIS3 
 

Haploid strain with HTB1 
promoter expressing 
mCitrine and ACT1 
promoter expressing 
mKate2 
 

This study 

DCY009-3 Mat α; ADE2, htb1::Htb1-linker-
mCitrine-HTB1term-CglaTRP1 
 

Haploid strain with 
mCitrine-tagged HTB1 
followed by the HTB1 
terminator sequence  
 

This study 

DCY011-1 Mat α; ADE2, ura3::CglaTRP1-
HTB1prom-MDN1 5'UTR-mCitrine-
ADH1term-URA3 
 

Haploid strain with HTB1 
promoter and MDN1 5’ 
UTR driving mCitrine  
 

This study 

DCY012-1 Mat α; ADE2, ura3::CglaTRP1-
HTB1prom-RPB4 5'UTR-mCitrine-
ADH1term-URA3 
 

Haploid strain with HTB1 
promoter and RPB4 5’ 
UTR driving mCitrine  
 

This study 

KCY002-3 Mat α; ADE2, htb2::HTB2-linker-
mCitrineADH1term-CglaTRP1 
 

Haploid strain with 
mCitrine-tagged HTB2 

Kora-Lee Claude, 
Schmoller Lab 

KCY005-1 Mat α/a; ADE2/ADE2, 
whi5Δ::CglaTRP1/whi5Δ::kanMX6- 
LexAprom-WHI5-ADH1term-LEU2, 
his3/his3::LexA-ER-AD-TF-HIS3 
 

Whi5-inducible diploid 
strain 

 

KCY021-1 Mat α; ADE2, ura3::CglaTRP1- 
300bpHTB1prom-mCitrine-ADH1term-
URA3 
 

Haploid strain with 
truncated 300 bp HTB1 
promoter driving mCitrine 
 

Kora-Lee Claude, 
Schmoller Lab 

KCY022-1 Mat α; ADE2, ura3::CglaTRP1- 
450bpHTB1prom-mCitrine-ADH1term-
URA3 
 

Haploid strain with 
truncated 450 bp HTB1 
promoter driving mCitrine 
 

Kora-Lee Claude, 
Schmoller Lab 

KCY031-1 Mat α/a; ADE2/ADE2, ura3::CglaTRP1- 
HTB1prom-mCitrine-ADH1term-
URA3/ura3, WHI5/whi5Δ::kanMX6- 
LexAprom-WHI5-ADH1term-LEU2, 
his3/his3::LexA-ER-AD-TF-HIS3 
 
 
 

Whi5-inducible diploid 
strain with HTB1 
promoter driving mCitrine 
 
 
 
 

Kora-Lee Claude, 
Schmoller Lab 
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KCY039-1 Mat α/a; ADE2/ADE2, ura3::CglaTRP1- 
300bpHTB1prom-mCitrine-ADH1term-
URA3/ura3, WHI5/whi5Δ::kanMX6- 
LexAprom-WHI5-ADH1term-LEU2, 
his3/his3::LexA-ER-AD-TF-HIS3 
 

Whi5-inducible diploid 
strain with truncated 300 
bp  HTB1 promoter 
driving mCitrine 

Kora-Lee Claude, 
Schmoller Lab 

KCY041-1 Mat α/a; ADE2/ADE2, ura3::CglaTRP1- 
450bpHTB1prom-mCitrine-ADH1term-
URA3/ura3, WHI5/whi5Δ::kanMX6- 
LexAprom-WHI5-ADH1term-LEU2, 
his3/his3::LexA-ER-AD-TF-HIS3 
 

Whi5-inducible diploid 
strain with truncated 450 
bp  HTB1 promoter 
driving mCitrine 

Kora-Lee Claude, 
Schmoller Lab 

KSY222-1 Mat α; ADE2, ura3::CglaTRP1- 
HTB1prom-mCitrine-ADH1term-URA3, 
whi5Δ::kanMX6-LexAprom-WHI5-
ADH1term-LEU2, his3::LexA-ER-AD-
TF-HIS3 
 

Whi5-inducible haploid 
strain with HTB1 
promoter expressing 
mCitrine 

Kurt Schmoller, 
Schmoller Lab 

KSY229-1 Mat α; ADE2, ura3::CglaTRP1-
ACT1prom-mCitrine-ADH1term-URA3 
 

Haploid strain with ACT1 
promoter expressing 
mCitrine 
 

Kurt Schmoller, 
Schmoller Lab 

MMY116-2C  Mat α; ADE2 Haploid wildtype Skotheim Lab  

 

2.5 Plasmids 

 

Table 5. Plasmids used in this work. 
 

Plasmid Description Origin 

DBE003-3 full HTB1 promoter with mutated Spt10 
binding sites in UAS3 and UAS4  
 

Daniela Bureik, Schmoller Lab 

DCE001-1 ACT1promotor-mKate2-ADH1term-HIS3  This study 
 

DCE003-3 linker-mCitrine-HTB1term- CglaTRP1  
 

This study 

KCE001-2 linker-mCitrine-ADH1term-CglaTRP1  
 

Kora-Lee Claude, Schmoller Lab 

KCE011-3 linker-mCitrine-ADH1term- KlacURA3 Kora-Lee Claude, Schmoller Lab 
 

KSE166-4 full HTB1 promoter Kurt Schmoller, Schmoller Lab 
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2.6 Oligonucleotides 

 

Table 6. qPCR primers used in this work (89). All primers were purchased from Sigma-Aldrich. 
 

Gene Primer direction Primer sequence (5‘-3‘) 

HTA1 forward GTTGCCAAAGAAGTCTGCCA 

reverse CAGTTTAGTTCCTTCCGCCTT 

HTA2 forward TCGCCCAAGGTGGTGTTTT 

reverse TGATTTGCTTTGTTTCTTTTCAACT 

HHF1 forward TACACCGAACACGCCAAGAG 

reverse TTGCTTGTTGTTACCGTTTTCTT 

HHF2 

 

forward ACGAAGAAGTCAGAGCCGTC 

reverse ACCGATTGTTTAACCACCGATTG 

HHT1 forward CAATCTTCTGCCATCGGTGC 

reverse ACTGATGACAATCAACAAACTATGA 

HHT2 

 

forward AGCAAACACTCCACAATGGC 

reverse CAAGGCAACAGTACCTGGCT 

HTB1 forward TACACACATACAATGTCTGCTAAAG 

reverse AGTGTCAGGGTGAGTTTGCTT 

HTB2 

 

forward CCTCTGCCGCCGAAAAGAAA 

reverse TCTTACCATCGACGGAGGTTG 

ACT1 forward AGTTGCCCCAGAAGAACACC 

reverse GGACAAAACGGCTTGGATGG 

mCitrine forward GAGCTGAAGGGCATCGACTT 

reverse TTCTGCTTGTCGGCCATGAT 

MDN1 

 

forward CATCAACAAACCTGACCAACTAATCC  

reverse CATCAAGGTTTTCCAAAGTGGGC 

RDN18 forward AACTCACCAGGTCCAGACACAATAAGG 

reverse AAGGTCTCGTTCGTTATCGCAATTAAGC 
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Table 7. qPCR primers used for the analysis of mRNA degradation shown in figure 14 (137).  
 

Gene Primer direction Primer sequence (5‘-3‘) 

ACT1 forward TATGTGTAAAGCCGGTTTTGC 

reverse GACAATACCGTGTTCAATTGGG 

HTB1 forward TGGCTGCGTATAACAAGAAGTCT 

reverse CCAAAGGAAGTGATTTCATTATGC 

HTB2 

 

forward TGCTCTATACTCAAACCAACAACA 

reverse ATCTCTTCTTACCATCGACGGA 

 

Table 8. Promoter, terminator and 5’ UTR sequences used in this study. 

 

Gene feature Position relative to ORF 

HTB1 promoter (incl. HTB1 5’ UTR) 817 bp upstream of HTB1 ORF 

HTB2 promoter (incl. HTB2 5’ UTR) 699 bp upstream of HTB2 ORF 

ACT1 promoter (incl. ACT1 5’ UTR) 669 bp upstream of ACT1 ORF 

HTB1 5’ UTR 127 bp upstream of HTB1 ORF 

MDN1 5’ UTR 150 bp upstream of MDN1 ORF 

RPB4 5’ UTR 125 bp upstream of RPB4 ORF 

HTB1 terminator 310 bp downstream of HTB1 ORF 

 

2.7 Buffers and Growth Media 

 

Table 9. Buffers used in this work.  
 

Buffer Composition 

0.1 M TE/Lithium acetate 0.1 M Lithium acetate 

10 mM Tris-HCl 

1 mM EDTA 

 

1 M TE/Lithium acetate 1 M Lithium acetate 

10 mM Tris/HCl 

1 mM EDTA 
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DNA extraction buffer 2 % (v/v) Triton X 100 

1 % (w/v) SDS 

100 mM NaCl 

10mM Tris-HCl 

1mM EDTA 

 

Ponceau S staining solution 0.1 % (w/v) Ponceau S 
5 % (v/v) Acetic acid 

 
 

smFISH fixation buffer 1.2 M Sorbitol 

0.1 M K2HPO4, 

(adjust to pH 7.5) 

 

Tris-Buffered Saline Tween (TBST) 150 mM NaCl 

50 mM Tris-HCl pH 8 

0.2 % (v/v) Tween 20 

 

 

Table 10. Liquid growth media used in this work. All growth media were stored at 4°C. Glucose, 

galactose, glycerol and ethanol stock solutions were sterilized by filtering. All the other media were 

autoclaved.  
 

 

Growth Media Composition 

YPD 1 % (w/v) Yeast extract 

2 % (w/v) Peptone 

2 % (w/v) Glucose 

 

SCD 0.139 % (w/v) Synthetic complete mix  

0.17 % (w/v) Yeast nitrogen base 

0.5 % (w/v) Ammonium sulfate 

2 % (w/v) Glucose 
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SCGE 0.139 % (w/v) Synthetic complete mix  

0.17 % (w/v) Yeast nitrogen base 

0.5 % (w/v) Ammonium sulfate 

2 % (v/v) Glycerol 

1 % (v/v) Ethanol  

 

SCGal 0.139 % (w/v) Synthetic complete mix  

0.17 % (w/v) Yeast nitrogen base 

0.5 % (w/v) Ammonium sulfate 

2 % (w/v) Galactose 

 

SDGE 0.17 % (w/v) Yeast nitrogen base 

0.5 % (w/v) Ammonium sulfate 

0.002 % (w/v) Methionine 

0.012 % (w/v) Leucine 

0.002 % (w/v) Uracil 

0.008 % (w/v) Tryptophan 

0.002 % (w/v) Histidine 

 

YPGal 1 % (w/v) Yeast extract 

2 % (w/v) Peptone 

2 % (w/v) Galactose 

 

YPGE 1 % (w/v) Yeast extract 

2 % (w/v) Peptone 

2 % (v/v) Glycerol 

1 % (v/v) Ethanol  

 

LB 2 % (w/v)  LB broth 

 

SOC  2 % (w/v) Tryptone  

0.5 % (w/v) Yeast extract 

0.05 % (w/v) NaCl 

0.36 % (w/v) Glucose 
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Table 11. Solid growth media used in this work. All agar plates were stored at 4°C.  
 

 

Agar plates Composition 

YPD  1 % (w/v) Yeast extract 

2 % (w/v) Peptone 

2.0 % (w/v) Agar 

1 NaOH pellet per 1 L 

2 % (w/v) Glucose 

 

SCD 0.139 % (w/v) Synthetic complete mix  

0.17 % (w/v) Yeast nitrogen base 

0.5 % (w/v) Ammonium sulfate 

2.0 % (w/v) Agar 

1 NaOH pellet per 1 L 

2 % (w/v) Glucose 

 

LB  3.5 % (w/v) LB-Agar 

 

 

Table 12. Synthetic complete mix used for growth media preparation.  

 

Amino Acids Composition 

Adenine 0.004 % (w/v) 

Arginine 0.002 % (w/v) 

Aspartic acid 0.01 % (w/v) 

Glutamic acid 0.01 % (w/v) 

Histidine 0.002 % (w/v) 

Isoleucine 0.003 % (w/v) 

Leucine 0.012 % (w/v) 

Lysine 0.003 % (w/v) 

Methionine 0.002 % (w/v) 

Phenylalanine 0.005 % (w/v) 

Serine 0.0375 % (w/v) 
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Threonine 0.02 % (w/v) 

Tryptophan 0.008 % (w/v) 

Tyrosine 0.003 % (w/v) 

Uracil 0.002 % (w/v) 

Valine 0.015 % (w/v) 

 

2.8 Cell culture conditions 

 

All S. cerevisiae strains used in this work were stored long-term in 15% (v/v) glycerol,                

at -80°C. For pre-culture, the frozen yeast cells were first streaked onto an YPD agar plate 

and incubated for 2-3 days, at 30°C, until colonies were formed. Cells were then inoculated 

into 4 mL of liquid YPD medium and pre-cultured for 6-8 h, at 30°C and 250 rpm in a shaking 

incubator. After two washing steps, cells were transferred to a growth medium of choice i.e. 

yeast peptone, synthetic complete, or minimal medium containing glucose, galactose or 

glycerol and ethanol as carbon sources. Cell cultures were then grown in the selected nutrient 

for at least 18 h to reach steady state conditions. To monitor growth status, a 

spectrophotometer was used for optical density measurements and appropriate dilutions 

were made to ensure that the cultures grew exponentially. Eventually, cells were harvested 

by centrifugation at OD600= 0.3-0.9 and were further processed according to the requirements 

of the experimental technique.  

To increase the range of accessible cell volumes within a growth medium, a strain with β-

estradiol-inducible WHI5 was used. Cells were pre-cultured in YPD (30°C) for at least 6 h 

before being transferred to the growth medium of choice. After 12 h of growth, β-estradiol 

was added to the culture at a concentration of 5 nM. Cells were cultured in the presence of 

β-estradiol for at least 24 h to ensure a steady state. 
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2.9 Estimation of population doubling times from yeast growth 

curves 

 

A growth curve represents the four well-established growth stages a yeast population 

typically undergoes (Fig. 6). When cells are first transferred to a fresh growth medium, they 

go through a lag phase, as they need to adapt to the new environment before they start 

dividing. During log-phase, cells enter exponential growth with a maximum, constant growth 

rate until they reach stationary phase, where division rate equals the death rate and cell 

numbers remain unchanged. While cells can survive in stationary phase over a prolonged 

period of time, if living conditions do not improve, cells will eventually enter death phase (138, 

139). To generate growth curves, cells were transferred to a selected liquid growth medium 

and optical densities OD at 600 nm were determined at fixed time points over the course of 

several hours. Natural logarithmic transformation of the OD values converts the exponential 

growth during log-phase to a linear growth pattern over time, and allows calculation of the 

growth rate (r) using the formula: r=[ln (OD2/OD1)] / (T2-T1), where OD1 and OD2, 

correspond to the time points T1 and T2 (Fig. 6). The population doubling time is then defined 

as tD=ln (2)/r. 

 

 

 

 

 

 

 

 

 

 

Figure 6. Schematic illustration of a growth curve representing the four stages a yeast 

population undergoes. On the semi-logarithmic plot, the growth rate (r) during log-phase can be 

calculated as the slope Δln (OD)/Δt.   
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2.10 S. cerevisiae transformation 

 

Efficient yeast transformation required the preparation of competent cells by incubation in a 

lithium acetate (LiOAc) solution. To this end, yeast cells were pre-cultured in 3 mL YPD 

overnight, before 1 mL of cell culture was added to 50 mL of fresh YPD medium. After 4-

5 hours of growth at 30°C, cells were centrifuged (21°C, 4k rpm, 3 min) and washed with 

20 mL double-distilled water. Next, cells were spun down and washed with 0.8 mL 0.1 M 

LiOAc, before being resuspended in 0.4 mL 0.1 M LiOAc. For transformation, 50 μL of 

competent cells were mixed with 240 μL 50% (w/v) PEG, 32 μL 1 M LiOAc, 25 μL 2 mg/mL 

salmon sperm carrier DNA and 13 μL of the DNA insert (PCR product or linearized plasmid). 

Prior to use, the carrier DNA was heated at 95°C for 3 min. In a next step, the mixture was 

incubated for 30 min at 30 °C and heated for 20 min at 42 °C. Cells were then pelleted by 

centrifugation (10k rpm, 3 min), resuspended in 400 μL double-distilled water and spread 

onto selective medium plates. After 2-3 days, single colonies were formed and yeast 

transformants were re-plated onto selective SCD dropout plates.  

 

2.11 Escherichia coli transformation and plasmid DNA isolation 

 

E. coli cells were made competent as previously described (140) and stored at – 80°C until 

use. For transformation, cells were mixed with plasmid DNA at a volume ratio of 1:20, 

followed by a 30 min incubation on ice. After a 90 s heat shock at 42 °C, the transformed 

cells were stored on ice for 2 min and then cultured in 800 µL SOC medium for 1-2 h (37 °C, 

250 rpm). Following this recovery step, 100 µL of the cell suspension were spread onto a LB 

agar plate supplemented with 100 µg/mL ampicillin. After 24 h of incubation at RT, colonies 

were formed.  

For plasmid isolation, E. coli cells were first grown in 5 mL LB medium with 100 µg/mL 

ampicillin for 12-16 h (37 °C, 250 rpm) before being harvested by centrifugation (11,000 x g, 

1 min). Plasmid DNA was then isolated and purified using the NucleoSpin Plasmid Kit. 
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2.12 Genomic DNA extraction from yeast 

  

Genomic DNA was isolated from yeast to verify transformants by PCR amplification and DNA 

sequencing. It also served as a template for PCR amplification prior to cloning. For DNA 

extraction, 300 µg of glass beads were added to a tube with yeast cells suspended in 200 µL 

of DNA extraction buffer and 200 µL of phenol:chloroform:isoamyl alcohol. The cell wall was 

then mechanically disrupted by vortexing. Following the addition of 200 µl of 1X TE buffer 

(pH 8.0), the mixture was centrifuged for 5 min at 17,000 x g. In a next step, the upper 

aqueous phase was transferred to a safe-lock tube filled with 1 mL of 100% ethanol. The 

tube was inverted to mix a few times, followed by another centrifugation step (17,000 x g, 

5 min). After removing the supernatant, 1 mL of 70% ethanol were added to the tube before 

it was spun down again (17,000 x g, 5 min). Finally, the supernatant was carefully aspirated 

and the pellet was air dried until the residual ethanol evaporated. In a last step, the pellet 

was dissolved in 50 µL of nuclease-free water and DNA concentration and purity were 

determined using a spectrophotometer.  

 

2.13 Western blot analysis 

 

The nutrient-dependent protein levels of histone H2B and actin were quantified by western 

blotting. For the analysis, an equal number of wildtype cells in each nutrient condition was 

collected and total proteins were extracted as described in a previously published protocol 

(141). Briefly, cell cultures were grown at 30 °C in different nutrients, for at least 18 h before 

5x107 cells were harvested by centrifugation (4k rpm, 3 min). Measurements of average cell 

volumes and population densities (number of cells per mL) were performed using a Coulter 

Counter. Following centrifugation, the cells were washed with 1 mL of ice-cold double-

distilled water, pelleted (10k rpm, 2 min) and then incubated in 400 μL of 0.1 M NaOH, for 

10 min at room temperature (RT). After being spun down (10k rpm, 2 min), the cells were 

resuspended in 120 L of reducing 1x LDS sample buffer and then heated for 3 min at 95 °C. 

The 1x LDS sample buffer was a mixture of 30 L of 4X Bolt™ LDS sample buffer, 12 L of 

10X Bolt™ sample reducing agent and 78 L of distilled water. After another centrifugation 

step (10k rpm, 2 min) the total protein extract (supernatant) was collected and 5-10 L per 

lane were loaded into Bolt™ 12% Bis-Tris plus mini-gels. Following gel electrophoresis 
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(200V, 160 mA, 20-25 min) in 1X Bolt™ MES SDS running buffer, the proteins were 

transferred from the gel onto the surface of a nitrocellulose membrane using the Invitrogen’s 

mini-blot-module. To assess the transfer efficiency and visualize the total protein bands in 

each lane, the membrane was stained with Ponceau S and imaged using the ChemiDocTM 

MP imaging system. For detection of the target proteins, the membrane was then blocked in 

5% milk in TBST to prevent any non-specific antibody binding. Next, it was probed overnight 

at 4 °C with either a rabbit anti-histone H2B monoclonal antibody (1:2000) or a mouse anti-

beta actin monoclonal antibody (1:10000). Subsequently, the membrane was washed in 

TBST and probed for 1.5 h at RT with HRP-conjugated goat anti-mouse (1:10000) or goat 

anti-rabbit (1:10000) secondary antibodies. Finally, the target proteins were visualized on the 

ChemiDocTM MP imaging system using the Clarity™ western ECL substrate, which was 

added to the membrane (5 min, RT) prior to imaging. The protein bands were quantified with 

the Image Lab 5.2.1 software.  

 

2.14 RNA extraction and reverse transcription quantitative PCR 

(RT-qPCR)  

 

Total RNA extracts from cells growing on different growth media were prepared using the 

YeaStar RNA Kit according to the manufacturer’s instructions. Concentration and quality of 

the isolated RNA were assessed with a spectrophotometer, and by 1% agarose gel 

electrophoresis (100 V, 30 min). Complementary DNA (cDNA) was then synthesized from 

800 ng of total RNA by reverse transcription using a high capacity cDNA reverse transcription 

kit. In a next step, a 10-fold (HTB2, MDN1, mCitrine, ACT1) or 100-fold (HTB1, HTA1, HTA2, 

HHF1, HHF2, HHT1, HHT2) dilution of the cDNA in double-distilled water was prepared as a 

template for the qPCR reaction. In each well of a LightCycler 480 Multiwell Plate 96, 2 μL of 

the dilution were mixed with SsoAdvanced Universal SYBR Green Supermix and gene-

specific primers (0.5 µM) before qPCR was performed on a Light Cycler 96 instrument.  The 

relative mRNA levels of the gene of interest were estimated using the formula:  log2 (relative 

concentration) = − (CqGene – CqRDN18), where CqGene and CqRDN18 represent the mean Cq 

values of three technical replicates. 
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Table 13. Settings for qPCR reaction. 
 

 Temperature (°C) Time (s) Cycles 

Pre-incubation 95 30         1 
 

Amplification 95 10  

 

 

 60                                   30 

Melting 95 10 

 65 60  

 97 1  

 

2.15 Measurement of mRNA decay following transcription inhibition 

by thiolutin  

 

To measure the mRNA half-lives of HTB1, HTB2 and ACT1, wildtype cells were cultured in 

50 mL of YPD or SCGE to reach OD600 = 0.3 – 0.5, before being treated with the 

transcriptional inhibitor thiolutin (final concentration, 8 μg/mL (142)). Afterwards, 4 mL 

samples were collected at defined time points during a 60 min incubation period. Cells were 

spun down to remove supernatant (2500 x g, 3.5 min), washed with 1 mL of RNAse-free 

water and pelleted again (10k rpm, 2 min). Next, 80 μL of digestion buffer (YeaStar RNA Kit, 

Zymo Research) were added to the cells, which then were stored on ice until all samples 

were prepared for RNA extraction. Total RNA was extracted using the YeaStar RNA Kit 

according to the manufacturer’s instructions. Traces of DNA contamination, were further 

removed from the RNA samples through DNAse I digestion. Finally, RT-qPCR was 

performed, as previously described, using target-specific primers to quantify the change in 

relative mRNA concentration over time (137). The respective mRNA half-lives were 

estimated by fitting the decay curves with a one-phase exponential function. 

 

2.16 Flow cytometry analysis 

 

Flow cytometry served as an experimental technique for quantitative protein analysis, 

allowing rapid generation of data from many samples across a wide range of nutritional 

conditions. Moreover, it was used to estimate the distribution of cells in the different cell cycle 

40 

1 
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phases, based on DNA content quantification. The flow cytometry measurements were 

carried out by Daniela Bureik (Kurt Schmoller Group, Helmholtz Zentrum München). 

Cell cultures (2-5mL) were grown in different nutrients for 36 h at OD600 < 1 before flow 

cytometry was performed on a 577 CytoFlex S Flow Cytometer. The respective cell volume 

distributions of the exponentially growing populations were determined with a Coulter 

Counter. For protein analysis, mCitrine fluorescence was measured using a 488-nm laser 

paired with a 525/40-nm bandpass filter. Each sample was measured at flow rate of 

10 μL/min and approximately 1000 events/s were acquired, resulting in an overall of 50000 

events per experiment. Cell debris and doublets were excluded from the dataset via forward 

and side scatter gating using the FlowJo software (version 10.8.1). For all conditions, the 

fluorescence intensity of mCitrine was corrected for autofluorescence by measuring the 

wildtype strain that does not express mCitrine. 

 

2.16.1  Cell cycle analysis by flow cytometry 

 

For cell cycle analysis, wildtype cells were prepared according to a previously published 

procedure for cell fixation and DNA staining (143). Briefly, 1 mL of a cell culture growing for 

36 h to OD600=0.5 was slowly mixed with 9 mL of 80 % ethanol and kept at 4 °C overnight, 

before cells were collected by centrifugation (2.500 x g, 2 min, 4°C). After two wash steps in 

50 mM Tris-HCl (pH = 8.0), cells were first incubated in 300 µL of 1 mg/mL RNase A (37°C, 

40 min), washed again in 50 mM Tris-HCl (pH = 8.0) and then treated with 50 µL 20 mg/mL 

Proteinase K (37°C for 60 min). For DNA staining, cells were washed again in 50 mM Tris -

HCl (pH = 8.0), followed by incubation in 200 µL of 10x SYBR Green I dye (22°C, 1 h). To 

quantify the DNA content, SYBR Green I fluorescence was detected using a 488-nm laser 

paired with a 525/40-nm bandpass filter. The FlowJo software (version 10.8.1) was used to 

generate DNA frequency histograms with distinct G1 and G2 peaks and to extract the 

distribution of cells in the different cell cycle phases by applying the Watson pragmatic 

algorithm.  

SYBR Green I was not used to stain the DNA of cells expressing mCitrine as the emission 

profiles of the two fluorophores overlap. Yet, the cell cycle fractions of cells with mCitrine-

labelled H2B could be determined because core histone synthesis occurs in parallel with 

DNA replication, resulting in defined G1 and G2 peaks in the mCitrine fluorescence profile. 
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Therefore, cells expressing H2B-mCitrine were analyzed as described above and cell cycle 

distributions were estimated based on the obtained fluorescent histograms.  

 

2.17 Single-molecule fluorescence in situ hybridization (smFISH) 

 

2.17.1  Experimental procedure 

 

smFISH was performed to detect and quantify individual mRNAs in single cells growing on 

different nutrients. Custom Stellaris® oligonucleotide probes that bind along the mRNA target 

of interest were purchased from Biosearch Technologies and designed using the company’s 

online Stellaris® RNA FISH Probe Designer. Specifically, the probe sets binding MDN1 and 

mCitrine contained 27 to 48 different Quasar-670®-labeled 20-mer oligonucleotides and the 

probes against ACT1 consisted of 41 20-mer oligonucleotides singly labeled with Quasar-

570®. For smFISH analysis, cells were prepared following the Stellaris® RNA FISH protocol 

for S. cerevisiae (www.biosearchtech.com/stellarisprotocols). Briefly, cell cultures (45 mL) 

grown for at least 18 h to OD600 = 0.3-0.5 were fixed in 4% formaldehyde (45 min, RT) before 

being collected by centrifugation (1600 x g, 4 min). After two wash steps in 1 mL of ice-cold 

fixation buffer cells were treated with zymolyase (6.25 µg zymolyase in 1 mL of fixation buffer) 

at 30°C. Cell wall digestion was monitored by bright-field microscopy and stopped after 

55 min, when most of the cells had turned dark. Next, cells were washed two times with 

fixation buffer, and kept overnight in 70% ethanol (4°C). Following the permeabilization step, 

300 μL of cells were pelleted (500 x g, 5 min) and incubated overnight at 4°C in 100 μL of 

Stellaris® RNA FISH hybridization buffer with 10% v/v formamide and a probe concentration 

of 125 mM. Cells were spun down (500 x g, 5 min) and then resuspended in wash buffer A, 

before being treated with 1 mL of DAPI counterstain solution (5 ng/mL DAPI in wash buffer 

A) for 30 min at 30 °C. Finally, cells were washed with 1 mL of Stellaris® RNA FISH wash 

buffer B and directly mounted in Vectashield® mounting medium for image acquisition. To 

visualize individual mRNAs in the cell, wide-field fluorescence microscopy was carried out 

on a Zeiss LSM 800 microscope using an Axiocam 506 camera, a 63×/1.4 NA oil immersion 

objective and the Zen 2.3 software. DAPI was excited with a 385 nm LED, and Quasar-570® 

and Quasar-670®-labeled probes were imaged using a 530 nm and 630 nm LED. Z-stacks 

composed of 20 z-slices were acquired at RT with a z-interval of 240 nm. 

http://www.biosearchtech.com/stellarisprotocols
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2.17.2  Data analysis 

 

For quantification of the detected mRNA signal, cells were first segmented with Cell-ACDC 

(144). Specifically, YeaZ (145) was applied to segment the cells based on the bright-field 

images, before mother-bud pairs were manually identified. The total cell volume was 

estimated by Cell-ACDC based on the 2D segmentation masks. Next, the number of 

individual mRNA spots per cell was analyzed in 3D with a Python routine, developed by Dr. 

Francesco Padovani (Kurt Schmoller Group, Helmholtz Zentrum München), consisting of the 

following steps :1) First, a 3D Gaussian filter with a small sigma (0.75 voxel) was used for 

the fluorescence spots in order to remove noise.  2) Instance segmentation of the fluorescent 

mRNA signal was then carried out using either the Li, triangle or Otsu threshold function from 

the Python library scikit-image (146). 3) Local peaks were detected in 3D within the mRNA 

signal after applying the peak_local_max function (Python library scikit-image). 4) In the next 

step, overlapping peaks within a resolution-limited volume were eliminated by removing the 

peak with the lowest intensity. 5) An iterative filtering process was used to filter the remaining 

peaks based on their effect size, which could not fall below the manually set threshold ranging 

from 0.2 to 1.0. The final number of peaks in each cell represented the fluorescent mRNA 

spots. mRNA concentrations were then defined as the number of fluorescent spots divided 

by the total cell volume. As a negative control for the analysis of ACT1 and MDN1, cells were 

incubated without the respective smFISH probes (Fig 7A, B). Here, deletion strains were not 

constructed since both genes are essential for cell survival (147, 148). For mCitrine analysis, 

wild-type cells not expressing the reporter were incubated with the corresponding Quasar-

670®-labeled smFISH probes (Fig. 7C). Quantification of the fluorescent spots detected in 

all negative controls showed a drastically reduced mRNA signal. 
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Figure 7. Target gene mRNA concentrations in G1-, S-, and G2/M-phase compared to negative 

controls.  (A-C) Representative smFISH analysis of the cell cycle-dependent mRNA concentrations 

of ACT1 (A) MDN1 (B) and mCitrine (C) expressed from the HTB1, HTB2 or ACT1 promoter in YPD.  

As a negative control for the analysis of ACT1 and MDN1, wildtype cells were incubated without 

smFISH probes. Moreover, cells expressing HTB1-, HTB2- or ACT1prom-mCitrine, as well as cells 

carrying no copy of the reporter gene were targeted with fluorescently labeled probes against 

mCitrine. Box plots show median values and 25th and 75th percentiles; whiskers represent the 2.5th 

and 97.5th percentiles; outliers are shown as individual symbols. n
G1
ACT1,MDN1=48,   n

S
ACT1,MDN1=54,   

n
G2/M
ACT1,MDN1=74; n
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2.17.3  Cell cycle phase classification using smFISH 

 

Cells were assigned to G1-, S-, or G2/M-phase based on two criteria: the bud-to-mother cell 

volume ratio and the number of detected nuclei in the cell. Specifically, cells with no bud were 

considered G1 cells, while cells with one DAPI-stained nucleus and a bud-to-mother cell 

volume ratio < 0.3 were assigned to S-phase (89). Finally, cells with one nucleus and a bud-

to-mother cell volume ratio > 0.3, as well as cells containing two nuclei, were grouped into 

G2M-phase. To distinguish a G2M cell with two nuclei from two adjacent G1 cells, the bright-

field images were used to examine the cell outlines. 
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2.18 Live-cell imaging by fluorescence microscopy  

 

2.18.1  Experimental procedure 

 

Cells (5 mL) were cultured in different nutrients for 18 h at 30° C. Live-cell experiments were 

then performed using the CellASIC® ONIX2 microfluidic system, which allows long-term 

tracking and imaging of single cells in a dynamic and controlled microenvironment. Briefly, 

200 μL of sonicated cells were loaded into a CellASIC® ONIX2 Y04C microfluidic plate and 

were continuously supplied with fresh growth medium at 13.8 kPa via the ONIX2 microfluidic 

pump system. Imaging was carried out on a Zeiss LSM 800 microscope using the 

epifluorescence setup. The microscope was equipped with an environmental chamber, kept 

at 30°C throughout the course of the time-lapse experiment. Depending on the nutrient-

specific growth rate, cells were imaged for 7 to 12 h with a 40×/1.3 NA oil immersion objective. 

To monitor histone synthesis during the cell cycle, fluorescence images of cells expressing 

mCitrine-labeled H2B were acquired every 3 min, using a 511 nm LED at 5% power, with an 

exposure time of 10 ms. For analysis of HTB1, HTB2 or ACT1 promoter-mediated mCitrine 

expression, the reporter was instead illuminated with a 511 nm LED at 12% power.  

 

2.18.2  Data analysis  

 

Microscopy data collected during the time-lapse experiments were analyzed according to the 

following steps: First, a custom Fiji script was utilized to align the images and define the 

region of interest (ROI) (149). Automated segmentation and tracking of individual cells were 

then performed using phase-contrast microscopy images (150). Pedigree and cell cycle 

information were generated by manually determining the time points of birth, bud emergence 

and cytokinesis of all newly born daughter cells (150). For quantification of the mCitrine 

fluorescence, background signal, and cellular autofluorescence measured in unlabelled 

wildtype cells were subtracted (151). The mCitrine intensity per cell, obtained after the 

correction steps, was used as a proxy for total protein amount. The corresponding 

concentrations were defined as the amount of mCitrine divided by the cell volume, which was 

estimated from phase contrast images.   
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It should be noted that cells expressing H2B-mCitrine showed high fluorescence intensities 

in all growth media, so that the autofluorescence could be neglected. In this case, the cellular 

fluorescent signal was only background corrected (Fig. 8).  

 
 

 

 

Figure 8. Autofluorescence can be neglected in cells with mCitrine-labeled histone H2B. 

Background-corrected fluorescence intensity detected in cells expressing H2B-mCitrine (nYPD = 492, 

nSCD = 392 nSCGE = 275) and unlabeled wildtype cells (nYPD = 227, nSCD = 285 nSCGE = 215). Here, Cell-

ACDC was used for cell segmentation and analysis of the fluorescent signal (144). Box plots show 

median values and 25th and 75th percentiles; whiskers represent the 2.5th and 97.5th percentiles. 

 

 

2.19 Statistical Analysis 

 

Statistical significance was estimated using the software GraphPad Prism (version 9.4.1). 

First, the Shapiro–Wilk test at a confidence level of α = 0.05 was performed to assess 

whether or not the data sets fit to a Gaussian distribution. Statistical significance was then 

estimated by an unpaired, two-tailed t-test for normally distributed datasets. Alternatively, a 

Mann-Whitney test was used for datasets that did not follow a Gaussian distribution (* 

p<0.05, ** p<0.01, *** p<0.001, **** p<0.0001). 
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3 Results 

 

3.1 Characterization of cell growth in different nutrient 

environments 

 

Histones are strongly coupled to the genomic content, and their biosynthesis is highly 

coordinated with DNA replication during S-phase (88, 89, 123). To understand the regulation 

of histone homeostasis across changing environments I asked how cells produce the right 

amount of histones even when cell growth and cell cycle progression are drastically 

modulated by nutrients. To this end, I selected three different types of growth media as well 

as various carbon sources in order to obtain a wide range of nutrient-specific cell growth 

phenotypes. More specifically, I used yeast peptone (YP), synthetic complete (SC), and 

minimal medium (SD) containing glucose (D), galactose (Gal) or glycerol and ethanol (GE) 

as carbon sources. To characterize the different growth phenotypes, I measured mean cell 

volumes and estimated the population doubling times of asynchronous haploid wildtype cells 

growing exponentially in the different growth media. As expected, cells showed shorter 

doubling times in nutrient-rich conditions, especially in the presence of glucose, but divided 

more slowly on glycerol and ethanol (Fig. 9A). At the same time, the mean cell volumes were 

increased in glucose-containing media (Fig. 9B). Overall, doubling times varied between 

1.3 h to 6.6 h, while mean cell volumes ranged from 46 fL to 62 fL. I also used flow cytometry 

to determine the cell cycle-phase distributions in each nutrient condition by quantifying the 

SYBR Green I-stained cellular DNA content (Fig 9C). The analysis of the DNA content 

distribution throughout the cell cycle revealed that the fraction of cells in G1-phase increased 

in growth media containing glycerol and ethanol. At the same time, the percentage of cells in 

S- and G2/M-phase, became relatively smaller. Based on the nutrient-dependent cell cycle 

phase distributions, I then estimated the absolute duration of S-phase by taking into account 

the population doubling times in each growth condition (Fig. 9D). The greatest change in 

absolute S-phase duration compared to YPD was observed in SDGE, with the S-phase 

increasing approximately threefold.
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Given that histones are highly cell cycle regulated proteins, which are thought to be 

expressed in proportion to the DNA content, the question arises as to how the described 

nutrient-specific changes in cell growth and cell cycle progression affect the cellular histone 

protein levels.    

 

 

 
 

Figure 9. Nutrient-specific changes in cell growth and cell cycle. (A) Haploid wildtype cells were 

cultured in yeast peptone (YP), synthetic complete (SC), and minimal medium (SD) containing 

glucose (D), galactose (Gal) or glycerol and ethanol (GE) as carbon sources. Doubling times were 

estimated from the growth curves of asynchronous cell populations, growing exponentially in the 

different nutrients. Bar graphs show the mean of n=4 replicate measurements, each displayed as an 

individual dot. (B) Corresponding mean volumes of the exponentially growing cell populations in the 

different nutrients. Measurements of cell volume were carried out with a Coulter counter. Bar graphs 

and error bars show mean and standard deviation of n=6 biological replicates. (C) Nutrient-specific 

distributions of cells in G1, S and G2/M phase were determined by DNA content measurement using 

flow cytometry. Error bars show the standard deviation of n=5 independent measurements. (D) 

Absolute durations of S-phase were estimated from the cell cycle phase distributions shown in (C) by 
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taking into account the corresponding mean population doubling times in (A). Bar graphs and error 

bars represent mean and standard error of n=5 independent measurements. 

 

3.2 Concentration of histone proteins decreases with increasing 

cell volume in different nutritional environments 

 

To determine the effect of different nutrient environments on the histone protein regulation, I 

measured the relative protein concentrations of the core histone H2B by western blot. As a 

control, I additionally quantified the nutrient-dependent protein levels of actin, a constitutively 

expressed housekeeping protein that scales proportionally with cell size (89, 90, 152). For 

western blot analysis, I harvested an equal number of wildtype cells in each nutrient condition 

and quantified the extracted total proteins by Ponceau S staining (Fig. 10A). Nutrient 

availability strongly dictates cellular biosynthetic capacity, leading to decreased protein 

biosynthesis in nutrient-poor environments (153, 154). Overall, I observed less total protein 

content in the growth media containing glycerol and ethanol (Fig. 10B). In fact, I found that 

changes in total protein abundance between the media were highly correlated with the 

nutrient-induced changes in cell volume (Fig. 9B). This is consistent with existing literature 

showing that cellular protein content scales with cell volume (155).  

For quantitative analysis of the relative protein concentrations, I normalized the detected H2B 

and actin amounts to total protein in the different growth media (Fig. 10C-D). As shown in 

figure 10C, the protein concentration of H2B decreases with increasing cell volume across 

changing environments, while actin concentration remains constant over cell volume (Fig. 

10D). These results suggest that the expression of histone proteins is coupled to DNA 

content rather than cell volume. On the other hand, actin synthesis is tightly coordinated with 

cell volume, keeping protein concentrations constant as cells grow in the different nutrients.  
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Figure 10. Histone protein concentrations decrease in inverse proportion to the cell volume in 

different nutrient environments. (A) Ponceau S staining of a representative western blot membrane 

used for the measurement of total proteins extracted from the same number of cells in different 

nutrient conditions. (B) Total protein content in each nutrient condition was normalized to YPD. Bar 

graphs and error bars show mean and standard deviation (nYPD=7, nSCD=5, nSCGE =5, nSCGal =7, nYPGal 

=7, nYPGE =7, nSDGE =4). (C-D) The protein amounts of H2B (C) and actin (D) were normalized to total 

protein in the different growth media and are plotted as a function of the nutrient-dependent cell 

volume, relative to YPD. Means and standard deviations are shown (nYPD=5, nSCD =4, nSCGE =4, nSCGal 

=5, nYPGal =3, nYPGE=4, nSDGE =3). The black lines represent fits whose coefficients were extracted from 

linear regression on the double-logarithmic raw data.  
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3.3 Single-cell histone protein amounts are constant across 

nutrient conditions 

 

So far, I have shown that the nutrient-dependent H2B protein concentrations measured in 

asynchronous cell populations decrease with increasing cell volume. These results suggest 

that cells grown on different growth media maintain constant histone amounts, independently 

of cell volume, and despite the nutrient-related changes in cell growth and cell cycle. Using 

microfluidics-based fluorescence microscopy, I next performed dynamic live-cell studies and 

quantified the protein amounts of fluorescently tagged H2B at the single-cell level. The 

utilized microfluidic plates provided a dynamic and controlled microenvironment for 

monitoring cell growth and histone production over several hours. To detect and quantify the 

amounts of histone H2B in single cells, I tagged HTB1 and HTB2 endogenously with the 

fluorescent reporter mCitrine (excitation=516 nm, emission=529 nm) (156) (Fig. 11A-B). mCitrine 

is an improved variant of the yellow fluorescent protein (YFP), as it exhibits a reduced 

environmental sensitivity and higher photostability compared to YFP (156, 157). In addition, 

it provides a bright fluorescent signal relative to background and autofluorescence (157) and 

shows fast maturation with a half-time of 10.4 min, at 30 °C in glucose-containing growth 

medium (158). For my analysis, I tested a set of three growth media: YPD, SCD and SCGE. 

To avoid possible phototoxicity and bleaching effects caused by the frequent light exposure 

during very long time-lapse experiments, I refrained from selecting very poor growth media, 

on which cells would grow extremely slow. In all three conditions, I monitored cell growth and 

measured the cellular H2B-mCitrine fluorescence during the cell cycle. The mCitrine intensity 

per cell, obtained after background correction was used to estimate total protein amount (see 

Materials and Methods). For each newborn cell, G1-phase was considered as the time from 

cell birth to bud emergence and S/G2/M-phase as the time between bud emergence and 

cytokinesis. Since histone synthesis is initiated in late G1 and continues during S-phase, the 

expression profile of H2B-mCitrine shows a plateau during early G1, suggesting constant 

histone amounts (Fig. 11C). Around the time of bud emergence, histone amounts start to 

increase and approximately double before reaching a second plateau. The fluorescence 

intensity traces shown in figure 11C represent the average amounts of mCitrine-labeled H2B 

during the first cell cycle of daughter cells growing on YPD, SCD and SCGE. It can be seen 

that the cell cycle length is highly dependent on the nutrient environment and notably 
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increases in SCGE. Still, I find that in all growth media the H2B-mCitrine concentration at 

birth i.e. the amount of protein per cell volume, decreases with increasing cell volume (Fig. 

11D). This is because constant amounts of H2B-mCitrine are produced independently of the 

nutrient condition (Fig. 11E). To verify these results I also performed flow cytometry 

measurements and quantified the H2B-mCitrine amounts in G1 cells growing on different 

growth media (Fig. 11F). I find that in addition to the three media tested with microscopy, 

histone amounts are maintained constant across all selected nutrient conditions.  
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Figure 11. Single-cell histone protein amounts are constant across changing nutrient 

environments. (A) Live-cell fluorescence microscopy was used to track the fluorescent amounts of 

labeled H2B throughout the cell cycle of haploid cells growing on different growth media. To this end, 

HTB1 and HTB2 were endogenously tagged with mCitrine, which was followed by an ADH1 

terminator. (B) Representative phase-contrast and live-cell fluorescent images of individual cells with 

mCitrine-tagged H2B in G1- and S/G2/M-phase, growing on YPD, SCD and SCGE, respectively. 
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Scale bar: 5 μm (C) Mean expression profile of mCitrine-labeled H2B during the first cell cycle of 

daughter cells in different nutrients (nYPD=87), SCD (nSCD=83) and SCGE (nSCGE=55). Fluorescent 

intensity traces were aligned at t=0. (D) H2B-mCitrine concentration at birth i.e. the amount of protein 

per cell volume decreases with cell volume across different growth media. Line represents fit with 

coefficients extracted from linear regression on the double-logarithmic raw data. (E) Distribution of 

nutrient-dependent H2B-mCitrine amounts at birth. Box plots show median values and 25th and 75th 

percentiles; whiskers represent the 2.5th and 97.5th percentiles; outliers are shown as individual 

symbols (nYPD=87), SCD (nSCD=83) and SCGE (nSCGE=55). (F) Total H2B-mCitrine amounts in G1 

cells growing on different growth media as determined by flow cytometry. Bar graphs show the mean 

of n=2 replicates, each displayed as an individual dot. 

 

3.3.1 Fluorescent labeling influences histone mRNA expression 

 

To test whether the fluorescent tagging of HTB1 and HTB2 induces an unwanted cell growth 

phenotype, I determined the nutrient-specific population doubling times, mean cell volumes 

and cell cycle fractions (Fig. 12A-C). I found that while cells expressing H2B-mCitrine had 

similar doubling times (Fig.12A) and cell cycle distributions (Fig. 12B) to the wild type, they 

showed slightly larger mean cell volumes (Fig. 12C). To further investigate the effect of the 

fluorescent tag on HTB1 and HTB2 mRNA expression under different nutrient conditions, I 

performed reverse-transcription quantitative PCR (RT-qPCR) (Fig. 12D). For the analysis, I 

included the untagged housekeeping gene ACT1 as a control. My data revealed that tagging 

both histone genes with mCitrine results in elevated mRNA concentrations, especially for 

HTB2-mCitrine. I also examined histone mRNA levels in strains expressing either HTB1-

mCitrine or HTB2-mCitrine, and in both cases detected increased concentrations of the 

tagged histone gene (Fig. 12E-F). Interestingly, the tagging of HTB1 had a stronger impact 

on the HTB1 mRNA concentration in cells with only HTB1-mCitrine. 

As mCitrine is followed by an ADH1 terminator, and also given the importance of the 3' 

untranslated region (UTR) in regulating mRNA stability (159, 160) I next sought to examine 

the influence of the terminator sequence on the observed increase in histone mRNA levels. 

To this end, I replaced the ADH1 terminator with the endogenous HTB1 terminator sequence 

(Fig. 12E) and compared the mRNA concentrations of HTB1-mCitrine-HTB1term with HTB1-

mCitrine-ADH1term in YPD (Fig. 12F). However, despite the exchanged terminator 

sequence, the mRNA levels of the tagged HTB1 remained elevated. Overall, these results 

indicate that the C-terminal mCitrine tag most likely affects histone mRNA abundance by 



Results 

46 

modulating mRNA stability. Therefore, the regulation of mCitrine-tagged histones in these 

strains requires careful interpretation. 

 

 

 

Figure 12. Characterization of strain with mCitrine-tagged H2B, in different nutrient conditions. 

(A) Doubling times estimated from the growth curves of asynchronous cell populations, growing 

exponentially on different growth media. Bar graphs and error bars show mean and standard 

deviation (nWildtype =4, nH2B-mCitrine =3). (B) Cell cycle phase distributions were determined by flow 

cytometry based on the H2B-mCitrine fluorescence and compared to wildtype. Error bars indicate the 
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standard deviation of nWildtype =5 or nH2B-mCitrine =2 independent measurements. (C) Mean volumes of 

cell populations growing exponentially on the different growth media. Cell volume measurements 

were carried out with a Coulter counter. Bar graphs represent the mean of nWildtype=6 and nH2B-mCitrine=2 

replicates, each displayed as a single dot. (D) RT-qPCR measurements of the relative HTB1, HTB2 

and ACT1 mRNA concentrations in wildtype cells and cells with mCitrine-tagged H2B. mRNA 

concentrations (normalized on RDN18) are shown as fold changes relative to the wildtype. The bar 

graphs and error bars represent mean and standard errors of n=3-6 independent biological replicates. 

(E) Schematic illustration of mCitrine-tagged HTB1 and HTB2, followed by the ADH1 or the 

endogenous HTB1 terminator. (F) RT-qPCR was performed in YPD to measure the relative mRNA 

concentrations of HTB1, HTB2 and ACT1 in untagged cells (wildtype), and cells expressing mCitrine-

tagged HTB1 or HTB2, followed by the ADH1 or HTB1 terminator. The concentrations were 

normalized on the reference gene RDN18 and are presented with respect to the untagged wildtype. 

The bar graphs and error bars represent mean and standard errors of n=3-4 independent biological 

replicates. 

 

3.4 Concentration of histone transcripts decreases in poor 

nutrient environments 

 

While biosynthesis of most proteins and transcripts increases in proportion to cell volume, 

cells couple histone protein and transcript amounts to the DNA content (89, 90). 

Consequently, histone expression scales with ploidy rather than cell volume (89). So far, I 

have shown that histone proteins are maintained at constant amounts across different 

nutrient conditions, regardless of changes in cell growth and cell cycle distributions. However, 

it is still unclear whether this nutrient-dependent regulation of histones is established at the 

mRNA level. Assuming that equal amounts of histone transcripts are produced in the different 

growth media, one would expect higher transcript concentrations in nutrient-poor conditions, 

because of the smaller cell volumes. Surprisingly, RT-qPCR measurements revealed that all 

core histones showed significantly lower transcript concentrations in poor compared to rich 

nutrient conditions (Fig. 13). Yet, the control genes ACT1 and MDN1 were maintained at 

constant levels across nutrients. The latter can be explained by the fact that ACT1 and MDN1 

are housekeeping genes, whose mRNA amounts scale with increasing cell volume, resulting 

in constant concentrations during growth (89, 90). These results suggest that histone mRNA 

expression strongly depends on the nutritional environment. At the same time, histone 

proteins are kept at a constant protein-to-DNA ratio across different nutrient conditions. This 

decoupling of transcript and protein levels highlights the need of regulated translation or 
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protein degradation in order to achieve histone protein homeostasis in different growth 

media. 

 

 

 
 

Figure 13. Histone mRNA concentrations decrease in poor nutrient conditions. Nutrient-specific 

mRNA concentrations of core histone genes, as well as ACT1 and MDN1 were analyzed by RT-qPCR 

and normalized on the rRNA RDN18. mRNA concentrations are presented as fold changes relative 

to YPD. The bar graphs and error bars show mean and standard errors of n=4-6 independent 

biological replicates. Statistical significance was estimated by an unpaired, two-tailed t-test for 

datasets following a Gaussian distribution. Alternatively, a Mann-Whitney test was used for not 

normally distributed datasets (* p<0.05, ** p<0.01). 

 

3.4.1 Nutrient-dependent transcription explains downregulation of 

histone mRNA expression in poor nutrient environments 

 

Cellular mRNA concentrations are determined by both, RNA pol II-dependent transcription 

and subsequent mRNA degradation. In response to changing environments, cells can 

regulate gene expression by modifying mRNA synthesis and/or decay rates to adjust mRNA 

concentrations (161, 162). For most genes, transcription and mRNA degradation correlate 

positively with growth rate, keeping mRNA concentrations constant (116, 117). However, 

certain gene groups uncouple mRNA synthesis from degradation, leading to increased or 

decreased mRNA concentrations in different growth conditions. For example, the mRNA 

levels of ribosome-associated genes are upregulated in fast growth conditions as a result of 



Results 

49 

increased transcription rates. On the other hand, mitochondria-related genes tend to 

downregulate their mRNA levels with faster growth, by decreasing the mRNA stability at 

constant transcription (116, 117).  

As I have shown in section 3.4, histone mRNA concentrations are significantly reduced in 

poor compared to rich nutrient environments. This may reflect relatively lower histone 

transcription rates in poor nutrients, reduced mRNA stability or a combination of both. To 

better understand how the mRNA levels are regulated in the different growth media I 

quantified the contribution of mRNA degradation to the nutrient-dependent changes in 

histone mRNA expression. To this end, I estimated the mRNA half-lives of the histone genes 

HTB1 and HTB2, as well as the control gene ACT1 from mRNA decay curves that were 

measured after transcriptional inhibition by thiolutin (Fig. 14). Thiolutin is a sulphur-containing 

antibiotic that inhibits RNA polymerases in yeast and causes a global transcriptional shut-off 

(163). Following the addition of thiolutin, I quantified the histone and ACT1 mRNA levels over 

time by RT-qPCR. I then calculated the respective mRNA half-lives by fitting the decay curves 

with a one-phase exponential function. In agreement with previous literature, in YPD histone 

mRNAs degrade more rapidly than ACT1, which has a longer mRNA half-life (Fig. 14A) (137, 

164). Furthermore, the results suggest that both, histone and ACT1 mRNA stabilities 

increase in SCGE compared to YPD (Fig. 14B). I noticed however, that the one-phase or 

single exponential decay model did not always provide a good fit, especially to the decay 

curves measured in SCGE. The actual half-lives may therefore deviate from the estimated 

values.  

As the relative ACT1 mRNA concentrations remained constant in the different growth media, 

the destabilisation of ACT1 mRNA in YPD is likely compensated by an increased transcription 

rate. This would be consistent with prior studies suggesting that transcription and mRNA 

decay of most genes increase with faster growth to maintain constant mRNA levels across 

changing environments (116, 117). By contrast, histone mRNA concentrations depend on 

the nutrient environment and significantly decrease in SCGE compared to YPD. Since 

histone mRNA stability increases in SCGE, I conclude that the downregulation of histone 

transcripts in poor nutrients must be due to a decrease in histone transcription. 
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Figure 14. Histone mRNA stability increases in poor growth medium. (A-B) RT-qPCR analysis 

of the HTB1, HTB2 and ACT1 mRNA degradation, following transcription inhibition by thiolutin. Time 

course experiments were performed in YPD (A) and SCGE (B). Relative mRNA concentrations were 

normalized on the reference gene RDN18 and plotted relative to the initial concentration at t=0 min. 

Mean and standard deviation of n=4-9 independent replicates are shown for the time points between 

t=0 and t=60 min. The mRNA half-lives were estimated by fitting the data from all replicate 

measurements with a one-phase exponential decay model (line).  

 

3.5 Histone promoters mediate nutrient-dependent mRNA 

expression 

 

After establishing that nutrient-dependent transcription likely accounts for the changes in 

histone mRNA concentration, I asked whether the promoter can mediate the distinct 

regulation of histone transcripts across different nutrients. For this, I inserted an extra copy 

of the HTB1, HTB2 or ACT1 promoter driving mCitrine into the URA3 locus of the wildtype 

strain (Fig. 15A). The promoter sequences also included the 5’ UTRs of HTB1, HTB2 and 

ACT1, respectively. Using RT-qPCR I quantified the relative mRNA concentrations of 

mCitrine in three growth media and found that mCitrine transcripts expressed from the 

histone promoters are downregulated in SCGE, compared to YPD and SCD (Fig. 15B). At 

the same time, the mRNA concentrations of ACT1prom-mCitrine remain constant between 

the conditions. This is consistent with my findings on the endogenous histone and ACT1 

mRNA concentrations (Fig. 15C). Interestingly, I find that in SCD the mRNA concentrations 

of mCitrine driven by the histone promoters are more elevated compared to the endogenous 

HTB1 and HTB2 mRNA concentrations. Thus, these results suggest that the nutrient-

dependence of histone mRNA levels is at least partly promoter-mediated. 
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Figure 15. Reporter transcripts expressed from histone promoters are downregulated in poor 

growth medium. (A) A copy of the mCitrine reporter ORF driven by the promoter of choice and 

followed by the ADH1 terminator was inserted into the URA3 locus of the wildtype. All promoters 

included the respective 5’ UTRs. (B) Relative mRNA concentrations of mCitrine driven by the HTB1, 

HTB2 and ACT1 promoter. The concentrations were normalized on the rRNA RDN18 and are 

presented as fold changes relative to YPD. Mean and standard deviations of n=4-5 independent 

biological replicates are shown. (C) Relative mRNA concentrations of HTB1, HTB2 and ACT1 were 

quantified by RT-qPCR in different growth media. The concentrations were normalized on the rRNA 

RDN18 and are presented as fold changes relative to YPD. The bar graphs and error bars show 

mean and standard deviations of n=4-6 independent biological replicates. Statistical significance was 

estimated using an unpaired, two-tailed t-test (* p<0.05, ** p<0.01). 

 

3.6 Characterization of the cell cycle- and cell-volume-dependent 

histone gene expression in different nutrients  

 
 

Histone promoters can match histone mRNA expression to the genome content, in a cell-

volume-independent manner (89). However, here I show that histone mRNA concentrations 

are differentially regulated across changing environments, and decrease significantly in poor 

nutrients. As shown in section 3.5, the promoter can mediate this nutrient-dependence of 

histone transcripts. However, it is not known whether histone mRNA levels are uncoupled 

from cell volume for each nutrient condition. To answer this question, I performed single-

molecule fluorescence in situ hybridisation (smFISH) to detect and quantify individual 

mRNAs in single cells grown in different media. I used fluorescently labelled oligonucleotide 
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probes that bind along the mRNA target of interest and visualised the fluorescent mRNA 

molecules by epifluorescence microscopy (Fig. 16A). Based on the bright-field images, I then 

estimated the cell volume and classified each cell into G1-, S- or G2/M-phase according to 

the bud-to-mother cell volume ratio and the number and shape of its nuclei. This allowed me 

to study the cell-volume-dependent mRNA expression during the cell cycle, in different 

nutrient conditions. Here it should be noted that I measured the number of individual mRNA 

spots in the cell and did not include the amount of potentially multiple nascent transcripts 

present at the transcription start site. 

 

3.6.1 ACT1 and MDN1 mRNA amounts increase with cell volume, 

 independently of the nutrient environment 

 

I first analyzed the mRNA levels of ACT1 and MDN1, two housekeeping genes, whose 

expression is known to scale with cell volume (89, 90). MDN1 is also the largest yeast gene 

(148, 165), which is advantageous for detection of the fluorescent signal as more probes can 

bind to the mRNA. This was very helpful in successfully establishing the smFISH technique 

in the laboratory. For the mRNA analysis, the ACT1 and MDN1 transcripts were targeted with 

Quazar-570- and Quazar-670-labeled smFISH probes, respectively. Moreover, I stained the 

cell nuclei with the fluorescent dye DAPI (Fig. 16B).  
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Figure 16. smFISH analysis of nutrient-dependent ACT1 and MDN1 mRNA expression. (A) 

Fluorescently-labeled oligonucleotide probes hybridizing to the mRNA target of interest enabled the 

visualization and quantification of individual mRNAs in single cells using bright-field fluorescence 

microscopy. (B) To analyze the mRNA levels of ACT1 and MDN1 across the different nutrients, I 

used a set of Quasar-570-(yellow) and Quasar-670-labeled (red) probes, respectively. Nuclei were 

counterstained using DAPI. Representative bright-field and fluorescence images of individual cells 

grown in YPD, SCD and SCGE. All scale bars indicate 5 μm. 

 

Consistent with the literature, ACT1 showed overall higher expression levels than MDN1 

(165, 166). Moreover, our results demonstrate that both genes were constitutively transcribed 

during the cell cycle yielding constant mRNA concentrations (number of mRNA spots divided 

by cell volume) independent of the respective bud-to-mother cell volume ratio, which is a 

proxy for cell cycle progression (Fig. 17A-B). This is because the mRNA copy numbers 

increased with increasing cell volume in all nutrient conditions (Fig. 17C-D). In fact, I 

observed a stronger dependence on cell volume than on the nutrients, as similar mRNA 

amounts were detected at a given cell volume, independently of the nutrient environment.  
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Figure 17. mRNA expression of ACT1 and MDN1, as determined by smFISH, scales with cell 

volume, independently of the nutrient conditions. (A-B) ACT1 (A) and MDN1 (B) mRNA 

concentration i.e. number of mRNA spots divided by cell volume as a function of the bud-to-mother 

cell volume ratio in different nutrient conditions (nYPD=176, nSCD=87, nSCGE =98). (C-D) mRNA spots of 

ACT1 (C) and MDN1 (D) per cell plotted against the cell volume in different nutrient conditions 

(nYPD=176, nSCD=87, nSCGE=98). Solid lines indicate linear fits and dashed lines show the 95% 

confidence intervals. 

 

3.6.2 mRNA expression driven by histone promoters is 

independent of cell volume in different nutrients 

 

I next used smFISH to quantify the nutrient-dependent mRNA levels expressed from histone 

promoters in single cells. More precisely, I targeted mCitrine reporter transcripts expressed 
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from the HTB1 or HTB2 promoter with Quasar-670-labeled probes and determined the 

mRNA concentrations per cell during the cell cycle (Fig. 18A-B).  

 

 

 

Figure 18. smFISH analysis of nutrient-dependent mCitrine expression driven by histone 

promoters. (A-B) smFISH combined with bright-field fluorescence microscopy was performed to 

quantify the nutrient-dependent mRNA expression of mCitrine from the HTB1 (A) and HTB2 promoter 

(B). mCitrine mRNAs were targeted with Quasar-670-labeled oligonucleotide probes. Nuclei were 

counterstained using DAPI. Representative bright-field and fluorescence images of cells grown in 

YPD, SCD and SCGE. Scale bars indicate 5 μm. 

 

While ACT1 and MDN1 are transcribed continuously throughout the cell cycle, the 

transcription of histone genes is only activated in late G1 and continues during  S-phase (88, 

124). Since histone promoters can confer cell cycle-regulated transcription (128, 167), I found 

that the mRNA concentrations of HTB1prom-mCitrine and HTB2prom-mCitrine peaked 

during S-phase and dropped as cells progressed through G2/M phase (Fig. 19A-B). The wide 

distribution of mRNA concentrations in G1 (at a bud-to-mother-cell volume ratio of 0) most 

likely resulted from inactivated and activated gene transcription in early and late G1 cells, 

respectively. However, here I did not use cell cycle progression markers to distinguish 

between early and late G1-phase. One common approach to this would be to monitor the 

subcellular localization of fluorescently labeled Whi5 in unbudded cells. Whi5 is a cell cycle 
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inhibitor that resides in the nucleus between late M- and early G1-phase before it is exported 

to the cytoplasm in late G1, at the START checkpoint (168, 169).  

To determine whether the nutrient-dependent mRNA expression driven by the histone 

promoters is uncoupled from cell volume, I analysed the mCitrine peak-expression during S-

phase (Fig. 19C-D). My results showed constant, volume-independent mRNA amounts for 

each condition. At the same time, the mRNA copies at a given cell volume were 

downregulated in poor growth medium.  

 

 

 

Figure 19. In different nutrients, mRNA expression driven by histone promoters is independent 

of cell volume. (A-B) Cellular mRNA concentrations of HTB1prom-mCitrine (nYPD=149, nSCD=158, 

nSCGE=95) (A) and HTB2prom-mCitrine (nYPD=161, nSCD=194, nSCGE =170) (B), determined by smFISH, 

are shown as a function of the bud-to-mother cell volume ratio in different nutrient conditions.  (C-D) 

mCitrine mRNA copy number per cell expressed from the HTB1 (nYPD=49, nSCD=51, nSCGE=39) (C) 

and HTB2 promoter (nYPD=64, nSCD=59, nSCGE=50) (D) is plotted against the corresponding cell volume 

in different nutrient conditions. Solid lines indicate linear fits and dashed lines show the 95% 
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confidence intervals. Here, budded cells with a bud-to-mother cell volume ratio < 0.30 that contained 

one nucleus were classified as S-phase cells. 

 

To further disentangle the effect of cell volume and nutrient quality on the HTB1prom-

mCitrine mRNA abundance, I increased the range of cell volumes in poor medium and 

determine any potential changes in the mRNA expression. I used a haploid strain with a β-

estradiol-inducible allele of Whi5, carrying an extra copy of the HTB1 promoter driving 

mCitrine (89, 170) (Fig. 20A). Whi5 is a cell size regulator that inhibits the G1/S transition in 

cells by repressing the transcription factor SBF (171, 172). As cells grow during G1, Whi5 is 

diluted, allowing them to progress through the cell cycle (171). Overexpression of Whi5 

therefore causes cells to grow larger before entering S phase (170, 171). Using a β-estradiol 

concentration of 5 nM, I increased the range of cell volumes in SCGE and measured the 

mCitrine mRNA amounts per cell during S-phase (Fig. 20B). Yet, I found no significant 

change in the coordination of mCitrine transcripts with cell volume between hormone-induced 

and wildtype cells. Similar to the wildtype in SCGE, the mRNA copy numbers in the induced 

cells were lower than in YPD and SCD, but remained constant over cell volume. Overall, the 

single-cell results highlight the nutrient-dependent transcript regulation mediated by histone 

promoters and support the RT-qPCR analysis in asynchronous cell populations. At the same 

time, they suggest that for each nutrient condition the produced transcript amounts are 

uncoupled from cell volume.  
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Figure 20. Hormone-induced cell volume changes in SCGE do not alter the nutrient-

independence of HTB1prom-mCitrine mRNA amounts. (A) The range of observable cell volumes 

in SCGE was extended by adding β-estradiol to cells with hormone-inducible Whi5, expressing 

HTB1prom-mCitrine. (B) mCitrine mRNA amounts from wildtype or hormone-induced cells as a 

function of cell volume in different nutrient conditions (nYPD=49, nSCD=51, nSCGE=39, nSCGE, induced =30). 

Solid lines indicate linear fits and dashed lines show the 95% confidence intervals. Here, budded cells 

with a bud-to-mother cell volume ratio < 0.30 that contained one nucleus were classified as S-phase 

cells. 

 

For comparison, I also studied the cell-volume-dependent mCitrine expression driven by the 

ACT1 promoter. Cellular mRNA concentrations during the cell cycle were determined using 

Quasar-670-labeled probes (Fig. 21A). Similar to the endogenous ACT1, ACT1prom-

mCitrine was continuously expressed at constant mRNA concentrations in rich and poor 

conditions (Fig. 21B). Moreover, the mCitrine copy numbers per cell increased with cell 

volume, independent of the nutrients, suggesting that the ACT1 promoter can confer cell-

volume-dependent transcript regulation across changing environments (Fig. 21C). These 

results further emphasize the distinct regulation mediated by histone promoters, which is 

strongly dependent on the nutrient environment. 
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Figure 21. mCitrine mRNA expression driven by the ACT1 promoter scales with cell volume, 

independently of the nutrient conditions. (A) smFISH combined with epifluorescence microscopy 

was used to detect ACT1prom-mCitrine mRNAs, targeted with Quasar-670-labeled oligonucleotide 

probes. Nuclei were counterstained using DAPI. Representative bright-field and fluorescence images 

of cells grown in YPD, SCD and SCGE. Scale bars indicate 5 μm. (B) mCitrine mRNA concentration 

as a function of the bud-to-mother cell volume ratio in different nutrient conditions (nYPD =135, nSCD = 

155, nSCGE=124). (C) Number of ACT1prom-mCitrine copies per cell plotted against the corresponding 

cell volume in different nutrient conditions (nYPD =59, nSCD =75, nSCGE =33). Solid lines indicate linear 

fits and dashed lines show the 95% confidence intervals. Here, budded cells with a bud-to-mother 

cell volume ratio < 0.30 that contained one nucleus were classified as S-phase cells. 
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3.7 Truncated histone promoters alter nutrient and cell size 

dependence of reporter gene expression  

 

In budding yeast, core histone promoters contain positive and negative cis-acting regulatory 

elements that couple gene expression to DNA replication in S-phase (87). Specifically, the 

cell cycle-dependent activation of core histone genes requires the 16 bp upstream activating 

sequences (UASs), which are recognized by the transcription factors Spt10 and SBF. While 

SBF promotes a small initial expression peak of histone transcripts, Spt10 acts as a master 

transcription activator (87, 128). In contrast, negative transcriptional regulation of histone 

genes is mediated by the histone regulatory (HIR) complex, which is recruited to the NEG 

element to repress histone transcription outside of S-phase. The NEG element is located in 

three of the four core histone promoters, with the exception of the HTA2–HTB2 promoter (87, 

88). 

We previously showed that a truncated 300 bp HTB1 promoter, missing two of the four UASs 

and the NEG element, is no longer sufficient to strictly uncouple transcription from cell volume 

(89). Instead, population level analysis of haploid and diploid cultures growing on SCGE 

indicated that the promoter truncation alters the volume-dependence of the mCitrine 

transcripts, leading to a stronger coordination with cell size. To investigate if this change in 

promoter behavior is due to a disrupted cell cycle dependence, I worked with Kora-Lee 

Claude (Kurt Schmoller Group, Helmholtz Zentrum München) and performed smFISH 

experiments to analyze the mCitrine concentrations expressed from different HTB1 promoter 

truncations. Specifically, we used diploid strains with an integrated copy of a 300 bp or 450 bp 

HTB1 promoter, shortened from the 5’ end, and driving the expression of mCitrine (Fig. 22A). 

The 450 bp truncation comprised all four UASs and the NEG element, whilst the 300 bp 

truncation only contained two of the four UASs (UAS3/4), and was missing the NEG element. 

As a control, we included a diploid strain carrying a copy of the full HTB1 promoter driving 

mCitrine. For all promoters, we found cell cycle-dependent mCitrine mRNA concentrations 

that peaked during S-phase (Fig. 22B). Moreover, the 300 bp HTB1 promoter caused a 

significant decrease in mCitrine expression, which is likely attributed to the partial loss of the 

UAS elements. In the study by Claude et al., bulk analysis of the mCitrine transcript and 

protein levels revealed that the 300 bp promoter truncation resulted in a weaker decrease in 

mCitrine mRNA concentration with cell volume, compared to the 450 bp truncation (89). 
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Here, the smFISH analysis showed a similar, but less pronounced trend (Fig. 22C-E). 

Overall, our results indicate that by removing the 150 bp fragment between the 450 bp and 

300 bp HTB1 promoter constructs, the initial cell volume-dependent gene expression of the 

reporter transcripts is affected. However, this is not caused by the loss or disruption of their 

cell cycle dependence. 

It should be noted, that the data from figure 22 were published by Claude et al. (89). The 

smFISH experiments were conducted by me, and Kora-Lee Claude performed the data 

analysis using FISH-quant v3 (173). In this work, I re-analysed the raw data using a Python 

routine, developed by Dr. Francesco Padovani (Kurt Schmoller Group, Helmholtz Zentrum 

München) (see Materials and Methods). For mRNA spot detection and quantification, I used 

a global intensity threshold applied to all cells imaged within a biological replicate, whereas 

Kora-Lee Claude chose an individual threshold for each cell. The use of a global intensity 

threshold resulted in a broader distribution of measured mRNA concentrations.  
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Figure 22. smFISH analysis of the cell cycle-dependent mCitrine expression driven by HTB1 

promoter truncations. (A) Schematic illustration of full-length and serially truncated HTB1 promoter 

constructs driving the expression of mCitrine. The HTB1 promoter was shortened from the 5' end to 

450 bp and 300 bp. All constructs included the HTB1 5’ UTR. Arrows display the position and 

orientation of the UASs within the promoter, and the boxes indicate the NEG elements. (B) Cell cycle 

phase distributions of the mCitrine mRNA concentrations (number of mRNA spots per cell) measured 

in diploid cells grown on SCGE and carrying a copy of the full-length or serially truncated HTB1 

promoter driving the reporter gene. As a negative control, diploid wildtype cells expressing no 

mCitrine were targeted with fluorescently labeled probes against the reporter gene. Box plots show 

median values and 25th and 75th percentiles; whiskers represent the 2.5th and 97.5th percentiles.  

n
G1

fullHTB1prom
=90,   n

S

fullHTB1prom=84,   n
G2/M

fullHTB1prom
=80,  n

G1

450bp
=75, n

S

450bp=70, n
G2/M

450bp
=80,  n

G1

300bp
=58, 

n
S

300bp=56, n
G2/M

300bp=70, n
G1

background=48, n
S

background=41, n
G2/M

background=40. Statistical significance was measured 



Results 

63 

using a Mann-Whitney test (**** p<0.0001). (C-E) Double-logarithmic plot showing the mCitrine 

mRNA concentration in S-phase expressed from the full-length (C), 450 bp (D) and 300 bp HTB1 

promoter (E) as a function of cell volume (nfullHTB1prom =84, n450bp =70, n300bp=56). The black lines 

represent linear fits and the dashed lines show the 95% confidence intervals. The slopes of the linear 

fits (± standard errors) are shown. 

 

Having established that histone promoter elements can confer cell volume-independent 

transcript regulation, I next sought to identify whether they are also required for the nutrient-

dependence of histone transcripts. For this purpose, I followed the strategy of Claude et al. 

described above, and used haploid strains expressing mCitrine driven by a series of 

truncated HTB1 promoters with increasingly shorter sequences (89).  Here, I analyzed the 

mCitrine concentrations expressed from either a 300 bp or a 450 bp truncated HTB1 

promoter in rich and poor medium, to identify potential changes in the nutrient-dependence 

of the reporter transcripts. In addition to removing whole portions of the promoter, I also used 

a strain in which the binding of Spt10 to UAS3 and UAS4 is inhibited by mutation of the 

specific recognition sites (128). This would provide information on whether Spt10 plays a role 

in the regulation of histone transcripts across different nutrients. A strain expressing mCitrine 

under the full-length HTB1 promoter was used as a control. The RT-qPCR analysis showed 

that the truncated 450 bp promoter drives nutrient-dependent mRNA expression similar to 

that of the full-length promoter, with mCitrine concentrations being reduced in poor growth 

medium (Fig. 23A). However, shortening the HTB1 promoter to 300 bp notably altered the 

nutrient dependence of the reporter transcripts, resulting in lower levels of mCitrine in rich 

compared to poor nutrients. Moreover, in both, rich and poor media, I detected a pronounced 

decrease in the mRNA concentration of mCitrine when expressed from the truncated 300 bp 

promoter instead of the full-length promoter (Fig. 23B). Interestingly, in rich medium this 

decrease was more significant than in poor medium. Similarly, mutation of UAS3 and UAS4 

significantly reduced the mCitrine levels in rich medium, ultimately leading to comparable 

mRNA concentrations between rich and poor conditions.  

These findings indicate that removing the 150 bp fragment between the 450 bp and 300 bp 

HTB1 promoter constructs disrupts the initial nutrient-dependence of the reporter transcripts. 

Hence, I propose that regulatory elements located within these 150 bp, i.e. UAS1, UAS2 

and/or the NEG element, may be involved in the regulation of histone transcripts across 

different nutrients. Moreover, the results provide first evidence that Spt10 may contribute to 

such regulation.  
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Next, I asked how the observed changes in the nutrient-dependent transcript regulation affect 

the mCitrine protein levels expressed from the truncated promoters. To this end, I performed 

flow cytometry measurements and quantified the fluorescence intensity of mCitrine in cell 

populations growing in rich and poor nutrients (Fig. 23C). The results demonstrate that the 

protein amounts of mCitrine driven by the full-length HTB1 promoter are constant between 

the growth media, despite the downregulated mCitrine mRNA levels in poor medium (Fig. 

15B). This is consistent with my previous findings on the endogenous histone proteins, and 

suggests that the nutrient-dependent protein regulation is promoter-mediated. While protein 

amounts expressed from the 450 bp promoter were more comparable in rich and poor 

nutrients, I found that mCitrine protein levels driven by the 300 bp truncation were notably 

increased in poor medium (Fig. 23C), consistent with the higher mRNA concentrations 

determined by RT-qPCR (Fig. 23A). Finally, cells carrying the mutated HTB1 promoter 

expressed very low levels of mCitrine, close to the background fluorescence, and therefore 

did not allow for accurate and reliable data interpretation (Fig. 23C).  

 

 

 

Figure 23. Removal or mutation of regulatory elements within the HTB1 promoter alters 

nutrient-dependent reporter gene expression. (A) mRNA concentrations of mCitrine driven by 

different HTB1 promoter constructs were quantified by RT-qPCR in rich and poor growth medium. 

The mRNA concentrations were normalized on the rRNA RDN18 and are shown as fold changes 

relative to YPD. The bar graphs and error bars represent mean and standard deviations of n=5-8 

independent biological replicates. (B) For each nutrient condition, the mCitrine mRNA concentrations 

were normalized on the reference gene RDN18 and plotted relative to the full-length HTB1prom-

mCitrine. Mean and standard deviations of n=5-8 independent biological replicates are shown. (C) 

Flow cytometry measurements of the protein levels of mCitrine driven by the different HTB1 promoter 



Results 

65 

constructs in rich and poor growth medium. Bar graphs show the mean of n=3 independent replicates, 

each displayed as an individual dot. Statistical significance was estimated by an unpaired, two-tailed 

t-test (* p<0.05, ** p<0.01, *** p<0.001, **** p<0.0001). 
 

 

3.8 Histone promoter can decouple reporter protein expression 

from the cellular mRNA levels in different nutrients 

 

So far, I have shown that while histone proteins are maintained at constant amounts across 

different growth media, histone mRNA levels strongly depend on the nutrient environment. 

The flow cytometry analysis in figure 23C further revealed that decoupled protein and mRNA 

expression is also observed for the reporter gene mCitrine when driven by the HTB1 

promoter. Motivated by these findings, I sought to investigate histone promoter-mediated 

protein regulation in rich and poor medium at the single cell level. To this end, I performed 

microfluidics-based live-cell fluorescence microscopy and quantified the mCitrine protein 

amounts driven by the HTB1 or HTB2 promoter throughout the cell cycle. Similar to the 

endogenous histones, the promoter-mediated expression profile of mCitrine shows an 

increase in fluorescence intensity upon bud emergence, followed by a plateau prior to 

cytokinesis, suggesting that the histone promoter can confer cell cycle-dependent protein 

regulation (Fig. 24A). However, unlike endogenous H2B proteins, which are imported into the 

nucleus and distributed equally to mother and daughter cells during cytokinesis, mCitrine 

diffuses freely in the cytoplasm and is partitioned according to the cell volume (90). As 

budding yeast divides asymmetrically, the amount of inherited mCitrine therefore depends 

on the size of the daughter cell at the time of cell division. Thus, for the analysis, I did not 

compare the protein amounts at birth, but rather quantified the amounts of mCitrine produced 

during the cell cycle. My data show that the protein amount of mCitrine expressed from the 

histone promoters is more similar between the media (Fig. 24B-C), than the previously 

determined mRNA levels, which are reduced by approximately twofold in poor nutrients 

(Fig.15B, 19C-D). This is consistent with our population-level flow cytometry analysis (Fig. 

23C) and suggests that the promoter is sufficient to decouple reporter mRNA and protein 

expression across changing environments. Based on these findings, I propose that cells 

compensate for reduced histone mRNA levels in poor nutrient conditions through regulated 

nutrient-dependent translation.  
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Figure 24. Live-cell fluorescence microscopy analysis reveals that histone promoters can 

regulate protein expression to compensate for nutrient-dependent mRNA levels. (A) 

Representative intensity profile of mCitrine expressed from the HTB1 promoter in a haploid cell 

growing on YPD. Total mCitrine protein amounts synthesized during the cell cycle were estimated by 

calculating the difference between the median of the first and last four time points, respectively.  (B-

C) Total protein amounts of HTB1prom-mCitrine (pYPD-SCGE =0.0004) (B) and HTB2prom-mCitrine 

(pYPD-SCGE = 0.04) (C) in rich and poor growth medium ( n
YPD

HTB1prom
=70, n

SCGE

HTB1prom
=76, n

YPD

HTB2prom
=106, 

n
SCGE

HTB2prom
= 157). Box plots show median values and 25th and 75th percentiles; whiskers represent the 

2.5th and 97.5th percentiles; outliers are shown as individual symbols. 

 

In addition to the H2B promoters, I also examined the expression levels of mCitrine driven 

by the ACT1 promoter. As previously mentioned, ACT1 is constitutively expressed 

throughout the cell cycle in a cell-volume-dependent manner (89, 90, 152). This is also 

reflected in the ACT1prom-mCitrine fluorescence intensity traces, which increase 

continuously throughout the cell cycle as the cells grow in size (Fig. 25A). Furthermore, I find 

that in both rich and poor media, the amount of mCitrine produced between cell birth and 

cytokinesis is proportional to the amount of cell growth during this period (Fig. 25B). In 

contrast, the total mCitrine amounts expressed from the histone promoter are more constant 

over cell growth (Fig. 25C).  
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Figure 25. ACT1 promoter drives cell-volume-dependent reporter expression in different 

nutrient conditions. (A) Representative expression profile of mCitrine driven by the ACT1 promoter 

in a haploid cell growing on YPD. The overall amounts of mCitrine produced during the cell cycle 

were estimated by calculating the difference between the median of the first and last four time points, 

respectively.  (B-C) Nutrient-specific total protein amounts of ACT1prom-mCitrine (B) and HTB1-

prom-mCitrine (C) plotted as a function of cell growth during the cell cycle (n
YPD

ACT1prom
=95,   n

SCGE

ACT1prom
= 

87,   n
YPD

HTB1prom
=70, n

SCGE

HTB1prom
=76). The individual data points were binned according to Δvolume; mean 

and standard error of each bin are shown. 

 

3.9 5’ UTR is not required for promoter-mediated homeostasis of 

histone proteins across nutrient environments 

 

The 5' untranslated regions (UTRs) are involved in the post-transcriptional regulation of gene 

expression as they contain cis-regulatory elements that control the fate of transcripts in terms 

of stability, ribosome interactions and translation efficiency, ultimately determining protein 

abundance (174–178). The length of 5′ UTRs ranges from ~100 to ~220 nucleotides on 

average across different eukaryotes, extending from the 5’ cap structure to the start codon 

(176, 179). Features of 5’ UTRs include among others, upstream AUGs and upstream ORFs, 

secondary structures, binding sites for RNA binding proteins and internal ribosome entry sites 

(174–177). In previous studies, translation efficiency and protein abundance have been 

modulated by using perturbed 5′-UTR sequences (174, 180–184). Here, I sought to 

determine the effects of the HTB1 5’ UTR on the nutrient-dependent protein levels of 

HTB1prom-mCitrine, by replacing it with the 5’ UTR sequences of MDN1 and RPB4, 

respectively (Fig. 26A). RPB4 encodes a subunit of the RNA polymerase II, and unlike HTB1, 

its expression is coordinated with cell size (185). For all strains tested, I measured similar 
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doubling times and mean cell volumes (Fig. 26B-C). To investigate whether substitution of 

the 5’ UTR alters mCitrine gene expression in the different nutrients, I first quantified the 

relative mRNA concentrations by RT-qPCR. Independent of the 5’ UTR I found that the 

mRNA concentrations of mCitrine were reduced in poor compared to rich medium (Fig. 26D). 

Moreover, for each nutrient condition, mRNA concentrations normalised to the wildtype 

(HTB1 5' UTR) decreased when regulated by the promoter and the RPB4 5' UTR (Fig. 26E). 

Interestingly, the MDN1 5' UTR did not alter mCitrine mRNA expression with respect to the 

wildtype. As a next step, I performed flow cytometry measurements to determine the nutrient-

dependent protein amounts of mCitrine. In spite of the overall decrease in protein abundance, 

induced by the 5' UTR replacements, the expressed protein amounts were constant between 

the media (Fig. 26F). Therefore, I propose that the histone 5'-UTR does not contribute to the 

homeostasis of histone proteins across nutrients. Still, in each nutrient condition, it can affect 

the regulation of mRNA and protein abundance.  
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Figure 26. Substitution of the 5' UTR results in constant protein amounts of mCitrine between 

nutrient-rich and nutrient-poor conditions. (A) Illustration of the HTB1 promoter constructs driving 

the expression of mCitrine with the 5’ UTR of HTB1, MDN1 or RPB4, respectively. (B-C) Doubling 

times (B) and mean cell volumes (C) of the different strains growing on rich and poor growth medium. 

Measurements of cell volume were carried out with a Coulter counter. Bar graphs represent the mean 

of n=3 replicates, each displayed as an individual dot. (D-E) Relative mRNA concentrations of 

mCitrine were quantified by RT-qPCR in the different growth media. The mRNA concentrations were 

normalized on the rRNA RDN18 and are presented as fold changes relative to YPD (D) or the wildtype 

(HTB1 promoter + HTB1 5’ UTR) (E). The bar graphs and error bars show mean and standard 

deviations of n=4-5 biological replicates. Statistical significance was estimated by an unpaired, two-

tailed t-test for datasets following a Gaussian distribution. Alternatively, a Mann-Whitney test was 

used for not normally distributed datasets (* p<0.05, ** p<0.01). (F) Flow cytometry measurements of 

the nutrient-dependent mCitrine protein amounts. Bar graphs show the mean of  n=3 independent 

replicates, each displayed as an individual dot. 

 

3.10 Cells on non-fermentable carbon sources are more sensitive to 

increased histone accumulation 

 

So far, I have shown that to ensure histone protein homeostasis in different growth media 

cells decouple histone transcript and protein levels by downregulating the transcriptional 

output in nutrient-poor conditions. In addition to identifying potential regulators required for 

this nutrient-dependent decrease in histone transcripts, I also sought to understand why this 

was necessary, given that histone proteins remained constant across nutrients. According to 

a previous study by Bruhn et al., cells grown under low-glucose conditions are more sensitive 

to excess histone accumulation than in glucose-rich media, resulting in impaired cell growth 

(132). This is partly due to the preferential acetylation of excess histones, which under 

glucose-restriction has a greater impact on the already limited availability of acetyl-CoA in 

cells (132). Motivated by these results, I asked whether cells growing on poor, non-

fermentable carbon sources have a lower tolerance to aberrant histone levels than cells on 

fermentable carbon sources, thus maintaining lower transcript levels to avoid histone 

overexpression. To test this hypothesis, I used a sml1Δrad53Δ mutant provided by 

Christopher Bruhn (Foiani Lab, IFOM), which accumulates elevated histone levels, as Rad53 

is involved in the control of histone gene expression. More specifically, Rad53 mediates the 

degradation of excess histones that are not incorporated into chromatin, and additionally 

inhibits histone transcription by phosphorylating the transcriptional activator Spt21 (132, 133, 

186) (Fig. 27A). However, since Rad53 is essential for cell growth, the rad53Δ mutant cannot 
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survive unless the gene SML1, which encodes an inhibitor of ribonucleotide reductase, is 

also deleted (132, 187). Thus, I used sml1Δ as the reference strain and compared it to the 

wildtype used in this study so far. Specifically, I measured the respective population doubling 

times and cell volumes in the different nutrients (Fig. 27B-C). The data show no major 

differences in cell growth between the two strains.  

 

 

Figure 27. Characterization of sml1Δ cells on fermentable and non-fermentable carbon 

sources.  (A) Rad53 regulates cellular histone levels by mediating the degradation of excess histones 

and inhibiting the transcription activator Spt21. (B-C) Nutrient-specific doubling times (B) and mean 

cell volumes (C) of the wildtype and sml1Δ mutant strain. Cell volume measurements were carried 

out with a Coulter counter. Bar graphs represent the mean of n=3-6 replicates, displayed as individual 

dots. 

 
To determine whether cells on fermentable and non-fermentable carbon source respond 

differently to excess histone accumulation, I then calculated the doubling times of sml1Δ and 

sml1Δrad53Δ cells in YPD and SCGE, respectively (Fig. 28A). Indeed, I found that while both 

strains had similar doubling times in YPD, sml1Δrad53Δ cells grew considerably slower than 

the reference strain in SCGE. To analyze the effects of the RAD53 deletion on histone 

expression, I quantified the nutrient-dependent histone levels in sml1Δ and sml1Δrad53Δ 

cells by RT-qPCR and western blot analysis (Fig. 28B-D). While the HTB1 mRNA levels 

remained fairly constant in both growth media, I detected elevated mRNA concentrations of 

HTB2 and HHT2 in sml1Δrad53Δ cells compared to the reference (Fig. 28B-C). HHT2 was 

previously reported to show increased mRNA expression in sml1Δrad53Δ cells and was 

therefore used as a control (132).  Furthermore, the western blot analysis showed an over-

accumulation of H2B protein in the double deletion mutant (Fig. 28D). However, given that 

Rad53 is a DNA damage response kinase and is also involved in DNA replication, I sought 



Results 

71 

to investigate to what extent the induced histone overexpression contributes to the nutrient-

dependent growth phenotype of sml1Δrad53Δ. Therefore, I considerably reduced histone 

gene expression in sml1Δrad53Δspt21Δ cells, by additionally deleting the gene SPT21, 

encoding the transcriptional activator. In both growth media, the triple deletion mutant 

showed decreased HTB2 and HHT2 transcript concentrations compared to the reference 

strain (Fig. 28B-C). Interestingly, HTB1 concentrations were not significantly altered. Yet, the 

western blot data reveal that H2B protein expression was drastically reduced (Fig. 28D). 

Finally, by measuring the nutrient-specific population doubling times of sml1Δrad53Δspt21Δ 

cells, I found that lowering the histone levels partly rescued the growth phenotype in SCGE, 

promoting faster growth (Fig. 28A). However, in YPD, the doubling time remained 

unchanged.  

 

 

 
 

Figure 28. Cells growing on poor carbon source have a lower tolerance to increased histone 

levels than on rich carbon source. (A) Doubling times estimated from the growth curves of sml1Δ, 

sml1Δrad53 and sml1Δrad53Δspt21Δ cells in the different growth media. Bar graphs show the mean 

of n=3 biological replicates, displayed as individual dots. Statistical significance was estimated by an 
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unpaired, two-tailed t-test (* p<0.05, ** p<0.01). (B-C) Relative HTB1, HTB2, HHT2 and ACT1 mRNA 

concentrations in YPD (B) and SCGE (C) were measured for sml1Δ, sml1Δrad53 and 

sml1Δrad53Δspt21Δ cells using RT-qPCR. The concentrations were normalized on the reference 

gene RDN18 and are shown as fold changes relative to the reference strain sml1Δ. Bar graphs and 

error bars represent mean and standard errors of n=3-5 independent biological replicates. (D) 

Western blot analysis of the nutrient-dependent H2B and actin protein expression in sml1Δ, 

sml1Δrad53 and sml1Δrad53Δspt21Δ cells. The bar graphs and error bars indicate mean and 

standard errors of n=4-7 independent biological replicates. 

 
 

My results suggest that cells in poor nutritional environment are indeed more sensitive to 

abnormally high histone levels, but can restore cell fitness upon histone depletion. I speculate 

that keeping histone transcript levels low allows cells to tightly regulate histone expression in 

nutrient-poor conditions. In contrast, under rich, i.e. fast growth conditions, the higher 

transcript levels may facilitate the rapid production of histone proteins. To further confirm this, 

I followed a different strategy using a diploid strain in which the endogenous alleles of HTB1 

and HTB2 were serially deleted, in order to examine how the reduced histone expression 

affects cell growth on rich and poor carbon source (Fig. 29A). While the single and double 

hemizygous deletion strains, HTB1/Δhtb1 and HTB1/Δhtb1HTB2/Δhtb2, exhibited similar 

population doubling times as the wild type in YPD, further deletion of the second HTB2 allele 

in HTB1/Δhtb1Δhtb2Δhtb2 resulted in slower cell growth (Fig. 29B). In contrast, cells in 

SCGE either showed no change in doubling time or even grew slightly faster. It should be 

noted that a more in-depth analysis of the histone transcript and protein levels in these strains 

is required. In summary, I have shown that increased histone accumulation is more toxic for 

cells growing on poor as opposed to rich carbon sources. Thus, decoupling of histone 

transcript and protein expression might allow cells to fine-tune histone protein levels across 

nutrients, while preventing histone overexpression in poor growth media. 
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Figure 29. Cells growing on rich and poor carbon sources respond differently to decreased 

histone expression. (A) The endogenous HTB1 and HTB2 alleles were serially deleted in diploid 

wildtype cells to reduce histone expression levels. (B) Population doubling times of wildtype and 

deletion strains, growing exponentially on rich and poor carbon source. Bar graphs show the mean 

of n=3 biological replicates, displayed as individual dots. Statistical significance was estimated by an 

unpaired, two-tailed t-test (* p<0.05, ** p<0.01). 
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4 Discussion 
 

Maintaining accurate protein homeostasis during growth is essential for proper cell function 

and requires cells to precisely control RNA and protein levels, even in situations where 

growth and cell cycle progression are drastically modulated by external conditions (26, 54, 

55, 188). In this work, I focused on histone biogenesis across different nutrient environments, 

and asked how cells produce the right amount of histones despite the nutrient-related 

changes in growth rate, cell volume and cell cycle progression. As histones are highly cell 

cycle regulated proteins (87, 189, 190) that are synthesized in proportion to the genome 

content (89–91), they constitute an ideal model to understand differential regulation of cell 

cycle-genes in changing nutrient conditions. 

 

4.1 Gene-limited transcription cannot explain nutrient-dependent 

histone homeostasis 

 

After selecting a variety of growth media, I performed population-level and single-cell protein 

analysis to quantify the histone H2B levels in rich and poor nutrients. My results show that 

cells maintain constant amounts of H2B in different environments, independent of cell volume 

or other nutrient-related changes in cell growth and cell cycle. Consequently, H2B 

concentrations increase in poor growth media, due to the smaller cell volumes. In contrast, 

actin synthesis is tightly coordinated with cell volume, resulting in constant, nutrient-

independent concentrations. Unlike histones whose expression is tied to genome content, 

most proteins scale with cell volume (135, 89, 90). This is because the biosynthesis of these 

proteins is limited by the transcriptional and translational machinery, which increases with 

increasing cell size or growth rate (64, 134, 136, 154, 191). For example, in nutrient-rich, 

fast-growth conditions, cells are typically larger and have more limiting machinery, which 

allows for higher biosynthetic capacity and ensures constant protein concentrations (55, 134, 

136, 64, 56, 65). However, such a limiting mechanism cannot explain the coordination of 

histones with DNA content. Instead, Claude et al. proposed that the distinct regulation of 

histones is established at the mRNA level through gene-limited transcription mediated by the 

promoter (89). The idea is that the transcription of histones is limited by the gene itself, rather 
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than the transcriptional machinery, thereby coupling the transcriptional output to genome 

content instead of cell volume (89). Assuming that the gene-limited transcription hypothesis 

is true across changing environments, one might expect the nutrient-dependent histone 

homeostasis to be already established at the mRNA level. This would indicate that constant, 

nutrient-independent transcript amounts were produced in all growth media, leading to 

increased concentrations in the smaller cells growing on poor nutrients. Here, I combined 

population-level with single-cell approaches to analyze the histone transcript levels in 

different nutrient conditions. Contrary to my expectations, I found that histone transcript levels 

are downregulated in poor growth media. However, the nutrient-dependent mRNA 

expression, mediated by the histone promoter, was independent of cell volume. On the other 

hand, ACT1, MDN1 and ACT1prom-mCitrine transcripts increase with increasing cell 

volume, regardless of the nutrient environment. These results demonstrate that gene-limited 

transcription alone cannot account for the nutrient-dependent histone transcript levels, but 

nor would actin-like regulation decouple histone transcripts from cell volume in different 

growth media. This suggests that histones are subject to a differential nutrient-dependent 

regulation.  

 

4.2 Nutrient-specific relative S-phase duration does not account 

for differential histone mRNA expression 

 

Given that histone gene expression occurs during S-phase, it could be argued that histone 

transcript levels change across different growth media according to the nutrient-specific 

relative S-phase duration. Cell cycle-phase distributions as determined by flow cytometry 

revealed that the percentage of cells in G1-phase increase in poor nutrients, leading to 

smaller fractions of cells in S- and G2/M-phase. Is a shortening of the relative S-phase 

responsible for the decrease in histone transcript concentrations in poor growth media? My 

data on the nutrient-dependent cell cycle fractions showed that the relative duration of S-

phase only changes from 36.4 % in YPD to 29.8% in SCGE. However, qPCR analysis 

revealed that histone transcript concentrations are twice as high in YPD as in SCGE, 

indicating that the change in relative S-phase duration alone cannot account for the nutrient-

dependent histone mRNA expression levels. This was further supported by smFISH analysis 

of histone promoter-mediated mCitrine expression during S-phase.  
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Here, it should be noted that the period of histone expression must not necessarily coincide 

with the whole S-phase duration. In fact, it has been reported that histone synthesis peaks in 

mid S-phase, followed by a decline in the expression levels before cells exit S-phase (88). 

Nevertheless, the relative histone production phase could be still considered proportional to 

the relative S-phase.  

 

4.3 Regulation of histone transcripts across changing nutrients 

 

As transcript concentrations are determined by transcription and mRNA degradation, the 

reduced histone mRNA levels in poor nutrients may result from lower transcription rates, 

reduced mRNA stability, or a combination of both. In this work, I examined the contribution 

of mRNA degradation to the nutrient-dependent changes in histone mRNA expression and 

found that histone mRNA stability increases in poor compared to rich growth medium. This 

suggests that a decrease in histone transcription is most likely responsible for the 

downregulation of histone transcript concentrations in poor nutrients. For ACT1, I also 

observed mRNA stabilisation in poor medium, but this is most likely compensated by 

decreased transcription rates, resulting in constant ACT1 mRNA concentrations across the 

nutrients. I speculate that alongside the global nutrient-dependent shift in mRNA expression, 

histone transcript levels are differentially regulated and might be increased in nutrient-rich 

conditions to facilitate rapid protein synthesis in fast growing cells, containing higher 

ribosome concentrations (64, 65, 192). The fact that histones are not produced constitutively 

during the cell cycle, but only in S- phase, further underlines the need for fast biosynthesis 

under nutrient-rich conditions. At the same time, lower ribosome concentrations in cells 

growing on poor carbon sources may limit rapid histone production, causing cells to keep the 

relative concentration of histone transcripts low. Another reason why cells downregulate 

histone transcripts in poor growth media could be their reduced tolerance against excess 

histone accumulation. Bruhn et al. previously showed that cells experiencing glucose-

limitation were more impaired in their cell fitness by histone overexpression than cells 

growing on glucose. This is in part due to the preferential acetylation of excess histones, 

which under glucose-restriction influences the already limited availability of acetyl-CoA, and 

hence acetyl-CoA-dependent carbon metabolism in cells (132). As part of this work, I tested 

whether cells on non-fermentable carbon source are also more sensitive to aberrant histone 
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levels. Indeed, cells in SCGE grow significantly slower in response to histone 

overexpression, compared to YPD. I therefore propose that cells tightly regulate histone 

expression in nutrient-poor conditions, keeping histone transcript levels low to minimize the 

risk of high histone accumulation. 

 

4.4 Specific regulation of histone mRNA translation ensures 

histone protein homeostasis under different nutrient 

conditions  

 

I have shown that in spite of the nutrient-specific regulation of histone transcripts, cells 

ultimately produce the same amounts of histone proteins across different nutrient 

environments. Protein abundance is determined by the mRNA abundance, translation 

efficiency and protein stability (9, 193, 194). Thus, measurements of both, transcript and 

protein levels, were complementary and equally important for gaining a better understanding 

of the regulatory mechanisms underlying nutrient-dependent histone homeostasis. In 

general, the degree of correlation between protein and mRNA levels in yeast can vary 

between different functional gene categories, and across nutrient conditions (193–196). In 

fact, it has been reported that the protein levels of some genes with similar mRNA levels can 

differ by more than 20-fold. At the same time, different mRNA levels can lead to invariant 

protein levels (195). My results show a clear decoupling of histone mRNA and protein 

abundance, with transcript levels being reduced in poor compared to rich growth medium, 

and protein levels remaining constant across all nutrient conditions. This suggests that cells 

compensate for the lower histone transcript concentrations by increasing the relative histone 

translation efficiency, or protein stability under poor nutrient conditions. 

In this work, I have demonstrated that the histone promoter can decouple reporter mRNA 

and protein expression across changing nutrients, leading to constant protein amounts in rich 

and poor growth media. The fact that the promoter can compensate for the nutrient-

dependent transcript levels, suggests that histone proteostasis is achieved through additional 

nutrient-specific regulation of translation. As the 5’ UTR is known to influence translation 

efficiency and protein abundance, I investigated the effect of the histone 5’ UTR on the 

protein levels of mCitrine when expressed from a histone promoter. However, I found that 
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mCitrine protein levels remained constant between growth media even after replacing the 

histone 5' UTR with that of other genes. So, how do cells adjust histone mRNA translation in 

the different media to achieve histone proteostasis?  

 

4.5 Nutrient-dependent histone translation might be modulated 

through an mRNA imprinting mechanism 

 

One possibility could be that histone translation is controlled through an mRNA imprinting 

mechanism. In recent years, various studies have challenged the notion that transcription, 

mRNA decay and translation machineries operate independently in the different cellular 

compartments (197–199). Instead, different factors have been identified that mark or ‘imprint’ 

newly synthesized mRNAs in the nucleus, often through co-transcriptional association, 

regulating post-transcriptional and translational processes (197). Such factors may include 

RNAs, ribonucleoproteins, various proteins or protein complexes that are loaded onto the 

mRNAs and remain associated with them, controlling processes such as mRNA export, 

stability, localization or translation (197, 198, 200). A prominent example is the imprinting of 

Pol II transcripts by the heterodimer Rpb4/7. Pol II has been reported to remotely regulate 

mRNA decay and translation by recruiting Rpb4/7, which co-transcriptionally binds the 

nascent transcript and remains attached to it throughout its lifetime. Rpb4/7 later controls 

post-transcriptional processes by physically interacting with key regulators, such as 

components of the translation initiation factor 3 or the decay complex (199, 201–203). 

Another study reports that translation of ribosomal genes is regulated through imprinting of 

the mRNAs with Not1, the scaffold of the Ccr4–Not complex (204). Co-transcriptional 

association of Not1 with emerging transcripts is promoted by Not5, which is also a subunit of 

the Ccr4–Not complex. Not5-mediated Not1 imprinting controls the translatability of mRNAs 

encoding ribosomal proteins, which in turn defines the translational capacity of the cell (204). 

Several studies have sought to elucidate how mRNA imprinting is achieved. However, the 

underlying mechanisms and the nature of imprinting vary, and are not always clear (198). 

Similar to the Pol II-dependent imprinting, it is possible that the transcriptional machinery 

itself recruits the imprinting factor, facilitating its association with the nascent transcript during 

transcription. Moreover, it has been indicated that promoter elements can regulate 

cytoplasmic processes such as mRNA degradation through promoter-mediated mRNA 
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imprinting (164, 198, 200, 205). For example, Bregman et al. proposed that binding of Rap1 

to the Rap1p-binding sites located within the UAS of RPL30, promotes the co-transcriptional 

imprinting of RPL30 transcripts, and determines mRNA stability (200). Overall, these 

collective studies have described potential crosstalk between the different stages of gene 

expression, suggesting that mRNA decay and translation in the cytoplasm can be regulated 

from the nucleus through an imprinting mechanism. Thus, I propose that histone core 

promoter elements may modulate translation efficiency according to the nutrient environment 

through mRNA imprinting. However, further studies will be needed to identify specific 

translational regulators required for the nutrient-dependent histone protein homeostasis.   

 

4.6 Model of budding yeast histone homeostasis across different 

nutrient environments 

 

In summary, I have investigated nutrient-dependent histone homeostasis in S. cerevisiae 

using a combination of population-level and single-cell approaches and demonstrated that 

cells maintain histone proteins in proportion to the DNA content, independent of nutrient-

related changes in cell growth and cell cycle (Fig. 30A). However, I found that histone protein 

levels are uncoupled from mRNA levels in rich and poor growth media. I propose that histone 

transcripts are differentially regulated according to the nutrient environment, so cells can 

minimise the risk of high histone accumulation in poor nutrient conditions, but also facilitate 

rapid protein synthesis under fast growth conditions. By separating the regulation of histone 

transcripts and their translation, cells can finely tune histone expression across different 

nutrient conditions, by shifting the balance between the speed and accuracy of protein 

production (Fig. 30B-C). 

The described decoupling of mRNA and protein expression may be a more general form of 

differential regulation of cell cycle-regulated genes across changing nutrient environments. 

Maintaining precise protein levels despite the changes in cell growth and cell cycle phases 

poses a challenge, especially for genes with expression profiles that peak during short 

periods of the cell cycle. However, it remains to be determined whether this specific nutrient-

dependent regulation of histones also occurs for other genes.  
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Figure 30. Model of nutrient-dependent budding yeast histone homeostasis. (A) Regardless of 

the nutrient-related changes in cell growth and cell cycle, histone proteins are produced at constant 

amounts in rich and poor growth media. By contrast, histone transcript amounts depend on the 

nutrient environment, and are upregulated in rich conditions. (B-C) Cells compensate for the 

differentially regulated transcript levels through nutrient-specific translation, finding the optimal 

balance between the speed and accuracy of protein production. This allows cells to facilitate fast 

histone biosynthesis in rich nutrients (B), but also avoid histone overproduction in poor nutrients (C).  
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5 Outlook 

 

To gain a deeper understanding of the regulation of histone homeostasis in changing 

nutrients, further investigations are required. In this work, I have shown that regardless of the 

nutrient-related changes in cell volume, growth rate or cell cycle progression, cells produce 

equal amounts of H2B, ensuring a constant ratio between histone proteins and genome 

content. Although it has been previously reported that cell growth on different carbon sources 

does not drastically alter nucleosome occupancy (206), it would be interesting to map and 

compare nucleosome occupancy levels in the growth media used in this study. Such 

measurements most often involve chromatin digestion with micrococcal nuclease (MNase), 

and high throughput sequencing of the nucleosome-protected DNA fragments (207).  

The histone mRNA analysis revealed a differential regulation of histone transcript 

concentrations across different nutrients. After measuring the nutrient-dependent mRNA 

stability in cells treated with the transcriptional inhibitor thiolutin, I draw the conclusion that 

transcription most likely accounts for the decreased histone transcripts in poor growth 

conditions. As a next step, it would be important to actually quantify the nutrient-dependent 

transcription rates of histone transcripts, for example by metabolic labelling with the uracil 

analog 4-thiouracil (4tU). This approach allows a direct measurement of mRNA synthesis 

and decay kinetics in unperturbed cells, and in combination with RNA sequencing, can be 

further extended to a genome-wide analysis of nutrient-dependent transcription and 

degradation rates (208, 209).  

In this study, I also performed smFISH to investigate the cell cycle-regulated mRNA 

expression of mCitrine driven by histone promoters in different nutrient conditions. To 

quantify individual mRNAs in single cells I used fluorescently labelled oligonucleotide probes 

that bind along the mRNA target of interest. While these probes were perfectly suited to 

detect mCitrine transcripts, they could not be applied for the detection of the endogenous 

histone genes HTB1 and HTB2 as their short gene length did not allow for sufficient probe 

binding. If not enough probes bind to the mRNA target, the quality of the fluorescent spots is 

too poor for proper quantification. Here, an alternative approach would be the use of 

branched probes that amplify the fluorescence signal by providing docking sites for additional 

oligonucleotide probes to bind sequentially (210). This would allow for the study of histone 
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mRNA expression at a single cell level, thereby providing insight into the cell cycle regulation 

of histone transcripts across different nutrients.   

To determine which regulatory promoter elements confer the nutrient-dependence of histone 

transcripts I analysed the transcript levels of mCitrine driven by a serially truncated or 

mutated HTB1 promoter. My results indicate that promoter motifs such as the UAS1, UAS2 

and/or the NEG element may be required for the regulation of histone transcripts across 

different nutrients. To disentangle the contribution of the NEG element to the nutrient-

dependence of histone concentrations, one could delete the 54-bp NEG region between 

UAS2 and UAS3 and quantify any potential changes to the initial trend.  

Moreover, this study provided first evidence that the major transcriptional activator Spt10 

may be involved in the differential regulation of histone transcripts. It would be interesting to 

test whether the concentration of Spt10 in the cell changes according to the nutrient 

environment, possibly decreasing in poor growth medium. This in turn could affect the binding 

of Spt10 to the promoter, thereby reducing histone transcription. The interaction of Spt10 

with histone promoters in the different nutrients can be further investigated by chromatin 

immunoprecipitation (Chip).  

In this work, I also found that increased histone levels were more toxic to cells on SCGE 

compared to YPD. Part of the reason for this may be the preferential acetylation of excess 

histones, which has a greater effect on the already limited availability of acetyl-CoA in cells 

growing on non-fermentable carbon sources (132). To further test this hypothesis, one could 

increase the levels of acetyl-CoA in cells on SCGE by supplying acetate as a source for the 

synthesis of additional acetyl-CoA (132, 211). Subsequent measurements of the population 

doubling times will then reveal whether the increased availability of acetyl-CoA can rescue 

the cell growth phenotype in SCGE.  

The characterization of histone biogenesis at the mRNA and protein level revealed a 

decoupling of transcript and protein abundance across different nutrients. Based on my 

results I therefore proposed that nutrient-specific regulation of translation is necessary to 

ensure histone protein homeostasis in different growth media. More specifically, cells 

compensate for the lower histone transcript concentrations by increasing the relative 

translation efficiency under nutrient-poor conditions. To further validate this conclusion, a 

comprehensive analysis of the nutrient-dependent synthesis rates of histone proteins is 

required. Here, ribosome profiling, which relies on deep sequencing of mRNA fragments 

protected by the ribosome, provides a quantitative measurement of protein specific and 
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global translation (212). To complement these data, histone protein degradation in rich and 

poor nutrients can be analyzed by translation inhibition experiments i.e. cycloheximide chase 

followed by western blot (213). As I ruled out the contribution of the histone 5’UTR to the 

nutrient-specific translation efficiency of histones, it would be interesting to investigate the 

potential role of mRNA imprinting in the regulation of translation efficiency. This would shed 

light on how promoter elements can remotely coordinate histone translation in the cytoplasm. 

It is possible that following transcription, imprinting factors bind to the histone transcript in a 

promoter-dependent manner and accompany it throughout its life cycle, controlling 

cytoplasmic processes. To elucidate a potential mechanism of promoter-dependent mRNA 

imprinting, protein-RNA complexes can be extracted and histone RNA-associated proteins 

can be identified in the different nutrients by mass spectrometry. To determine the histone-

specific coordinators, one can use strains with an integrated copy of mCitrine driven by a 

histone or a housekeeping gene promoter, i.e. an ACT1 or MDN1 promoter. Factors 

associated only with transcripts expressed from histone promoters can be examined to 

assess their role in regulating protein abundance and synthesis rate. Candidates found to 

significantly influence the nutrient-dependent translation efficiency of histones can be further 

tested for possible interactions with the promoter itself or components of the translational 

machinery. These extensive studies will provide a more comprehensive picture of the 

regulatory processes required to maintain histone protein homeostasis in different nutrients.  

Finally, I propose that histone homeostasis could also lay the foundation for a deeper 

understanding of the differential regulation of other cell cycle-regulated genes across 

changing nutrient environments. Therefore, it would be interesting to extend the analysis 

genome-wide using RNA-seq and mass spectrometry to identify further cell cycle-regulated 

or even DNA-binding proteins that show similar nutrient-dependent regulation. 
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