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Summary

Predicting psychological attributes using psychometric approaches is a complex task that invol-
ves estimating latent constructs that cannot be directly measured. Psychometrics focuses on the
measurement and assessment of psychological attributes, such as personality traits, behavioral
patterns, or psychological disorders. Traditionally, personality assessment relied on self-report
questionnaires, but advancements in technology have opened up new possibilities for assess-
ment, particularly through the analysis of digital footprints.

Smartphone sensor data has become particularly valuable in this context. By analyzing data re-
lated to movement, conversation patterns, activities, and interests, it is possible to gather in-
sights that can contribute to predicting psychological attributes. Machine learning techniques
are commonly employed to develop predictive models in this field. However, it is essential to en-
sure that the predictions are meaningful, accepted, and interpretable to gain trust from users.

Interpreting machine learning models is crucial in the context of psychometric prediction. In-
terpreting the models helps identify biases, understand their operations, and determine the va-
riables they rely on. This process enhances the accuracy of the models, establishes trust in their
predictions, and promotes fairness in the prediction process. Given the large datasets involved
in using smartphone sensor data, the issue of multicollinearity arises, making it challenging to
identify which features are truly essential for predicting psychological attributes. To address this
challenge, this thesis focuses on grouping similar features and quantifying their importance, ai-
ming to reduce data complexity and highlight the most relevant factors. Additionally, visuali-
zing the impact of these feature groups can provide a deeper understanding in the behavior of
the predictive models.
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Zusammenfassung

Psychometrie bezieht sich auf die Messung psychologischer Merkmale wie Persönlichkeitsmerk-
male, Verhaltensmuster oder psychischer Störungen. Üblicherweise werden hierfür Selbstaus-
kunftsfragebögen verwendet, da psychologische Merkmale oft nicht direkt messbar sind. Dank
technologischer Fortschritte eröffnen sich jedoch moderne Möglichkeiten, psychologische Merk-
male vorherzusagen, insbesondere durch die Analyse digitaler Fußspuren.

Besonders relevant sind in diesem Zusammenhang Smartphone-Sensordaten. Durch die Aus-
wertung von Daten zu Bewegungsmustern, Gesprächsverhalten, Aktivitäten und Interessen
können Erkenntnisse gewonnen werden, die zur Vorhersage psychologischer Merkmale beitra-
gen können. Hierbei kommen häufig maschinelle Lernverfahren zum Einsatz. Dabei ist es wich-
tig sicherzustellen, dass die Vorhersagen sinnvoll, akzeptiert und interpretierbar sind.

Die Interpretation maschineller Lernverfahren spielt bei der Vorhersage psychologischer Merk-
male eine entscheidende Rolle. Sie hilft dabei, die Funktionsweise der Modelle zu verstehen und
wichtige Variablen zu identifizieren. Bei der Verwendung von Smartphone-Daten entstehen
große Datensätze, was das Problem der Multikollinearität mit sich bringt. Dies erschwert die Be-
stimmung, welche Merkmale tatsächlich relevant sind, um psychologische Merkmale vorherzu-
sagen. Um dieser Herausforderung zu begegnen, konzentriert sich diese Arbeit darauf, ähnliche
Merkmale zu gruppieren und ihre Bedeutung zu quantifizieren. Dadurch kann die Komplexi-
tät der Daten reduziert und die relevantesten Faktoren hervorgehoben werden. Darüber hinaus
kann die Visualisierung der Effekte dieser Merkmalsgruppen ein besseres Verständnis für das
Verhalten der Vorhersagemodelle liefern.
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CHAPTER 1
Introduction

1.1 Outline

This thesis focuses on the utilization of smartphone sensor data in machine learning to predict
psychological traits and discusses the challenges that arise in the field of machine learning.

In Chapter 2, the application of smartphone sensor data in the context of psychological research
is discussed. The PhoneStudy (Stachl et al., 2022), a comprehensive research project involving
three distinctive phases of data collection, is introduced. This project has led to a number of
research articles, underscoring the significant impact of the PhoneStudy.

Chapter 3 introduces fundamental machine learning concepts, with a focus on their practical
use in predicting psychological traits using sensor data. Substantial challenges that arise in the
field of machine learning are discussed here, especially the importance of interpreting and ex-
plaining the inner workings of machine learning models.

The remaining sections of this thesis are divided into two main parts, labeled as Part I and Part II.
These parts include the contributing articles, structured as individual chapters (Chapter 4 - 12).
Each chapter starts with a comprehensive reference to the original publication, accompanied
by a detailed description of the specific contributions made by the doctoral candidate. Moreo-
ver, where applicable, supplementary materials, accompanying software, and essential copyright
information for the articles are included.

Finally, the thesis concludes with Part III, offering insights into potential future directions and
ongoing research.

1.2 Motivation and Scope

In recent years, the integration of machine learning techniques with psychological research has
significantly advanced our understanding of human behavior and cognitive processes (Montag
and Elhai, 2019; Kosinski et al., 2013). This interdisciplinary approach has opened up a wide
range of possibilities, with one area of particular interest being the utilization of smartphone
sensor data in psychological studies. Smartphones have become widespread in modern society,
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and they are equipped with an array of sensors that can capture rich and diverse data about
individuals’ behavior, activities, and interactions.

The adoption of smartphones in daily life has led to the generation of vast amounts of sensor da-
ta, including GPS location, accelerometer readings, call and text logs, application usage, screen
touches, and more. This vast amount of data provides researchers with unprecedented oppor-
tunities to gain insights into various aspects of human behavior, such as mobility patterns, social
interactions, sleep patterns, physical activity, and even mental health indicators. Psychological
researchers have embraced the potential of smartphone sensor data to address research questi-
ons and explore novel avenues of investigation. For instance, accelerometer data has been used
to predict cognitive decline and detect symptoms of depression (Saeb et al., 2015).

The use of machine learning algorithms to analyze smartphone sensor data has proven to be
instrumental in uncovering meaningful patterns and relationships within the data. Techniques
such as supervised learning, unsupervised learning, and deep learning have been employed to
extract valuable information from these rich datasets. Moreover, the integration of data from
multiple sensors has enabled researchers to create more comprehensive models of human be-
havior, yielding a deeper understanding of psychological phenomena (Wan et al., 2020). The
integration of machine learning and smartphone sensor data in psychological research shows
great promise. Still, certain challenges must be addressed thoughtfully. These challenges include
safeguarding data privacy, handling ethical concerns, and acknowledging potential biases in the
data collection process. The responsible and ethical use of this technology in research is essen-
tial to ensure both its effectiveness and the protection of the individuals involved (Fuller et al.,
2017).

The thesis presents significant contributions in distinct areas. Firstly, it focuses on predicting
personality traits, exemplified by the utilization of the Big Five Inventory, as detailed in Chap-
ter 8 (Stachl et al., 2020). Furthermore, the thesis explores the prediction of the sensation see-
king personality trait, a topic discussed in Chapter 9 (Schoedel et al., 2018). Additionally, the
thesis explores the relationship between smartphone usage and various aspects, such as autism
(Chapter 12, Schuwerk et al. (2019)), circadian rhythm (Chapter 11, Schoedel et al. (2020)),
and personality traits based on the Big Five model (Chapter 10, Stachl et al. (2017)).

The main focus in this work is on supervised machine learning and the challenges that arise
when applying these techniques to smartphone sensor data for predicting psychological attri-
butes. These challenges can be complex, especially when predicting personality traits (e.g., Big
Five Inventory). One challenge arises when there are multiple target variables that need to be pre-
dicted simultaneously, which can make the modeling process more complicated. To tackle this
issues, the article in Chapter 5 (Probst et al., 2017) introduces an implementation of Multilabel
algorithms within the machine learning software mlr Bischl et al. (2016). An updated version of
this machine learning framework for the statistical software R is introduced in Chapter 6 (Lang
et al., 2019).
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Furthermore, especially in psychological research, there is a need for explaining the statistical
models, which are used. There is a trade-off between simple models, which are easy to interpret,
and complex, so-called “black box” models, which are typically highly accurate, but they lack
transparency, making it challenging to interpret the underlying reasons for their predictions
(Rudin, 2019). Conventional techniques for interpreting black box models primarily focus on
quantifying the importance and visualizing the effects of individual features. In the specific use
case in the PhoneStudy, where smartphone sensor data is used to predict psychological attribu-
tes, these features displayed high intercorrelation but could naturally be categorized into distinct
groups, such as music listening data, call behavior, GPS sensor data, and more. To address the
need to interpret machine learning models that incorporate grouped features, Chapter 4 (Au
et al., 2022) provides an in-depth discussion of methods explicitly designed for assessing the
importance and visualizing the effects from groups of features.
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CHAPTER 2
Smartphone Sensor Data

The widespread adoption of smartphones has made them an essential aspect of our daily rou-
tines. These devices come equipped with a variety of sensors and logging features that enable
the collection of extensive data regarding human behavior. They can record diverse aspects such
as app usage, media consumption, location tracking, and communication patterns, providing a
comprehensive picture of individual’s daily activities.

The large amount of data collected on smartphones creates substantial research opportunities
across multiple fields, particularly in psychology. Researchers have already started leveraging
this data to discover valuable insights. For example, studies have investigated smartphone data
regarding mental health (Zbiciak and Markiewicz, 2023; Servia-Rodríguez et al., 2017), move-
ment patterns and social behavior (Harari et al., 2017), as well as sleep patterns and cognitive
performance (Wilmer et al., 2017). Moreover, personality traits have also been a subject of in-
vestigation using smartphone data (Chittaranjan et al., 2013; de Montjoye et al., 2013; Mønsted
et al., 2018; Harari et al., 2020; Montag et al., 2014).

2.1 PhoneStudy

The data used in this thesis was collected as part of the PhoneStudy mobile sensing research
project (Stachl et al., 2022) conducted at the Ludwig-Maximilians-Universität München. The
data collection process spanned from 2014 to 2018 and consisted of three separate data collec-
tions, each following distinct study procedures. Further information regarding the procedures
of these individual studies can be found in the respective research articles (Stachl et al. (2017),
Schuwerk et al. (2019), Schoedel et al. (2020)).

In summary, behavioral data was gathered from 624 volunteers over a period of 30 consecutive
days. The majority of participants (91%) had completed A levels, while 20% held a university
degree. The sample had a relatively young age distribution, with a mean age of 23.56 years and a
standard deviation of 6.63. However, there was an imbalance in terms of gender representation,
with 377 women, 243 men, and 4 participants who chose not to disclose their gender. All partici-
pants provided informed consent and willingly participated in the study. They retained the right
to withdraw their participation and request the deletion of their data, as long as re-identification
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remained possible. The research procedures were approved by the Institutional Review Board of
the Psychology Department at Ludwig-Maximilians-Universität München, and the study was
conducted in accordance with the applicable laws and regulations of the European Union. The
successful publications resulting from the PhoneStudy research project have played a central
role in shaping this thesis, with contributions that can be summarized as follows:

PredictingPersonality fromPatterns of BehaviorCollectedwith Smartphones – Chap-
ter 8 (Stachl et al., 2020) investigates the use of machine learning for predicting Big Five per-
sonality dimensions using behavioral data collected from smartphones. The research identifies
distinct behavioral patterns in communication, social behavior, music consumption, app usa-
ge, mobility, overall phone activity, and day-night activity that serve as predictors of persona-
lity traits. The study highlights the potential benefits for research and raises concerns about
privacy and psychological targeting when collecting and modeling behavioral data from smart-
phones.

Digital Footprints of Sensation Seeking – Chapter 9 (Schoedel et al., 2018) explores the
impact of new technologies on personality research, where personality traits are investigated
through digital footprints. Using data collected on smartphones, the study predicts self-reported
sensation seeking scores with machine learning methods, demonstrating the potential of mobile
sensing techniques in enhancing the understanding of human behavior.

Personality Traits Predict Smartphone Usage – The contribution in Chapter 10 (Stachl
et al., 2017) examines how psychological attributes, like personality traits, fluid intelligence, and
demographics, can predict mobile application usage on smartphones. It reveals that personality
traits, particularly extraversion, conscientiousness, and agreeableness, are better predictors of
app usage in specific categories like communication, photography, gaming, transportation, and
entertainment. Additionally, the study shows that fluid intelligence and demographics also have
stable associations with categorical app usage.

To Challenge the Morning Lark and the Night Owl: Using Smartphone Sensing Data
to Investigate Day–Night Behaviour Patterns – Chapter 11 (Schoedel et al., 2020) high-
lights the potential of smartphone sensing in investigating day-night patterns and related traits.
This article explores individual differences in day-night patterns, their association with persona-
lity traits, and the impact of traits and work behaviors on day-night patterns during weekends.

Enter the Wild: Autistic Traits and Their Relationship to Mentalizing and Social
Interaction in Everyday Life – In Chapter 12 (Schuwerk et al., 2019), smartphone-based
experience sampling was used to investigate the relationship between mentalizing, autistic traits,
and social behavior in everyday life. The results showed that mentalizing occurred less frequent-
ly compared to reasoning about actions, and individuals with higher autistic traits displayed re-
duced communication via smartphone. However, there was no significant association between
autistic traits and social media usage for connecting with others.
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2.2 Psychometric Assessments in the PhoneStudy

During the PhoneStudy, several psychometric assessments were conducted. Across all three data
collections, the Big Five Inventory was assessed to measure participants’ personality traits. In the
second data collection (Schuwerk et al., 2019), the focus was also on assessing autism-related
characteristics. In the third data collection (Schoedel et al., 2020), the psychometric assessment
focused on measuring participants’ sensation seeking tendencies.

2.2.1 Big 5 Inventory

The Big Five Inventory (BFI) is a widely accepted tool for assessing personality, which is based on
the Five-Factor Model of personality, commonly known as the Big Five personality traits (John
et al., 2008). In the PhoneStudy, participants were given a questionnaire consisting of 300 items.
Participants were asked how well each item described them on a four-point Likert scale, ranging
from “untypical for me” to “typical for me”. Data collection was conducted in two different
ways, depending on the respective study’s design. Some participants completed the questionn-
aire on provided computers. Other participants were provided access to the questionnaire on
their smartphones. The Five-Factor Model consists of five major personality factors:

Openness: This trait reflects an individual’s willingness to engage with imagination, creativity,
and openness to new experiences. People high in openness tend to be curious, innovative, and
willing to explore unconventional ideas. Conversely, those low in openness may exhibit resis-
tance to change, a preference for routine, and a tendency to avoid novel situations.

Conscientiousness: Conscientious individuals are characterized by their organization, respon-
sibility, and goal-oriented behavior. They are generally disciplined, reliable, and tend to plan and
complete tasks meticulously. On the negative end, low conscientiousness may lead to disorga-
nization, lack of follow-through, and a more relaxed approach to responsibilities.

Extraversion: Extraverts are outgoing, social, and enjoy interacting with others. They tend to
be energetic, assertive, and seek stimulation from their external environment. Conversely, intro-
verted individuals might be reserved, prefer solitary activities, and may find social interactions
draining.

Agreeableness: This factor relates to an individual’s interpersonal tendencies, such as kindness,
cooperation, and empathy. People high in agreeableness are considerate, nurturing, and tend to
prioritize harmonious relationships. On the other hand, low agreeableness could manifest as
being more competitive, less empathetic, and less inclined to cooperate with others.

Emotional Stability: Also known as neuroticism, this trait refers to an individual’s emotional
resilience and stability. Those with high emotional stability are more composed, calm, and less
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prone to experiencing negative emotions. Individuals with low emotional stability, however,
might be more susceptible to stress, anxiety, and mood fluctuations.

The questionnaire provides ratings for each of the five factors. These ratings are expressed as
numerical values and are typically standardized to allow for a better comparison among different
individuals. In addition, each factor also consists of six sub-facets, making a total of 30 facets and
5 factors, that contribute to a comprehensive personality assessment.

2.2.2 Sensation Seeking

Sensation seeking is a personality trait that indicates an individual’s tendency to pursue new,
thrilling, and exciting experiences (Zuckerman, 1994). The sensation seeking personality trait
of the participants was measured using the impulsive sensation seeking (ImpSS) subscale of the
Zuckerman–Kuhlman personality questionnaire (Zuckerman, 2002). The 19 individual item
scores were summed up to derive an ImpSS score, which ranged between 0 and 19. For more
detailed information, please consult the research article by Schoedel et al..

2.2.3 Autism

The level of autistic traits was assessed using the following three most commonly used and vali-
dated self-report questionnaires for adults: the Autism-Spectrum Quotient (AQ), the Empathy
Quotient (EQ), and the Broader Autism Phenotype (BAP) questionnaire. See the respective re-
search article (Schuwerk et al., 2019) for more details. These questionnaires are known for their
sensitivity in measuring the prevalence of autistic traits in the general population, with each tar-
geting slightly different aspects of autistic personality traits. To analyze the data in this study,
individual scores from these three questionnaires were combined into a single compound score
of autistic traits, calculated as the mean of z-transformed scores from each questionnaire. All
participants completed the questionnaires, including the control questionnaires, using compu-
ters in the laboratory.

2.2.4 Machine Learning for PhoneStudy Data

In the PhoneStudy project, one objective was to apply machine learning algorithms to predict
the big five personality traits based on smartphone data. However, preparing the data for machi-
ne learning posed a significant challenge due to the nature of the dataset. The data consisted of
longitudinal records for each of the 624 participants, capturing various smartphone events such
as screen interactions, app usage, GPS coordinates, call and SMS events, and more. As a result,
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the dataset grew quite large, with over 30 million rows and 70 columns, amounting to appro-
ximately 18GB of data stored in a MariaDB database (see Table 2.1). This sheer volume of data
made it impractical to directly use it for machine learning purposes. To address this issue, exten-
sive feature engineering was undertaken to extract meaningful and relevant information from
the raw smartphone data. A dedicated effort was made to derive insightful features that could
serve as inputs for the machine learning algorithms. In total, over 100 individual functions were
developed to process the data and extract more than 15,000 features for each participant. The
high number of features is a result of calculating features for each app used by the participan-
ts. For instance, this includes metrics such as the daily mean number of app uses for each app,
resulting in a large set of features. The feature engineering process aimed to capture relevant
patterns, behaviors, and interactions from the smartphone data that could potentially be indi-
cative of the participants’ big five personality traits. Through careful selection and extraction of
features, the dataset was transformed into a more manageable and informative representation
(see Figure 2.1). For further details on the feature engineering process and the specific features
derived, interested readers can refer to the research paper (Stachl et al., 2020) on the topic. Ad-
ditional information can also be found on the project’s website1 .

Various algorithms were considered, starting with simpler and interpretable linear models like
Lasso regression (Tibshirani, 1996). These models facilitated a better understanding of the re-
lationship between features and the target variable (e.g., Big 5 personality traits, or sensation
seeking score). In addition, decision trees were explored as an alternative approach, offering in-
terpretable rules for decision-making (Breiman et al., 2017). However, they had limitations in
capturing complex data interactions, which affected their predictive power. For a better predic-
tive performance, more advanced algorithms such as random forests (Breiman, 2001), neural
networks (Rumelhart et al., 1986), and boosting algorithms (Friedman, 2001a) were investiga-
ted.

The performance of these models is commonly compared in benchmark experiments using nes-
ted cross-validation (Bischl et al., 2012). In this approach, hyperparameter tuning is exclusively
performed on the inner datasets, while the evaluation of model performance takes place on the
outer datasets that were left out during the tuning process. The contribution in Chapter 6 offers
a machine learning framework in the statistical programming language R and aids in this process
by making it easier to apply different algorithms on various datasets while tuning hyperparame-
ters.

Furthermore, since many factors and facets contribute to an individual’s personality assessment,
it could be advantageous to use algorithms, that predict the target variables simultaneously,
while also addressing potential interdependencies among these. The contribution presented in
Chapter 5 provides an implementation of multilabel algorithms, serving as an initial approach
to address scenarios with multiple target variables. For a more comprehensive understanding of
these learning tasks, please refer to Section 3.1.2.

1https://compstat-lmu.shinyapps.io/Personality_Prediction/
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ID Timestamp Source Event Call Length ….
1 1597996890 SCREEN SCREEN_ON
1 1597996892 APP Homescreen
1 1597996895 APP WhatsApp

… … … …
624 1565265600 WIFI WIFI_ON
624 1565265610 APP Homescreen
624 1565265613 PHONE Incoming 132

Table 2.1: Example for the raw smartphone logging data. This data is timestamped, providing
information about events that occur on the smartphone, and it includes additional
metadata for certain information (e.g., call length). The raw data consists of more
than 30 million rows and 70 columns.

Figure 2.1: Schematic representation of feature extraction from raw data. This process results
in one row per participant (ID). Exemplary features include the daily mean number
of incoming calls, or the daily mean number of app uses for each app.
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In conclusion, Section 3.2 tackles the crucial task of interpreting machine learning models. This
interpretation is vital because it allows to gain a deeper understanding of how these models make
predictions. The iml-package (Molnar et al., 2018) is a valuable resource, offering practical mo-
del interpretation methods within the R environment.
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CHAPTER 3
Methodological Background

In this thesis, the focus lies on the prediction of psychological attributes from smartphone data
using machine learning algorithms.

By leveraging various types of smartphone data, including communication behavior, app usa-
ge, GPS location, or music usage, valuable insights can be gained into people’s behavior. These
insights can potentially serve as indicators of their psychological traits. Machine learning tech-
niques play a crucial role in this process. By applying these algorithms, valuable patterns and
relationships within the data can be uncovered, enabling accurate predictions of psychometric
measures. Furthermore, these approaches contribute to the generation of hypotheses about hu-
man behavior and provide insights into individuals’ psychological characteristics. This chapter
offers introductory insights into supervised machine learning, accompanied by mathematical
definitions and essential background information.

3.1 Supervised Machine Learning

In supervised machine learning, the goal is to learn from labeled data, where input-output pairs
are given. The primary aim is to train the model so that it can make precise predictions on new,
unseen data. In contrast, unsupervised machine learning differs from supervised learning, as the
model learns from unlabeled data without explicit input-output pairs. The objective in unsuper-
vised learning is to explore the inherent structure within the data, identify patterns, and discover
relationships among the variables. Common unsupervised learning techniques include cluste-
ring, dimensionality reduction, and density estimation. While unsupervised learning holds si-
gnificant value with its wide range of applications, this thesis primarily focuses on supervised
machine learning.

3.1.1 Notation

In the domain of supervised machine learning, the underlying assumption is the existence of an
unknown functional relationship between a feature space X and a target space Y

f : X −→ Y , (3.1)
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where X is a p-dimensional feature space, defined as X = X1×. . .×Xp, and Y is a d-dimensional
target space, defined as Y = Y1× . . .×Yd. The corresponding random variables associated with
these spaces are denoted as X = (X1, . . . , Xp) and Y = (Y1, . . . , Yd).

Machine learning algorithms aim to discover the underlying functional relationship by using
a set of n ∈ N independently and identically distributed (i.i.d.) observations drawn from the
joint space X × Y , where the underlying probability distribution P is unknown. This dataset
is represented as D = {(x(i), y(i))}ni=1, where the vector x(i) = (x

(i)
1 , ..., x

(i)
p )⊺ ∈ X is the i-th

observation associated with the target variable y(i) = (y
(i)
1 , ..., y

(i)
d )⊺ ∈ Y . The j-th feature is

denoted by xj = (x
(1)
j , ..., x

(n)
j )⊺, for j = 1, ..., p.

The performance of a fitted model f̂ is assessed by the general error measure

ρ(f̂ ,P) = E(L(f̂(X), Y )). (3.2)

This measure represents the expected value of a loss function L when applied to test data drawn
independently from P . To estimate this general error, the model is evaluated on unseen test data
denoted as Dtest , and the estimation is calculated as

ρ̂(f̂ ,Dtest) =
1

|Dtest|
∑

(x,y)∈Dtest

L(f̂(x), y). (3.3)

When a machine learning algorithm (or learner) I is applied to a given dataset D, it produces a
fitted model I(D) = f̂D. The expected generalization error of a learner I considers the variability
by sampling different datasets D of equal size n from the underlying probability distribution P
and is defined by

GE(I,P , n) = E|D|=n(ρ(I(D),P)). (3.4)

In practice, to estimate Eq. (3.4), resampling techniques like cross-validation or bootstrapping
are applied to the available dataset D. These techniques involve creating multiple subsets of the
data, which are then used for training and evaluation. The dataset D is divided into k ∈ N trai-
ning datasets Di

train and their corresponding test datasets Di
test, i = 1, ..., k. Each training dataset

contains roughly the same size nitrain < n. The expected generalization error can be estimated by

ĜE(I,D, ntrain) =
1

k

k∑
i=1

ρ̂(f̂Di
train

,Di
test). (3.5)

3.1.2 Learning Tasks

The type of machine learning task is determined by the target space Y = Y1×...×Yd. In the case,
where d = 1, there are two fundamental machine learning tasks: regression and classification.
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Regression – Regression involves predicting a continuous target, i.e., Y = R. An illustrative
example in psychometric prediction is the utilization of machine learning models to accurately
predict an individual’s IQ based on a variety of cognitive tests, educational background, and
other pertinent factors (Schütze et al., 2018).

Classification – On the other hand, classification focuses on predicting discrete classes, which
can be either binary classification involving two classes or multiclass classification involving mo-
re than two classes. Mathematically, binary classification can be represented as Y = {0, 1},
where 0 and 1 represent the two distinct classes. Multiclass classification, on the other hand,
is denoted as Y = {1, 2, ...,m}, where m denotes the total number of classes. In the field of
psychometric prediction, classification techniques find diverse applications. For instance, bina-
ry classification enables machine learning models to discern whether an individual belongs to
a particular category, such as a diagnostic group, by analyzing specific features or test results.
Furthermore, multiclass classification plays a crucial role in classifying individuals into multiple
distinct groups. One illustrative example is in the context of Attention Deficit Hyperactivity
Disorder (ADHD) classification, where individuals can be categorized into different subtypes,
including typically developing (TDC), ADHD-inattentive (ADHD-I), and ADHD-combined
(ADHD-C) (Qureshi et al., 2016).

In addition to the fundamental machine learning tasks of regression and classification, when
encountering a more complex target space Y = Y1× ...×Yd where d > 1, several other notable
machine learning tasks come into play (Waegeman et al., 2018):

Multilabel Classification – When all target variables are binary, this problem is known as
multi-label classification. Unlike traditional classification, where an instance belongs to a single
class, multilabel classification allows for more complex and nuanced categorization. The target
space can be defined as Y = {0, 1}d. This task is commonly encountered in real-world applica-
tions, such as image recognition, where an image may contain multiple objects, and the goal is
to identify all relevant objects present in the image.

In the contribution in Chapter 5 several methods for multilabel classification were implemen-
ted in the machine learning software mlr (Bischl et al., 2016) and compared in a benchmark
experiment.

Multivariate Regression – Multivariate regression is a powerful technique used to predict
multiple continuous target variables simultaneously. Here the target space can be defined as Y =

Rd. Instead of using separate regression models for each target variable, multivariate regression
captures the relationships and dependencies between the targets, resulting in more accurate and
comprehensive predictions. When applying multivariate regression to predict a person’s Big Five
personality traits (openness, conscientiousness, extraversion, agreeableness, and neuroticism),
it gives us a comprehensive understanding of their personality by considering how these traits
influence each other (Omheni et al., 2014).
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Multioutput Prediction – Multi-output prediction is considered the most generalized and
flexible form of learning, as it allows the target variables to be of mixed types. Here the target
space can be defined as Y = Y1 × ... × Yd, where Yi can be either {0, 1}, {1, ...,m}, or R, for
i = 1, ..., d.

In psychological research, mixed target variables are relevant, for example, predicting persona-
lity and demographic traits based on behavioral data. Predicting personality through regressi-
on, gender through classification, and age through ordinal regression simultaneously provides
valuable insights compared to predicting them independently. Traits like gender and age have
been found to be related to personality, making multi-output prediction highly useful in such
contexts (Goldberg et al., 1998).

3.1.3 Evaluation Measures

The performance of machine learning models (James et al., 2013) are evaluated by comparing
their predictions f̂(x) with the actual values y through the means of a loss function L (see Eq.
3.3). For the one dimensional (d = 1) tasks, the dataset consists of observations x(i) and scalar
target variables y(i). For regression tasks, typical performance metrics are computed by using the
estimated model’s residuals ϵ̂ = y − f̂(x). A frequently used measure is the mean squared error
(MSE), which uses the L2 loss function: L2(f̂(x), y) = (y − f̂(x))2. For a given test dataset
Dtest = {(x(i), y(i))}mi=1 the MSE can be calculated as

M̂SE =

m∑
i=1

(
y(i) − f̂(x(i))

)
. (3.6)

For classification tasks, one commonly used metric for is the accuracy score ACC, which calcu-
lates the proportion of correctly classified instances out of the total number of instances in the
test dataset Dtest . The loss function here is the 0/1-loss: L0/1(f̂(x), y) = 1f̂(x) ̸=y. The accuracy
score can thus be calculated as

ÂCC = 1− 1

m

m∑
i=1

1f̂(x(i)) ̸=y(i) . (3.7)

In practice, ACC is often used as a primary metric to evaluate binary classifiers, especially when
the classes are balanced (i.e., have approximately equal representation in the dataset). Howe-
ver, it is essential to consider other metrics, such as precision, recall, and F1-score, especially
when dealing with imbalanced datasets, where one class might dominate the other in terms of
instances. These additional metrics provide a more comprehensive evaluation of the model’s
performance in handling different classes and help identify potential biases or limitations in the
classifier.

16



In the case d > 1, dealing with multiple target variables makes evaluating performance more
challenging. In general, the actual target values y(i) = (y

(i)
1 , ..., y

(i)
d )⊺ are compared with the pre-

dicted target values ŷ(i) = (ŷ
(i)
1 , ..., ŷ

(i)
d )⊺. Various performance measures have been developed

specifically for multilabel classification and multivariate regression problems (Borchani et al.,
2015; Zhang and Zhou, 2013).

For multi-label classification, an example of a performance metric is the Hamming loss HL,
which compares predicted labels with actual labels. For one observation, this can be calculated
as

ĤL =
1

d

d∑
i=1

1{yi ̸=ŷi}. (3.8)

This value is calculated instance-wise, and the performance of a test set is the mean Hamming
loss of each instance.

For multivariate regression, an example of a performance metric is the multivariate mean squared
error (MMSE), which is the mean MSE of every target. For one instance, this can be calculated
as

MMSE =
1

d

d∑
i=1

(yi − ŷi)
2. (3.9)

Again, the performance of a test dataset is calculated by the mean of each MMSE score of each
instance.

In the more generalized multi-output prediction problem, however, calculating a single perfor-
mance value from possible mixed target spaces is not straightforward. Since datasets with mixed
target spaces can vary significantly and may involve both classification and regression tasks du-
ring evaluation, a general definition of a performance metric is impractical and should be left to
the user’s discretion.

3.1.4 R2 as an Evaluation Measure

The coefficient of determination, commonly represented as R2, plays a fundamental role in re-
gression analysis (Montgomery et al., 2021). It quantifies the extent to which the variance in the
dependent variable can be anticipated by the independent variables. R2 takes values between 0
and 1, where 0 indicates that the model does not explain any of the variability in the dependent
variable, and 1 indicates that the model perfectly explains all the variability. R2 is defined as:

R2 = 1−
∑n

i=1(yi − ŷi)
2∑n

i=1(yi − ȳ)2
, (3.10)
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where ȳ is the mean value of the dependent variable for all data points. In the context of machi-
ne learning, R2 can be used as a performance measure for regression models, but it can indeed
take on negative values in certain scenarios. This can happen when the model’s predictions are
worse than simply using the mean of the dependent variable as the prediction for all data points
(Alexander et al., 2015). When R2 is negative, it indicates that the model’s performance is worse
than a simple baseline that predicts the mean of the dependent variable. This can occur due to
overfitting, underfitting, or dataset shift, where the model doesn’t generalize well to new data.
It emphasizes the importance of assessing a model’s performance on unseen data that shares
similar characteristics with the training data.

3.2 Interpretable Machine Learning

Interpretable Machine Learning (IML) is a vital aspect of the PhoneStudy project, enabling
a deeper understanding of the predictive models and their impact on psychological attribute
prediction based on smartphone data. IML methods play a central role in enhancing model
transparency and accountability, ensuring the trustworthiness of the predictions in real-world
applications (Lundberg and Lee, 2017a; Ribeiro et al., 2016). Researchers often prefer simpler
models due to their ease of interpretation and understandability. These models, such as linear
regression, decision trees, or logistic regression, have transparent structures that allow users to
understand how the input features contribute to the final predictions. This interpretability is
especially beneficial when researchers aim to gain insights into the relationships between varia-
bles and to communicate the model’s findings effectively. Furthermore, in critical domains like
medicine or criminology, predictive models are frequently employed to make decisions that di-
rectly impact human life (Caruana et al., 2015). In such high-stakes applications, the adoption
of interpretable models becomes essential to offer clear explanations for their decisions. Inter-
pretable models play a significant role in improving the understanding of prediction processes
and ensuring accountability in these sensitive fields.

Complex black box models, like deep neural networks or ensemble methods, may achieve higher
predictive accuracy but are challenging to interpret. These models are often used in certain use
cases where interpretability may not be the primary concern. For example, in recommendation
systems or image recognition tasks, the focus is often on maximizing predictive accuracy wi-
thout requiring detailed explanations for each recommendation or classification (Doshi-Velez
and Kim, 2017).

The desire to explain predictions and outcomes from any model has led to the development of
model-agnostic methods. Model-agnostic techniques are designed to be applicable to any type
of predictive model. These methods focus on providing post hoc explanations for individual
predictions, enabling users to understand the factors that influenced a specific outcome.
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3.2.1 Model-Agnostic Methods

In the context of IML, model-agnostic methods focus on making any prediction model inter-
pretable (Molnar, 2022). These methods are not tied to specific types of models and can be
applied universally to provide explanations for any machine learning algorithm. The area of
model-agnostic methods is wide-ranging, including both global and local approaches. Global
model-agnostic methods, such as the partial dependence plot (Friedman, 2001b), accumulated
local effects plot (Apley and Zhu, 2020a), and permutation feature importance (Fisher et al.,
2019), offer insights into the overall behavior of the model and the significance of features on a
global scale. Local methods in the context of model-agnostic techniques focus on providing ex-
planations for individual predictions, offering insights into how specific input features influence
the model’s output for a particular instance. These methods, such as individual conditional ex-
pectation (ICE) plots (Goldstein et al., 2015), local interpretable modelagnostic explanations
(LIME) (Ribeiro et al., 2016), or the use of shapley values (SHAP) (Lundberg and Lee, 2017b)
help understand the model’s behavior at a more granular level, providing valuable insights into
individual predictions.

Performance-Based Feature Importance – The technique of random forest permutation
feature importance was first introduced in the seminal paper by Breiman (2001). This method
assesses the importance of each feature in a random forest model by measuring the extent of
predictive performance reduction when the values of a particular feature are randomly shuffled.
This idea of calculating the change in performance, when breaking the link between a feature
and the target value, can easily be adapted for the use of any machine learning model. Fisher
et al. (2019) first implemented a model agnostic permutation based feature importance called
model reliance.

Another idea to measure a feature’s importance stems from game theory. The concept of Shap-
ley values originated from cooperative game theory and was first introduced by Shapley (1953).
Shapley values provide a principled and fair method for allocating contributions among indi-
vidual features within a predictive model. Unlike other feature importance methods that focus
solely on the impact of each feature in isolation, Shapley values consider the cooperative inter-
actions between features, taking into account all possible combinations of features and their
effects on predictions (Štrumbelj and Kononenko, 2013; Lundberg and Lee, 2017b).

Feature Effects – Interpreting feature effects in linear regression models is straightforward,
as the feature effect is represented by the regression coefficient of that specific feature. A posi-
tive coefficient indicates that an increase in the feature’s value leads to an increase in the target
variable, while a negative coefficient implies the opposite effect.

On the local level, Individual Conditional Expectation (ICE) curves provide valuable insights
into the effects of a specific feature on individual predictions (Goldstein et al., 2015). ICE cur-
ves illustrate how the model’s output changes for an instance as the value of the selected feature
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varies while keeping other features constant. By visualizing multiple ICE curves, one for each
instance in the dataset, users can understand the feature’s impact on different predictions indi-
vidually.

For a global perspective, Partial Dependence (PD) plots, introduced by Friedman (Friedman,
2001b), are commonly used. PD plots visualize the marginal relationship between a feature and
the target variable across its range of feature values while averaging out the effects of other fea-
tures. This provides a comprehensive understanding of the overall behavior of the feature in
relation to the target variable on a global scale. Another global method is Accumulated Local
Effects (ALE) plots (Apley and Zhu, 2020b), which offer similar insights to PD plots but are
more suitable for dealing with interactions between features. ALE plots also provide a smoothed
view of the feature’s effect on the target variable, enabling a clearer understanding of its impact
across various regions of the feature space.

3.2.2 Challenges in IML in the PhoneStudy Project

In the PhoneStudy project, the prediction of psychological attributes through machine learning
algorithms presents challenges within the realm of Interpretable Machine Learning (IML). One
such challenge arises from the nature of smartphone data, where each participant’s data repres-
ents only one observation, resulting in a relatively low number of observations compared to the
high number of features captured by smartphones. Moreover, model-agnostic methods typically
focus on the individual feature level, making it difficult to handle high correlations between fea-
tures. However, a promising way to address this is by categorizing these features into meaningful
groups, such as calling behavior, music listening, and movement.

The contribution in Chapter 4 deals with quantifying and visualizing the effect of feature groups.
It provides a comprehensive overview of model-agnostic techniques for groups of features and
introduces an importance-based sequential procedure to identify well-performing combinati-
ons of feature groups. Additionally, it introduces the combined features effect plot, which vi-
sualizes the effect of a feature group using sparse, linear combinations of features. These ap-
proaches significantly improve the interpretability of machine learning models, especially when
handling complex datasets, where features can be grouped.
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CHAPTER 4
Grouped Feature Importance and Combined Features

Effect Plot

This article focuses on assessing the importance and visualizing the effect of feature groups in
machine learning with model-agnostic techniques. It also introduces an importance-based se-
quential procedure, and a visualization technique, which are validated through simulations and
real data.
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Abstract
Interpretable machine learning has become a very active area of research due to
the rising popularity of machine learning algorithms and their inherently challeng-
ing interpretability. Most work in this area has been focused on the interpretation
of single features in a model. However, for researchers and practitioners, it is often
equally important to quantify the importance or visualize the effect of feature groups.
To address this research gap, we provide a comprehensive overview of how exist-
ing model-agnostic techniques can be defined for feature groups to assess the grouped
feature importance, focusing onpermutation-based, refitting, andShapley-basedmeth-
ods. We also introduce an importance-based sequential procedure that identifies a
stable and well-performing combination of features in the grouped feature space. Fur-
thermore, we introduce the combined features effect plot, which is a technique to
visualize the effect of a group of features based on a sparse, interpretable linear com-

Responsible editor: Martin Atzmueller, Johannes Fürnkranz, Tomáš Kliegr and Ute Schmid.

Quay Au and Julia Herbinger have contributed equally to this work.

B Julia Herbinger
julia.herbinger@stat.uni-muenchen.de

Quay Au
quayau@gmail.com

Clemens Stachl
clemens.stachl@unisg.ch

Bernd Bischl
bernd.bischl@stat.uni-muenchen.de

Giuseppe Casalicchio
giuseppe.casalicchio@stat.uni-muenchen.de

1 Department of Statistics, Ludwig-Maximilians-University Munich, 80539 Munich, Germany

2 Institute of Behavioral Science and Technology, University of St. Gallen, 9000 St. Gallen, Switzerland

123

25



1402 Q. Au et al.

bination of features. We used simulation studies and real data examples to analyze,
compare, and discuss these methods.

Keywords Grouped feature importance · Combined features effects · Dimension
reduction · Interpretable machine learning

1 Introduction

Machine learing (ML) algorithms are nowadays used in many diverse fields e.g. in
medicine (Shipp et al. 2002), criminology (Berk et al. 2009), and increasingly in
the social sciences (Stachl et al. 2020b; Yarkoni and Westfall 2017). Interpretable
models are paramount in many high-stakes settings, such as medical and juridical
applications (Lipton 2018). However, well-performing ML models often bear a lack
of interpretability. In the context of interpretable ML (IML) research, several model-
agnostic methods to produce explanations for single features have been developed
(Molnar 2019). Examples include the permutation feature importance (PFI; Fisher
et al. 2019), leave-one-covariate out (LOCO) importance (Lei et al. 2018), SHAP
values (Lundberg and Lee 2017), or partial dependence plots (PDP; Friedman 2001).

In many applications, it can be more informative to produce explanations for the
importance or effect of a group of features (which we refer to as grouped interpre-
tations) rather than for single features. It is important to note that the meaning of
grouped interpretations, in general, differs from single feature interpretations, and
resulting interpretations are usually not directly comparable (e.g., as Gregorutti et al.
(2015) shows for the permutation feature importance). Hence, our aim is not to chal-
lenge single feature interpretations as both single and grouped feature interpretation
methods measure different things and are useful on their own.

Grouped interpretations might be especially interesting for high-dimensional set-
tings with hundreds or thousands of features. In particular, when analyzing the
influence of these features visually (e.g., by plotting the marginal effect of a feature on
the target) on a single feature level, this might result in an information overload which
might not provide a comprehensive understanding of the learned effects (Molnar et al.
2020b). Furthermore, the runtime of some interpretation methods—such as Shapley
values—does not scale linearly in the number of features. Hence, calculating them
on a single feature level might not be computationally feasible for high-dimensional
settings, making grouped computations a feasible remedy (Lundberg and Lee 2017;
Covert et al. 2020; Molnar et al. 2020b).

From a use case perspective, the concept of grouped interpretations is particularly
useful when the feature grouping is available a priori based on the application context.
In that sense, features that either belong to the same semantic area (e.g., behaviors
in psychology or biomarkers in medicine) or are generated by the same mechanism
or device (e.g., fMRI, EEG, smartphones) can be grouped together to assess their
joint effect or importance. For example, in our application in Sect. 7, we use a real-
world use case from psychology that studies how the human behavior on smartphone
app usage is associated to different personality traits (Stachl et al. 2020a). Features
were extracted from longitudinal data collected from smartphones of 624 participants,
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Fig. 1 A possible process from group definition to grouped interpretations. First, the feature groups must
be defined. A model is then fitted, typically on the feature space where the information of the pre-defined
grouping might be used (e.g., if the fitting process is combined with a feature selection procedure) or
ignored. When the best model is found, model-agnostic grouped interpretation methods are applied on the
previously defined feature groups. A commonly used approach is to first obtain an overview of which groups
are most important for achieving a good model performance (grouped feature importance) to subsequently
analyze how the most important feature groups influence the model’s prediction (grouped feature effect)
(Color figure online)

and can be grouped into different behavioral classes (i.e., communication and social
activity, app-usage, music consumption, overall phone activity, mobility). Another
example is applications with sensor data (Chakraborty and Pal 2008), where multiple
features measured by a single sensor naturally belong together, and hence grouped
interpretations on sensor-level might be more informative.

There are also situations where the interpretation of single features might be mis-
leading and where grouped interpretations can provide a remedy. Examples include
datasets with time-lagged or categorical features (e.g., dummy or one-hot encoded cat-
egories) and the presence of feature interactions (Gregorutti et al. 2015). A concrete
example for dummy encoded categorical features is shown in Appendix A.

Even in situations where feature groups are not naturally given in advance, it still
might be beneficial to define groups in a data-driven manner and apply interpretation
methods on groups of features (for examples, see Sect. 1.2).

Hence, compared to single feature interpretation methods, the grouping structure
must be defined beforehand. A possible process—from group membership definition
to modeling up to post-hoc interpretations—is illustrated in Fig. 1. Since defining the
underlying group structure is a relevant step in this process, we discuss some applied
techniques on how to find groups of features in Sect. 1.2. However, in this paper, we
focus on the interpretation component once the groups are known (the green part in
Fig. 1).

Although the grouped feature perspective is relevant in many applications, most
IML research has focused onmethods that attempt to provide explanations on a single-
feature level.Model-agnostic methods for feature groups are rare and not well-studied.

1.1 Real data use cases with grouped features

In the following we summarize further exemplary predictive tasks with pre-specified
feature groupings. These tasks will also be used in Sect. 3.4 for further empirical
analysis. For more details on features and associated groups see Table 1.

Heat value of fossil fuels In this small scale regression task (n = 129), the objective
is to predict the heat value of fossil fuels from spectral data (Fuchs et al. 2015). In
addition to one scalar feature (humidity), the dataset contains two groups of curve
data, the first from the ultraviolet-visible spectrum (UVVIS) and the second from the
near infrared spectrum (NIR).
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Table 1 Real world datasets with grouped features and their pre-specified group memberships

Dataset Single features Group membership Description

Birthweight age1, age2, age3 Age Mother’s age represented by 3
orthogonal polynomials

lwt1, lwt2, lwt3 lwt Mother’s weight represented by 3
orthogonal polynomials

White, black Race Mother’s race (indicator
functions)

Smoke Smoke Smoking status (indicator
function)

ptl1, ptl2m ptl One, or two or more previous
premature labors

ht ht History of hypertension
(indicator function)

ui ui Presence of uterine irritability
(indicator function)

ftv1, ftv2, ftv3m ftv One, two, or three or more
physician visits during first
trimester

Colon x1, ..., x5 Gene1 Gene expression data for gene 1

.

.

.
.
.
.

.

.

.

x96, ..., x100 Gene20 Gene expression data for gene 20

Fuelsubset H20 H20 Humidity in percent

UVVIS1, ..., UVVIS134 UVVIS Data from the ultraviolet-visible
spectrum (134 wavelength
points)

NIR1, ..., NIR231 NIR Data from the near infrared
spectrum (231 wavelength
points)

Birthweight The birthweight dataset has data on 189 births at the Baystate Medical
Centre in Massachusetts during 1986 (Venables and Ripley 2002). The objective is
to predict the birth weight in kilograms from a set of 16 features, some of which are
grouped (e.g., dummy encoded categorical features).

Colon cancer The colon dataset contains gene expression data of 20 genes (5 basis
B-Splines each) for 62 samples from microarray experiments of colon tissue (Alon
et al. 1999). The task is to predict cancerous tissue from the resulting 100 predictors.

1.2 Grouping procedures

Following the definitions of He andYu (2010), we provide a brief overview of different
procedures to define feature groups in a knowledge-driven and data-driven manner. In
data-driven grouping, an algorithmic approach such as clustering or density estimation
is used to define groups of features. Knowledge-driven grouping, on the other hand,
uses domain knowledge to define the grouping structure of features. Throughout our
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paper, we mainly assume a user-defined grouping structure. However, all methods
introduced in this paper should also be compatible with an appropriate data-driven
method if the defined groups have a meaningful interpretation.

Data-driven grouping
Onemethod togroup features in adata-drivenmanner is to use clustering approaches

such as hierarchical clustering (Park et al. 2006; Toloşi and Lengauer 2011; Rapaport
et al. 2008) or fuzzy clustering (Jaeger et al. 2003). These approaches often work well
in highly correlated feature spaces, such as in genomics or medicine, where correlated
features are grouped together so that no relevant information is discarded (Toloşi
and Lengauer 2011). For instance, Jaeger et al. (2003) tackles a feature selection
problem for a high-dimensional and intercorrelated feature space when working with
microarray data. To simultaneously select informative and distinct genes, they first
apply fuzzy clustering to obtain groups of similar genes from microarray data. Next,
the informative representatives of each group are selected based on a suitable test
statistic. The disadvantage of data-driven grouping is that groups depend only on the
statistical similarity between features, which might not coincide with domain-specific
interpretations (Chakraborty and Pal 2008).

Knowledge-driven grouping
Knowledge-driven group formation has the advantage that the dimensionality

reduction might lead to better interpretability than the data-driven path. Gregorutti
et al. (2015) apply a knowledge-driven approach in the context of multiple functional
data analysis, where they then select groups for subsequent modeling based on their
group importance values. Chakraborty and Pal (2008) also select groups of features,
where data fromone sensor (e.g., to capture satellite images in different spectral bands)
represents a group. Hence, features are grouped based on their topical character (e.g.,
measurement device) rather than their shared statistical properties. Another use case
of knowledge-driven grouping is described in Lozano et al. (2009), who group time-
lagged features of the same time series for gene expression data. They use the given
grouping structure in a group feature selection procedure and apply group LASSO as
well as a boosting method.

1.3 Related work

A well-known model that handles groups of features is the group LASSO (Yuan and
Lin 2006), which extends the LASSO (Tibshirani 1996) for feature selection based on
groups. Moreover, other extensions—e.g., to obtain sparse groups of features (Fried-
man et al. 2010), to support classification tasks (Meier et al. 2008) or non-linear effects
(Gregorova et al. 2018)—also exist. However, group LASSO is a modeling technique
that focuses on selecting groups in the feature space rather than quantifying their
importance.

A large body of research already exists regarding the importance of individual fea-
tures (see, e.g., Fisher et al. 2019; Hooker and Mentch 2019; Scholbeck et al. 2020).
Hooker and Mentch (2019) distinguish between two loss-based feature importance
approaches, namely permutation methods and refitting methods. Permutation meth-
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ods measure the increase in expected loss (or error) after permuting a feature while the
model remains untouched. Refitting methods measure the increase in expected loss
after leaving out the feature of interest completely and hence require refitting themodel
(Lei et al. 2018). Since the model remains untouched in the former approach, interpre-
tations refer to a specific fitted model, while interpretations for refitting methods refer
to the underlying ML algorithm. Gregorutti et al. (2015) introduced a model-specific,
grouped PFI score for random forests and applied this approach to functional data
analysis. Valentin et al. (2020) introduced a model-agnostic grouped version of the
model reliance score (Fisher et al. 2019). However, they focus more on the application
and omit a detailed theoretical foundation. Recently, a general refitting framework to
measure the importance of (groups of) features was introduced by Williamson et al.
(2020). In their approach, the feature importance measurement is detached from the
model level and defined by an algorithm-agnostic version to measure the intrinsic
importance of features. The importance score is defined as the difference between the
performance of the full model and the performance based on all features except the
group of interest.

Permutation methods can be computed much faster than refitting methods. How-
ever, the PFI, for example, has issues when features are correlated and interact in the
model due to extrapolation in regions without any or just a few observations (Hooker
and Mentch 2019). Hence, interpretations in these regions might be misleading. To
avoid this problem, alternatives based on conditional distributions or refitting have
been suggested (e.g., Strobl et al. 2008; Nicodemus et al. 2010; Hooker and Mentch
2019; Watson and Wright 2019; Molnar et al. 2020a). Although the so-called condi-
tional PFI provides a solution to this problem, its interpretation is different and “must
be interpreted as the additional, unique contribution of a feature given all remaining
features we condition on were known” (Molnar et al. 2020a). This property compli-
cates the comparison with non-conditional interpretation methods. Therefore, we do
not consider any conditional variants in this paper.

A third class of importance measures is based on Shapley values (Shapley
1953), a theoretical concept of game theory. The SHAP (Lundberg and Lee 2017)
approach quantifies the contribution of each feature to the predicted outcome and is
a permutation-based method. It has the advantage that contributions of interactions
are distributed fairly between features. Besides being computationally more expen-
sive, SHAP itself is based on the model’s predicted outcome rather than the model’s
performance (e.g., measured by the model’s expected loss). Casalicchio et al. (2019)
extended the concept of Shapley values to fairly distribute the model’s performance
among features and called it Shapley Feature IMPortance (SFIMP).A similar approach
called SAGE has also been proposed by Covert et al. (2020), who showed the ben-
efits of the method on various simulation studies. One approach that uses Shapley
values to explain grouped features was introduced by de Mijolla et al. (2020). How-
ever, instead of directly computing Shapley importance on the original feature space,
they first apply a semantically-meaningful latent representation (e.g. by projecting
the original feature space into a lower dimensional latent variable space using disen-
tangled representations) and compute the Shapley importance on the resulting latent
variables. Williamson and Feng (2020) mention that their feature importance method
based on Shapley values can also be extended to groups of features. Additionally,
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Amoukou et al. (2021) investigated grouping approaches for Shapley values in the
case of encoded categorical features and subset selection of important features for
tree-based methods. The calculation of Shapley values on groups of features based
on performance values has only been applied with regard to feature subset selection
methods and not for interpretation purposes (Cohen et al. 2005; Tripathi et al. 2020).1

After identifying which groups of features are important, the user is often interested
in how they (especially the important groups) influence themodel’s prediction. Several
techniques to visualize single-feature effects exist. These include partial dependence
plots (PDP) (Friedman 2001), individual conditional expectation (ICE) curves (Gold-
stein et al. 2013), SHAP dependence plots (Lundberg et al. 2018), and accumulated
local effects (ALE) plots (Apley and Zhu 2019). However, in the case of high-
dimensional feature spaces, it is often not feasible to compute, visualize, and interpret
single-feature plots for all (important) features. If features are grouped, visualization
techniques become computationally more complex, and it may become even harder
to visualize the results in an easily interpretable way. In the case of low-dimensional
feature spaces, this might still be feasible, for example by using two-feature PDPs
or ALE plots. Recently, effect plots that visualize the combined effect of multiple
features have been introduced by Seedorff and Brown (2021) and Brenning (2021).
They use principal component analysis (PCA) to reduce the dimension of the feature
space and calculate marginal effect curves for the principal components. However, the
employed dimension reduction method does not include information about the target
variable and lacks sparsity (and hence, interpretability).

1.4 Contribution

Our contributions can be summarized as follows: We extend the permutation-based
and refitting-based grouped feature importance methods introduced by Valentin et al.
(2020) and Williamson et al. (2020) by comparing these methods to not only the full
model (i.e., taking into account all features), but also to a null model (i.e., ignoring
all features). Hence, we can quantify to what extent a group itself contributes to
the prediction of a model without the presence of other groups. Furthermore, we
introduce Shapley importance for feature groups and describe how these scores can
be decomposed into single-feature importance scores of the respective groups. Our
main contributions are: (1) We define a new algorithm to sequentially add groups
of features depending on their importance, thereby enabling identification of well-
performing combinations of groups. (2) We compare all grouped feature importance
methods with respect to the main challenges that arise when applying these methods
by creating small simulation examples. Subsequently, we provide recommendations
for using and interpreting the respective methods correctly. (3) We introduce a model-
agnostic method to visualize the joint effect of a group of features. To that end, we use
a suitable dimension reduction technique and the conceptual idea of PDPs to calculate
and plot the mean prediction of a sparse group of features with regard to their linear

1 Feature subset selectionmethods usually aim tofind sparse,well-performing feature combinations.Hence,
the intended purpose of employing these methods is not to produce interpretability, but rather to generate
a sufficient performance with fewer features.
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combination. This novel method finally enables the user to visualize effects for groups
of features. Finally, we showcase the usefulness of all these methods in real data
examples.

The structure of this paper is as follows: First, we provide some general notation
and definitions in Sect. 2. We formally define the grouped feature importance methods
and introduce the sequential grouped feature importance procedure in Sects. 3 and 4,
respectively. We compare these methods for different scenarios in Sect. 5. In Sect. 6,
we introduce the combined features effect plot (CFEP) to visualize the effects of
feature groups based on a supervised dimension reduction technique. Moreover, we
also show the suitability of this technique compared to its unsupervised counterpart in
a simulation study. Finally, in Sect. 7, all methods are applied to a real data example
before summarizing and offering an outlook for future research in Sect. 8.

2 Background and notation

Analogous to Casalicchio et al. (2019), we use the term feature importance to refer to
the influence of features on a model’s predictive performance, which we measure by
the expected loss when we perturb these features in a permutation approach or remove
these features in a refitting approach.

2.1 General notation

Consider a p-dimensional feature space X = (X1 ×· · ·×Xp) and a one-dimensional
target space Y . The corresponding random variables that are generated from these
spaces are denoted by X = (X1, . . . , X p) and Y . We denote a ML prediction function
that maps the p-dimensional feature space to a one-dimensional target space by f̂ :
X → R for regression tasks.2 ML algorithms try to learn this functional relationship
using n ∈ N i.i.d. observations drawn from the joint space X × Y with unknown
probability distribution P . The resulting dataset is denoted by D = {(x(i), y(i))}ni=1,

where the vector x(i) = (x (i)
1 , . . . , x (i)

p )ᵀ ∈ X is the i-th observation associated with

the target variable y(i) ∈ Y . The j-th feature is denoted by x j = (x (1)
j , . . . , x (n)

j )ᵀ,
for j = 1, . . . , p. The dataset D can also be written in matrix form:

⎛
⎜⎝
x (1)
1 . . . x (1)

p y(1)

...
. . .

...
...

x (n)
1 . . . x (n)

p y(n)

⎞
⎟⎠ = (

X,Y
)
, with X =

⎛
⎜⎝
x (1)
1 . . . x (1)

p
...

. . .
...

x (n)
1 . . . x (n)

p

⎞
⎟⎠ ,Y =

⎛
⎜⎝
y(1)

...

y(n)

⎞
⎟⎠ . (1)

The general error measure ρ( f̂ ,P) = E(L( f̂ (X),Y )) of a learned model f̂ is
measured by a loss function L on test data drawn independently from P and can be

2 The target space is defined by R
g in the case of scoring classifiers with g classes.
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estimated using unseen test data Dtest by

ρ̂( f̂ ,Dtest) = 1

|Dtest|
∑

(x,y)∈Dtest

L( f̂ (x), y). (2)

The application of an ML algorithm (or learner) I to a given dataset D results in a
fitted model I(D) = f̂D. The expected generalization error of a learner I takes into
account the variability introduced by sampling different datasets D of equal size n
from P and is defined by

GE(I,P, n) = E|D|=n(ρ(I(D),P)). (3)

In practice, resampling techniques such as cross-validation or bootstrapping on the
available dataset D are used to estimate Eq. (3). Resampling techniques usually split
the dataset D into k ∈ N training datasets Di

train, i = 1, . . . , k, of roughly the same
size ntrain < n. Eq. (3) can be estimated by

ĜE(I,D, ntrain) = 1

k

k∑
i=1

ρ̂( f̂Di
train

,Di
test). (4)

In the following, we often associate the set of numbers {1, . . . , p} in a one-to-one
manner with the features x1, . . . , xp by referring a number j ∈ {1, . . . , p} as feature
x j . We call G ⊂ {1, . . . , p} a group of features.

2.2 Permutation feature importance (PFI)

Fisher et al. (2019) proposed a model-agnostic version of the PFI measure used in
random forests (Breiman 2001). The PFI score of the j−th feature of a fitted model
f̂ is defined as the increase in expected loss after permuting feature X j :

PFI j ( f̂ ) = E(L( f̂ (X[ j]),Y )) − E(L( f̂ (X), Y )). (5)

Here, X[ j] = (X1, . . . , X j−1, X̃ j , X j+1, . . . , X p) is the p-dimensional random vari-
able vector of features, where X̃ j is an independent replication of X j following the
same distribution. The idea behind this method is to break the association between
the j−th feature and the target variable by permuting its feature values. If a feature
is not useful for predicting an outcome, changing its values by permutation will not
increase the expected loss.3 For an accurate estimation of Eq. (5), we would need to
calculate all possible permutation vectors over the index set {1, . . . , n} (see Casalic-
chio et al. (2019) for an in-depth discussion on this topic). However, Eq. (5) can be
approximated on a datasetD with n observations by Monte Carlo integration using m

3 Weconsider the case of loss functions that are to beminimized.Hence, the larger PFI j , themore substantial
the increase in expected loss and the more important the j−th feature.
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random permutations:

P̂FI j ( f̂ ,D)= 1
nm

n∑
i=1

m∑
k=1

(
L

(
f̂ ((x (i)

1 ,...,x
(τ

(i)
k )

j ,...,x (i)
p ),y(i))

)
−L

(
f̂ (x(i),y(i))

))
, (6)

where τk is a random permutation vector of the index set {1, . . . , n} for k = 1, . . . ,m
permutations.4

Equation (6) could also be embedded into a resampling technique, where the per-
mutation is always applied on the held-out test set of each resampling iteration (Fisher
et al. 2019). However, this leads to refits and is computationally more expensive. The
resulting resampling-based PFI of a learner I is estimated by

P̂FI
res
j (I,D, ntrain) = 1

k

k∑
i=1

P̂FI j ( f̂Di
train

,Di
test), (7)

where the permutation strategy is applied on the test sets Di
test.

3 Feature importance for groups

In our first minor contribution, we provide a general notation and formal definitions
for grouped permutation and refitting methods and explain them by answering the
following questions:

(a) To what extent does a group of features contribute to the model’s performance in
the presence of other groups?

(b) To what extent does a group itself increase the expected loss if it is added to a null
model like the mean prediction of the target for refitting methods?

(c) How can we fairly distribute the expected loss among all groups and all features
within a group?

The definitions of all grouped feature importance scores are based on loss functions.
They are defined in such a way that important groups will yield positive grouped
feature importance scores. The question of how to interpret the differing results of
these methods is addressed in Sect. 5.

3.1 Permutationmethods

Here, we extend the existing definition of PFI to groups of features and introduce the
GPFI (Grouped Permutation Feature Importance) and GOPFI (Group Only Permuta-
tion Feature Importance) scores. For ease of notation, we will only define these scores
for a fitted model f̂ (see Eq. 5).

4 An example for n = 3 would be τ1 = (1, 3, 2)ᵀ with τ
(i)
1 being the i−th entry of that vector.
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3.1.1 Grouped permutation feature importance (GPFI)

For the definition ofGPFI—which is based on the definitions ofGregorutti et al. (2015)
and Valentin et al. (2020)—let G ⊂ {1, . . . , p} be a group of features. Let X̃G =
(X̃ j ) j∈G be a |G|-dimensional random vector of features, which is an independent
replication of XG = (X j ) j∈G following the same joint distribution. This random
vector is independent of both the target variable and the randomvector of the remaining
features, which we define by X−G := (X j ) j∈{1,...,p}\G . With slight abuse of notation
to index the feature groups included in G, we define the grouped permutation feature
importance of G as

GPFIG = E(L( f̂ (X̃G, X−G),Y )) − E(L( f̂ (X), Y )). (8)

Equation (8) extends Eq. (5) to groups of features so that the interpretation of GPFI
scores always refers to the importance when the feature values of the group defined
by G are permuted jointly (i.e., without destroying the dependencies of the features
within the group). Similar to Eq. (7), the grouped permutation feature importance can
be estimated by Monte Carlo integration:

ĜPFIG = 1

nm

n∑
i=1

m∑
k=1

(
L( f̂ (x

(τ
(i)
k )

G , x(i)
−G), y(i)) − L( f̂ (x(i), y(i)))

)
. (9)

The GPFI measures the contribution of one group to the model’s performance if all
other groups are present in the model (see (a) from Sect. 3).

3.1.2 Group only permutation feature importance (GOPFI)

To evaluate the extent to which a group itself contributes to a model’s performance
(see (b) from Sect. 3), one can also use a slightly different measure. As an alternative
to Eq. 9, we can compare the expected loss after permuting all features jointly with
the expected loss after permuting all features except the considered group. We define
this GOPFI for a group G ⊂ {1, ..., p} as

GOPFIG = E(L( f̂ (X̃),Y )) − E(L( f̂ (XG , X̃−G),Y )), (10)

which can be approximated by

ĜOPFIG = 1

nm

n∑
j=1

m∑
k=1

(
L( f̂ (x(τ

( j)
k ), y( j))) − L( f̂ (x( j)

G , x
(τ

( j)
k )

−G ), y( j))

)
. (11)

While the relevance of GOPFI as an importance measure might be limited, it is
technically useful for the grouped Shapley importance (see Eq. 14).
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3.2 Refittingmethods

Here, we introduce two refitting-based methods for groups of features. The first defi-
nition is similar to the one introduced in Williamson et al. (2020).

3.2.1 Leave-one-group-out importance (LOGO)

For a subset G ⊂ {1, . . . , p}, we define the reduced dataset D̃ := {(x(i)
−G , y(i))}ni=1.

Given a learner I, which generates models I(D) = f̂D and I(D̃) = f̂D̃, we define
the Leave-One-Group-Out Importance (LOGO) as

LOGO(G) = E(L( f̂D̃(X−G),Y )) − E(L( f̂D(X),Y )). (12)

The LOGO can be estimated by using a learner I on D̃ and should be embedded
in a resampling technique:

L̂OGO(G) = ĜE(I, D̃, ntrain) − ĜE(I,D, ntrain)

= 1

k

k∑
i=1

ρ̂( f̂D̃i
train

, D̃i
test) − 1

k

k∑
i=1

ρ̂( f̂Di
train

,Di
test).

Consequently, we compare the increase in expected loss compared to the full model’s
expected loss when leaving out a group of features and performing a refit (see (a) from
Sect. 3).

While GPFI can be calculated with a resampling-based strategy by using refits to
receive the algorithm-based instead of model-based GPFI, the meaning still varies
from LOGO. For the algorithm-based GPFI, we calculate for each fitted model the
importance score by permuting the regarded group and predictingwith the samemodel.
Then we average over all models from our resampling strategy and receive an impor-
tance score, which tells us how important a group of features is for some learner I
when we break the association between this group and all other groups and the target.
LOGO, on the other hand, leaves the group out and then performs the refit to calculate
the importance of the group, and hence, it addresses the question: Can we remove
this group from our dataset without reducing our model’s performance? This is not
answered by permutation-based methods.

3.2.2 Leave-one-group-in importance (LOGI)

While it may be too limiting to estimate the performance of a model based on one
feature only, it can be informative to determine the extent to which a group of fea-
tures (e.g., all measurements from a specific medical device) can reduce the expected
loss in contrast to a null model (see (b) from Sect. 3). The Leave-One-Group-In
(LOGI) method could be particularly helpful in settings where information on addi-
tional groups ofmeasureswill induce significant costs (e.g., adding functional imaging
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data for a diagnosis) and/or limited resources are available (e.g., in order to be cost-
covering, only one group of measures can be acquired). The LOGI method can also
be useful for theory development in the natural and social sciences (e.g., which group
of behaviors is most predictive by itself).

Let Inull be a null algorithm, which results in a null model f̂null that only guesses
the mean (or majority class for classification) of the target variable for any dataset.
We additionally define a learner I, which generates a model I(D̊) = f̂D̊ for a dataset

D̊ := {(x(i)
G , y(i))}ni=1, which only contains features defined by G ⊂ {1, . . . , p}. We

define the LOGI of a group G as

LOGI (G) = E(L( f̂null,Y )) − E(L( f̂ D̊(XG),Y )). (13)

The LOGI can be estimated by using a learner I on D̊ = {(x(i)
G , y(i))}ni=1 and should

be embedded in a resampling technique:

L̂OGI (G) = ĜE(Inull,D, ntrain) − ĜE(I, D̊, ntrain)

= 1

k

k∑
i=1

ρ̂( f̂null,Di
test) − 1

k

k∑
i=1

ρ̂( f̂D̊i
train

, D̊i
test).

3.3 Grouped Shapley importance (GSI)

The importance measures defined above either exclude (or permute) individual groups
of features from the total set of features or consider only the importance of groups
by omitting (or permuting) all other features. The grouped importance scores are
usually not affected if interactions within the groups are present. However, they can
be affected if features from different groups interact, since permuting a group of
features jointly destroys any interactions with other features outside the considered
group. Therefore, we define the grouped Shapley importance (GSI) based on Shapley
values (Shapley 1953). GSI scores account for feature interactions, as they measure
the average contribution of a given group to all possible combinations of groups and
fairly distribute the importance value caused by interactions among all groups (see (c)
from Sect. 3).

We assume a set of distinct groups G = {G1, . . . ,Gl}, with Gi ⊂ {1, . . . , p}, for
i = 1, . . . , l. In our grouped feature context, the value function v : P(G) −→ R

assigns a “payout” to each possible group or combination of groups included in G.
With slight abuse of notation, we define the value function for a subset S ⊂ G as

v(S) := v
(∪Gi∈SGi

)
.

We define the value function for a group G ∈ G calculated by a refitting or a permu-
tation method by

vrefit(G) = LOGI (G) or vperm(G) = GOPF I (G), (14)

123

37



1414 Q. Au et al.

respectively. The marginal contribution of a group G ∈ G, with S ⊂ G is

�G(S) = v(S ∪ G) − v(S).

The GSI of the feature group G is then defined as

φ(G) =
∑

S⊂G\G

(|G| − 1 − |S|)! · |S|!
|G|! �G(S), (15)

which is a weighted average of marginal contributions to all possible combinations of
groups.

The GSI cannot always be calculated in a time-efficient way, because the number of
coalitions S ⊂ G\G can become large very quickly. In practice, the Shapley value is
often approximated (Casalicchio et al. 2019; Covert et al. 2020) by drawing M ≤ |G|!
different coalitions S ⊂ G\G and averaging the marginal, weighted contributions:

φ̂M (G) = 1

M

M∑
m=1

(|G| − 1 − |Sm |)! · |Sm |! · �G(Sm), (16)

with Sm ⊂ G\G, for all m = 1, . . . , M .
The GSI can in general not be exactly decomposed into the sum of the Shapley

importances for single features of the regarded group. In Appendix B, we show that
the remainder term R = φ(G)−∑

i∈G φ(xi ) depends only on higher-order interaction
effects between features of the regarded group and features of other groups. Hence,
if one is interested in which features contributed most within a group, the Shapley
importances for single features can be calculated, which provide a fair distribution
of feature interactions within the group but not necessarily of feature interactions
across groups. However, the remainder term can be used as a quantification of learned
higher-order interaction effects between features of different groups.

While the GSI can be calculated with permutation- as well as refitting-based
approaches, we will only apply the permutation-based approach in the upcoming
simulation studies and the real-world example.

3.4 Real world use cases

For each dataset from Sect. 1.1, we fitted a random forest and summarized the three
most important groups according to different grouped feature importance methods.
For the importance scores of LOGI and LOGO, we used a 10-fold cross-validation
(Table 2).

For the birthweight task, the feature lwt (mother’s weight) was the most important
group to predict the birthweight for all grouped feature importance methods except for
LOGI.While all methods except LOGI also agree on the second most important group
ui (presence of uterine irritability), feature groups differ for the third rank. However,
this may also be due to statistical variability, as the importance values become very
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Table 2 Best 3 groups for each grouped feature importance score

Dataset GPFI GOPFI GSI LOGI LOGO

Birthweight lwt (0.067) lwt (0.056) lwt (0.062) ui (0.041) lwt (0.036)

ui (0.056) ui (0.047) ui (0.046) Race (0.017) ui (0.029)

Smoke (0.009) Race (0.045) ptl (0.019) ptl (0.015) Race (0.005)

Colon Gene14 (0.143) Gene14 (0.174) Gene14 (0.125) Gene14 (0.128) Gene14 (0.131)

Gene10 (0.007) Gene16 (0.087) Gene16 (0.042) Gene20 (0.045) Gene17 (0.036)

Gene7 (0.001) Gene12 (0.057) Gene13 (0.019) Gene13 (0.028) Gene18 (0.033)

Fuelsubset NIR (30.51) NIR (42.20) NIR (36.21) NIR (27.35) NIR (8.34)

UVVIS (2.85) UVVIS (14.38) UVVIS (7.99) UVVIS (15.74) H2O (0.14)

H2O (0.01) H2O (1.26) H2O (0.24) H2O (−12.17) UVVIS (−2.14)

For the classification task (colon) the scores were calculated as differences in classification accuracy. For
the other two regression tasks the scores result from differences in MSE

small. It is interesting that lwt, despite being the most important group for all other
scores, is not very important in terms of LOGI. Thus, lwt is less important as a stand-
alone group, but appears important if the other feature groups are included in the
model.

In the colon task, the feature group gene14 is by far the most important group to
predict cancerous tissue for all grouped feature important methods. However, there
are variations in the second and third most important groups.

For the fuelsubset task, the permutation-based grouped importancemethods (GPFI,
GOPFI and GSI) show the same importance ranking for the three most important
feature groups. However, for the refitting-based grouped importance methods (LOGI
and LOGO), we can observe interesting differences. The features from the UVVIS
group are important as a stand-alone group as can be seen by their positive LOGI
score. However, the negative LOGO score of the UVVIS group indicates that the
algorithm seems to perform better with only the NIR and H2O groups.

GPFI, GOPFI and GSI provide importance scores for feature groups of a given
trained model without the necessity to refit the model. In contrast, LOGI and LOGO
provide grouped importance scores based on the underlying algorithm and should
always be considered together.

4 Sequential grouped feature importance

In general, feature groups do not necessarily have to be distinct or independent of
each other. When groups partly contain the same or highly correlated features, we
may obtain high grouped feature importance scores for similar groups. This can lead
to misleading conclusions regarding the importance of groups. Quantifying the impor-
tance of different combinations of groups is especially relevant in applications where
extra costs are associated with using additional features from other data sources. In
this case, one might be interested in the sparest, yet most important combination of
groups or in understanding the interplay of different combinations of groups. Hence,
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in practical settings, it is often important to decide which additional group of features
to make available (e.g., buy or implement) for modeling and how groups should be
prioritized under economic considerations.

Gregorutti et al. (2015) introduced a method called grouped variable selection,
which is an adaptation of the recursive feature elimination algorithm from Guyon
et al. (2002) and uses permutation-based grouped feature importance scores for the
selection of feature groups. In Algorithm 1, we introduce a sequential procedure that
is based on the idea of stability selection (Meinshausen and Bühlmann 2010). The
procedure primarily aims at understanding the interplay of different combinations of
groups by analyzing how the importance scores change after including other groups
in a sequential manner. The feature groups must be pre-specified by the user. We
prefer a refitting-based over a permutation-based grouped feature importance score
when the secondary goal is to find well-performing combinations of groups. Here,
the fundamental idea is to start with an empty set of features and to sequentially add
the next best group in terms of LOGI until no further substantial improvement can be
achieved. Our sequential procedure is based on a greedy forward search and creates an
implicit ranking by showing the order in which feature groups are added to the model.
To account for the variability introduced by the model, we propose to use repeated
subsampling or bootstrap with sufficient repetitions (e.g., 100 repetitions).

To better understand Algorithm 1, we will demonstrate it with a small example
with four groups G = {G1,G2,G3,G4} here. As a reminder, each group is a subset of
{1, . . . , p}, and we want to find a subset B ⊂ {1, . . . , p}, which consists of the union
of groups in G. The subset B is found by our sequential grouped feature importance
procedure. To account for variability, the whole dataset is split into two sets (training
and test set) repeatedly so that the train-test splits are different in each repetition of
the resampling strategy (bootstrap or subsampling). For each training set, Algorithm
1 starts with an empty set B = ∅ (line 2, Algorithm 1). In line 5 of Algorithm 1, the
candidate set B ⊂ P(G) is defined as all subsets of the power set with cardinality 1.
These are all individual groups B = {{G1}, {G2}, {G3}, {G4}}. The LOGI score of
each single group is then calculated. In our example, let G1 have the highest LOGI
score, which also exceeds the threshold δ. The desired combination B is preliminarily
defined asG1 (line 8), and for the comparison in the next step, the LOGI score ofG1 is
defined as L0 (line 9). Then, a new candidate set B is defined (line 11), which consists
of all subsets of the power set ofG of size i (at this step, we have i = 2), where B = G1
is also a subset of B. Hence, B := {{G1,G2}, {G1,G3}, {G1,G4}}. The LOGI score
of elements of B is calculated as the LOGI score of the union of all subsets. Now, let
L̂OGI (G1 ∪ G3) have the highest score. This score is compared to the LOGI score
of the previous iteration L0 (line 13). Let the difference exceed the threshold δ for our
example. In line 14 and 15, the desired combination B is now defined as G1 ∪ G3
and the LOGI score is again defined as L1. Algorithm 1 now jumps to line 10 again
with i = 3. The candidate set is now B = {{G1,G3,G2}, {G1,G3,G4}} (line 11).
The LOGI scores are now calculated again for each element of B. Let no LOGI score
exceed L0 by the threshold δ (line 13). Algorithm 1 now ends for this dataset split and
returns B = G1 ∪ G3 as the best combination. This procedure is repeated for each
train-test split in each repetition.
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Algorithm 1: Sequential Grouped Feature Importance
input : Set of groups G = {G1, ...,Gk }.

Improvement threshold δ > 0.
Number of repetitions for the data splitting.

output: For every data split: a combination B ⊂ {1, ..., p} and the order in which feature groups
were added.

1 for Every outer data split do
2 Let B = ∅ for i = 1, ..., k do
3 if i = 1 then

4 Define candidate set B̃ :=
{
G̃ ∈ P(G)

∣∣|G̃| = 1
}

5 Find best single group G∗ = argmax
G̃∈B

(
L̂OGI (G̃)

)

6 if L̂OGI (G∗) > δ then
7 B = G∗
8 Li−1 = L̂OGI (B)

9

10 if i > 1 and B 	= ∅ then

11 Define candidate set B̃ :=
{
G̃ ∈ P(G)

∣∣|G̃| = i and B ⊂ G̃
}

12 Find best combination G∗ = argmax
G̃∈B

(
L̂OGI

(⋃
G′∈G̃ G′))

13 if L̂OGI
(⋃

G′∈G∗ G′) − Li−1 > δ then
14 B = ⋃

G′∈G∗ G′
15 Li−1 = L̂OGI (B)

16 else
17 break for loop

18

Since the order in which feature groups are added is also known, alluvial charts
(Allaire et al. 2017) can be created for visualization purposes (see Figs. 2 and 10). In
these charts, we included the number of times feature groups were added as well as
the performance on the test datasets. These charts show how frequently a group was
selected given that another group was already included and thereby highlight robust
combinations of groups.
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5 Comparison of grouped feature importancemethods

After introducing the methodological background of the different loss-based grouped
feature importance measures in Sect. 3, we will now compare them in different sim-
ulation settings. We analyze the impact on all methods for settings where (1) groups
are dependent, (2) correlations within groups vary, and (3) group sizes differ.

5.1 Dependencies between groups and sparsity

In this section, we compare refitting- and permutation-based grouped feature impor-
tance methods and show how different dependencies between groups can influence
the importance scores. We demonstrate the benefits of the sequential grouped feature
importance procedure and conclude with a recommendation of when to use refitting
or permutation-based methods depending on the use-case.

We simulate a data matrix X with n = 1000 instances and 3 groups G1,G2,G3,
with each of them containing 10 normally distributed features. Features are simulated
in such a way that features within each group are highly correlated. However, features
in G3 are independent of features in G1 and G2, while features in G1 and G2 are also
highly correlated with each other. To generate normally distributed features with such
correlation patterns, we follow the approach of Toloşi and Lengauer (2011) and use
prototype vectors in the followingway: (1)We draw n instances of the prototype vector
U ∼ N (0, 1). (2) We generate features in G1 by adding a normally distributed error
term ε ∼ N (0, 0.5) to 10% of the instances of the prototype vector U. (3) Features in
G2 are generated by copying features of G1 and adding a small normally distributed
error term ε ∼ N (0, 0.01) to the copied features. It follows that features withinG1 and
G2 as well as features between the two groups are highly correlated. (4) We generate
a new prototype vector V, which is independent ofU. (5) We generate features for G3
in the same way as done for G1 in step (2) but with the prototype vector V.

The target vector Y is generated by Y = 2U + 1V + ε, with ε ∼ N (0, 0.1). We
fitted a support vector machine with a radial basis function kernel5, as an example of
a black-box algorithm.

The results in Table 3 show that there can be major differences depending on how
the grouped feature importance is calculated. Permutationmethods (GOPFI&GPFI&
GSI) reflect the importance of the groups based on a model trained on a fixed dataset.
In contrast, refitting methods (LOGI & LOGO) retrain the model on a reduced dataset
and can therefore learn new relationships. Looking at the results from the permutation
methods, we can see that the groups G1 and G2 are approximately equally important
while both being more important than G3. However, the results from the refitting
methods can reveal some interesting relationships between the groups. The refitting
methods highlight thatG1 andG2 are more or less interchangeable if we only consider
a performance-based interpretation (which might not coincide with a domain-specific

5 Epsilon regression, ε = 0.1,C = 1 with heuristically chosen kernel width according to (Caputo et al.
2002) (here: σ = 0.079).
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Table 3 Results of different feature importance calculations of the simulation

Group GOPFI GPFI GSI LOGI LOGO

G1 6.04 (± 0.37) 2.64 (± 0.07) 4.12 (± 0.45) 3.93 (± 0.75) −0.01 (± 0.02)

G2 5.90 (± 0.35) 2.57 (± 0.09) 4.01 (± 0.47) 3.93 (± 0.76) −0.00 (± 0.02)

G3 1.76 (± 0.39) 1.75 (± 0.05) 1.54 (± 0.39) 0.58 (± 1.01) 1.01 (± 0.22)

GSI scores were calculated without approximation, with vperm as value function (see Eq. 14). All results
were averaged by a 10-fold cross-validation scheme, with standard deviations reported in parentheses

G1, MSE = 1.204, n = 46

G2, MSE = 1.219, n = 54

G1.G3, MSE = 0.206, n = 46

G2.G3, MSE = 0.206, n = 54

G1.G2.G3, MSE = 0.196, n = 15

Fig. 2 Sequential grouped feature importance for the simulation in Sect. 5.1. 100 times repeated subsam-
pling. Improvement threshold δ = 0.001. Vertical bars show one step of the sequential procedure (left to
right). Height of the vertical bars represent the number of subsampling iterations that a combination of
groups was chosen. MSE scores show predictive performance. Streams represent the addition of a group

perspective)6. Hence, the two groups do not complement each other. This is reflected
by the near-zero LOGO scores, which indicate that leaving each group out of the full
model does not considerably change the model’s expected loss.

Figure 2 illustrates the results of the sequential procedure introduced in Algorithm
1. We see that across 100 subsampling iterations, G1 was chosen 46 times as the most
important first group, andG2 was chosen 54 timeswith similar predictive performance
for both groups, while G3 was never chosen as the first most important group. Hence,
similar to LOGI, we can see that if only one group can be chosen, it would either
be G1 or G2 with approximately the same probability. In the second step, the group
G3 was added in all cases to either G1 or G2 (depending on which group had been
chosen in the first step). This step resulted in an on-average drop in the MSE score
from 1.2 to 0.2. In only a few cases (15 out of 100), the final addition of either G1 or
G2 to a full model in step 3 exceeded the very low chosen threshold of δ = 0.001.
This rather unlikely improvement is represented by the proportionally narrower band
that connects the second and the third step (dark gray bars) in the chart in Fig. 2. This
reveals that these two groups are—from a performance or loss perspective—rather
interchangeable and do not benefit from one another.

6 It is possible that adding a group of features to themodel might not lead to a better model performance, but
the group may still be relevant due to the domain-specific context. However, this depends on the regarded
use case. All our interpretations here are purely statistical.
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The choice between using permutation-based or refitting-based grouped feature
importance methods might depend on the number of groups and correlation strength
between the different groups. If feature groups are distinct and features between the
groups are almost uncorrelated, we might prefer permutation over refitting methods
due to lower computation time. In cases where groups are correlated with each other
(e.g., because some features belong to multiple groups), refitting methods might be
preferable, as they are not misleading in correlated settings. Since the number of
groups is usually smaller than the number of features in a dataset, refitting methods
for groups of features could become a viable choice. Furthermore, with the sequential
grouped feature importance procedure, it is possible to find sparse andwell performing
combinations of groups in an interpretable manner. Thus, this approach helps to better
understandwhich groups of featureswere important (e.g., as theyweremore frequently
selected) given that certain groups were already selected.

5.2 Varying correlations within groups

Inmany use cases, it is quite common to group similar (and therefore, often correlated)
features together, while groups of features may be almost independent of each other.
However, compared to Sect. 5.1, correlations of features within groups might differ.
We created a data matrix X with n = 1000 instances and 4 groups G1, G2, G3,
and G4, with each of these groups containing 10 normally distributed features. Using
fivefold cross-validation, we fitted a random forest with 2000 trees and a support
vector regression with a radial basis function kernel.7 The univariate target vector Y
is defined as follows:

Z j = 3X2
G j ,3 − 4XG j ,5 − 6XG j ,7 + 5XG j ,9 · d j , j ∈ {1, 2, 3}

Y =
3∑
j=1

Z j + ε

with

d j =
{
1, if mean(XG j ,8) > 0

0, otherwise

and ε
i id∼ N (0, 1). The i−th feature of the j-th group is denoted byXG j ,i . We repeated

the simulation 500 times.
It follows that G1, G2, and G3 have the same influence on the target variable, while

G4 has no influence on Y. We generate the feature space X—similar to the approach
in Sect. 5.1—as follows: (1) For each feature group j , we generate a prototype vector
U j ∼ N (0, 1)with n instances. (2)Wegenerate the features of a groupG j by altering a
proportionαwith 0 ≤ α ≤ 1of the n instances ofU j .We alter these instances by taking

7 We used a cost parameter of C = 1 and estimate the kernel width based on the heuristic introduced by
Caputo et al. (2002)
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aweighted average between the respective values ofU j (20%) and a standard normally
distributed random variableWi (80%). For the results shown in Fig. 3, we set α to 0.1
for all features within the same group. Hence, correlations within groups are the same
(around 90%) for all groups, while groups themselves are independent of each other.
The plots show that all methods correctly attribute the same importance to the first
three groups, while the fourth group is not important for predictingY. The lower plots
in Fig. 3, on the other hand, correlations within groups vary across groups. The altering
proportion parameter α is set to 0.1 for features of G1 and G4, to 0.3 for features of
G2, and to 0.6 for features of G3. Hence, features in G1 and G4 are highly correlated
within the respective group, while features within G2 and G3 show a medium and
small correlation, respectively. While G4 is still recognized to be unimportant, the
relative importance of groups 1 to 3 drops with decreasing within-group correlation.
This artifact seems—at least, in this simulation setting—to be even more severe for
the random forest compared to the support vector machine. For example, G3 is on
average less than half as important as G1 for permutation-based methods. Thus, none
of themethods reflect the true importance of the different groups of the underlying data
generating process.A possible reason for this artifact is that the regardedmodel learned
effects different from those given by the underlying true relationship. Especially for
the random forest, this has already been studied extensively in the presence of different
correlation patterns in the feature space (Strobl et al. 2008; Nicodemus et al. 2010).
Additionally, Hooker and Mentch (2019) showed that permutation-based methods are
more sensitive in this case than refitting methods, which is also visible for both models
in Fig. 3. Since the model is learned on the original feature space and group structures
are not considered in the modelling process, we can also observe this effect when
applying grouped feature importance methods. This is due to the fact that we can only
quantifywhichgroups are important for themodel or algorithmperformance but not for
the underlying data generating process, which is usually unknown. Another approach
to quantify feature importance when using random forests is to extract the information
on how often a feature has been used as a splitting variable for the different trees. The
feature chosen for the first split has the most influence within each tree. Hence, we
calculated for each repetition the percentage of how often a feature is chosen as the
first splitting feature. The distribution over all repetitions is displayed in Fig. 4. Each
of the features of G1 is on average chosen more often as the first splitting feature
than all features of the other groups, no matter if it has an influence on the target or
not. The influential features of G3 (which has the lowest within-group correlation) are
rarely chosen as the first splitting feature. This observation confirms the results of the
grouped importance methods in Fig. 3, since all of them rank G3 as least important
from the influential feature groups.

Note that while GPFI and LOGO are calculated with reference to the full model’s
performance—which on average leads to higher absolute values than the two counter-
methods based on the null model’s performance—GOPFI and LOGImight lead to less
robust results, as the newly learned effects as well as the approximation of the per-
mutation effect underlie a higher uncertainty. This effect might increase when relative
values instead of absolute values are considered due to smaller absolute importance
scores of GOPFI and LOGI. However, the methods are only comparable on a relative
scale. This effect is also visible in the boxplots of Fig. 3. Furthermore, LOGI can also
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Fig. 3 Upper (lower) plots: Grouped relative importance scores in the case of equally sized (varying sizes
of)within-group correlations for random forest (left) and SVM (right). Relative importance is calculated by
dividing each of the absolute group importance scores by the importance score of G2. Hence, the relative
importance of G1 is 1. Boxplots illustrate the variation between different repetitions

take negative values in the case of G4, as the feature group does not affect the target
in the underlying data generating process, and hence it might be counterproductive to
only include G4 compared to the null model.

5.3 Varying sizes of groups

Another factor to consider when calculating grouped rather than individual feature
importance scores is that differinggroup sizesmight influence the rankingof the scores.
Groups with more features might often have higher grouped importance scores and
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Fig. 4 Percentage of how often each feature is chosen as the first splitting feature within the trained random
forests. Results have been averaged over the cross-validation folds for each repetition. Boxplots show the
distribution over all 500 repetitions

might contain more noise features than smaller groups. Therefore, Gregorutti et al.
(2015) argue that in case one must decide between two groups that have an equal
importance score, one would prefer the group with fewer features. Following from
that, they normalize the grouped feature importance scores regarding the group size
with the factor |G|−1. This is also used in the default definition of the grouped model
reliance score in Valentin et al. (2020). However, the usefulness of normalization
highly depends on the question the user would like to answer. This is illustrated in a
simulation example in Fig. 5. We created a data matrixXwith n = 2000 instances and
2 groups, with G1 containing {x1, . . . x6} and G2 containing {x7, x8} i.i.d. uniformly
distributed features on the interval [0, 1]. The univariate target variable Y is defined
as follows:

Y = 2X1 + 2X3 + 2X7 + ε, with ε
i id∼ N (0, 1).

We used 1000 observations for fitting a random forest with 2000 trees and 1000
observations for prediction and calculating the GSI as defined in Sect. 3.3 with a
permutation-based value function. This was repeated 500 times. Figure 5 shows that
G1 is about twice as important as G2. As shown in Sect. 3.3 and Appendix B, we
can compare the GSI with the Shapley importance on feature level. In case there are
no higher-order interaction terms between groups modeled by the random forest, the
single feature importance scores will approximately sum up to the grouped importance
score, as shown in this example. This provides a more detailed view of how many and
which features are important within each group. In this case, there are two equally
important features in G1 and one equally important feature in G2. If we use the
normalization constant in this example, we would divide the grouped importance
score of G1 (which is on average approximately 1.1) by 6 and the one of G2 (which
is on average approximately 0.55) by 2. Consequently, G2 with a normalized score of

123

47



1424 Q. Au et al.

Fig. 5 Shapley importance on group (left) and on feature level (right). Boxplots show the variation between
the 500 repetitions of the experiment

approximately 0.27 would be regarded as more important than G1 with a normalized
score of approximately 0.18. It follows that if we must decide between two groups, we
would choose G2 when we follow the approach of Gregorutti et al. (2015). However,
since G1 contains two features with the same importance as the one important feature
of G2, and hence G1 contains more information from a statistical perspective, the user
might prefer G1. Furthermore, breaking down the GSI to the single-feature Shapley
importance scores puts the user in the position of defining sparser groups by excluding
non-influential features.

Finally, Table 4 presents a summary of the key takeaways regarding all discussed
grouped feature importance methods.

6 Feature effects for groups

Feature effect methods quantify or visualize the influence of features on the model’s
prediction. For a linear regression model, we can easily summarize the feature effect
in one number, thus making interpretation very simple: If we change feature x1 by
one unit, our prediction will change by the corresponding coefficient estimate β̂1
(positively or negatively depending on the sign of the coefficient). For more complex
non-linear models like generalized additive models, such a simplified summary of the
feature effect is not adequate, as the magnitude and sign of the effect might change
over the feature’s value range. Hence, it is more common to visualize the marginal
effect of the feature of interest on the predicted outcome. Since ML models are often
complex non-linear models, different visualization techniques for the feature effect
have been introduced in recent years. Common methods are PDP, ICE curves or
ALE (Friedman 2001; Goldstein et al. 2013; Apley and Zhu 2019), which show how
changes in the feature values affect the predictions of the model. However, these are
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Table 4 Overview of pros and cons of the grouped feature importance methods

Criteria GOPFI & GPFI GSI LOGI & LOGO

Time efficient Yes (in comparison to
alternatives)

Depends on number
of groups

Depends on number
of groups

Dependencies between
groups (Sect. 5.1)

No full picture No full picture More insights than
permutation-based
if regarded together

Identify well performing
combinations of
groups (Sect. 5.1)

Not in general Not in general Only LOGI wihin
Algorithm 1

Correlations within
groups but
independence between
groups (Sect. 5.2)

Depends on learned
effects of the model,
less problematic if
within group
correlations do not
differ strongly
between groups

Depends on learned
effects of the model,
less problematic if
within group
correlations do not
differ strongly
between groups

More robust than
permutation-based
methods but still
dependent on
learned effects

Drilldown of grouped
importance score on
feature level (Sect. 5.3)

No Yes (approximately
depending on the
influence of
higher-order
interactions)

No

While GOPFI is less relevant on its own, LOGI can provide insightful interpretations, e.g., if feature
groups are correlated with each other or when used within the sequential procedure introduced in Sect. 4.
The sequential procedure is the only method that can identify well performing and sparse combination of
groups. Note that GSI is only evaluated w.r.t. a permutation-based calculation

usually only defined for a maximum of two features. For larger groups of features,
this becomes more challenging, since it is difficult to visualize the influence of several
features simultaneously. The approach described in this section aims to create effect
plots for a predefined group of features that have an interpretation similar to that
of the single-feature PDP. To achieve this, we transform the high-dimensional space
of the feature group into a low-dimensional space by using a supervised dimension
reduction method, which is discussed in Sect. 6.1. We want to find a few underlying
factors that are attributed to a sparse and interpretable combination of features that
explain the effect of the regarded group on the model’s expected loss. We provide a
detailed description of this method in Sect. 6.3 and introduce the resulting combined
features effect plot (CFEP). In Sect. 6.4, we illustrate the advantages of applying a
supervised rather than an unsupervised dimension reduction method and compare our
method to the main competitor, which is the totalvis effect plot introduced in Seedorff
and Brown (2021).

6.1 Choice of dimension reductionmethod

The most prominent dimension reduction technique is arguably PCA (Jolliffe 1986).
PCA is restricted to explaining most of the variance of the feature space, and the iden-
tified projections are not related to the target variable (for more details see Appendix
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C.1). Becausewewant to visualize themean prediction of combined features as a result
of the dimension reduction process, we prefer supervised procedures that maximize
dependencies between the projected dataXV—withV being a projectionV ∈ R

p×p—
and the target vector Y (as we show in Sect. 6.4). Many methods for supervised PCA
have been established. For example, see Bair et al. (2006), who used a subset of
features that were selected based on their linear correlation with the target variable.
Another very popular method that maximizes the covariance between features and the
target variable is partial least squares (PLS) (Wold et al. 1984). The main difference
between these methods and the supervised PCA (SPCA) introduced by Barshan et al.
(2011) is that the SPCA is based on a more general measure of dependence, called
the Hilbert-Schmidt Independence Criterion (HSIC). This independence measure is
constructed to be zero, if and only if any bounded continuous function between the
feature and target space is uncorrelated. In practice, an empirical version of the HSIC
criterion is calculated with kernel matrices. It follows that while this SPCA tech-
nique can cover a variety of linear and non-linear dependencies between X and Y by
choosing an appropriate kernel, the other suggested methods are only able to model
linear dependencies between the features and the target variable. The approach that is
probably best suited for our application of finding interpretable sets of features in a
high-dimensional dataset is the method called sparse SPCA, described in Sharifzadeh
et al. (2017). Similar to the SPCA method from Barshan et al. (2011), sparse SPCA
not only uses the HSIC criterion to maximize the dependency between projected data
XV and the target Y, but also incorporates an L1 penalty of the projection V for
sparsity. The sparse SPCA problem can be solved with a penalized matrix decompo-
sition (Witten et al. 2009). More theoretical details on the sparse SPCA, including the
HSIC criterion and how it can be calculated empirically, and the choice of kernels and
hyperparameters can be found in Appendix C.

6.2 Totalvis effect plot

Seedorff and Brown (2021) recently introduced a method that aims to plot the com-
bined effect of multiple features by using PCA. Their approach can be described as
follows: First, they apply PCA on the regarded feature space to receive the principal
components matrix after rotation. For the principal component of interest, they create
an equidistant grid. Second, for each grid value, they replace all values of the selected
principal component with this grid value and transform the matrix back to the original
feature space. Third, The ML model is applied on these feature values and a mean
prediction for the grid point of the regarded principal component is calculated. Steps
2 and 3 are repeated for all grid points.

Hence, with this method, combined effect plots for up to p principal components
can be created. Thus, Seedorff and Brown (2021) do not focus on explaining groups of
features explicitly. Furthermore, they use PCA for unsupervised dimension reduction,
and thus, projections might not be related to the target. Due to using PCA and not
sparse PCA, the results might be difficult to interpret, as many or all features might
have an influence on the principal component. Lastly, with the back-transformation
from the principal component matrix to the original feature space, all feature values
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change and might not be meaningful anymore. For example, in the case of integer
features, the back-transformation might lead to real feature values. We illustrate the
drawbacks of the method compared to the CFEP in Sect. 6.4.

6.3 Combined features effect plot (CFEP)

The CFEP picks up the idea of PDPs (Friedman 2001) and extends it to groups of
features. The partial dependence function is defined as

f PD
S (xS) = EXC [ f̂ (xS, XC )] (17)

with S ⊂ {1, . . . , p} and C = {1, . . . , p}\S. Since the joint distribution of XC is
usually unknown, the Monte Carlo method is used to estimate f PD

S (xS):

f̂ PD
S (xS) = 1

n

n∑
i=1

f̂ (xS, x
(i)
C ) (18)

Hence, we marginalize over all features in C and with that we obtain the average
marginal effect for the feature subset in S. The PDP usually visualizes this average

marginal effect for |S| ≤ 2 by plotting
(
x(k)
S , f̂ PD

S (x(k)
S )

)
for some pre-specified grid

points k = {1, . . . ,m}.8 However, this is usually only possible for |S| ≤ 2 and thus
not directly applicable to visualize the combined effect of feature groups. To obtain a
visualization in the case of |S| > 2, we need to reduce the dimensions and therefore
define the CFEP of a certain group of features G as follows:

(1) We first apply a suitable (preferably supervised) dimension reductionmethod (e.g.,
here we use the sparse SPCA, however, the CFEP follows a modular approach
and hence the dimension reduction method is exchangeable) on features in G ⊂
{1, . . . , p} to obtain a low dimensional representation of the feature group G.
We denote these principle component functions—which are ordered according to
relevance9 and which possibly depend on a reduced set of features10 S j ⊆ G with
j ∈ {1, . . . , |G|}—by g j : XS j −→ R.

(2) For visualization purposes, we choose from all possible g j with j ∈ {1, . . . , |G|}
a principle component function

g : XS −→ R (19)

(with S being its reduced set of features) which serves as a proxy for the feature
group G. We usually only consider the first few principle components.

8 For example, by using an equidistant grid or a random sample of values of xS .
9 The relevance is defined by the objective that is optimized by the dimension reduction method. For sparse
SPCA this is the HSIC criterion (see also Appendix C) and for PCA it is the explained variance.
10 If a dimension reduction method which results in a sparse solution (e.g., sparse SPCA) is applied, then
S j is only a subset of G and might differ for different principal components.
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(3) We calculate the average marginal effect f̂ PD
S (xS) of the feature set S exactly as

in Eq. (18).

(4) We visualize the CFEP by plotting
(
g(x(i)

S ), f̂ PD
S (x(i)

S )
)
for each observation in

the dataset.

Hence, the CFEP visualizes the average marginal effect of features in S against the
combinations of features received by the dimension reduction method (e.g., a linear
combination of a principal component in the case of sparse SPCA) and thus shows
how different values of g(xS) affect the predictions of a given model. For a feature
group, several principle components g j and hence several CFEPs may be of interest.

The CFEP is defined in Algorithm 2, but we will demonstrate the procedure of
constructing a CFEP with the illustrative example in Fig. 6. In this example, we have
two predefined groups of features, where the first group contains x1, x2, and x3, and the
second group contains features x4 and x5. The sparse SPCA on the first group yields
a first principal component (g1) with the loadings 0.3 for x1, 0.6 for x2 and 0.5 for x3
(step 1 to 3 of Algorithm 2). It follows that S = {1, 2, 3} and that the low dimensional
representation of interest is g1. For the construction of a CFEP for g1, mean predictions
for the principal component are calculated for each observation. To calculate the mean
prediction of the first observation (shown in red), we replace the values of features
with non-zero loadings of g1 of each instance in the dataset by the feature values of the
first observation (step 6 in Algorithm 2). A prediction vector ŷ(1)

rep is then calculated
with the previously trained model (step 7 in Algorithm 2). The value on the y-axis
for the red point in the graph below corresponds to the mean over all predictions for
the first observation: ¯̂y(1)

rep = (0.8 + 0.2 + 0.7 + 0.6 + 0.4 + 0.3)/6 = 0.5. The value
on the x-axis is the linear projection of the first observation for the regarded principal
component (step 8 and 9 in Algorithm 2). Hence, it is calculated by the weighted sum
of feature values x (i)

1 to x (i)
3 , where the weights are defined by the loadings of the

respective principal component that we receive with sparse SPCA.
In contrast to PDP or totalvis effect plots, CFEP produces a point cloud instead of

a curve. The CFEP is, mathematically speaking, not a function, since points on the
x-axis correspond to linear projections of features within a group. A point z on the
x-axis can have multiple combinations of features, which lead to z and have different
mean predictions on the y-axis. However, we now have the possibility to interpret the
shape of the point cloud and can draw conclusions about the behavior of the mean
prediction of the model regarding a linear combination of features of interest.

6.4 Experiments on supervised versus unsupervised dimension reduction

Asdiscussed in Sect. 6.1, PCAmight be themost popular dimension reductionmethod.
However, since PCA is unsupervised, it does not account for the dependency between
the feature space and the target variable. To evaluate the degree to which this drawback
influences CFEP, we examine two regression problems on simulated data. The first is
defined by a single underlying factor depending on a sparse set of features, which can
be represented by a single principal component. The linear combination of this feature
set is also linearly correlated with the target variable. The second regression problem
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Group 1 Group 2
x1 x2 x3 x4 x5

1 -1 2 2.5 3
-2 1.5 3 -2 -1
2.3 4 -1 6 2
-6.5 8 0 5 1
0.5 1 2 4 2
4 -2 2 3 3

→

Group 1 Group 2
x
(1)
1 x

(1)
2 x

(1)
3 x4 x5

1 -1 2 2.5 3
1 -1 2 -2 -1
1 -1 2 6 2
1 -1 2 5 1
1 -1 2 4 2
1 -1 2 3 3

→
predict

ŷ(1)
rep

0.8
0.2
0.7
0.6
0.4
0.3

0.3

0.4

0.5

0.6

1.0 1.5 2.0 2.5
PC1 = 0.3x1 + 0.6x2 + 0.5x3

M
ea

n 
Pr

ed
ict

io
n

Fig. 6 Explanation of estimating and visualizing CFEP; the x-coordinate reflects the linear combination

of features with non-zero loadings for g1, and the y-coordinate reflects the mean predictions ¯̂y(i)
rep for

each observation i . The substitution of values for each observation is only done for features with non-zero
loadings

contains two underlying factors that depend on two sparse sets of features. While the
linear combination of the first feature set is also linearly correlated with the target,
the second factor has a quadratic effect on Y. In both cases, we compare the usage of
sparse supervised and unsupervised PCA (sparse SPCA and sparse PCA) as dimension
reduction methods within CFEP and compare them to the totalvis effect plot. Here, we
investigate if the respective dimension reduction method does correctly identify the
sparse set of features for each group. Additionally, we determine how accurately we
can predict the true underlying relationship between the linear combination of these
features and the target variable. Since we simulated the data, we know the number of
underlying factors (principal components).

6.4.1 One factor

In this example, we created a data matrixXwith 500 instances of 50 standard normally
distributed features with decreasing correlations. Therefore, all features are generated
as done in Sect. 5.2. The altering proportion α is set to 0.2 for the first 10 features, to
0.4 for the next 10 features, and to 1 for the last 10 features. Thus, while the first 10
features are highly correlated with each other, the last 10 features are approximately
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Algorithm 2: Combined Features Effect Plot

input : Dataset D = {(x(i), y(i))}ni=1,
group G ⊂ {1, ..., p},
model f̂ trained on D.

output: Combined Features Effect Plot

1 Perform sparse SPCA on D̊ := {(x(i)
G , y(i))}ni=1;

2 Choose a principle component function of interest g;
3 Let S ⊆ G be the sparse set of features of g;
4 for i ∈ {1, ..., n} do
5 get feature values x(i)

S ;

6 create D(i)
rep by replacing feature values from S of every observation with x(i)

S ;

7 predict vector ŷ(i)
rep by applying f̂ on D(i)

rep row-wise;

8 calculate the mean prediction ¯̂y(i)
rep of ŷ(i)

rep ;

9 save g(x(i)
S ) as x-coordinate and ¯̂y(i)

rep as y-coordinate of observation i for the CFEP (see
Eq. (19));

The CFEP can be used as a descriptive method to better understand the effect of a group of features on the
target variable. The dimension reduction method in step 1 is exchangeable.

uncorrelated with each other. The sparse subgroup defined by the variable Z is a linear
combination of 5 features from X and has itself a linear effect on the target variable
Y:

Z = X5 − 2X8 − 4X25 + 8X47 + 4X49

Y = Z + ε, with ε
i id∼ N (0, 1).

Hence, according to our notation, GZ is defined by GZ = {5, 8, 25, 47, 49}, and thus,
XGZ is the related subset of all features. We drew 100 samples and fitted a random
forest with 2000 trees with each sample drawing. We used the 10-fold cross-validated
results to perform sparse SPCA. For each dimension reduction method, we estimate
Ẑ by summing up the (sparse) loading vector (estimated by the dimension reduction
method) multiplied by the feature matrixX. Therefore,XGẐ

is defined by the received

sparse feature set. The mean prediction ¯̂Yrep for the CFEP is calculated as described
in Sect. 6.3.

The impact of choosing a supervised over an unsupervised sparse PCA approach
is shown in Fig. 7, which also shows the average linear trend and 95% confidence
bands of CFEP for the simulation results. To evaluate how well the estimated mean
prediction ¯̂Yrep approximates the underlying trend, we assume that we know thatZ has
a linear influence on the target. Thus, we fit a linear model on each simulation result.
To compare the received regression lines, we evaluate each of them on a predefined
grid and average over all 100 samples (represented by the red line). The confidence
bands are then calculated by taking the standard deviation over all estimated regression
lines on grid level and calculating the 2.5% and 97.5% quantiles using the standard
normal approximation. The associated calculation steps for each of the 100 samples
can be summarized as follows:
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Fig. 7 Average linear trend and confidence bands of CFEP over all samples using sparse SPCA (left) and
sparse PCA (middle) compared to estimated totalvis effect curves over all 100 samples for the first principal
component (black) and the average linear trend (red) (right) (Color figure online)

(1) Estimate a linear model f̂ (XGẐ
) ∼ Z.

(2) Define an equidistant grid of length 50 within the range of Z.
(3) Apply the linear model estimated in 1) on the grid defined in 2).
(4) Repeat steps 1 to 3 for f̂ (XGZ) by using the true underlying features of Z to

calculate the combined features dependencies that we call the ground truth.

The left plot in Fig. 7 shows a similar linear trend of the estimated CFEP compared
to the average ground truth (represented by the blue line), while the red line in the right
plot varies around 0. By using sparse SPCA, the underlying feature set XGẐ

is better

approximated than with sparse PCA, which is reflected in the MSE between Z and Ẑ
of 0.7 for sparse SPCA and 1.9 for sparse PCA. Figure 8 provides an explanation for
those differences. While sparse SPCA (on average) more strongly weights features
that have a large influence on the target, impactful loading weights for sparse PCA are
solely distributed over highly correlated features in X that explain the most variance
in the feature space. Thus, including the relationship between the target and X in the
dimension reduction method may have a huge influence on correctly approximating
the underlying factor and, hence, also on the CFEP.

Similar to using sparse PCA as a dimension reduction method within CFEP, on
average, the totalvis effect curves based on PCA do not show a clear positive linear
trend (see Fig. 7). For almost half of the samples, we even receive a negative instead
of a positive trend for the underlying factor. The interpretation is opposite to the actual
effect and, hence, is misleading.

6.4.2 Two factors

In real-world data settings are often more complex by containing non-linear relation-
ships and the target variable is described by more than one underlying factor. Hence,
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Fig. 8 Distribution of feature loadings in sparse SPCA (top) and sparse PCA (bottom) over all samples.
Rhombuses denote the mean values, with the blue rhombuses indicating the features that have an influence
on the target in the underlying model formula (Color figure online)

we now examine a more complex simulation setting to assess if we can observe the
same behavior that we observed for the simple case. To that end, we simulated a data
matrix X with 500 instances for two feature sets, each containing 20 standard nor-
mally distributed features. The data for each feature set is generated as described in
Sect. 5.2 but with an altering proportion of 0.15 and 0.35 for the features in the first
set and 0.55 and 0.85 in the second set. Hence, within each set, the first ten features
show a higher correlation among each other than the last ten features. Additionally,
all features of the first set are on average more highly correlated than all features of
the second set. Features between the two sets are uncorrelated. The first factor Z1 is a
linear combination of four features from the first set and Z2 of two features from the
second set. Z1 has a linear and Z2 a quadratic effect on Y.

Z1 = 3X3 − 2X8 − 4X13 + 8X18

Z2 = 2X25 + 4X35

Y = Z1 + Z2
2 + ε, with ε

i id∼ N (0, 1).

Again, we drew 100 samples and fitted a random forest with 2000 trees with each
sample drawing. The approach is almost the same as described for one factor, with
the difference being that we use the first two principal components (as we want to find
two sparse feature sets instead of one).

In Fig. 9, the average linear and quadratic trend of the underlying CFEPs of Z1
and Z2 are depicted for both dimension reduction methods. While the average linear
regression line of sparse SPCA matches the average ground truth almost perfectly
for Z1, the associated line of sparse PCA shows only a slightly positive trend and
differs substantially from the ground truth. Regarding Z2, a similar propensity can be
observed for the quadratic shape. Again, this behavior results from sparse SPCA (on
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Fig. 9 Top (Z1): Average linear trend and confidence bands of CFEP over all samples using sparse SPCA
(left) and sparse PCA (middle) compared to estimated totalvis effect curves over all 100 samples for first
principal component (black) and the average linear trend (red) (right). Bottom (Z2): Same structure as for
Z1, but showing the quadratic trend of Z2 (Color figure online)

average) more strongly weighting features that have a large effect on the target, while
the unsupervised version focuses on features that explain the most variance in X.

The estimated linear trend of the totalvis effect curves for the first principal com-
ponent is negative instead of positive. Thus, for most of the samples and on average,
these results are completely misleading (see Fig. 9). The quadratic shape of the second
component is (on average and for almost all samples) steeper than the average ground
truth. Additionally, the deviation is higher here than for CFEP with sparse SPCA.

7 Real data example: smartphone sensor data

Smartphones and other consumer electronics have increasingly been used to collect
data for research (Miller 2012; Raento et al. 2009). The emerging popularity of these
devices for data collection is grounded in their connectivity, the number of built-in
sensors, and their widespread use. Moreover, smartphones enable users to perform
a wide variety of activities (e.g., communication, shopping, dating, banking, naviga-
tion, listening to music) and thus provide an ideal means to study human behavior
in naturalistic contexts, over extended periods of time, and at fine granularity (Harari
et al. 2015, 2016, 2017). In this regard, smartphone data has been used to investigate

123

57



1434 Q. Au et al.

individual differences in personality traits (Stachl et al. 2017; Harari et al. 2019), in
human emotion and well-being (Servia-Rodríguez et al. 2017; Rachuri et al. 2010;
Saeb et al. 2016; Thomée 2018; Onnela and Rauch 2016; Kolenik and Gams 2021),
and in daytime and nighttime activity patterns (Schoedel et al. 2020).

We use a dataset on human behavior, collected with smartphones, to illustrate
methods for group-based feature importance. The PhoneStudy dataset was consoli-
dated from three separate datasets (Stachl et al. 2017; Schuwerk et al. 2019; Schoedel
et al. 2018). It consists of 1821 features on smartphone-sensed behavior and 35 target
variables on self-reported Big Five personality trait dimensions (domains) and subdi-
mensions (facets). The dataset has been published online and is openly available.11

The Big Five personality trait taxonomy is the most widely used conceptualization
of stable individual differences in human patterns of thoughts, feelings, and behavior
(Goldberg 1990). In their original study, Stachl et al. (2020a) used the behavioral vari-
ables to predict self-reported Big Five personality trait scores (five dimensions and
30 subdimensions) and used grouped feature importance measures to explore which
classes of behaviors were most predictive for each personality trait dimension. The
groups in this study were created based on theoretical considerations from past work.

The personality prediction task is challenging because (1) the dataset containsmany
variables on similar behaviors, (2) these variables are often correlated, and (3) effects
with the targets are interactive, very small, and partially non-linear. Many variables
in the dataset can be manually grouped into classes of behavior (e.g., communication
and social activity, app-usage, music consumption, overall phone activity, mobility).

We use this dataset to illustrate the idea of grouped feature importancewith regard to
the prediction of personality trait scores for the dimension of conscientiousness (Table
5). Conscientiousness is a personality trait dimension that globally describes people’s
propensity to be reliable, dutiful, orderly, ambitious, and cautious (Jackson et al. 2010).
We chose this personality trait because it has high practical relevance due to its ability
to predict important life outcomes and behaviors (Ozer and Benet-Martínez 2006).
Here, we (1) fit a random forest model to predict the personality dimension of con-
scientiousness, (2) compute the introduced methods for grouped feature importance
(GOPFI, GPFI, GSI, LOGI, LOGO), (3) use the proposed sequential grouped feature
importance procedure to investigate which groups are most important in combination,
and (4) visualize the effect of different groups with CFEPs. Once the importance of
individual groups has been quantified, CFEPs can be helpful to further explore the
variables in these groups with regard to the criterion variable of interest (i.e., consci-
entiousness) to generate new hypotheses for future research.

In Fig. 10, we show a sequential procedure for our personality prediction example.
The figure shows that the groups overall phone usage and app usage lead to the best
model performance if used alone and, in many cases, lead to even better performances
if combined. The results also suggests that if only one group can be selected, the initial
selection of the feature group app usage more often leads to the smallest expected loss
(mean MSE = 0.519). For a practical application, this would indicate that if only one
type of feature may be collected from smartphones to predict the personality trait
conscientiousness, features on app usage should be used. If two groups of data can

11 https://osf.io/kqjhr/.
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Table 5 Grouped feature importance values for predicting the personality trait conscientiousness based on
MSE

Group GOPFI GPFI GSI LOGI LOGO

Mobility
(Mo)

−0.002
(±
0.011)

−0.002
(±
0.001)

0.000 (±
0.003)

−0.011
(±
0.075)

0.000 (±
0.006)

Music
(Mu)

−0.001
(±
0.011)

0.002 (±
0.002)

0.001 (±
0.006)

−0.019
(±
0.074)

0.001 (±
0.012)

Communication
and
social
(C)

0.000 (±
0.008)

0.001 (±
0.003)

0.004 (±
0.006)

0.008 (±
0.070)

0.001 (±
0.010)

Overall
phone
usage
(O)

0.007 (±
0.011)

0.009 (±
0.003)

0.012 (±
0.008)

0.032 (±
0.080)

0.009 (±
0.014)

App
usage
(A)

0.032 (±
0.009)

0.028 (±
0.005)

0.031 (±
0.012)

0.041 (±
0.069)

0.011 (±
0.019)

All values were calculated using a resampling method (10-times cross-validation)

be collected, overall phone usage should also be added (mean MSE = 0.513). Finally,
the plot indicates that in some cases (n = 9), the additional consideration of music
listening behaviors in the model could lead to additional, small improvements of the
expected loss (mean MSE= 0.508). If a feature group is not added, this means that it
did not make a significant contribution in this iteration of the data split. Interestingly,
the feature group music alone shows very low (or even negative) grouped feature
importance scores. This would mean that music features are only predictive in the
presence of other features.

To additionally explore meaningful and predictive directions in the feature space
of the app usage group, we use CFEPs for the visualization. Subplot (a) in Fig. 11
shows that combinations of higher values in features on weather app usage on average
lead to higher mean values in the personality trait conscientiousness. The increased
frequency in weather app usage could signify the propensity of conscientious people
to be prepared for future eventualities (e.g., bad weather; Jackson et al. 2010). Subplot
(b) shows an interesting non-monotonic relationship between the number of different
apps used each day and themean value in conscientiousness. Subplot (c) shows that the
combinations of higher values in overall phone activities lead to lower mean values in
conscientiousness. Finally, plot (d) shows a similar, negative effect pattern with regard
to music listening behaviors.

8 Conclusion

We introduced various techniques to analyze the importance and effect of user-defined
feature groups on predictions of ML models. We provided formal definitions and dis-
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A, MSE = 0.519, n = 82

O, MSE = 0.526, n = 18

A.O, MSE = 0.513, n = 73

A.O.Mu, MSE = 0.508, n = 9

Fig. 10 Sequential grouped feature importance procedure for smartphone sensor data predicting con-
scientiousness. 100 times repeated subsampling. Inner resampling strategy: 10-fold cross-validation.
Improvement threshold δ = 0.01. Abbreviations: app-usage (A), communication & social (C), music
(Mu), overall phone activity (O), mobility (Mo). Vertical bars show one step in the greedy forward search
algorithm.Height of the vertical bars represent the number of subsampling iterations inwhich a combination
of groups was chosen (for example, out of 100 subsampling iterations the group app-usage (A) was chosen
82 times as the best first group. Streams indicate the proportion of iterations that additionally benefited from
a consequent step. Only streams containing at least 5 iterations and better mean performance at the end are
displayed

tinction criteria for grouped feature importance methods and distinguished between
permutation- and refitting-based methods. For both approaches, we defined two cal-
culation strategies that either start with a null model or with the full model. Based on
these two definitions, we introduced Shapley importance scores for groups, which we
defined for permutation as well as refitting methods. Moreover, we introduced as our
first main contribution a sequential grouped feature importance procedure to find good
and stable combinations of feature groups. To contrast the newly proposed methods
with existing ones, we compared them for different scenarios. The key recommenda-
tions for the user can be summarized for four scenarios: (1) If high correlations between
groups are present, refitting methods should be preferred over permutation methods,
since they often deliver more meaningful results in these scenarios. Moreover, if the
number of groups is reasonably small, refitting methods become computationally fea-
sible. (2) If a sparse set of feature groups is of interest (e.g., due to data availability),
the introduced sequential procedure can be useful. It provides insights regarding the
most important groups: which sparse group combinations are stable in the sense that
they are frequently selected and achieve a good performance. These criteria can be
critically informative in situations where feature groups must be obtained from differ-
ent data sources that are associated with further costs. (3) If the correlation strengths
of features within groups are very diverse, all of the introduced methods might fail
to reflect the true underlying importance of the feature groups. The size of this effect
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Fig. 11 CFEPs for the prediction of the personality trait conscientiousness. g1 describes the first principal
component of the respective group, and g2 describes the second.More details about the features can be found
in Appendix D and on the supplemental website https://compstat-lmu.shinyapps.io/Personality_Prediction/
for Stachl et al. (2020a)

depends heavily on how well the fitted model captures the true underlying relation-
ship between features. Especially when using random forests, we showed that all of
the methods lead to misleading results. (4) Groups with many features might tend to
have a higher grouped importance score than groups with fewer features. Normalizing
the grouped importance score leads to an average score per feature. However, this
might result in choosing groups where grouped scores are smaller than those of other
groups and, hence, contain less (performance-based) information than others. When
using GSI, users can extract additional feature-level information to gain more insights
into the group scores. Specifically, we showed that single feature Shapley importance
scores add up to GSI when no higher-order interactions between groups are present.
As third main contribution we proposed the CFEP, which is another global interpre-
tation method that allows visualizations of the combined effect of multiple features
on the prediction of an ML model. By applying a sparse SPCA, we received more
meaningful and interpretable results for the final CFEPs compared to its unsupervised
counterpart. We also demonstrated the suitability of the method in our real data exam-
ple from computational psychology. Although, we only considered a numeric feature
space here, all methods are in general also applicable to mixed feature spaces. How-
ever, in the presence of categorical features, a suitable dimension reduction method
for CFEP must be chosen.

Here, we have focused on knowledge-driven feature groupings. However, the intro-
duced methods could also be applied to data-driven groups (e.g., via shared variance).
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Notably, their interpretation is only meaningful if groups can be described by some
underlying factor. This might be a good application for interpretable latent variables
to find causal relationships between feature groups and predictions of ML models.
Additionally, with regard to highly correlated feature groups that cannot be grouped
naturally, a data-driven approach might be more suitable.

It is our goal that this article not only provides a helpful reference for researchers in
selecting appropriate interpretation methods when features can be grouped, but also
that it inspires future research in this area.
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Appendix AMotivational example for grouped importancemethods

In some settings, permuting single features individually might not be meaningful,
for example, when categorical features are dummy-encoded. Table 6 shows for two
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Table 6 We draw 1000 samples of two independent categorical random variables X1, X2 ∈ {1, 2, 3, 4}
where the categories 1 and 2 occur four times more frequently than 3 and 4

Method X1 X2,2, X2,3, X2,4 X2,2 X2,3 X2,4

Individually permuted 2.63 – 2.45 1.00 1.71

Group-wise permuted 2.63 2.65 –

Consider the target y = 5 · 1X1 	=1 + 5 · 1X2 	=1 + ε with ε ∼ N (0, 1). Both categorical features have the
same influence on the target. We explicitly dummy encode X2 using X2 = 1 as the reference category to
obtain 3 binary features X2,k = 1X2=k , k ∈ {2, 3, 4}. We fit a linear model using the categorical feature X1
and the binary features X2,2, X2,3, X2,4. Here, we want to illustrate why it makes more sense to permute
the 3 binary features jointly rather than individually, since they naturally belong together. As expected,
permuting the binary features X2,2, X2,3, X2,4 jointly as a group yields a comparable importance to X1.
However, permuting each binary feature individually gives different importance scores making it unclear
how important X2 is compared to X1

equally important categorical features that if one feature is dummy-encoded (here: X2),
then all resulting binary features must be permuted as a group to obtain a comparable
importance score to X1. Hence, settings like in Table 6 or as described in Sects. 1 or
1.2 point out the need of grouped importance methods.

Appendix B Shapley importance

B.1 Properties of the grouped Shapley importance

For single features12 xi ∈ {1, . . . , p}, which are divided into l groups, we define the
marginal contribution for xi as

�{xi }(S) = v(S ∪ {xi }) − v(S),

for S ⊂ {1, . . . , p}\{xi }. The Shapley importance for single features φ(xi ) can also
be defined analogously to (15). One interesting question is, does the GSI for a group
G ⊂ {1, . . . , p} decompose into the sum of Shapley importances of features in G? In
the following, we want to analyze the remainder

R = φ(G) −
∑
i∈G

φ(xi ). (B1)

Similar to the functional ANOVA decomposition (Hooker 2004), we assume, that
the value function for a coalition S ⊂ {1, . . . , p} can be broken down into main and
interaction effects

v(S) = v0 +
∑
xi∈S

v(xi ) +
∑
i 	= j

εi j +
∑

i 	= j 	=k

εi jk + · · · , (B2)

12 Remember the one-to-one association of the numbers 1, . . . , p and the features x1, . . . , xp
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where εi ...m is the effect of the interaction between the features xi , . . . , xm ∈ S. A
needed requirement to apply this decomposition is that each of the functional terms has
zero means, hence they need to be centralized. The considered intercept shift is stored
in v0. To receive a unique decomposition, the orthogonality between the functional
terms needs to be fulfilled which is not the case in the presence of correlated features.
Hooker (2007) therefore suggests the generalized functional ANOVA which replaces
the orthogonality property with a hierarchical orthogonality condition and which is a
weighted version of the standard functional ANOVA (Hooker 2004). However, we do
not try to estimate or calculate the decomposed function terms, we only use the (valid)
assumption that a function can be decomposed as in Eq. (B2) to show how GSI relates
to Shapley importance for individual features. Hence, we are not directly interested in
a unique solution of the decomposition.

With the assumption in Eq. (B2), it follows that the Shapley importance of a single
feature x1 (without loss of generality) can be written as

φ(x1) = v(x1) + 1

2

⎛
⎝

p∑
i 	=1

ε1i

⎞
⎠ + 1

3

⎛
⎝

p∑
i 	= j 	=1

ε1i j

⎞
⎠ + · · · + 1

p
ε1...p. (B3)

The value function of the feature x1 contributes to the Shapley importance with the
weight 1 and all possible interaction effects with feature x1 contribute with the recipro-
cal length of the interaction effect. We proved this assertion in Appendix B.2. Similar
to (B3), the GSI of a group G1 (w.l.o.g.) can be written as

φ(G1) = v(G1) + 1

2

⎛
⎝

k∑
i 	=1

εG1Gi

⎞
⎠ + 1

3

⎛
⎝

k∑
i 	= j 	=1

εG1GiG j

⎞
⎠ + · · · + 1

k
εG1...Gk ,(B4)

where εG1...Gk is the (non-computable) interaction effect between features of groups
G1, …, Gk , where each group provides at least one feature. By using Eq. (B2) on
v(G1), we get:

v(G1) =
∑
i∈G1

v(xi ) +
∑

i 	= j∈G1

εi j +
∑

i 	= j 	=k∈G1

εi jk + · · · (B5)

Looking back at Eq. (B1), a lot of terms cancel out by using Eqs. (B3) and (B5).
The term v(G1), meaning all main effects v(xi ), i ∈ G1, and all interaction effects
εi,...,k, 1 ≤ k ≤ |G1| between features within G1, cancels out entirely.13 Furthermore,
at least all two-way interaction effects between groups εG1Gi , i = 2, . . . , k cancel
out. A combination of higher-order interaction terms between features of G1 and
{1, . . . , p}\G1 remain.14 This means that the remainder R is (usually) not equal to
zero in case the applied algorithm learned a higher-order interaction between features

13 Note, v(G1) cancels out, meaning that these interaction terms cannot be computed directly but are
assumed to affect the “payout” of the value function.
14 They mostly only partly cancel out, depending on the number of features within the groupsG1, . . . ,Gk .
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of the regarded group and other groups. The higher the remainder, the larger the higher-
order interaction effect. Thus, the remainder can be used as a quantification of learned
higher-order interaction effects between features of different groups.

B.2 Proof of Properties

Assume, that the value function for a coalition S ⊂ {x1, . . . , xp} can be broken down
into main and interaction effects:

v(S) =
∑
xi∈S

v(xi ) +
∑
i1 	=i2

εi1i2 +
∑

i1 	=i2 	=i3

εi1i2i3 + · · · ,

the Shapley importance of a single feature x1 can be written as

φ(x1) = v(x1) + 1

2

⎛
⎝

p∑
i 	=1

ε1i

⎞
⎠ + 1

3

⎛
⎝

p∑
i 	= j 	=1

ε1i j

⎞
⎠ + · · · + 1

p
ε1...p.

Proof Let N = {x2, . . . , xp}. The general formula for the Shapley importance is given
by:

φp(x1) =
∑

S⊂N\{x1}

(p − 1 − |S|)! · |S|!
p! (v(S ∪ {x1}) − v(S)) (B6)

With assumption (B2) the term v(S ∪ {x1}) − v(S) will reduce to:

v(S ∪ {x1}) − v(S) = v(x1) +
p∑

i1 	=1

ε1i1 + · · · +
p∑

i1 	=···	=i|S| 	=1

ε1i1...i|S| (B7)

It is the sum of v(x1) and all interactions with feature x1 of sizes 2, . . . , |S| + 1. All
other terms without feature x1 cancel out.

Equation (B6) consists ofmany summands of the form (B7). The term v(x1) appears
once for every subset S ⊂ N\{x1}. There are

(p−1
|S|

)
different subsets of size |S|. Only

looking at the summands with the term v(x1), Eq. (B6) reduces to

p−1∑
|S|=0

(p − 1 − |S|)! · |S|!
p!

(
p − 1

|S|
)

v(x1) = v(x1). (B8)

For the interaction terms, we first start counting the interaction term ε12 of size 2, as
an example. For |S| = 0, there are zero terms of ε12. For |S| = 1, the term ε12 only
appears once, when S = {x2}. For |S| = 2, the term ε12 appears p − 2 times, once
for each subset S = {x2, x j }, for 3 ≤ j ≤ p. For |S| = 3, we have

(p−2
2

)
times the

term ε12, again, once for each subset S = {x2, x j , xk}, for 3 ≤ j 	= k ≤ p. This
pattern goes on until there are

(p−2
p−2

)
terms of ε12 for |S| = p − 1. Now, we look at
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the interaction terms ε1i1...ik−1 of size k. Following the pattern, which we just derived,
there are zero terms of ε1i1...ik−1 for |S| ≤ k − 2 and

( p−k
|S|−k+1

)
terms of ε1i1...ik−1 for

k ≤ |S| ≤ p − 1. If we only look at the interaction terms ε1i1...ik−1 of size k and
following the Eq. (B6), we get

p−1∑
|S|=k−1

(p − 1 − |S|)! · |S|!
p!

(
p − k

|S| − k + 1

)
ε1i1...ik−1 = 1

k
ε1i1...ik−1 ,

which was left to show the assertion. �

Appendix CMore details on dimension reduction techniques

C.1 Principal component analysis

PCA only considers the data matrix X and does not take the target vector Y into
account. This procedure is thus unsupervised.

Given a centering Matrix

H = I − n−1eeT , (C9)

where e is an n-dimensional vector of all ones. The centered matrix isXC = HX. The
sample covariance matrix of X can be written as:

SX := 1

n
Xᵀ
CXC = 1

n
XᵀHHX (C10)

The goal is to maximize the total variance of projected data, which is equivalent
to maximizing trace of the sample covariance matrix. Equation (C10) can also be
written as SX = 1

n

∑n
i=1 x

(i)
C x(i)ᵀ

C , where x(i)
C corresponds to the i−th row of XC . By

projecting each data point by some unknown vectors v j , j = 1, . . . , p, we get the
projected variance for each j = 1, . . . , p, which is:

1

n

n∑
i=1

vᵀ
j x

(i)
C x(i)ᵀ

C v j = vᵀ
j

(
1

n

n∑
i=1

x(i)
C x(i)ᵀ

C

)
v j = vᵀ

j SXv j .

LetV ∈ R
p×p be the full projectionmatrix. Theprojected total variance is tr(VᵀSXV),

and by ignoring constant terms, PCA finds a solution to the problem

argmax
V

tr(VᵀSXV) = argmax
V

tr(VᵀXᵀHHXV) (C11)

with an Eigen decomposition of the covariance matrix SX. The resulting Eigen vectors
thus maximize the variation of projected data.
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C.2 Measuring statistical dependence with Hilbert Schmidt norms

In Gretton et al. (2005) a more generalized measure of dependence between variables
X and Y was introduced:

Two random variables X and Y are independent if and only if any bounded contin-
uous function of them are uncorrelated.

In more detail, this means that any pairs (X , Y ), (X , Y 2), (X2, Y ), (cos(X),

log(Y )), ... have to be uncorrelated. The resulting independence measure is called
the Hilbert-Schmidt Independence Criterion (HSIC). For the analysis of this indepen-
dence measure, it is necessary to analyze functions on random variables. Therefore
theory of Hilbert spaces and concepts of functional analysis are necessary for a thor-
ough analysis, but they are not part of this paper. For an extensive discussion of
Hilbert spaces, especially reproducing kernel hilbert spaces (RKHS) we refer to Hein
and Bousquet (2004).

Let F be a separable RKHS containing all bounded continuous functions from X
to R. The associated kernel shall be denoted by K ∈ R

n×n , with Ki j = k(xi , x j ).
Concurrently, let G be a separable RKHS with bounded continuous functions from Y
to R and associated kernel L ∈ R

n×n , with Li j = l(yi , y j ).
We are particularly interested in the cross variance between f and g:

Cov( f (x), g(y)) = Ex,y[ f (x)g(y)] − Ex [ f (x)]Ey[g(y)] (C12)

A function, which maps one element from one hilbert space to another hilbert space
is called operator. A theorem (see e.g. Fukumizu et al. 2004) states, that there exists
a unique operator CX ,Y : G −→ F with

〈 f ,Cx,y(g)〉F = Cov( f (x), g(y)). (C13)

TheHilbert-Schmidt Independence Criterion (HSIC) is defined as the squaredHilbert-
Schmidt norm of the cross-covariance operator C:

HSIC(PX ,Y ,F ,G) = ‖Cx,y‖2HS (C14)

‖Cx,y‖2HS = 0 if and only if the random variables X and Y are independent. For
a detailed discussion and derivation of the HSIC independence measure, we refer to
Gretton et al. (2005). The HSIC measure was used for feature selection in Song et al.
(2007) or for supervised principal components in Barshan et al. (2011).

C.2.1 Empirical HSIC

For a dataset D = {(x(i), y(i))}ni=1 the empirical HSIC is:

HSIC(D, F,G) = (n − 1)−2tr(KHLH) = (n − 1)−2tr(HKHL), (C15)

where H is the centering matrix from (C9). A high level of dependency between two
kernels yields a high HSIC value.
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C.3 Supervised sparse principal components

In the process of finding interpretable latent variables, which also incorporate depen-
dencies to a target variable, the Sparse Supervised Principal Components (SPCA),
which was introduced in Sharifzadeh et al. (2017), is a suitable method for our appli-
cation.

For sparseSPCAthekernelmatrix K ist defined as K = XVV ᵀXᵀ with a constraint
for unit length and an L1 penalty for sparsity. By ignoring constant terms, we get the
optimization problem:

argmax
V

tr(HKHL) = argmax
V

tr(HXVVᵀXᵀHL) (C16)

= argmax
V

tr(VᵀXᵀHLHXV) (C17)

s.t . VᵀV = I, |V| ≤ c. (C18)

Note, that without the sparsity constraint, (C17) reduces to (C11), when choosing
L = I. Already explained in Barshan et al. (2011), PCA is a special form of their
Supervised PCA, where setting L = I is a kernel, which only captures similarity
between a point and itself. Maximizing dependency betweenK and the identiy matrix
corresponds to retaining maximal diversity between observations.

Now, an arbitrary L can be decomposed as L = ��ᵀ, since L, as a kernel matrix,
is positive definite and symmetric. Defining � := �ᵀHX ∈ R

n×p, the objective
function (C17) can be rewritten as:

argmax
V

tr(Vᵀ�ᵀ�V) s.t .VᵀV = I, |V| ≤ c. (C19)

Using the singular value decomposition (SVD), the matrix� with rank(�) = m ≤
n can be written as a product of matrices:

� = U�Vᵀ s.t . UᵀU = In,VVᵀ = Ip,� = I (λ1, . . . , λm, 0, . . . , 0), (C20)

whereU ∈ R
n×n andV ∈ R

p×p are orthogonal matrices, and� ∈ R
n×p is a diagonal

matrix, with descending diagonal entries λ1 ≥ λ2 ≥ · · · ≥ λm ≥ 0. It is easy to see
that the columns ofV are Eigen vectors of the matrix �ᵀ�, since the following Eigen
value decomposition holds:

�ᵀ� = V�UᵀU�Vᵀ = V(�2)Vᵀ. (C21)

The sparse SPCA problem (C19) now becomes a matrix decomposition problem
of the matrix �, when adding an L1 penalty on the matrix V, since the columns of V,
being Eigen vectors of �ᵀ�, maximize tr(Vᵀ�ᵀ�V).

With an L1 penalty onV, this problem is a penalizedmatrix decomposition problem
(PMD, Witten et al. (2009)).
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Recalling our original problem of finding interpretable latent variables that also
depend on a target variable, the rank m matrix decomposition of � may not be desir-
able. It can be shown (e.g. Eckart and Young 1936) that the best low rank (r ≤ m)
approximation of � is calculated by the first r singular values of � and the first r
singular vectors of U and V. With ui being the i−th column of U and vi being the
i−th column of V, the best low rank approximation can thus be written as:

r∑
i=1

λiuiv
ᵀ
i = argmin

�̂

‖� − �̂‖2F , (C22)

subject to the squared Frobenius-norm (A ∈ R
m×n : ‖A‖2F = ∑n

i=1
∑m

j=1 |ai j |2). The
following equality was demonstrated in Witten et al. (2009):

1

2
‖� − U�Vᵀ‖2F = 1

2
‖�‖2F −

r∑
i=1

uᵀ
i �viλi + 1

2

r∑
i=1

λ2i . (C23)

The minimization problem (C22) thus becomes a maximization problem, by ignor-
ing the constant terms. Sharifzadeh et al. (2017) added additional L2 constraints on
ui and vi , an L1 constaint on vi for sparsity and an orthogonality constraint for ui :

argmax
uivi

uᵀ
i �vi s.t .‖ui‖2 ≤ 1, ‖vi‖2 ≤ 1, ‖vi‖1 ≤ c,ui ⊥ u1, . . . ,ui−1 (C24)

The L2 constraints do not force unit length to avoid non convex optimization prob-
lems. Witten et al. (2009) discuss how to solve many penalized matrix decomposition
problems of this kind. Without the orthogonality constraint, they call this particular
problem PMD(., L1). The solution to this problem is discussed in detail in Sharifzadeh
et al. (2017). A software implementation is available with the R-package PMAbyWit-
ten and Tibshirani (2020), which we will use for our demonstrations. Problem (C24)
does not yield orthogonal sparse vectors vi , Witten et al. (2009) state that these vectors
are unlikely to be very correlated, since the vectors vi are associated with orthogonal
vectors ui , i = 1, . . . , r .

C.3.1 Choice of the Kernel

For sparse SPCA the kernel K has been predefined as. The choice of the kernel L,
however, has a decisive impact on how the dependencies are modeled. Song et al.
(2012) discuss the kernel choice for different situations. For binary classification, one
may simply choose

l(yi , y j ) = yi y j , where yi , y j ∈ {±1}, (C25)

or a weighted version, giving different weights on positive and negative labels. For
multiclass classification a possible kernel is

l(yi , y j ) = cyδyi ,y j , where cy > 0. (C26)
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For regression one can also use a linear kernel l(yi , y j ) = yi , y j , but then only simple
linear correlations between features and the target variable can be detected. A more
universal choice is the radial basis function (RBF) kernel:

l(yi , y j ) = exp

(
−‖yi − y j‖2

2σ 2

)
. (C27)

The choice of the bandwidth 2σ 2 is extremely important. For example, if 2σ 2 → 0,
the matrix L becomes the identity matrix. Or if 2σ 2 → ∞, all entries of L are 1. In
both cases, all relevant information of the dependency between features and the target
variable is lost. Besides the bandwidth 2σ , the kernel matrix L depends only on the
pairwise distances ‖yi − y j‖2. A reasonable, and heuristically well performing (Pfister
et al. 2017) choice is 2σ 2 = median

(‖yi − y j‖2 : i > j
)
. However, it might also be

possible and advantageous to use other kernels that are selected to be particularly
efficient in detecting certain kinds of dependencies.

C.3.2 Choice of c

Witten et al. (2009) explained how PMD can be used to impute missing data. Themain
idea is simply to exclude missing entries from the maximization problem (C24) and
impute missing values by the low rank approximation matrix U�Vᵀ. This procedure
can also be used for finding optimal values for c by a cross-validation approach.
The test data consists of leaving out some entries of the matrix � (not entire rows
or columns, but individual elements of the matrix), yielding a matrix with missing
entries �̃. For candidate values ci , i = 1, . . . , k, calculate the PMD(., L1) and record
the mean squared error over the missing elements of �̃ and the estimate U�Vᵀ. The
true values of the missing values of �̃ are available in the original data�. The optimal
value c∗ corresponds to the best candidate value c j , whichminimizes themean squared
error.

However, such a cross-validation approach for the search for c is not always neces-
sary. If the method is used as a descriptive method to better understand the underlying
structure of the data, a small value of c can be chosen to achieve a desired sparsity.

Appendix D Feature description for smartphone sensor data

See Table 7.
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Table 7 Description of features used for CFEPs in Sect. 7

Feature Description

daily_mean_num_unique_Weather_weekend Mean number of different weather apps used each day
on weekends

daily_mean_num_Weather Mean number of weather apps used each day

daily_mean_num_unique_Weather_week Mean number of different weather apps used each day
on weekdays

daily_mean_num_unique_Weather Mean number of different weather apps used each day

daily_mean_num_unique_apps Mean number of different apps used each day

daily_mean_num_unique_apps_week Mean number of different apps used each day on
weekdays

daily_mean_num_unique_apps_weekend Mean number of different apps used each day on
weekends

daily_mean_sum_events_night Number of all events during the night averaged for each
day

daily_mean_dur_all Duration of all events averaged for each day

daily_sd_sum_intereventall Sd of the sum of all inter-event time intervals for each
day

daily_mean_num_uniq_song Mean number of different songs listened to each day

daily_mean_num_song Mean number of songs listened to each day

daily_mean_duration_music Mean duration of music apps used each day
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CHAPTER 5
Multilabel Classification with R Package mlr

This article introduces a range of multilabel classification algorithms implemented in the mlr
package.
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Multilabel Classification with R Package
mlr
by Philipp Probst, Quay Au, Giuseppe Casalicchio, Clemens Stachl and Bernd Bischl

Abstract We implemented several multilabel classification algorithms in the machine learning package
mlr. The implemented methods are binary relevance, classifier chains, nested stacking, dependent
binary relevance and stacking, which can be used with any base learner that is accessible in mlr.
Moreover, there is access to the multilabel classification versions of randomForestSRC and rFerns.
All these methods can be easily compared by different implemented multilabel performance measures
and resampling methods in the standardized mlr framework. In a benchmark experiment with several
multilabel datasets, the performance of the different methods is evaluated.

Introduction

Multilabel classification is a classification problem where multiple target labels can be assigned to each
observation instead of only one, like in multiclass classification. It can be regarded as a special case of
multivariate classification or multi-target prediction problems, for which the scale of each response
variable can be of any kind, for example nominal, ordinal or interval.

Originally, multilabel classification was used for text classification (McCallum, 1999; Schapire and
Singer, 2000) and is now used in several applications in different research fields. For example, in
image classification, a photo can belong to the classes mountain and sunset simultaneously. Zhang
and Zhou (2008) and others (Boutell et al., 2004) used multilabel algorithms to classify scenes on
images of natural environments. Furthermore, gene functional classifications is a popular application
of multilabel learning in the field of biostatistics (Elisseeff and Weston, 2002; Zhang and Zhou, 2008).
Additionally, multilabel classification is useful to categorize audio files. Music genres (Sanden and
Zhang, 2011), instruments (Kursa and Wieczorkowska, 2014), bird sounds (Briggs et al., 2013) or even
emotions evoked by a song (Trohidis et al., 2008) can be labeled with several categories. A song could,
for example, be classified both as a rock song and a ballad.

An overview of multilabel classification was given by Tsoumakas and Katakis (2007). Two different
approaches exist for multilabel classification. On the one hand, there are algorithm adaptation methods
that try to adapt multiclass algorithms so they can be applied directly to the problem. On the other
hand, there are problem transformation methods, which try to transform the multilabel classification
into binary or multiclass classification problems.

Regarding multilabel classification software, there is the mldr (Charte and Charte, 2015) R package
that contains some functions to get basic characteristics of specific multilabel datasets. The package
is also useful for transforming multilabel datasets that are typically saved as ARFF-files (Attribute-
Relation File Format) to data frames and vice versa. This is especially helpful because until now
only the software packages MEKA (Read and Reutemann, 2012) and Mulan (Tsoumakas et al., 2011)
were available for multilabel classification and both require multilabel datasets saved as ARFF-files
to be executed. Additionally, the mldr package provides a function that applies the binary relevance
or label powerset transformation method which transforms a multilabel dataset into several binary
datasets (one for each label) or into a multiclass dataset using the set of labels for each observation as a
single target label, respectively. However, there is no R package that provides a standardized interface
for executing different multilabel classification algorithms. With the extension of the mlr package
described in this paper, it will be possible to execute several multilabel classification algorithms in R
with many different base learners.

In the following section of this paper, we will describe the implemented multilabel classification
methods and then give a practical instruction of how to execute these algorithms in mlr. Finally, we
present a benchmark experiment that compares the performance of all implemented methods on
several datasets.

Multilabel classification methods implemented in mlr

In this section, we present multilabel classification algorithms that are implemented in the mlr package
(Bischl et al., 2016), which is a powerful and modularized toolbox for machine learning in R. The
package offers a unified interface to more than a hundred learners from the areas classification,
regression, cluster analysis and survival analysis. Furthermore, the package provides functions and
tools that facilitate complex workflows such as hyperparameter tuning (see, e.g., Lang et al., 2015) and
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feature selection that can now also be applied to the multilabel classification methods presented in
this paper. In the following, we list the algorithm adaptation methods and problem transformation
methods that are currently available in mlr.

Algorithm adaptation methods

The rFerns (Kursa and Wieczorkowska, 2014) package contains an extension of the random ferns algo-
rithm for multilabel classification. In the randomForestSRC (Ishwaran and Kogalur, 2016) package,
multivariate classification and regression random forests can be created. In the classification case, the
difference to standard random forests is that a composite normalized Gini index splitting rule is used.
Multilabel classification can be achieved by using binary encoding for the labels.

Problem transformation methods

Problem transformation methods try to transform the multilabel classification problem so that a simple
binary classification algorithm, the so-called base learner, can be applied.

Let n be the number of observations, let p be the number of predictor variables and let Z =
{z1, . . . , zm} be the set of all labels. Observations follow an unknown probability distribution P on
X × Y , where X is a p−dimensional input space of arbitrary measurement scales and Y = {0, 1}m

is the target space. In our notation, x(i) =
(

x(i)1 , . . . , x(i)p

)>
∈ X refers to the i-th observation and

xj =
(

x(1)j , . . . , x(n)j

)>
refers to the j-th predictor variable, for all i = 1, . . . , n and j = 1, . . . , p. The

observations x(i) are associated with their multilabel outcomes y(i) =
(

y(i)1 , . . . , y(i)m

)>
∈ Y , for all

i = 1, . . . , n. For all k = 1, . . . , m, setting y(i)k = 1 indicates the relevance, i.e., the occurrence, of label

zk for observation x(i) and setting y(i)k = 0 indicates the irrelevance of label zk for observation x(i).

The set of all instances thus becomes D =
{(

x(1), y(1)
)

,
(

x(2), y(2)
)

, . . . ,
(

x(n), y(n)
)}

. Furthermore,

yk =
(

y(1)k , . . . , y(n)k

)>
refers to the k-th target vector, for all k = 1, . . . , m. Throughout this paper, we

visualize multilabel classification problems in the form of tables (n = 6, p = 3, m = 3):

D =̂

x1 x2 x3 y1 y2 y3
0 0 1
1 0 1
1 1 0
1 1 1
1 1 0
1 1 0

(1)

The entries of x1, x2, x3 can be of any (valid) kind, like continuous, binary, or categorical. The
table in (1) visualizes this as an empty gray background. The target variables are indicated by a red
background and can only take the binary values 0 or 1.

Binary relevance

The binary relevance method (BR) is the simplest problem transformation method. BR learns a binary
classifier for each label. Each classifier C1, . . . , Cm is responsible for predicting the relevance of their
corresponding label by a 0/1 prediction:

Ck : X −→ {0, 1}, k = 1, . . . , m

These binary prediction are then combined to a multilabel target. An unlabeled observation x(l) is

assigned the prediction
(

C1

(
x(l)
)

, C2

(
x(l)
)

, . . . , Cm

(
x(l)
))>

. Hence, labels are predicted indepen-
dently of each other and label dependencies are not taken into account. BR has linear computational
complexity with respect to the number of labels and can easily be parallelized.

Modeling label dependence

In the problem transformation setting, the arguably simplest way (Montañés et al., 2014) to model
label dependence is to condition classifier models not only on X , but also on other label information.
The idea is to augment the input space X with information of the output space Y , which is available
in the training step. There are different ways to realize this idea of augmenting the input space. In
essence, they can be distinguished in the following way:
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• Should the true label information be used? (True vs. predicted label information)

• For predicting one label zk, should all other labels augment the input space, or only a subset of
labels? (Full vs. partial conditioning)

True vs. predicted label information

During the training of a classifier Ck for the label zk, the label information of other labels are available
in the training data. Consequently, these true labels can directly be used as predictors to train the
classifier. Alternatively, the predictions that are produced by some classifier can be used instead of the
true labels.

A classifier, which is trained on additional labels as predictors, needs those additional labels as
input variables. Since these labels are not available at prediction time, they need to be predicted first.
When the true label information is used to augment the feature space in the training of a classifier,
the assumption that the training data and the test data should be identically distributed is violated
(Senge et al., 2013). If the true label information is used in the training data and the predicted label
information is used in the test data, the training data is not representative for the test data. However,
experiments (Montañés et al., 2014; Senge et al., 2013) show that none of these methods should be
dismissed immediately. Note that we use the superscript “true” or “pred” to emphasize that a classifier
Ctrue

k or Cpred
k used true labels or predicted labels as additional predictors during training, respectively.

Suppose there are n = 6 observations with p = 3 predictors and m = 3 labels. The true label y3
shall be used to augment the feature space of a binary classifier Ctrue

1 for label y1. Ctrue
1 is thus trained

on all predictors and the true label y3. The binary classification task for label y1 is therefore:

Train Ctrue
1 on

x1 x2 x3 y3 y1
0 0
1 1
0 1
1 1
0 1
0 1

to predict y1 (2)

For an unlabeled observation x(l), only the three predictor variables x(l)1 , . . . , x(l)3 are available at

prediction time. However, the classifier Ctrue
1 needs a 4-dimensional observation

(
x(l), y(l)3

)
as input.

The input y(l)3 therefore needs to be predicted first. A new level-1 classifier Clvl1
3 , which is trained on

the set D′ = ∪6
i=1

{(
x(i), y(i)3

)}
, will make those predictions for y(l)3 . The training task is:

Train C1vl1
3 on D′ =̂

x1 x2 x3 y3
1
1
0
1
0
0

to predict y3 (3)

Therefore, for a new observation x(l), the predicted label ŷ(l)3 is obtained by using Clvl1
3 on x(l). The

final prediction for y(l)1 is then obtained by using Ctrue
1 on

(
x(l), ŷ(l)3

)
.

The alternative to (2) would be to use predicted labels ŷ3 instead of true labels y3. These labels
should be produced by means of an out-of-sample prediction procedure (Senge et al., 2013). This can be
done by an internal leave-one-out cross-validation procedure, which can of course be computationally
intensive. Because of this, coarser resampling strategies can be used. As an example, an internal 2-fold

cross-validation will be shown here. Again, let D′ = ∪6
i=1

{(
x(i), y(i)3

)}
be the set of all predictor

variables with y3 as target variable. Using 2-fold cross-validation, the dataset D′ is split into two parts

D′1 = ∪3
i=1

{(
x(i), y(i)3

)}
and D′2 = ∪6

i=4

{(
x(i), y(i)3

)}
:

x1 x2 x3 y3
1

D′1 1
0
1

D′2 0
0

(4)

Two classifiers CD′1
and CD′2 are then trained on D′1 and D′2, respectively, for the prediction of y3:

Train CD′1
on

x1 x2 x3 y3
1

D′1 1
0

to predict y3, Train CD′2 on
x1 x2 x3 y3

1
D′2 0

0

to predict y3
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Following the cross-validation paradigm, D′1 is used as test set for the classifier CD′2 , and D′2 is
used as a test set for CD′1

:

CD′2 :
x1 x2 x3

D′1
7→

ŷ3
1
0
0

, CD′1
:

x1 x2 x3

D′2
7→

ŷ3
0
0
1

These predictions are merged for the final predicted label ŷ3, which is used to augment the feature
space. The classifier Cpred

1 is then trained on that augmented feature space:

Train Cpred
1 on

x1 x2 x3 ŷ3 y1
1 0
0 1
0 1
0 1
0 1
1 1

to predict y1 (5)

The prediction phase is completely analogous to (3). It is worthwhile to mention that the level-1
classifier Clvl1

3 , which will be used to obtain predictions ŷ3 at prediction time, is trained on the whole
set D′ = D′1 ∪ D′2, following Simon (2007).

Full vs. partial conditioning

Recall the set of all labels Z = {z1, . . . , zm}. The prediction of a label zk can either be conditioned on
all remaining labels {z1, . . . , zk−1, zk+1, . . . , zm} (full conditioning) or just on a subset of labels (partial
conditioning). The only method for partial conditioning, which is examined in this paper, is the chaining
method. Here, labels zk are conditioned on all previous labels {z1, . . . , zk−1} for all k = 1, . . . , m. This
sequential structure is motivated by the product rule of probability (Montañés et al., 2014):

P
(

y(i)
∣∣∣x(i)) =

m

∏
k=1

P
(

y(i)k

∣∣∣x(i), y(i)1 , . . . , y(i)k−1

)
(6)

Methods that make use of this chaining structure are e.g., classifier chains or nested stacking (these
methods will be discussed further below).

To sum up the discussions above: there are four ways in modeling label dependencies through
conditioning labels zk on other labels z`, k 6= `. They can be distinguished by the subset of labels,
which are used for conditioning, and by the use of predicted or real labels in the training step. In
Table 1 we show the four methods, which implement these ideas and describe them consequently.

True labels Pred. labels

Partial cond. Classifier chains Nested stacking
Full cond. Dependent binary relevance Stacking

Table 1: Distinctions in modeling label dependence and models

Classifier chains

The classifier chains (CC) method implements the idea of using partial conditioning together with the
true label information. It was first introduced by Read et al. (2011). CC selects an order on the set of
labels {z1, . . . , zm}, which can be formally written as a bijective function (permutation):

τ : {1, . . . , m} −→ {1, . . . , m} (7)

Labels will be chained along this order τ:

zτ(1) → zτ(2) → . . .→ zτ(m) (8)

However, for this paper the permutation shall be τ = id (only for simplicity reasons). The labels
therefore follow the order z1 → z2 → . . . → zm. In a similar fashion to the binary relevance (BR)
method, CC trains m binary classifiers Ck, which are responsible for predicting their corresponding
label zk, k = 1, . . . , m. The classifiers Ck are of the form

Ck : X × {0, 1}k−1 −→ {0, 1}, (9)
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where {0, 1}0 := ∅. For a classifier Ck the feature space is augmented by the true label information
of all previous labels z1, z2, . . . , zk−1. Hence, the training data of Ck consists of all observations((

x(i), y(i)1 , y(i)2 , . . . , y(i)k−1

)
, y(i)k

)
, i = 1, . . . , n, with the target y(i)k . In the example from above, this

would look like:

Train C1 on

x1 x2 x3 y1
0
1
1
1
1
1

Train C2 on

x1 x2 x3 y1 y2
0 0
1 0
1 1
1 1
1 1
1 1

Train C3 on

x1 x2 x3 y1 y2 y3
0 0 1
1 0 1
1 1 0
1 1 1
1 1 0
1 1 0

(10)

At prediction time, when an unlabeled observation x(l) is labeled, a prediction
(

ŷ(l)1 , . . . , ŷ(l)m

)
is

obtained by successively predicting the labels along the chaining order:

ŷ(l)1 = C1

(
x(l)
)

ŷ(l)2 = C2

(
x(l), ŷ(l)1

)
...

ŷ(l)m = Cm

(
x(l), ŷ(l)1 , ŷ(l)2 , . . . , ŷ(l)m−1

)
(11)

The authors of Senge et al. (2013) summarize several factors, which have an impact on the
performance of CC:

• The length of the chain. A high number (k− 1) of preceding classifiers in the chain comes with a
high potential level of feature noise for the classifier Ck. One may assume that the probability of
a mistake will increase with the level of feature noise in the input space. Then the probability of
a mistake will be reinforced along the chain, due to the recursive structure of CC.

• The order of the chain. Some labels may be more difficult to predict than others. The order of a
chain can therefore be important for the performance. It can be advantageous to put simple to
predict labels in the beginning and harder to predict labels more towards the end of the chain.
Some heuristics for finding an optimal chain ordering have been proposed in da Silva et al.
(2014); Read et al. (2013). Alternatively Read et al. (2011) developed an ensemble of classifier
chains, which builds many randomly ordered CC-classifiers and put them on a voting scheme
for a prediction. However, these methods are not subject of this article.

• The dependency among labels. For an improvement of performance through chaining, there should
be a dependence among labels, CC cannot gain in case of label independence. However, CC is
also only likely to lose if the binary classifiers Ck cannot ignore the added features y1, . . . , yk−1.

Nested stacking

The nested stacking method (NST), first proposed in Senge et al. (2013), implements the idea of using
partial conditioning together with predicted label information. NST mimicks the chaining structure of
CC, but does not use real label information during training. Like in CC the chaining order shall be
τ = id , again for simplicity reasons. CC uses real label information yk during training and predicted
labels ŷk at prediction time. However, unless the binary classifiers are perfect, it is likely that yk and
ŷk do not follow the same distribution. Hence, the key assumption of supervised learning, namely
that the training data should be representative for the test data, is violated by CC. Nested stacking
tries to overcome this issue by using predicted labels ŷk instead of true labels yk.

NST trains m binary classifiers Ck on Dk := ∪n
i=1

{((
x(i), ŷ(i)1 , . . . , ŷ(i)k−1

)
, y(i)k

)}
, for all k =

1, . . . , m. The predicted labels should be obtained by an internal out-of-sample method (Senge et al.,
2013). How these predictions are obtained was already explained in the True vs. Predicted Label
Information chapter. The prediction phase is completely analogous to (11).

The training procedure is visualized in the following with 2-fold cross-validation as an internal
out-of-sample method:

Train C1 on

x1 x2 x3 y1
0
1
1
1
1
1

Use 2-fold CV on

x1 x2 x3 y1
0
1
1
1
1
1

to obtain

ŷ1
1
1
1
1
0
1

(12)
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Train C2 on

x1 x2 x3 ŷ1 y2
1 0
1 0
1 1
1 1
0 1
1 1

Use 2-fold CV on

x1 x2 x3 ŷ1 y2
1 0
1 0
1 1
1 1
0 1
1 1

to obtain

ŷ2
1
1
1
0
1
0

(13)

Train C3 on

x1 x2 x3 ŷ1 ŷ2 y3
1 1 1
1 1 1
1 1 0
1 0 1
0 1 0
1 0 0

(14)

The factors which impact the performance of CC (i.e., length and order of the chain, and the
dependency among labels), also impact NST, since NST mimicks the chaining method of CC.

Dependent binary relevance

The dependent binary relevance method (DBR) implements the idea of using full conditioning together
with the true label information. DBR is built on two main hypotheses (Montañés et al., 2014):

(i) Taking conditional label dependencies into account is important for performing well in multil-
abel classification tasks.

(ii) Modeling and learning these label dependencies in an overcomplete way (take all other labels
for modeling) may further improve model performance.

The first assumption is the main prerequisite for research in multilabel classification. It has been shown
theoretically that simple binary relevance classifiers cannot achieve optimal performance for specific
multilabel loss functions (Montañés et al., 2014). The second assumption, however, is harder to justify
theoretically. Nonetheless, the practical usefulness of learning in an overcomplete way has been shown
in many branches of (classical) single-label classification (e.g., ensemble methods (Dietterich, 2000)).

Formally, DBR trains m binary classifiers C1, . . . , Cm (as many classifiers as labels) on the corre-
sponding training data

Dk = ∪n
i=1

{((
x(i), y(i)1 , . . . , y(i)k−1, y(i)k+1, . . . , y(i)m

)
, y(i)k

)}
, (15)

k = 1, . . . , m. Thus, each classifier Ck is of the form

Ck : X × {0, 1}m−1 −→ {0, 1}.

Hence, for each classifier Ck the true label information of all labels except yk is used as augmented
features. Again, here is a visualization with the example from above:

Train C1 on

x1 x2 x3 y2 y3 y1
0 1 0
0 1 1
1 0 1
1 1 1
1 0 1
1 0 1

Train C2 on

x1 x2 x3 y1 y3 y2
0 1 0
1 1 0
1 0 1
1 1 1
1 0 1
1 0 1

Train C3 on

x1 x2 x3 y1 y2 y3
0 0 1
1 0 1
1 1 0
1 1 1
1 1 0
1 1 0

(16)

To make these classifiers applicable, when an unlabeled instance x(l) needs to be labeled, the help

of other multilabel classifiers is needed to produce predicted labels ŷ(l)1 , . . . ., ŷ(l)m as additional features.
The classifiers, which produce predicted labels as additional features, are called base learners (Montañés
et al., 2014). Theoretically any multilabel classifier can be used as base learner. However, in this paper,
the analysis is focused on BR as base learner only. The prediction of an unlabeled instance x(l) formally
works as follows:

(i) First level: Produce predicted labels by using the BR base learner:

CBR

(
x(l)
)
=
(

ŷ(l)1 , . . . , ŷ(l)m

)
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(ii) Second level, which is also called meta level (Montañés et al., 2014): Produce final prediction
ˆ̂yk =

(
ˆ̂y(l)1 , . . . , ˆ̂y(l)m

)
by applying DBR classifiers C1, . . . , Cm:

C1

(
x(l), ŷ(l)2 , . . . , ŷ(l)m

)
= ˆ̂y(l)1

C2

(
x(l), ŷ(l)1 , ŷ(l)3 , . . . , ŷ(l)m

)
= ˆ̂y(l)2

...

Cm

(
x(l), ŷ(l)1 , . . . , ŷ(l)m−1

)
= ˆ̂y(l)m

Stacking

Stacking (STA) implements the last variant of Table 1, namely the use of full conditioning together
with predicted label information. Stacking is short for stacked generalization (Wolpert, 1992) and was
first proposed in the multilabel context by Godbole and Sarawagi (2004). Like in classical stacking, for
each label it takes predictions of several other learners that were trained in a first step to get a new
learner to make predictions for the corresponding label. Both hypotheses on which DBR is built on
also apply to STA, of course.

STA trains m classifiers C1, . . . , Cm on the corresponding training data

Dk = ∪n
i=1

{((
x(i), ŷ(i)1 , . . . , ŷ(i)m

)
, y(i)k

)}
, k = 1, . . . , m. (17)

The classifiers Ck, k = 1, . . . , m, are therefore of the following form:

Ck : X × {0, 1}m −→ {0, 1}

Like in NST, the predicted labels should be obtained by an internal out-of-sample method (Sill et al.,
2009). STA can be seen as the alternative to DBR using predicted labels (like NST is for CC). However,
the classifiers Ck, k = 1, . . . , m, are trained on all predicted labels ŷ1, . . . , ŷm for the STA approach (in
DBR the label yk is left out of the augmented training set).

The training procedure is outlined in the following:

For i=1,2,3 use 2-fold CV on

x1 x2 x3 yk

y(1)k
y(2)k
y(3)k
y(4)k
y(5)k
y(6)k

to obtain

ŷk

ŷ(1)k
ŷ(2)k
ŷ(3)k
ŷ(4)k
ŷ(5)k
ŷ(6)k

(18)

For i=1,2,3 train Ck on

x1 x2 x3 ŷ1 ŷ2 ŷ3 yk

ŷ(1)1 ŷ(1)2 ŷ(1)3 y(1)k
ŷ(2)1 ŷ(2)2 ŷ(2)3 y(2)k
ŷ(3)1 ŷ(3)2 ŷ(3)3 y(3)k
ŷ(4)1 ŷ(4)2 ŷ(4)3 y(4)k
ŷ(5)1 ŷ(5)2 ŷ(5)3 y(5)k
ŷ(6)1 ŷ(6)2 ŷ(6)3 y(6)k

(19)

Like in DBR, STA depends on a BR base learner, to produce predicted labels as additional features.
Again, the use of BR as a base learner is not mandatory, but it is the proposed method in Godbole and
Sarawagi (2004).

The prediction of an unlabeled instance x(l) works almost identically to the DBR case and is
illustrated here:

(i) First level. Produce predicted labels by using the BR base learner:

CBR

(
x(l)
)
=
(

ŷ(l)1 , . . . , ŷ(l)m

)
(ii) Meta level. Apply STA classifiers C1, . . . , Cm:

C1

(
x(l), ŷ(l)1 , . . . , ŷ(l)m

)
= ˆ̂y(l)1

...

Cm

(
x(l), ŷ(l)1 , . . . , ŷ(l)m

)
= ˆ̂y(l)m
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Multilabel performance measures

Analogously to multiclass classification there exist multilabel classification performance measures. Six
multilabel performance measures can be evaluated in mlr. These are: Subset 0/1 loss, hamming loss,
accuracy, precision, recall and F1-index. Multilabel performance measures are defined on a per instance
basis. The performance on a test set is the average over all instances.

Let Dtest =
{(

x(1), y(1)
)

, . . . ,
(

x(n), y(n)
)}

be a test set with y(i) =
(

y(i)1 , . . . , y(i)m

)
∈ {0, 1}m for

all i = 1, . . . , n. Performance measures quantify how good a classifier C predicts the labels z1, . . . , zn.

(i) The subset 0/1 loss is used to see if the predicted labels C(x(i)) =
(

ŷ(i)1 , . . . , ŷ(i)m

)
are equal to

the actual labels
(

y(i)1 , . . . , y(i)m

)
:

subset0/1

(
C,
(

x(i), y(i)
))

= 1(y(i) 6=C(x(i))) :=

1 if y(i) 6= C
(

x(i)
)

0 if y(i) = C
(

x(i)
)

The subset 0/1 loss of a classifier C on a test set Dtest thus becomes:

subset0/1 (C, Dtest) =
1
n

n

∑
i=1

1y(i) 6=C(x(i))

The subset 0/1 loss can be interpreted as the analogon of the mean misclassification error in
multiclass classifications. In the multilabel case it is a rather drastic measure because it treats a
mistake on a single label as a complete failure (Senge et al., 2013).

(ii) The hamming loss also takes into account observations where only some labels have been
predicted correctly. It corresponds to the proportion of labels whose relevance is incorrectly

predicted. For an instance
(

x(i), y(i)
)

=
(

x(i),
(

y(i)1 , . . . , y(i)m

))
and a classifier C

(
x(i)
)

=(
ŷ(i)1 , . . . , ŷ(i)m

)
this is defined as:

HammingLoss
(

C,
(

x(i), y(i)
))

=
1
m

m

∑
k=1

1(
y(i)k 6=ŷ(i)k

)
If one label is predicted incorrectly, this accounts for an error of 1

m . For a test set Dtest the
hamming loss becomes:

HammingLoss(C, Dtest) =
1
n

n

∑
i=1

1
m

m

∑
k=1

1(
y(i)k 6=ŷ(i)k

)
The following measures are scores instead of loss function like the two previous ones.

(iii) The accuracy, also called Jaccard-Index, for a test set Dtest is defined as:

accuracy(C, Dtest) =
1
n

n

∑
i=1

∑m
k=1 1

(
y(i)k =1 and ŷ(i)k =1

)
∑m

k=1 1
(

y(i)k =1 or ŷ(i)k =1
)

(iv) The precision for a test set Dtest is defined as:

precision(C, Dtest) =
1
n

n

∑
i=1

∑m
k=1 1

(
y(i)k =1 and ŷ(i)k =1

)
∑m

k=1 1
(

ŷ(i)k =1
)

(v) The recall for a test set Dtest is defined as:

recall(C, Dtest) =
1
n

n

∑
i=1

∑m
k=1 1

(
y(i)k =1 and ŷ(i)k =1

)
∑m

k=1 1
(

y(i)k =1
)

(vi) For a test set Dtest the F1-index is defined as follows:

F1(C, Dtest) =
1
n

n

∑
i=1

2 ∑m
k=1 1

(
y(i)k =1 and ŷ(i)k =1

)
∑m

k=1

(
1(

y(i)k =1
) + 1(

ŷ(i)k =1
))
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The F1-index is the harmonic mean of recall and precision on a per instance basis.

All these measures lie between 0 and 1. In the case of the subset 0/1 loss and the hamming loss
the values should be low, in all other cases the scores should be high. Demonstrative definitions with
sets instead of vectors can be seen in Charte and Charte (2015).

Implementation

In this section, we briefly describe how to perform multilabel classifications in mlr. We provide
small code examples for better illustration. A short tutorial is also available at http://mlr-org.
github.io/mlr-tutorial/release/html/multilabel/index.html. The first step is to transform the
multilabel dataset into a ‘data.frame’ in R. The columns must consist of vectors of features and one
logical vector for each label that indicates if the label is present for the observation or not. To fit a
multilabel classification algorithm in mlr, a multilabel task has to be created, where a vector of targets
corresponding to the column names of the labels has to be specified. This task is an S3 object that
contains the data, the target labels and further descriptive information. In the following example, the
yeast data frame is extracted from the yeast.task, which is provided by the mlr package. Then the 14
label names of the targets are extracted and the multilabel task is created.

yeast = getTaskData(yeast.task)
labels = colnames(yeast)[1:14]
yeast.task = makeMultilabelTask(id = "multi", data = yeast, target = labels)

Problem transformation methods

To generate a problem transformation method learner, a binary classification base learner has to
be created with ‘makeLearner’. A list of available learners for classifications in mlr can be seen
at http://mlr-org.github.io/mlr-tutorial/release/html/integrated_learners/. Specific hyper-
parameter settings of the base learner can be set in this step through the ‘par.vals’ argument in
‘makeLearner’. Afterwards, a learner for any problem transformation method can be created by ap-
plying the function ‘makeMultilabel[. . .]Wrapper’, where [. . .] has to be substituted by the desired
problem transformation method. In the following example, two multilabel variants with rpart as base
learner are created. The base learner is configured to output probabilities instead of discrete labels
during prediction.

lrn = makeLearner("classif.rpart", predict.type = "prob")
multilabel.lrn1 = makeMultilabelBinaryRelevanceWrapper(lrn)
multilabel.lrn2 = makeMultilabelNestedStackingWrapper(lrn)

Algorithm adaptation methods

Algorithm adaptation method learners can be created directly with ‘makeLearner’. The names of
the specific learner can be looked up at http://mlr-org.github.io/mlr-tutorial/release/html/
integrated_learners/ in the multilabel section.

multilabel.lrn3 = makeLearner("multilabel.rFerns")
multilabel.lrn4 = makeLearner("multilabel.randomForestSRC")

Train, predict and evaluate

Training and predicting on data can be done as usual in mlr with the functions ‘train’ and ‘predict’.
Learner and task have to be specified in ‘train’; trained model and task or new data have to be
specified in ‘predict’.

mod = train(multilabel.lrn1, yeast.task, subset = 1:1500)
pred = predict(mod, task = yeast.task, subset = 1501:1600)

The performance of the prediction can be assessed via the function ‘performance’. Measures are
represented as S3 objects and multiple objects can be passed in as a list. The default measure for
multilabel classification is the hamming loss (multilabel.hamloss). All available measures for multilabel
classification can be shown by ‘listMeasures’ or looked up in the appendix of the tutorial page1

(http://mlr-org.github.io/mlr-tutorial/release/html/measures/index.html).

1In the mlr package precision is named positive predictive value and recall is named true positive rate.
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performance(pred, measures = list(multilabel.hamloss, timepredict))
multilabel.hamloss timepredict
0.230 0.174
listMeasures("multilabel")
# [1] "multilabel.ppv" "timepredict" "multilabel.hamloss" "multilabel.f1"
# [5] "featperc" "multilabel.subset01" "timeboth" "timetrain"
# [9] "multilabel.tpr" "multilabel.acc"

Resampling

To properly evaluate the model, a resampling strategy, for example k-fold cross-validation, should be
applied. This can be done in mlr by using the function ‘resample’. First, a description of the subsequent
resampling strategy, in this case three-fold cross-validation, is defined with ‘makeResampleDesc’. The
resample is executed by a call to the ‘resample’ function. The hamming loss is calculated for the binary
relevance method.

rdesc = makeResampleDesc(method = "CV", stratify = FALSE, iters = 3)
r = resample(learner = multilabel.lrn1, task = yeast.task, resampling = rdesc,
measures = list(multilabel.hamloss), show.info = FALSE)
r
# Resample Result
# Task: multi
# Learner: multilabel.classif.rpart
# multilabel.hamloss.aggr: 0.23
# multilabel.hamloss.mean: 0.23
# multilabel.hamloss.sd: 0.00
# Runtime: 6.36688

Binary performance

To calculate a binary performance measure like, e.g., the accuracy, the mean misclassification error
(mmce) or the AUC for each individual label, the function ‘getMultilabelBinaryPerformances’ can
be used. This function can be applied to a single multilabel test set prediction and also on a resampled
multilabel prediction. To calculate the AUC, predicted probabilities are needed. These can be obtained
by setting the argument ‘predict.type = "prob"’ in the ‘makeLearner’ function.

head(getMultilabelBinaryPerformances(r$pred, measures = list(acc, mmce, auc)))
# acc.test.mean mmce.test.mean auc.test.mean
# label1 0.7389326 0.2610674 0.6801810
# label2 0.5908151 0.4091849 0.5935160
# label3 0.6512205 0.3487795 0.6631469
# label4 0.6921804 0.3078196 0.6965552
# label5 0.7517584 0.2482416 0.6748458
# label6 0.7343815 0.2656185 0.6054968

Parallelization

In the case of a high number of labels and larger datasets, parallelization in the training and pre-
diction process of the multilabel methods can reduce computation time. This can be achieved by
using the package parallelMap in mlr (see also the tutorial section of parallelization: http://mlr-
org.github.io/mlr-tutorial/release/html/multilabel/index.html). Currently, only the binary
relevance method is parallelizable, the classifier for each label is trained in parallel, as they are inde-
pendent of each other. The other problem transformation methods will also be parallelizable (as far as
possible) soon.

library(parallelMap)
parallelStartSocket(2)
lrn = makeMultilabelBinaryRelevanceWrapper("classif.rpart")
mod = train(lrn, yeast.task)
pred = predict(mod, yeast.task)
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Benchmark experiment

In a similar fashion to Wang et al. (2014), we performed a benchmark experiment on several datasets
in order to compare the performances of the different multilabel algorithms.

Datasets: In Table 2 we provide an overview of the used datasets. We retrieved most datasets
from the Mulan Java library for multilabel learning2 as well as from other benchmark experiments of
multilabel classification methods. See Table 2 for article references. We uploaded all datasets to the
open data platform OpenML (Casalicchio et al., 2017; Vanschoren et al., 2013), so they now can be
downloaded directly from there. In some of the used datasets, sparse labels had to be removed in order
to avoid problems during cross-validation. Several binary classification methods have difficulties
when labels are sparse, i.e., a strongly imbalanced binary target class can lead to constant predictions
for that target. That can sometimes lead to direct problems in the base learners (when training on
constant class labels is simply not allowed) or, e.g., in classifier chains, when the base learner cannot
handle constant features. Furthermore, one can reasonably argue that not much is to be learned for
such a label. Hence, labels that appeared in less than 2% of the observations were removed. We
computed cardinality scores (based on the remaining labels) indicating the mean number of labels
assigned to each case in the respective dataset. The following description of the datasets refers to the
final versions after removal of sparse labels.

• The first dataset (birds) consists of 645 audio recordings of 15 different vocalizing bird species
(Briggs et al., 2013). Each sound can be assigned to various bird species.

• Another audio dataset (emotions) consists of 593 musical files with 6 clustered emotional labels
(Trohidis et al., 2008) and 72 predictors. Each song can be labeled with one or more of the labels
{amazed-surprised, happy-pleased, relaxing-calm, quiet-still, sad-lonely, angry-fearful}.

• The genbase dataset contains protein sequences that can be assigned to several classes of protein
families (Diplaris et al., 2005). The entire dataset contains 1186 binary predictors.

• The langLog3 dataset includes 998 textual predictors and was originally compiled in the doctorial
thesis of Read (2010). It consists of 1460 text samples that can be assigned to one or more topics
such as language, politics, errors, humor and computational linguistics.

• The UC Berkeley enron4 dataset represents a subset of the original enron5 dataset and consists of
1702 cases of emails with 24 labels and 1001 predictor variables (Klimt and Yang, 2004).

• A subset of the reuters6 dataset includes 2000 observations for text classification (Zhang and
Zhou, 2008).

• The image7 benchmark dataset consists of 2000 natural scene images. Zhou and ling Zhang
(2007) extracted 135 features for each image and made it publicly available as processed image
dataset. Each observation can be associated with different label sets, where all possible labels
are {desert, mountains, sea, sunset, trees}. About 22% of the images belong to more than one class.
However, images belonging to three classes or more are very rare.

• The scene dataset is an image classification task where labels like Beach, Mountain, Field, Urban
are assigned to each image (Boutell et al., 2004).

• The yeast dataset (Elisseeff and Weston, 2002) consists of micro-array expression data, as well as
phylogenetic profiles of yeast, and includes 2417 genes and 103 predictors. In total, 14 different
labels can be assigned to a gene, but only 13 labels were used due to label sparsity.

• Another dataset for text-classification is the slashdot8 dataset (Read et al., 2011). It consists of
article titles and partial blurbs. Blurbs can be assigned to several categories (e.g., Science, News,
Games) based on word predictors.

Algorithms: We used all multilabel classification methods currently implemented in mlr: binary
relevance (BR), classifier chains (CC), nested stacking (NST), dependent binary relevance (DBR) and
stacking (STA) as well as algorithm adaption methods of the rFerns (RFERN) and randomForestSRC
(RFSRC) packages. For DBR and STA the first level and meta level classifiers were equal. For CC and
NST we chose random chain orders for each resample iteration.

2http://mulan.sourceforge.net/datasets-mlc.html
3http://languagelog.ldc.upenn.edu/nll/
4http://bailando.sims.berkeley.edu/enron_email.html
5http://www.cs.cmu.edu/~enron/
6http://lamda.nju.edu.cn/data_MIMLtext.ashx
7http://lamda.nju.edu.cn/data_MIMLimage.ashx
8http://slashdot.org
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Dataset Reference # Inst. # Pred. # Labels Cardinality

birds* Briggs et al. (2013) 645 260 15 0.96
emotions Trohidis et al. (2008) 593 72 6 1.87
genbase* Diplaris et al. (2005) 662 112 16 1.20
langLog* Read (2010) 1460 998 18 0.85
enron* Klimt and Yang (2004) 1702 1001 24 3.12
reuters Zhang and Zhou (2008) 2000 243 7 1.15
image Zhou and ling Zhang (2007) 2000 135 5 1.24
scene Boutell et al. (2004) 2407 294 6 1.07
yeast* Elisseeff and Weston (2002) 2417 103 13 4.22
slashdot* Read et al. (2011) 3782 1079 14 1.13

Table 2: Used benchmark datasets including number of instances, number of predictor, number of
label and label cardinality. Datasets with an asterisk differ from the original dataset as sparse labels
have been removed. The genbase dataset contained many constant factor variables, which were
automatically removed by mlr.

Base Learners: We employed two different binary classification base learner for each problem
transformation algorithm: random forest (rf) of the randomForest package (Liaw and Wiener, 2002)
with ntree = 100 and adaboost (ad) from the ada package (Culp et al., 2012), each with standard
hyperparameter settings.

Performance Measures: We used the six previously proposed performance measures. Further-
more, we calculated the reported values by means of a 10-fold cross-validation.

Code: For reproducibility, the complete code and results can be downloaded from Probst (2017).
The R package batchtools (Bischl et al., 2015) was used for parallelization.

The results for hamming loss and F1-index are illustrated in Figure 1. Tables 3 and 4 contain
performance values with the best performing algorithms highlighted in blue. For all remaining
measures one may refer to the Appendix. We did not perform any threshold tuning that would
potentially improve some of the performance of the methods.

The results of the problem transformation methods in this benchmark experiment concur with the
general conclusions and results in Montañés et al. (2014). The authors ran a similar benchmark study
with penalized logistic regression as base learner. They concluded that, on average, DBR performs
well in F1 and accuracy. Also, CC outperform the other methods regarding the subset 0/1 loss most of
the time. For the hamming loss measure they got mixed results, with no clear winner concordant to
our benchmark results. As base learner, on average, adaboost performs better than random forest in
our benchmark study.

Considering the measure F1, the problem transformation methods DBR, CC, STA and NST out-
perform RFERN and RFSRC on most of the datasets and also almost always perform better than BR,
which does not consider dependencies among the labels. RFSRC and RFERN only perform well on
either precision or recall, but in order to be considered as good classifiers they should perform well on
both. The generally poor performances of RFERN can be explained by the working mechanism of the
algorithm which randomly chooses variables and split points at each split of a fern. Hence, it cannot
deal with too many features that are useless for the prediction of the target labels.

Summary

In this paper, we describe the implementation of multilabel classification algorithms in the R package
mlr. The problem transformation methods binary relevance, classifier chains, nested stacking, depen-
dent binary relevance and stacking are implemented and can be used with any base learner that is ac-
cessible in mlr. Moreover, there is access to the multilabel classification versions of randomForestSRC
and RFerns. We compare all of these methods in a benchmark experiment with several datasets and
different implemented multilabel performance measures. The dependent binary relevance method
performs well regarding the measures F1 and accuracy. Classifier chains outperform the other methods
in terms of the subset 0/1 loss most of the time. Parallelization is available for the binary relevance
method and will be available soon for the other problem transformation methods. Algorithm adapta-
tion methods and problem transformation methods that are currently not available can be incorporated
in the current mlr framework easily. In our benchmark experiment we had to remove labels which
occured too sparsely, because some algorithms crashed due to one class problems, which appeared
during cross-validation. A solution to this problem and an implementation into the mlr framework is
of great interest.
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Figure 1: Results for hamming loss and F1-index. The best performing algorithms are highlighted on
the plot.

BR(rf) CC(rf) NST(rf) DBR(rf) STA(rf) BR(ad) CC(ad) NST(ad) DBR(ad) STA(ad) RFERN RFSRC BR(fl)
birds* 0.0477 0.0479 0.0475 0.0472 0.0468 0.0442 0.0441 0.0436 0.0431 0.0429 0.4148 0.0510 0.0641

emotions 0.1779 0.1832 0.1818 0.1801 0.1753 0.181 0.1916 0.1849 0.1981 0.1863 0.2492 0.1832 0.3114
genbase* 0.0021 0.0023 0.0025 0.0027 0.0023 0.0003 0.0003 0.0003 0.0004 0.0003 0.0240 0.0006 0.0748
langLog* 0.0464 0.0465 0.0467 0.0464 0.0466 0.0451 0.0442 0.0446 0.0447 0.0448 0.6673 0.0466 0.0473

enron* 0.0903 0.0904 0.0902 0.0909 0.0891 0.0874 0.0913 0.0881 0.1045 0.0877 0.4440 0.0919 0.1279
reuters 0.0663 0.0654 0.0661 0.0629 0.065 0.0666 0.0814 0.0664 0.1926 0.0664 0.2648 0.0668 0.1649
image 0.1774 0.1791 0.1737 0.1761 0.1754 0.1714 0.1939 0.1721 0.2935 0.1717 0.2983 0.1802 0.2472
scene 0.0836 0.0809 0.0832 0.0796 0.0799 0.0791 0.0821 0.0796 0.0945 0.076 0.1827 0.0884 0.1790

yeast* 0.2038 0.2044 0.2023 0.2123 0.2008 0.2048 0.2105 0.2038 0.2221 0.2046 0.4178 0.2040 0.2486
slashdot* 0.0558 0.0560 0.0559 0.0559 0.0554 0.059 0.0635 0.0586 0.1382 0.0582 0.4925 0.0562 0.0811

Table 3: Hamming loss

BR(rf) CC(rf) NST(rf) DBR(rf) STA(rf) BR(ad) CC(ad) NST(ad) DBR(ad) STA(ad) RFERN RFSRC BR(fl)
birds* 0.6369 0.6342 0.6433 0.64 0.6459 0.6835 0.683 0.6867 0.6846 0.6895 0.1533 0.5929 0.4774

emotions 0.6199 0.6380 0.6192 0.6625 0.6337 0.6274 0.6449 0.6206 0.6598 0.615 0.6603 0.6046 0.0000
genbase* 0.9885 0.9861 0.9855 0.9835 0.9861 0.9977 0.9977 0.9977 0.9962 0.9977 0.9214 0.9962 0.0000
langLog* 0.3192 0.3194 0.3148 0.3199 0.3167 0.3578 0.3772 0.3686 0.3653 0.3643 0.2401 0.3167 0.2979

enron* 0.5781 0.5822 0.5791 0.5866 0.5826 0.592 0.6009 0.5906 0.6017 0.5917 0.2996 0.5446 0.3293
reuters 0.6708 0.6944 0.6769 0.7303 0.6846 0.6997 0.7537 0.7012 0.7556 0.7082 0.6296 0.6541 0.0000
image 0.4308 0.4835 0.4362 0.5561 0.4456 0.47 0.5814 0.4709 0.6085 0.4824 0.5525 0.3757 0.0000
scene 0.6161 0.6420 0.6161 0.6563 0.6326 0.6585 0.73 0.661 0.765 0.685 0.6647 0.5729 0.0000

yeast* 0.6148 0.6294 0.6180 0.6195 0.6244 0.6238 0.63 0.6257 0.616 0.6266 0.4900 0.5991 0.4572
slashdot* 0.4415 0.4562 0.4422 0.4716 0.4535 0.4009 0.4654 0.4052 0.5216 0.411 0.2551 0.4320 0.0325

Table 4: F1-index
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Appendices

BR(rf) CC(rf) NST(rf) DBR(rf) STA(rf) BR(ad) CC(ad) NST(ad) DBR(ad) STA(ad) RFERN RFSRC BR(fl)
birds* 0.4481 0.4481 0.4466 0.4497 0.4451 0.4156 0.4218 0.4171 0.4233 0.4202 0.9830 0.4777 0.5226

emotions 0.6846 0.6575 0.6728 0.6457 0.6626 0.6777 0.6643 0.7031 0.6845 0.6828 0.7992 0.6829 1.0000
genbase* 0.0333 0.0363 0.0393 0.0423 0.0363 0.0045 0.0045 0.0045 0.0060 0.0045 0.2115 0.0091 1.0000
langLog* 0.6836 0.6829 0.6884 0.6842 0.6856 0.6521 0.6349 0.6418 0.6438 0.6466 0.8589 0.6856 0.7021

enron* 0.8531 0.8413 0.8560 0.8408 0.8484 0.8496 0.819 0.8484 0.8320 0.8408 1.0000 0.8619 0.9982
reuters 0.3620 0.3405 0.3575 0.311 0.3515 0.349 0.2945 0.338 0.3495 0.3385 0.5830 0.3695 1.0000
image 0.6635 0.6150 0.6505 0.575 0.6445 0.63 0.539 0.6275 0.6225 0.619 0.8365 0.6955 1.0000
scene 0.4225 0.3926 0.4217 0.3835 0.4046 0.3913 0.3095 0.3805 0.3610 0.3648 0.7540 0.4570 1.0000

yeast* 0.8316 0.7600 0.8201 0.8167 0.8155 0.8304 0.7563 0.8134 0.8217 0.806 0.9338 0.8337 0.9855
slashdot* 0.6140 0.5994 0.6116 0.5859 0.6052 0.6489 0.5923 0.6449 0.6658 0.6396 0.9966 0.6142 0.9675

Table 5: Subset 0/1 loss

BR(rf) CC(rf) NST(rf) DBR(rf) STA(rf) BR(ad) CC(ad) NST(ad) DBR(ad) STA(ad) RFERN RFSRC BR(fl)
birds* 0.6153 0.6126 0.6197 0.6169 0.6232 0.6589 0.657 0.6604 0.6581 0.6621 0.0999 0.5753 0.4774

emotions 0.5453 0.5649 0.5464 0.5849 0.5609 0.5519 0.5676 0.5408 0.5727 0.5427 0.5503 0.5332 0.0000
genbase* 0.9834 0.9806 0.9796 0.9773 0.9806 0.9972 0.9972 0.9972 0.9957 0.9972 0.8884 0.9950 0.0000
langLog* 0.3185 0.3188 0.3140 0.3188 0.3161 0.3553 0.3741 0.366 0.363 0.3615 0.1953 0.3161 0.2979

enron* 0.4693 0.4757 0.4694 0.4804 0.4742 0.483 0.4987 0.4824 0.4919 0.4847 0.1859 0.4394 0.2241
reuters 0.6625 0.6856 0.6682 0.7199 0.6754 0.6873 0.7414 0.6912 0.7197 0.6964 0.5620 0.6482 0.0000
image 0.4068 0.4585 0.4142 0.5225 0.4228 0.4446 0.5508 0.4458 0.5366 0.4564 0.4467 0.3578 0.0000
scene 0.6064 0.6333 0.6067 0.6463 0.6233 0.646 0.7201 0.6505 0.7313 0.6725 0.5513 0.5654 0.0000

yeast* 0.5091 0.5320 0.5138 0.514 0.5205 0.5182 0.5345 0.522 0.5068 0.5239 0.3674 0.4945 0.3361
slashdot* 0.4274 0.4421 0.4285 0.4569 0.4385 0.3883 0.4507 0.3925 0.4613 0.3982 0.1651 0.4202 0.0325

Table 6: Accuracy

BR(rf) CC(rf) NST(rf) DBR(rf) STA(rf) BR(ad) CC(ad) NST(ad) DBR(ad) STA(ad) RFERN RFSRC BR(fl)
birds* 0.2763 0.2752 0.2897 0.2859 0.2936 0.3755 0.3865 0.3772 0.3687 0.3784 0.8352 0.1949 0.0000

emotions 0.6197 0.6474 0.6187 0.6847 0.6358 0.6335 0.6708 0.6293 0.7189 0.6237 0.8276 0.6001 0.0000
genbase* 0.9846 0.9819 0.9809 0.9786 0.9819 0.9977 0.9977 0.9977 0.9962 0.9977 0.9962 0.9955 0.0000
langLog* 0.0334 0.0330 0.0270 0.0331 0.0308 0.0971 0.1191 0.1056 0.0995 0.102 0.9264 0.0301 0.0000

enron* 0.5426 0.5487 0.5421 0.5580 0.5466 0.5611 0.5902 0.5619 0.6314 0.5633 0.771 0.4959 0.2613
reuters 0.6733 0.6959 0.6801 0.7338 0.6875 0.7038 0.754 0.7046 0.9032 0.7123 0.8598 0.6559 0.0000
image 0.4192 0.4696 0.4228 0.5562 0.4335 0.4581 0.5691 0.4603 0.7787 0.4724 0.7374 0.3598 0.0000
scene 0.6148 0.6373 0.6134 0.6555 0.6306 0.6614 0.7243 0.6613 0.8174 0.6879 0.9173 0.5662 0.0000

yeast* 0.5722 0.6097 0.5788 0.6035 0.5874 0.5951 0.6229 0.5978 0.6104 0.6013 0.6296 0.5442 0.3365
slashdot* 0.4267 0.4412 0.4270 0.4574 0.4391 0.3834 0.4526 0.3868 0.6984 0.3931 0.8065 0.4094 0.0000

Table 7: Recall

BR(rf) CC(rf) NST(rf) DBR(rf) STA(rf) BR(ad) CC(ad) NST(ad) DBR(ad) STA(ad) RFERN RFSRC BR(fl)
birds* 0.8812 0.8889 0.8764 0.9056 0.8874 0.8461 0.8349 0.8401 0.8648 0.8605 0.0859 0.8996

emotions 0.7627 0.7242 0.7499 0.7265 0.7644 0.7537 0.7014 0.739 0.6783 0.7347 0.5869 0.7577
genbase* 0.9987 0.9987 0.9987 0.9987 0.9987 0.9995 0.9995 0.9995 0.9995 0.9995 0.8917 0.9995
langLog* 0.7267 0.7356 0.7058 0.7207 0.6882 0.6874 0.7228 0.7133 0.7014 0.6965 0.0632 0.7233

enron* 0.7283 0.7188 0.7305 0.7092 0.7331 0.7235 0.6807 0.7198 0.6371 0.7233 0.1973 0.7448 0.5135
reuters 0.9411 0.9168 0.9346 0.8995 0.9298 0.9014 0.7689 0.8983 0.7465 0.8931 0.5715 0.9562
image 0.7899 0.7333 0.8029 0.7086 0.7865 0.7841 0.6281 0.7814 0.6036 0.7737 0.4813 0.83
scene 0.9071 0.8956 0.9112 0.8917 0.9143 0.8936 0.81 0.8856 0.7879 0.8872 0.5662 0.9233

yeast* 0.7372 0.7218 0.7351 0.7055 0.7389 0.7225 0.6947 0.7233 0.6827 0.7159 0.4361 0.7508 0.7478
slashdot* 0.8365 0.8127 0.8298 0.7927 0.8277 0.8119 0.6804 0.8161 0.5025 0.8196 0.1679 0.8366

Table 8: Precision (For the featureless learner we have no precision results for several datasets. The reason is that
the featureless learner does not predict any value in all observations in these datasets. Hence, the denominator in
the precision formula is always zero. mlr predicts NA in this case.)
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Figure 2: Results for the remaining measures.
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CHAPTER 6
mlr3: A modern object-oriented machine learning

framework in R

The mlr3 framework offers a versatile and expandable platform for machine learning in R. With
a modular design and reliance on modern R packages, this ecosystem supports a wide range of
ML tasks and serves both practitioner and researchers in model development, experimentation,
and evaluation.

Contributing article

Lang, M., Binder, M., Richter, J., Schratz, P., Pfisterer, F., Coors, S., Au, Q., Casalicchio, G.,
Kotthoff, L., and Bischl, B. (2019). mlr3: A modern object-oriented machine learning frame-
work in R. Journal of Open Source Software
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Summary

The R (R Core Team, 2019) package mlr3 and its associated ecosystem of extension packages
implements a powerful, object-oriented and extensible framework for machine learning (ML) in
R. It provides a unified interface to many learning algorithms available on CRAN, augmenting
them with model-agnostic general-purpose functionality that is needed in every ML project,
for example train-test-evaluation, resampling, preprocessing, hyperparameter tuning, nested
resampling, and visualization of results from ML experiments. The package is a complete
reimplementation of the mlr (Bischl et al., 2016) package that leverages many years of
experience and learned best practices to provide a state-of-the-art system that is powerful,
flexible, extensible, and maintainable. We target both practitioners who want to quickly
apply ML algorithms to their problems and researchers who want to implement, benchmark,
and compare their new methods in a structured environment. mlr3 is suitable for short scripts
that test an idea, for complex multi-stage experiments with advanced functionality that use
a broad range of ML functionality, as a foundation to implement new ML (meta-)algorithms
(for example AutoML systems), and everything in between. Functional correctness is ensured
through extensive unit and integration tests.
Several other general-purpose ML toolboxes exist for different programing languages. The
most widely used ones are scikit-learn (Pedregosa et al., 2011) for Python , Weka (Hall et
al., 2009) for Java, and mlj (Blaom, Kiraly, Lienart, & Vollmer, 2019) for Julia. The most
important toolboxes for R are mlr, caret (Kuhn, 2008) and tidymodels (Kuhn & Wickham,
2019).

Lessons Learned from 6 Years of Machine Learning in R

The predecessor package mlr was first released to CRAN in 2013, with the core design and
architecture dating back much further. As with most software, more code was added over time
to integrate more ML algorithms, more approaches for feature selection or hyperparameter
tuning, more methods to analyze trained models, and many other things. With each addition,
the code base became larger and more difficult to test and maintain, in particular as changes
in the dozens of packages that we integrated with mlr would break our code and prevent
releases. Installing the package with all dependencies and a complete build with all tests
would take hours – we had arrived at a point where adding any new functionality became a
major undertaking. Further, some of the architectural and design decisions made it essentially
impossible to support new cross-cutting functionality, for example ML pipelines, or using new
R packages for better performance.
mlr3 takes these lessons learned to heart and now follows these design principles:

Lang et al., (2019). mlr3: A modern object-oriented machine learning framework in R. Journal of Open Source Software, 4(44), 1903.
https://doi.org/10.21105/joss.01903
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• Be modular and light on dependencies. The core mlr3 package provides only the basic
building blocks of ML: tasks, a few learners, resampling methods, and performance
measures. Everything else can be installed and loaded separately through additional
packages in the mlr3 ecosystem, for example support for other kinds of data, methods
for tuning hyperparameters, or integrations for additional ML packages.

• Leverage modern R packages, especially data.table for fast and efficient computations
on rectangular data.

• Embrace R6 for a clean object-oriented design, object state changes, and reference
semantics.

• Defensive programming and type safety. All user input is checked with checkmate
(Lang, 2017). Return types are documented and automatic type casting for “simplifi-
cation” is avoided.

In addition, we simplified the API considerably by unifying container and result classes. Many
result objects are now tabular by mixing data.table’s list-column feature with R6 objects,
which also allows for easy and efficient selection and “split-apply-combine” type operations.

Ecosystem

In addition to the main mlr3 package, mlr3learners provides integrations to a careful selec-
tion of the most important ML algorithms and packages in R. Complex ML workflows (using
directed acyclic graphs) that can incorporate preprocessing, (stacking) ensembles, alternative-
branch execution, and much more can be built with the mlr3pipelines package. Funtionality
for hyperparameter tuning and nested resampling of learners and complex pipelines is provided
by the mlr3tuning package. mlr3filters integrates many feature filtering techniques and
mlr3db allows direct use of databases as data sources for out-of-memory data. We are plan-
ning and working on many more packages; for example for Bayesian optimization, Hyperband,
probabilistic regression, survival analysis, and spatial and temporal data. A complete list of
existing and planned extension packages can be found on the mlr3 wiki.
mlr3 and its ecosystem are documented in numerous manual pages and a comprehensive
book (work in progress). All packages are licensed under GNU Lesser General Public License
(LGPL-3).
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CHAPTER 7
The PhoneStudy Project

The PhoneStudy project1 aims to develop smartphone applications, a server infrastructure, and
adjacent data-tools to efficiently collect and analyze behavioral data in psychology and other
sciences.
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CHAPTER 8
Predicting Personality from Patterns of Behavior Coll-

ected with Smartphones

Big Five personality traits were predicted from smartphone-based behavioral data using machine
learning. These findings highlight the potential benefits and risks of smartphone data collection
and modeling.
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Smartphones enjoy high adoption rates around the globe. Rarely
more than an arm’s length away, these sensor-rich devices can
easily be repurposed to collect rich and extensive records of
their users’ behaviors (e.g., location, communication, media con-
sumption), posing serious threats to individual privacy. Here we
examine the extent to which individuals’ Big Five personality
dimensions can be predicted on the basis of six different classes
of behavioral information collected via sensor and log data har-
vested from smartphones. Taking a machine-learning approach,
we predict personality at broad domain (rmedian = 0.37) and nar-
row facet levels (rmedian = 0.40) based on behavioral data collected
from 624 volunteers over 30 consecutive days (25,347,089 logging
events). Our cross-validated results reveal that specific patterns in
behaviors in the domains of 1) communication and social behav-
ior, 2) music consumption, 3) app usage, 4) mobility, 5) overall
phone activity, and 6) day- and night-time activity are distinc-
tively predictive of the Big Five personality traits. The accuracy
of these predictions is similar to that found for predictions based
on digital footprints from social media platforms and demon-
strates the possibility of obtaining information about individuals’
private traits from behavioral patterns passively collected from
their smartphones. Overall, our results point to both the bene-
fits (e.g., in research settings) and dangers (e.g., privacy impli-
cations, psychological targeting) presented by the widespread
collection and modeling of behavioral data obtained from
smartphones.

personality | behavior | machine learning | mobile sensing | privacy

I t has been well documented that “digital footprints” derived
from social network platforms (e.g., Facebook likes) can reveal

individuals’ psychological characteristics, such as their person-
ality traits (1). This is consequential because the Big Five per-
sonality traits have been shown to predict a broad range of
life outcomes in the domains of health, political participation,
personal and romantic relationships, purchasing behaviors, and
academic and job performance (2–4). Data-driven inferences
about individuals’ personality traits present great opportunities
for research; but they also have major implications for individual
privacy because they allow for personality-based targeting and
manipulation (5, 6).

Even greater threats to privacy are posed by smartphones,
which can collect a far broader, fine-grained array of daily
behaviors than can be scraped from social media platforms and
which are pervasive in most societies around the globe (7). The
on-board sensors of a smartphone and the device’s logging capa-
bilities (e.g., app-usage logs, media and website consumption,
location, communications, screen activity) can be harnessed by
apps to record daily behaviors performed both on the devices
themselves and in close proximity to them (8–10). These data

have great potential for psychological research and have already
begun to yield valuable findings, including studies relating phys-
ical activity and communication data to human emotion and
mental wellbeing (11–14). However, behavioral data from smart-
phones can contain private information and should therefore be
collected and processed only when informed consent is given
(15). In theory, users must give permission for apps to access
certain types of data on their phones (e.g., to record location
or audio data). However, people are often unaware of the data
they are providing, are tricked into giving access to more data
(16), and struggle to understand current permission systems that
are unspecific and ineffective in preventing the collection of per-
sonal data from smartphones (17–19). Finally, many apps find
creative side channels to routinely extract data from people’s
phones (20, 21)—regardless of whether permission has been
provided.

Here we evaluate whether individuals’ Big Five personality
trait levels can be predicted on the basis of six different classes of
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extent to which individuals’ personality dimensions (assessed
at broad domain and narrow facet levels) can be predicted
from six classes of behavior: 1) communication and social
behavior, 2) music consumption, 3) app usage, 4) mobility, 5)
overall phone activity, and 6) day- and night-time activity, in
a large sample. The cross-validated results show which Big
Five personality dimensions are predictable and which spe-
cific patterns of behavior are indicative of which dimensions,
revealing communication and social behavior as most predic-
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behavioral information collected via smartphones. Moreover, we
examine which behaviors reveal most about each personality trait
and how predictive each behavioral class is on average. Using
sensor and log data from volunteers’ smartphones, we extracted
thousands of variables, categorized into six classes of daily behav-
ior derived from previous research: 1) app usage (e.g., mean
duration of gaming app usage), 2) music consumption (e.g., mean
valence of played songs), 3) communication and social behavior
(e.g., number of outgoing calls per day), 4) mobility behaviors
(e.g., mean radius of gyration), 5) overall phone activity (e.g.,
number of unlock events per day), and 6) a higher-level behav-
ioral class that captured the extent of daytime versus nighttime
activity (e.g., outgoing calls at night). Together these six classes
of behavior provided a broad sampling of the data that can eas-
ily be derived from smartphones and which may provide clues to
individuals’ personalities and allow for a robust investigation of
our research question.

We assessed personality in terms of the Big Five dimen-
sions, the most widely used and well-established system in
psychological science for organizing personality traits (22–24).
This taxonomy describes human personality in terms of five
broad and relatively stable dimensions: openness, conscien-
tiousness, extraversion, agreeableness, and emotional stability
(22, 23), with each dimension subsuming a larger number of
more specific facets. The Big Five have been found to have
a strong genetic basis and to replicate across cultures and
contexts (25–27).

Past studies have highlighted the promise of using smart-
phones to associate behavioral data with personality traits and
other private attributes (28–39). A subset of these studies has
used machine learning in analyses with the goal of predict-
ing personality traits from behavioral measures (28–30, 38, 39).
However, this subset of studies was subject to a number of key
limitations, including the following: 1) focusing on just a single
class of behavior or a small number of similar behaviors (e.g.,
communication behavior, refs. 31 and 39); 2) using small sam-
ples (28–30, 39); 3) being confined to the broad personality trait
domains, not their more specific facets (28–30, 38, 39); 4) using
classification instead of regression for the prediction of continu-
ous personality scores (28, 29, 31); 5) likely overestimating model
performance (28–30) (see ref. 31, for a discussion of the prob-
lem); 6) not providing enough information to reproduce findings
(e.g., open data and materials, refs. 28–30, 38, and 39); and 7)
not determining the relative effects of variables in the prediction
models (28–30, 38).

To address these issues, we use smartphone sensing to
gather behaviors from a wide variety of behavioral classes
from a large sample, measure personality at both the domain
and facet levels, train linear and nonlinear regression mod-
els (elastic net, random forest), properly evaluate our models
out of sample using a (nested) cross-validated approach, and
explore which behaviors are most predictive of personality over-
all and with respect to the individual personality domains and
facets using interpretable machine learning and corrected sig-
nificance tests. As a benchmark for the performance of our
models, we compare the predictive performance with that of
previous research using digital footprints from social media
platforms (e.g., ref. 1).

Results
Personality Trait Prediction with Behavioral Patterns. Descriptive
statistics can be found in SI Appendix, Tables S1 and S2, and
in extensive detail on the project’s website, accessible via the
project repository (40). The results show that we successfully
predicted levels of Big Five personality traits from behavioral
patterns, derived from smartphone data, for more than half of
the domains and facets (57% of all personality dimensions).
In multiple instances both model types performed well above

the baseline model (i.e., a model that constantly predicts the
mean in the respective training set). Furthermore, our results
suggest differences in how well the trait dimensions were pre-
dicted, as can be seen in Fig. 1 and in SI Appendix, Table S4
(e.g., sociableness most accurately and agreeableness not at all).
The results also show that the nonlinear random forest mod-
els on average outperformed the linear elastic net models in
both prediction performance and the number of successfully
predicted criteria, hinting at the presence of nonlinear cor-
relational structures in the data. Table 1 shows the top five
most-important predictor variables per criterion. In Fig. 2 we
provide a comprehensive visualization of all model results and
effects of the behavioral classes. Fig. 2, Top shows the median
prediction performance in R2, and Fig. 2, Upper Middle shows
the contribution and significance of a behavioral class by itself
for the respective model (unique class importance). Fig. 2,
Lower Middle shows the contribution of a behavioral class in the
context of all other classes (combined class importance). Red
circles indicate significant effects. In Fig. 2, Bottom, color-coded
behavioral patterns ranked by variable importance are displayed
across all models.

Here we report median prediction performances for all
personality trait models, aggregated across the outer cross-
validation folds. We report all metrics for both model types in
SI Appendix, Table S4. In SI Appendix, Fig. S1 we also show
exploratory predictor effects in accumulated local effect plots
(ALEs). Additionally, we provide P values for the behavioral
class effects, in SI Appendix, Table S5. For clarity and due to
the model’s superiority in prediction, we report performance
metrics only for the random forest models in the text. How-
ever, results for both types of models, including plots, vari-
able importance measures, and all exploratory single-predictor
effects, are available on the project’s website, accessible via the
project’s repository (40). In addition to results from predictive
modeling, we also summarize findings from the interpretable
machine-learning analyses. Below we describe which classes of
behavior were significantly predictive for the respective per-
sonality dimension and provide some illustrative examples of
single-variable effects, which should not be generalized beyond
our sample. Finally, by refitting models on all combinations of
the behavioral classes, we evaluate the average effect of each
class for the prediction of personality trait dimensions. Data
and code to reproduce all analyses are available in the project’s
repository (40).

Except for openness to imagination (rmd = 0.19, rsd = 0.13),
openness (rmd = 0.29, rsd = 0.11) and its facets were success-
fully predicted in our dataset. With regard to facets, openness
to aesthetics showed the highest median prediction performance
(rmd = 0.29, rsd = 0.12) and openness to actions (rmd = 0.23,
rsd = 0.11) the lowest, with openness to feelings (rmd = 0.24,
rsd = 0.09) and openness to ideas falling in between (rmd =
0.24, rsd = 0.11). The top predictors in Table 1 and behav-
ioral patterns in Fig. 2 suggest that music consumption also
played a role in the prediction models for openness (e.g., qui-
eter music), but this could not be confirmed by the unique
and combined class-based variable importance scores in Fig. 2.
Those scores suggest that overall patterns in app-usage behav-
ior (e.g., increased camera usage, more photos, less usage of
sports news apps) and for openness to actions communica-
tion and social behavior (e.g., ringing events, calls at night)
were most important for the prediction of openness and its
facets.

Conscientiousness (rmd = 0.31, rsd = 0.13) was also success-
fully predicted above baseline, as were its facets, except for
competence (rmd = 0.19, rsd = 0.11). In terms of prediction per-
formance, the facet love of order ranked first (rmd = 0.31, rsd =
0.13), followed by sense of duty (rmd = 0.29, rsd = 0.10), ambi-
tion (rmd = 0.26, rsd = 0.12), discipline (rmd = 0.22, rsd = 0.12),
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(ES6) Emotional robustness
(ES5) Self control

(ES4) Self consciousness
(ES3) Positive mood

(ES2) Equanimity
(ES1) Carefreeness

(ES) Emotional Stability
(A6) Good naturedness

(A5) Modesty
(A4) Obligingness
(A3) Helpfulness

(A2) Genuineness

(A1) Willingness to trust
(A) Agreeableness
(E6) Cheerfulness

(E5) Adventurousness
(E4) Dynamism

(E3) Assertiveness
(E2) Sociableness
(E1) Friendliness
(E) Extraversion

(C6) Caution
(C5) Discipline
(C4) Ambition

(C3) Sense of duty
(C2) Love of order

(C1) Competence
(C) Conscientiousness

(O6) Openness to value & norm
(O5) Openness to ideas

(O4) Openness to actions
(O3) Openness to feelings

(O2) Openness to aesthetics
(O1) Openness to imagination

(O) Openness

−0.25 0.00 0.25 0.50 −0.50 −0.25 0.00 0.25
Pearson Correlation (r) R²

Algorithm
����� Baseline

Elastic Net

Random Forest

Fig. 1. Box and whisker plot of prediction performance measures from repeated cross-validation for each personality domain and facet. The middle symbol
represents the median, boxes include values between the 25 and 75% quantiles, and whiskers extend to the 2.5 and 97.5% quantiles. Outliers are depicted
by single points. Names of significant models are in boldface type. Figure is available at https://osf.io/kqjhr/, under a CC-BY4.0 license.

and caution (rmd = 0.20, rsd = 0.12). Inspection of behavioral
patterns and class importance indicators in Fig. 2 suggests that in
the context of all other variables, predominantly variables related
to overall phone activity (e.g., earlier first and last phone use per
day), day and nighttime activity (e.g., less variable nightly dura-
tion of inactivity), and most unique app usage (e.g., increased
usage of weather apps, timers, and checkup-monitoring apps)
were especially important for the prediction of higher scores in
the models of conscientiousness and its facets. Additionally, for
the facets love of order and sense of duty, a very specific behav-
ior was found to be important—the mean charge of the phone
when it was disconnected from a charging cable. ALEs in SI
Appendix, Fig. S1 suggest that in the context of all predictors
higher average scores in love of order were predicted for charges
above 60%.

With the exception of the cheerfulness facet (rmd = 0.16, rsd =
0.12), the personality trait of extraversion (rmd = 0.37, rsd = 0.09)
and its facets were successfully predicted above baseline. Most
notably, the facet of sociableness was predicted with the high-
est performance of all criteria (rmd = 0.40, rsd = 0.10). Besides
sociableness, the facets friendliness (rmd = 0.24, rsd = 0.09),
assertiveness (rmd = 0.29, rsd = 0.11), dynamism (rmd = 0.29,
rsd = 0.10), and adventurousness (rmd = 0.29, rsd = 0.11) were
predicted above baseline. Behavioral patterns and class impor-
tance (unique and combined) in Fig. 2 suggest that variables
related to communication and social behavior (e.g., higher mean
number of outgoing calls per day, higher irregularity of all calls,

higher mean number of WhatsApp uses per day) were important
in the prediction of higher scores in the models of extraversion
and its facets.

In the present analyses, the personality dimension of agree-
ableness could not be successfully predicted from the data, either
on domain or on facet levels (rmd = 0.05, rsd = 0.11).

For the personality dimension of emotional stability, only
the facets of carefreeness (rmd = 0.22, rsd = 0.10) and self-
consciousness (rmd = 0.32, rsd = 0.09) were predicted signif-
icantly. Behavioral patterns in Fig. 2 are rather distinct for
the individual facets of emotional stability. Whereas commu-
nication and social behavior were significantly predictive for
the facet self-consciousness (e.g., higher number of calls), the
model of carefreeness did not show any significant effects at
the class level.

In summary, all behavioral classes had some impact on the
prediction of personality trait scores (as seen in Fig. 2). How-
ever, behaviors related to communication and social behavior
and app usage showed as most significant in the models. This
pattern can be discerned in Fig. 2. To estimate the average
effect of each behavioral class on the prediction of personality
trait dimensions overall (successfully and unsuccessfully pre-
dicted in the main analyses), we used a linear mixed model
(details of the analysis are described in Materials and Methods).
Results of the model show that communication and social behav-
ior had the biggest impact on model performance on domain
(β = 0.027, CI95% = [.026, .028]) and facet levels (β = 0.019,

17682 | www.pnas.org/cgi/doi/10.1073/pnas.1920484117 Stachl et al.
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Table 1. Top five predictors per prediction model

Personality dimension Top five predictors

O, openness Daily mean length text messages | robust mean dur sports news apps | daily robust variation dur phone ringing |
daily robust mean no. photos | robust mean dur sports news apps night

O2, openness to aesthetics Robust mean dur sports news apps | daily mean no. photos | daily mean no. unique sports news apps | robust mean
dur nightly sports news app | daily mean no. sports news apps

O3, openness to feelings Excess music acousticness | daily mean no. unique sports news apps per week | robust variation dur shared
transportation apps | daily robust variation in dur phone ringing | daily mean no. unique sports news apps

O4, openness to actions Mean no. of phone ringing night | daily mean no. of ringing events | daily mean no. Google Maps | mean no. calls
night | irregularity of phone ringing

O5, openness to ideas Loudness fourth most listened song | robust mean dur sports news apps | daily SD no. of photos | robust mean dur
Süddeutsche Zeitung (newspaper) | robust mean dur Samsung Notes

O6, openness to value Daily mean no. unique sports news week | daily mean no. Facebook | daily mean no. sports news | daily mean no.
and norm unique sports news weekend | daily mean no. Kicker (soccer news)

C, conscientiousness Robust mean dur weather app night | daily SD sum interevent time | robust mean time last event | robust variation
dur checkup monitoring apps | robust variation first event weekdays

C2, love of order Daily SD sum interevent time | robust mean dur news-magazine apps | daily mean no. unique email apps | mean
mean charge disconnection | robust variation dur TV-filmguide apps

C3, sense of duty SD dur nightly downtime | robust mean time first event weekdays | robust variation time last event weekdays |
robust mean dur Stadtwerke München Fahrinfo München (public transportation)

C4, ambition Robust mean time first event | robust variation first event weekdays | robust mean time last event | robust variation
time first event weekends | daily mean no. Google Playstore

C5, discipline Robust variation time first event weekdays | robust mean time first event weekdays | robust mean dur weather
apps night | robust variation time first event weekends | daily SD sum interevent time

C6, caution Robust variation time last event weekdays | SD dur nightly downtime Sunday til Thursday | similarity contacts
phone and messaging | robust variation time last event | mean music valence weekends

E, extraversion Nightly mean no. phone ringing | nightly mean no. calls | daily mean no. outgoing calls | daily mean no.
phone ringing | nightly mean no. outgoing calls

E1, friendliness Daily mean no. phone ringing | irregularity of phone ringing weekend | daily SD no. incoming calls | daily robust
variation sum dur phone ringing | daily SD sum dur incoming calls

E2, sociableness Mean no. calls night | daily mean no. outgoing calls | mean no. phone ringing night | mean no. outgoing calls
night | irregularity of phone ringing weekend

E3, assertiveness Daily mean no. outgoing calls | daily mean no. contacts per week | daily mean no. contacts outgoing calls | daily
mean no. contacts calls | mean no. calls night

E4, dynamism Daily mean no. outgoing calls | mean no. phone ringing night | daily mean no. contacts outgoing calls | mean no.
calls night | daily mean no. phone ringing

E5, adventurousness Mean no. phone ringing night | mean no. calls night | irregularity of phone ringing | mean no. outgoing calls
night | irregularity of calls

ES1, carefreeness Daily mean no. Android-Email (app) | daily mean no. screen unlocks | robust variation dur system apps | robust
variation dur strategy games | daily mean no. phone ringing

ES4, self-consciousness Nightly mean no. calls | daily mean no. phone ringing | daily mean no. contacts calls | daily mean no. outgoing
calls | daily mean no. contacts incoming calls

The top five most predictive features are shown for each successfully predicted personality dimension in the random forest models. The ranking is based
on permutation feature importance and goes from left (high) to right (low). dur = duration.

CI95% = [.019, .020]). App usage was second (βdomains = 0.014,
CI95% = [.013, .015], βfacets = 0.014, CI95% = [.014, .015]) fol-
lowed by day and nighttime activity (βdomains = 0.013, CI95% =
[.012, .014], βfacets = 0.011, CI95% = [.011, .012]), overall phone
activity (βdomains = 0.006, CI95% = [.005, .007], βfacets = 0.004,
CI95% = [.004, .005]), and music (βdomains = 0.001, CI95% =
[.000, .002], βfacets = 0.001, CI95% = [.001, .002]). The behavioral
class of mobility was least important for the prediction of Big
Five personality trait dimensions (βdomains = −0.001, CI95% =
[−.002,−.001], βfacets = −0.001, CI95% = [−.001, .000]). In SI
Appendix, Fig. S2, we provide additional, exploratory results of a
resampled greedy forward search analysis, indicating which com-
binations of behavioral classes were most predictive overall, in
our dataset.

Discussion
The results presented here demonstrate that information about
individuals’ everyday behaviors detected from smartphone sen-
sors and logs can be used to infer their Big Five personality trait
dimensions. Specific classes of behavior (app usage, music con-

sumption, communication and social behavior, mobility behav-
ior, overall phone activity, daytime vs. nighttime activity) were
distinctively informative about the different Big Five trait dimen-
sions. Our models were able to predict personality on the broad
domain level and the narrow facet level for openness, con-
scientiousness, and extraversion. For emotional stability, only
single facets could be predicted above baseline. Finally, scores
for agreeableness could not be predicted at all. The behavioral
class of communication and social behavior was most impor-
tant for the prediction of personality trait dimensions on aver-
age, but app usage and day and nighttime activity were also
important*. We found performance levels across all significant
models (rrange = [0.20, 0.40]) to be on average similar to those
identified in a metaanalysis of previous studies predicting per-
sonality from digital footprints, which reported a mean effect size
of r = 0.34 (1). As benchmarks for gauging these effect sizes,

*As can be seen in Fig. 2, in roughly half of the models the behavioral class commu-
nication and social was most important and, for the other half, app usage was most
important.
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Fig. 2. (Top) Median prediction performance in R2. (Upper Middle) Rela-
tive remaining performance when keeping variables of the respective class
intact and permuting variables of other classes (unique class importance).
(Lower Middle) Relative drop in performance when permuting variables
of respective groups (combined class importance). Red circles indicate
significant effects tested with the PIMP algorithm (41). (Bottom) Behav-
ioral patterns of ranked permutation-based variable importance, color
coded by class of behavior. Black frames indicate additional day–night
dependency. Figure is available at https://osf.io/kqjhr/, under a CC-BY4.0
license.

consider that the highest median effect size (rmd = 0.40) is com-
parable to the tendency of people in a bad mood to be more
aggressive than people in a good mood, and the smallest signif-
icant effect size is equal to the average reported effect size in
personality psychology (42). These performance levels highlight
the practical relevance of our results beyond significance.

The results here point to the breadth of behavior that can
easily be obtained from the sensors and logs of smartphones
and, more importantly, the breadth and specificity of personal-
ity predictions that can be made from the behavioral data so
obtained. However, it is important to note that these findings
are, if anything, a conservative estimate of what can be learned
about people’s personalities using information obtainable from
their smartphones. Greater prediction accuracies would almost
certainly be obtained when using more sensors (e.g., accelerom-
eters, microphones, cameras; ref. 11); more log data (e.g., over
longer time periods); content-level data (e.g., the content of
texts, calls, emails, photos, videos, or all visible information on
the screen; ref. 43); bigger, more diverse, and more represen-
tative samples (e.g., iPhone operating system [iOS] and Android
users, nonwestern, educated, industrialized, rich, and democratic
[WEIRD] samples; ref. 44); and by combining these data with
other information about the user, derived from other sources
(e.g., purchase histories, digital footprints from social media).
Furthermore, models in this paper are still limited by the spar-
sity in the data (e.g., app usage), because some apps were used
by only very few participants. Larger samples (e.g., as used in
studies on personality social media use; ref. 6) could also allow
for more accurate predictions.

As such, the present work serves as a harbinger of both the
benefits and the dangers presented by the widespread use of
behavioral data obtained from smartphones. On the positive
side, obtaining behavior-based estimates of personality stands to
open additional avenues of research on the causes and conse-
quences of personality traits, as well as permitting consequential
decisions (e.g., in personnel selection) to draw on behavioral
data rather than estimates derived from self-report question-
naires, which are subject to a range of biases (e.g., responses
biases, social desirability, different reference standards, memory
limitations; refs. 45 and 46).

At the same time, we should not underestimate the potential
negative consequences of the routine collection, modeling, and
uncontrolled trade of personal smartphone data (20, 21, 47). For
example, organizations and companies can obtain information
about individuals’ private traits (e.g., the Big Five personality
traits), without the personality information ever being deliber-
ately provided or explicitly requested (48). Mounting evidence
suggests that these data can and are being used for psychologi-
cal targeting to influence people’s actions, including purchasing
decisions (5, 47) and potentially voting behaviors, which are
related to personality traits (49, 50).

Many commercial actors already collect a subset of the behav-
ioral data that we have used in this work using publicly avail-
able applications (20). In academic settings, such data collec-
tion requires institutional review board (IRB) approval of the
research study. However, current data protection laws in many
nations do not adequately regulate data collection practices in
the private sector. For example, in online real-time bidding on
advertisements multiple actors exchange cross-device data to win
bids to cater personalized ads to single users; this process is
complex, happens within milliseconds, and is poorly understood
outside of the industry (47). In such cases, once the data are col-
lected from people’s smartphones, the data’s distribution seems
to largely escape legislative oversight and legal enforcement (21,
47). This is the case even though legal frameworks against the
routine collection of these data exist (e.g., the General Data
Protection Regulation [GDPR] in the European Union; ref. 51)
and reflects the growing asymmetry between one-click privacy
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permissions and the untraceable ways behavioral data from
peoples’ phones can wander.

Hence, a more differentiated choice with regard to the types
of data and their intended usage should be given to users. For
example, users should be made aware that behavioral data from
phones are required for the completion of a specific task (e.g.,
finding a café); could be reused or sold to third parties, com-
bined with other data; or used to create user models to make
indirect predictions (e.g., personality, financial, credit scoring).
In other words, it must be more obvious to consumers whether
they are consenting to the measurement of their app use or to
the automatic prediction of their private traits (e.g., personality).

Under most legislation, all of these actions are currently pos-
sible after initially providing the permission to access data on
phones. One idea is for user data to have an automatic expiration
date, after which data attributable to a unique identity must be
deleted. Finally, the manifold techniques that online marketing
companies use to link datasets of individuals to facilitate person-
alized ads (i.e., unique identifiers; ref. 47) could also be used
to opt out of all advertisements and data-processing activities.
Some variations of these suggestions are already implemented in
the European Union’s GDPR (51). We hope our findings stim-
ulate further debate on the sensitivity of behavioral data from
smartphones and how privacy rights can be protected at the
individual (15) and aggregate levels (52).

A large portion of current economic and scientific progress
depends on the availability of data about individuals’ behaviors.
The smartphone represents an ideal instrument to gather such
information. Therefore, our results should not be taken as a
blanket argument against the collection and use of behavioral
data from phones. Instead, the present work points to the need
for increased research at the intersection of machine learning,
human computer interaction, and psychology that should inform
policy makers. We believe that to understand complex social
systems, while at the same time protecting the privacy of smart-
phone users, more sophisticated technical and methodological
approaches combined with more dynamic and more transpar-
ent approaches to informed consent will be necessary (e.g.,
distributed privacy, federated learning, privacy nudges; refs. 53–
56). These approaches could help balance the tradeoff between
the collection of behavioral smartphone data and the protec-
tion of individual privacy rights, resulting in higher standards for
consumers and industry alike.

Materials and Methods
Participants and Dataset. The dataset was collected in three separate studies
as part of the PhoneStudy mobile sensing research project at the Ludwig-
Maximilians-Universität München (LMU) (57). Parts of the data have been
used in other publications (32, 33, 58, 59), but the joint dataset of common
parameters has not been analyzed before. A total of 743 volunteers were
recruited via forums, social media, blackboards, flyers, and direct recruit-
ment, between September 2014 and January 2018 (33, 58, 59). All subjects
participated willingly and provided informed consent prior to their par-
ticipation in the study. Volunteers could withdraw from participation and
demand the deletion of their data as long as their reidentification was
possible. Dependent on the respective study (33, 58, 59), we provided dif-
ferent rewards for participation. Procedures for all studies were approved
by the IRB of the Psychology Department at Ludwig-Maximilians-Universität
München and have been conducted according to European Union laws. In
SI Appendix, Table S3 we provide an overview of the datasets. We excluded
data from volunteers with less than 15 d of logging data (29), no app usage
(39), and missing questionnaire data (52). The final sample (n = 624) was
skewed in favor of more educated (91% completed A levels, 20% had a uni-
versity degree), younger participants (M = 23.56, SD = 6.63) and was not
equally balanced with regard to gender (377 women, 243 men, and 4 with
undisclosed gender).

Procedures. Study procedures were somewhat different across the three
studies (33, 58, 59). However, in all three studies, Big Five personality trait
levels were measured with the German version of the Big Five Structure

Inventory (BFSI) (60) and naturalistic smartphone usage in the field was
automatically recorded over a period of 30 d. The data were regularly trans-
ferred to our encrypted server using Secure Sockets Layer (SSL) encryption,
when phones were connected to WiFi. In study 2, volunteers had to answer
experience sampling questionnaires during the data collection period on
their smartphones (59). Volunteers in studies 2 and 3 completed the demo-
graphic and BFSI personality questionnaires via smartphone at a convenient
time (58). In cases where volunteers turned off location services, they were
reminded to reactivate them. At the end of mobile data collection, volun-
teers were instructed to contact the research staff to receive compensation
(studies 1 to 3) and to schedule a final laboratory session (study 2). More
details about the procedures of the individual studies are available in the
respective research articles (33, 58, 59).

Self-Reported Personality Measures and Demographics. Big Five personality
dimensions were assessed with the German version of the BFSI (60). The
test consists of 300 items and measures the Big Five personality dimensions
(openness to experience, conscientiousness, extraversion, agreeableness,
and emotional stability) on five domains and 30 facets. Participants indi-
cated their agreement with items using a four-point Likert scale ranging
from untypical for me to typical for me.

Additionally, we collected age, gender, highest completed education, and
a number of other questionnaires that were used in other research projects.
More information can be found in the respective online repositories and
articles (33, 58, 59). Questionnaires were administered either via desktop
computer (studies 1 and 2) or via smartphone (studies 2 and 3). We used
the laboratory version scores from study 2 in this study. Descriptive statistics
including confidence intervals of internal consistencies (α) are provided in
SI Appendix, Table S1.

Behavioral Data from Smartphone Sensing. We used the PhoneStudy smart-
phone research app for Android to collect behavioral data from the
volunteers’ privately owned smartphones. This app has been continuously
developed at the Ludwig-Maximilians-Universität München since September
2013.

Initially, activities were recorded in the form of time-stamped logs of
events. Those events included calls, contact entries, texting, global posi-
tioning system (GPS) locations, app starts/installations, screen de/activations,
flight mode de/activations, Bluetooth connections, booting events, played
music, battery charging status, photo and video events, and connections
to wireless networks (WiFi). Additionally, the character length of text
messages and technical device characteristics were collected. Irreversibly
hash-encoded versions of contacts and phone numbers were collected
to enable us to measure the number of distinct contacts while pre-
venting the possibility of reidentification. Information such as names,
phone numbers, and contents of messages, calls, etc., was not recorded
at any time.

Data Analysis. The final dataset consisted of 1,821 behavioral predictors and
35 personality criteria (five domains and 30 facets). Gender, age, and edu-
cation were used solely for descriptive statistics and were not included as
predictors in the models.
Variable extraction. In a first step, we extracted 15,692 variables from the
raw dataset. The extracted variables roughly correspond to the aforemen-
tioned behavioral classes of app usage, music consumption, communication
and social behavior, mobility, overall phone activity, and day- and night-
time dependency. Variables with regard to day and night dependency were
not computed for music consumption behaviors. Besides common estimators
(e.g., arithmetic mean, SD sum, etc.), we computed more complex variables
containing information about the irregularity, the entropy, the similarity,
and the temporal correlation of behaviors. These variables provided infor-
mation about specific data types (e.g., mobility data) and were used for
the quantification of behavioral structures within person and across time
while avoiding more complex time-series models. The large amounts of data
meant it was unfeasible to check for outliers manually, so we used robust
estimators (e.g., Huber M Estimator; ref. 61) for most variables (except for
call and messaging variables that were checked manually). Details about the
calculation of variables and the full set of extracted variables and a detailed
overview of all sensed data are provided in the project repository (40).
Machine learning. We fitted machine-learning models with an inner cross-
validation loop (5-fold cross-validation [CV]) for preprocessing and hyper-
parameter tuning and an outer cross-validation loop (10× 10-fold CV) for
unbiased model evaluation. We compared the predictive performance of
elastic net regularized linear regression models (62) with those of nonlinear
tree-based random forest models (63) and a baseline model. The baseline
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model predicted the mean of the respective training set for all cases in a
test set. We chose these standard models due to their ability to cope with
P>>N problems (i.e., few cases, many predictors). Furthermore, the usage
of random forest models allowed us to include nonlinear predictor effects
and high-dimensional interactions in the models.

We evaluated the predictive performance of the models based on the
Pearson correlation (r) and the coefficient of determination (R2). Specifically,
we compared the predicted values from our models with the latent person-
parameter trait estimates from the self-reported values of the personality
trait measures. Because the personality scores in our analyses already rep-
resent latent trait scores, correlation measures were not adjusted for the
reliability of the personality trait scales (all attenuated). Thus, the abso-
lute size of the correlations is limited by the reliability of the personality
trait measures. Disattenuated correlation coefficients are provided in SI
Appendix, Table S5. We computed performance measures within each fold
of the cross-validation procedure and averaged across all outer resampling
folds within a single prediction model (e.g., for extraversion). To determine
whether a model was predictive at all, we carried out t tests by compar-
ing the R2 measures of the random forest model with those of the baseline
model. The t tests were based on 10-times repeated 10-fold cross-validation
and used a variance correction to specifically address the dependence struc-
ture of cross-validation experiments (64). All comparisons were adjusted for
multiple comparisons (n = 35) via Holm correction. Significant prediction
models (α= 0.05) are marked in boldface type in Fig. 1.

In addition to measures of predictive performance, we used interpretable
machine-learning techniques with significant models to gain insights into
our models’ inner workings. Specifically, we used permutation strategies to
determine the unique contribution of the respective behavioral class and
the importance of a class within the context of all other classes. These
effects were also tested for significance (41) and adjusted for multiple
comparisons.

To determine which of the behavioral classes was the most important
overall for the prediction of Big Five personality traits, we performed an
additional resampling analysis: 1) We created predictor sets with all possible
combinations of subsets of the six behavioral classes (26 = 64); 2) we created
100 resampling folds of the complete dataset (10-times repeated 10-fold
cross-validation; train and test data splits remained the same across all com-
binations); 3) for each of these combinations in all folds (64× 100 = 6,400),
we fitted (on training data) and evaluated (on test data) models to predict
each personality criterion (30 facets or 5 domains = 30 or 5 R2 coefficients);

4) we averaged R2 across all personality criteria, within each fold of a com-
bination (100 mean R2 values); and 5) we used two maximum-likelihood
linear mixed models (domains vs. facets) with the mean R2 as the outcome
variable, the resampling iteration as the random factor (fold 1 to 100), and
the behavioral classes (dummy encoded) as fixed factors. This procedure
allowed us to determine the effects of each behavioral class on the aver-
age prediction performance across all personality trait dimensions. P values
in the linear mixed models were adjusted for multiple testing with the Holm
method. All procedures were performed on domain and facet levels, sepa-
rately. Further details about preprocessing, the modeling procedures, and
the performance metrics are available in SI Appendix and in the project’s
repository (40).
Software. Due to the high computational load of the machine-learning
analyses, we parallelized the computations on the Linux Cluster of the
LRZ-Supercomputing Center, in Garching, near Munich, Germany. For com-
putations on the cluster, R-version 3.5.0 was used (65). We used R 3.5.2 for
all other analyses (65). We used the fxtract package (66) for variable extrac-
tion from the raw data. Furthermore, we used the mlrCPO (67) and caret
(68) packages for preprocessing. For machine learning we used the mlr (69),
glmnet (70), iml (71), and ranger (72) packages.
Open data and materials and additional resources. We provide the dataset
and the code for variable extraction, preprocessing, and modeling in the
project’s repository (40). Raw data files cannot be provided (due to unsolved
privacy implications); full reproducibility is possible for the analyses but not
for preprocessing and variable extraction. In the repository, we link to the
interactive project website where readers can find an exhaustive data dic-
tionary, additional methodological descriptions, references, and results for
all models in much greater detail. This paper is based on a preprint (73).
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SI Correction

PSYCHOLOGICAL AND COGNITIVE SCIENCES
Correction to Supporting Information for “Predicting personality
from patterns of behavior collected with smartphones,” by
Clemens Stachl, Quay Au, Ramona Schoedel, Samuel D. Gosling,
Gabriella M. Harari, Daniel Buschek, Sarah Theres Völkel, Tobias
Schuwerk, Michelle Oldemeier, Theresa Ullmann, Heinrich
Hussmann, Bernd Bischl, and Markus Bühner, which was first
published July 14, 2020; 10.1073/pnas.1920484117 (Proc. Natl.
Acad. Sci. U.S.A. 117, 17680–17687).
The authors note that, in the SI Appendix, page 3, first full

paragraph, “After we enriched the music listening records with
additional parameters from the Spotify API, we manually checked
whether the retrieved music parameters were correctly matched
to the listened artist-title-album triples” should instead appear
as “After we enriched the music listening records with additional
parameters from the Spotify API, we automatically checked whether
the retrieved music parameters were correctly matched to the listened
artist-title-album triples.” The SI Appendix has been corrected online.

Published under the PNAS license.

Published July 12, 2021.

www.pnas.org/cgi/doi/10.1073/pnas.2110330118
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CHAPTER 9
Digital Footprints of Sensation Seeking

This article explores the impact of new technologies on personality research, particularly focu-
sing on the sensation seeking trait.
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Abstract

The increasing usage of new technologies implies changes for personality research. First,

human behavior gets measurable by digital data and second, replaces conventional behavior in

the analog world. This offers the opportunity to investigate personality traits by means of digital

footprints. In this context, the investigation of the personality trait sensation seeking attracted our

attention as objective behavioral correlates have been missing so far. By collecting behavioral

markers (e.g. communication or app usage) via Android smartphones, we examined whether

self-reported sensation seeking scores can be reliably predicted. Overall 260 subjects participated

in our 30-days data logging real-life study. Using a machine learning approach, we evaluated

cross-validated model fit based on how accurate sensation seeking scores in unseen samples can

be predicted. Our findings highlight the potential of mobile sensing techniques in personality

research and show exemplarily how prediction approaches can help to foster understanding

human behavior.

Keywords: sensation seeking, machine learning, big data, behaviour, smartphone sensing

Word count: 7666
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Digital Footprints of Sensation Seeking: A Traditional Concept in the Big Data Era

Only recently researchers have started to discover the potential of big data for research in

Psychology. E. E. Chen and Wojcik (2016) pointed out that the rather theory-driven field of

Psychology could benefit from an additional focus on big data methods such as prediction

modeling (Yarkoni & Westfall, 2017). Inversely, Cheung and Jak (2016) highlighted that the

discipline of Psychology traditionally aims to explain complex issues and consequently could

help to develop a understanding of big data. Although, only a small number of studies has so far

combined both approaches, an increasing potential for such studies exists. Nowadays, people

produce vast amounts of user data throughout their daily life by the means of increased

technology usage (E. E. Chen & Wojcik, 2016). Thereby, human behavior becomes more and

more quantifiable in terms of data (e.g. mobility can be measured via GPS data (Harari et al.,

2016)). Furthermore, according to Mayer-Schönberger and Cukier (2013), digital behavior even

replaces formerly “analog” behavior (e.g. using gaming apps on a smartphone instead of playing

a card game). Such digital footprints can be used for personality research as they offer the

opportunity for traits to manifest in a new context and to investigate those manifestation in terms

of daily usage behavior.

The personality trait of sensation seeking

Why do some people go skydiving, while others read detective stories to feel aroused?

Systematic, individual differences in the need for external stimulation have been described as the

personality trait sensation seeking (Zuckerman, 1994). Initially proposed by Zuckerman, it refers

to “seeking of varied, novel, complex, and intense sensations and experiences, and the

willingness to take physical, social, legal, and financial risks for the sake of such experience”
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(Zuckerman, 1994, p. 27). The construct of sensation seeking has been defined from a

biopsychological personality perspective and is explained by genetic, biological,

psychophysiological, but also social factors (Roberti, 2004; Zuckerman, 1994). Accordingly, age

and sex were found to be related to sensation seeking, namely younger and male individuals

showed higher trait scores (Roberti, 2004). After reviewing the vast amout of existing studies on

sensation seeking, we have identified three key issues that provide room for new research.

First, the majority of studies has dealt with an unsocialized form of sensation seeking.

This term refers to actions like criminal behaviors, alcohol and substance usage, excessive

gambling, risky sexual activities, or reckless driving (Roberti, 2004). However, Zuckerman

(1994) also postulated the existence of a non-impulsive, socialized type of sensation seeking.

This type was described by individual characteristics such as being against conventionalism,

lacking planning skills (Glicksohn & Abulafia, 1998), and by an affinity for unfamiliar

international travel destinations (Lepp & Gibson, 2008).

Second, most previous studies have been focused on high risk activities including taking

financial risks (Zabel, Christopher, Marek, Wieth, & Carlson, 2009) or doing extreme sports

(Jack & Ronan, 1998). Thus, Guszkowska and Bołdak (2010) found that individual levels of

sensation seeking are positiveley related to practicing sports like parachuting, snowboarding, or

alpinism. However, according to Roberti (2004), sensation seeking is not limited to the seeking of

risks per se. Rather, a certain amount of risk is accepted to obtain an ideal level of arousal. In

contrast to research focusing on high risk activities, studies about everyday-expressions of

sensation seeking have been rare and have investigated, for example, the association between

sensation seeking and the need for social stimulation (Weisskirch & Murphy, 2004).
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Third, traditionally the collection of data about actual behavior has been very difficult and

costly to achieve. Behavioral correlates of sensation seeking like reckless driving (Dahlen,

Martin, Ragan, & Kuhlman, 2005) or smartphone usage (Leung, 2008) have almost exclusively

been measured via retrospective self-reports. However, it is commonly known that self-report

questionnaires are subject to a series of biases, such as memory and social desirability (M.

Ziegler & Buehner, 2009). Accordingly, Baumeister, Vohs, and Funder (2007) argued that

self-reported behavior can greatly differ from actual behavior and highlighted the necessity to

investigate behavior directly. To summarize our three key points, previous studies have mainly

focussed on self-reports of unsocialized, and high-risk related types of sensation seeking. This

motivates our research effort to re-investigate the socialized and every-day expression of

sensation seeking by using objective behavioral data collected via smartphone sensing.

Smartphone sensing and automated trait recognition

Within the last years, smartphone-sensing has established itself as an active area of

research within the field of Psychology (Harari et al., 2016). An increasing number of consumer

electronics are equipped with sensors capable of logging data about its user’s natural mobility

and everyday-activities, and habits. These developments enable researchers to develop

applications (apps) to collect extensive records of individual behavior in an efficient and

unobtrusive manner (Harari et al., 2016). Smartphone sensing seems especially promising for

personality psychology, as more and more behaviors (e.g. shopping, listening to music, playing

games) can be exerted via smartphones, reflecting potential dimensions of individual difference.

Accordingly, a growing body of research has investigated associations of smartphone usage and

individual traits. So far,there has been consensus that individual traits are related to smartphone
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usage behavior in some way. Andone et al. (2016) reported that age and gender was

systematically related to individual smartphone usage. Montag et al. (2015) reported associations

of extraversion and conscientiousness with daily WhatsApp usage. Smartphone usage in a

broader sense was examined by Stachl et al. (2017). They evaluated the predictive performance

of personality traits, fluid intelligence and demographic variables for the frequency and duration

of categorial app usage.

Beyond mere association, patterns in sensing data could also be used to directly predict

individual trait levels. The idea of inferring states and traits from the everyday digital technology

usage has recently gained importance in the field of Psychology. So far, studies have focused on

the investigation of social network data (e.g. Kosinski, Stillwell, & Graepel, 2013 Youyou,

Kosinski, and Stillwell (2015)).

Researchers from other fields have started to investigate the automatic inference of traits

based on data collected via smartphones. Chittaranjan, Blom, and Gatica-Perez (2013) and

Montjoye, Quoidbach, Robic, and Pentland (2013) used machine learning algorithms to predict

Big Five traits based on smartphone logging data. Whereas Chittaranjan et al. (2013) focused on

features derived from app, text message, and call logs, Montjoye et al. (2013) additionally

included features based on location data. Despite their slightly different approaches, both

Chittaranjan et al. (2013) and Montjoye et al. (2013) reported that their machine learning

algorithms could predict personality traits above chance.

If successful, the automated recognition of trait variables from usage data could have

impact on both the academic and industrial sector. First, predicted traits could be used in

recommender systems to develop personalized services or interfaces (Brinkman & Fine, 2005;

Tkalcic & Chen, 2015). Second, the recognition of pathological traits like depression could help
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to develop smartphone-based prevention programs (Saeb et al., 2015). Third, Yarkoni and

Westfall (2017) argued that prediction approaches could also help to understand and consequently

explain systematic variations in human behavior. It might be promising to revisit theory-based

findings with objective data within a machine learning framework to detect possible underlying

mechanisms of individual differences in human behavior.

Rationale

The aim of this study was to investigate the traditional concept of sensation seeking as

reflected in natural smartphone usage. We think that for observing objective behavioral

manifestations of sensation seeking in everyday-contexts, appropriate investigation methods have

been missing so far. We therefore combined smartphone sensing data with traditional self-report

measures, to gain new insights into the behavioral manifestations of sensation seeking. Using a

large number of literature-derived predictor variables, we evaluated whether individual sensation

seeking scores can be reliably predicted from the data. Additionally, we compared the prediction

performance of different machine learning algorithms and investigated the importance of single

variables for the models. Moreover, we want to replicate the often reported finding that sensation

seeking is related to age as well as gender.

Method

This study was pre-registered prior to analysing the data. The pre-registration form is

available in our open science framework project (OSF; Schoedel, Au, Völkel, Bühner, & Stachl,

2018). Our data was collected within the framework of the larger, ongoing “PhoneStudy” project

- an interdisciplinary research project between the chair of psychological assessment and the
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working groups computational statistics as well as media informatics at

Ludwig-Maximilians-Universität München (LMU), Germany (see Stachl et al., 2018). The

present study obtained approval from the responsible institutional review board and data

protection office.

Participants

All participants were recruited by student researchers during a seminar. Participation

requirements included speaking German fluently as well as a minimum age of 18. For technical

reasons, only participants with smartphones running Android 4.4 or higher could participate in

the study. Initially, our dataset contained data entries from 361 participants. However, as defined

in our pre-registration, we only included participants with completed questionnaire data and at

least 15 days of logging data in our analyses. This resulted in a final sample size of N = 260

participants (68% women). Participants age ranged from 18 to 72 with an average age of 24 (SD

= 8.84). The sample was skewed towards younger and highly educated participants as

recruitment took mainly place in the university context. Accordingly, 73% of all participants had

a high school degree, 16% had a university degree.

Data collection procedure

After being informed about the study, the participants provided informed consent via an

online form. In the consequent 30-days data collection period, rich behaviorally-focused log-data

were collected on the participants` smartphones. Participants were instructed to answer a series of

self-report questionnaires integrated in the app at a time convenient for them during the study

period. The PhoneStudy research app enables unobstrusive data logging utilizing background

services to monitor smartphone usage and location tracking. For this study we focused on the
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logging of app usage, phone calls, and GPS data. For privacy reasons we did not collect

content-related data (e.g. text or notification contents). App usage and phone calls were recorded

event based, location data time based every 15 minutes. Data was synchronized hourly, if users

were connected to WiFi. In the case of missing WiFi connectivity, synchronization was forced

using any available network connection after one week. The data was synchronized with a

backend server using SSL encryption. Data were stored in encypted form on the backend server

and secured via two-factor authentication. The entire data collection for this study took place

between October 2017 and January 2018.

Measures

Self-report measures. In previous studies, a series of sensation seeking questionnaires

had been used. Although the 40-item Sensation Seeking Scale Form V (SSS-V; Zuckerman,

Eysenck, & Eysenck, 1978) was used in most studies, this scale shows weakness in terms of

psychometric properties and its factorial structure (Beauducel, Strobel, & Brocke, 2003). Thus,

we employed the Impulsive Sensation Seeking (ImpSS) subscale of the Zuckerman-Kuhlman

Personality Questionnaire (ZKPQ-III-R; Zuckerman, 2002) which represents a more reliable and

valid alternative (Roberti, 2004). Zuckerman (2002) reports good internal consistency

(Cronbach’s = 0.83 for a German subsample). The ImpSS consists of 19 items (e.g. “I am anα

impulsive person”) and participants are instructed to indicate if statements are either true or false.

The ImpSS is defined by two facets: impulsivity (eight items) and sensation seeking (eleven

items). According to Zuckerman and Aluja (2015), facets can be cumulated to one score due to

their joint biological basis. Therefore, we summed up the 19 individual item scores to one ImpSS

score (ranging between 0 and 19). For our sample we found Cronbach’s = 0.80, CI95% [0.77,α
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0.84]. Moreover, participants were asked to indicate their demographics. In addition, participants

completed the German version of the Big-Five-Structure-Inventory (BFSI; Arendasy, Sommer, &

Feldhammer, 2011), the newer German version of the Big-Five-Inventory 2 (BFI-2; Danner et al.,

2016), and the Smartphone-Addiction Scale (SAS; Kwon et al., 2013). As those questionnaires

were used for additional research, not covered in this study, we will not continue to elaborate on

it in this article.

Behavioral measures and extracted features

. Originally, the data existed as timestamped event-data. Each row represented a registered event

(e.g. call, app usage), each column an event characteristic (e.g. outgoing, timestamp, duration,

contact-hash). Thus, before modeling, we pre-processed our dataset in order to create meaningful

predictors (also called features in machine learning) for our models. The feature extraction was

carried out with specifically created aggregation functions from an R-package, currently under

development by the working group of computational statistics at LMU.

Identification and quantification of behavioral categories

. Initially, we performed an extensive literature review to identify behaviors characteristic for

sensation seeking. As we could not find research about sensation seeking and smartphone usage,

we identified behavioral manifestations of sensation seeking from “traditional” literature and

matched those to measures of possibly equivalent smartphone usage. For example, sensation

seeking was commonly associated with gambling in previous studies (McDaniel, 2002).

Consequently, we “translated” gambling into gaming app usage behavior. Afterwards, we

quantified the literature-derived categories (e.g. gaming app usage) by following previous

research investigating the relationship of smartphone usage and user characteristics (e.g.
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Chittaranjan, Blom, & Gatica-Perez, 2011; Montjoye et al., 2013; Stachl et al., 2017). Used

quantification measures were for example mean/variation of frequency and duration, entropy,

irregularity, ratio, or radius of gyration. For their detailed explanation see table A1 in the

Appendix. The complete feature list was pre-registered prior to data analyses and is available in

our OSF project.

Categorization of apps

. In order to effectively analyze app usage data, we chose to categorize all used apps into a finite

number of categories. The Google Play store offers a categorization of apps (Google, 2018).

However, this categorization is based on the subjective labeling by app developers and might be

influenced by reasons like popularity of certain app categories. We therefore pre-defined our own

app categories relevant for our research question: gaming, dating, communication, social media,

listening to music/audio clips, watching video clips, planning and organising, traveling, trading,

browsing, shopping, reading news, personalizing the own smartphone, informing about risky

driving behavior, and apps related to running as well as to outdoor sporting activities. In order to

increase transparency of our categorization approach, we provide the full list of apps, assigned

labels and the definition of all categories in our OSF project.

In the course of data preprocessing, all apps were categorized manually by one coder who

read the descriptions provided in the Google Play store. A second coder checked the reliability of

these codings and ambigious cases were discussed with a third coder. Only apps available in the

Google Play store at the time of re-categorization (18.01.2018) were included. Background and

launcher apps were excluded, as they do not reflect intentional app usage behavior.
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Data pre-processing

In order to prepare the data set for prediction modeling, we applied a series of

pre-processing steps according to Kuhn and Johnson (2013) and Schiffner et al. (2016). We

removed predictors with more than 90% missing values and predictors with zero or near-zero

variance (10% cutoff). To avoid overfitting and to get a reliable estimate of the predictive

performance on new data, the pre-processing steps transformation (scaling and centering) and

imputation of missing values were performed within the respective inner resampling iterations. In

our pre-registration, we planned to use a k-nearest neighbours algorithm for imputation. Due to

software-related bugs, we had to use the median for imputation.

Data analyses

First, we aimed to replicate the often reported finding that impulsive sensation seeking is

related to both age and gender (Roberti, 2004). To do so we calculated Bonferroni corrected

pairwise Spearman correlations. In addition, we calculated simple pairwise correlations between

impulsive sensation seeking scores and the self-reported Big Five personality scores. As

suggested in previous literature (Yarkoni, 2010), we consistently used Spearman’s correlation

coefficients due to non-normally distributed data. Second, we computed descriptive statistics

related to smartphone usage and app usage in particular. Third, we used a machine learning

approach to predict self-reported sensation seeking scores from the features described in the

method section.

Machine learning algorithms

. Within algorithmic modeling culture, it is assumed that there is no single best model (Wolpert &

Macready, 1997). Rather, various models perform differently well, dependent on the unknown

128



14

DIGITAL FOOTPRINTS OF SENSATION SEEKING

true relationship between predictors and outcome. Therefore, we carried out a benchmark

experiment in which we compared the generalized predictive performance of different algorithms

(also called learners) against a common guessing baseline. This baseline is also called

“featureless learner” and constantly predicts the mean value of the training data’s outcome value.

The learners we chose for the benchmark experiment represent various trade-off levels between

interpretability and expected prediction performance. First, we used an elastic net model (J.

Friedman, Hastie, & Tibshirani, 2010; Zou & Hastie, 2005). It is a linear regression method

applying a mixed L1-L2-regularization which allows to model linear relationships on

high-dimensional spaces. Furthermore, the L1-penalty drives irrelevant predictor variables out of

the model for model sparsity and therefore better interpretability. We chose the elastic net model

because it has often been proven to be competitive in contrast to non-linear methods and provides

well interpretable coefficients (Zou & Hastie, 2005). Second, we included a random forest

(Breiman, 2001; Wright & Ziegler, 2015) which is an ensemble technique of multiple

bootstrapped, decorrelated decision trees. The random forest as non-linear model is an

all-rounder, which can handle high-dimensional features spaces and small sample sizes usually

very well. Third, a support vector machine (SVM) with RBF kernel was used (Karatzoglou,

Smola, Hornik, & Zeileis, 2004; Vapnik, 1999). Through its kernel function, the SVM implicitly

maps the training observations into a high-dimensional feature space, where a linear decision

boundary is learnt. This results in a non-linear decision boundary in the original feature space.

We included the SVM because it is the most prevalent one used for personality prediction in

psychological research (Chittaranjan et al., 2013; Montjoye et al., 2013). Forth, we used extreme

gradient boosting (T. Chen, He, & Benesty, 2015; xgboost; J. H. Friedman, 2001). This method is

again an ensemble technique based on trees, which are combined via sequential gradient
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boosting. Currently, xgboost is considered one of the most powerful prediction algorithm in the

machine learning community.

Evaluation metrics

. We consider metrics that are typically used to measure the predictive performance of regression

models: mean squared error (MSE), root mean squared error (RMSE), mean absolute deviation

(MAE), and the coefficent of determination (R2) (e.g. James, Witten, Hastie, & Tibshirani, 2013;

Kuhn & Johnson, 2013). For the three metrics MSE, RMSE and MAE it is valid that lower values

(approaching zero) indicate better model performance. The measure of R2 is also referred to as

the coefficient of determination. According to the conventional, in psychological research

prevalent definition of R2, its values range between 0 and 1, whereby the closer R2 is to 1, the

better the model explains the data. However, if model training and model evaluation happens on

different datasets (e.g. in cross-validation), the mean of the response values between the training

and the validation dataset can vary greatly and therefore, R2 can become negative (Alexander,

Tropsha, & Winkler, 2015). According to Alexander et al. (2015), negative values indicate that

model fit is poor and that the number of observations is too small. As there is no consensus in

literature which metric is superior to others, we follow Chai and Draxler (2014) and consider a

combination of all metrics for model evaluation. In addition, we will present correlation

coefficients between actual and predicted sensation seeking scores.

Resampling procedure

. For each learner the optimal choice of hyperparameters is data-dependent (Schiffner et al.,

2016). To avoid overfitting, we applied a nested resampling strategy selecting optimal

hyperparamters within inner resampling loops. The predictive performance of the tuned learners
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is then evaluated within separate outer resampling loops. This ensures a strict separation of

training and test data while allowing for the tuning of hyperparamters as well as pre-processing.

More information about the detailed tuning procedure are included in the R code of the

benchmark experiment which can be found as supplemental file in our OSF project.

For the inner resampling loops we used simple holdout validation for all learners. In the outer

resampling loop, 10 times repeated 10-fold cross-validation was performed. Tuning for all

learners was optimized on the MSE performance metric.

Variable importance

. We selected the best prediction model with regard to the presented performance measures. To

achieve a better understanding of which variables were important for prediction success,

methods-inherent variable importance measures and partial dependence plots are presented

(Schiffner et al., 2016). The plots help to explore the partial dependence of the trained function

by selecting a subset of the predictor space. That means, the curves show how a trained function

takes the values of features into consideration in order to predict sensation seeking scores.

Statistical software

. Data processing and statistical analyses were performed with the statistical software R 3.4.3 (R

Core Team, 2017). For pre-processing we used the car and dplyr packages (Fox & Weisberg,

2011; Wickham, Francois, Henry, & Müller, 2017). For modeling we used functions from the

mlr, caret, and psych packages (Bischl et al., 2016; Revelle, 2017; Wing et al., 2017). See the

Supplemental Information section for a link to a complete overview about all used R packages

including version information.
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Results

Descriptive statistics

Our dataset contained 222 predictors before and 178 variables after pre-processing. An

average, 1263 daily events were recorded for each participant. The participants used a total

number of 2205 different apps during the course of the study. Table 1 shows information about

the overall usage frequencies of app categories. The most frequently used app categories were

related to communication, social media usage and browser usage. The number of different apps

within one category was highest for gaming apps. Due to the scope of this article, summary

statistics for all included variables are provided as a supplemental in our OSF project.

Impulsive sensation seeking and demographics

On average, participants reported an ImpSS score of M = 7.91 (SD = 4.22) which is in line

with previous literature (e.g. Aluja, Garcia, & Garcia, 2003). Contrary to our assumptions, neither

age ( = -0.04, CI95% [-0.15, 0.07]), nor gender ( = -0.02, CI95% [-0.15, 0.14]) were significantly𝑟
𝑠

𝑟
𝑠

related to sensation seeking.

Prediction of individual Sensation Seeking scores

Benchmark results. Table 2 presents the results of our benchmark experiment. The mean

performance measures MSE, RMSE and MAE were lowest and R2 was highest for the random

forest compared to extreme gradient boosting, the support vector machine and the elastic net. The

mean MSE of the random forest was 10% lower, the mean RMSE and MAE were 5% lower than

the guessing baseline. However, the dispersion of the MSE and R2 across all 100 iterations (see

figure 1) shows that in some iterations, R2 was negative for the random forest, indicating poor fit
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(Alexander et al., 2015). Despite the relatively low mean R2 (0.06) of the random forest model,

we assume that the model grasped systematic variance in sensation seeking related behaviors.

Both the constantly better performance measures, and a Pearson correlation of r = 0.31 between

true and predicted test data, we consider the random forest provided predictions even if only

slightly better than predicting by chance.

Variable importance.

Permutation-based feature importance. To gain a better understanding of how the

random forest model predicted new cases, we investigated the permutation-based feature

importance measures for the top ten predictors. According to Breiman (2001), the idea behind is

that first, the initial relation of one feature with the criterion variable is dissolved by randomly

permutating the respective feature. Second, the permutated feature and all other remaining

(unchanged) features are used to predict the criterion. The variable importance measure is the

result of taking into account the difference in the prediction performance before and after

permuting the respective feature. The larger the reduction in the prediction performance is, the

stronger is the initial relation between the particular feature and the criterion variable and

consequently, the more important is this respective feature in the model (Breiman, 2001). Table 3

displays the top ten predictors with the highest permutation-based feature importance (Wright &

Ziegler, 2017). To illustrate the prediction direction of features, we added pairwise Spearman

correlations between predictors and sensation seeking to the table.

The list suggests that the top ten features for predicting sensation seeking belonged to two

primary categories: calling and day/night time activity. Calling activity included outgoing and

missed calls, representated via different quantification metrics. For example, the random forest
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judged participants as higher sensation seekers if they initialized or missed calls more often. In

addition, the entropy of calling turned out to be important. Spearman coefficients suggest positive

relationships between entropy of contacts-related variables and sensation seeking scores. Another

set of important features for the random forest was related to individual day and night time

activity. Spearman correlations suggest positive associations between night time activity

indicators and sensation seeking levels. As an illustration, predicted sensation scores were higher,

if the average point of time of the last smartphone usage on Friday/Saturday or on Sunday was

late, and if the mean range of motion was high during night at weekends.

Some of our features were highly inter-correlated. Multicollinearity has been proven not to

be an issue for the predictive performance of the random forest (and other machine learning

algorithms), but to be likely to bias variable importance measures (James et al., 2013; Strobl,

Boulesteix, Kneib, Augustin, & Zeileis, 2008). We therefore conducted an additional analysis

using the conditional forest which is a learner taking into account the correlated structure of

features (Strobl et al., 2008). As neither prediction performance, nor variable importance

measures considerably differed between the conditional versus the random forest, and not to go

beyond the scope of this article, we only report the results for the random forest here. However,

corresponding additional analysis including detailed background information can be found as

supplemental file in our OSF project.

Partial dependence plots

. In addition to feature importance values, partial dependence plots can help to better understand

how values of individual features on average influenced the prediction model (see figure 2). The

curves show how predicted sensation seeking scores (y-axis) changed with regard to values of the

respective predictor variable (x-axis).
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In the top left of figure 2 the mean frequency of missed calls per day is plotted against

sensation seeking scores. The plot shows that the average frequency of missed calls per day led to

an increase in predicted sensation seeking scores for very low frequency values, but did not

change noticeably if a mean value of about 0.4 missed calls per day was exceeded.

At the top right of figure 2 a partial dependence plot for entropy of contacts for outgoing

calls is visible. Increasing values in contact-entropy on average resulted in higher predicted

sensation seeking scores. This increase got sharper with rising entropy values.

As shown in the bottom left of 2, with a rising mean number of intended events on

Fridays/Saturdays nights predicted sensation seeking scores first slowly and from a value of

about 14 intended events sharply increased. Events were counted as “intended” when they were

carried out intentionally by the participant.

The curve in the bottom right of 2 displays, that the mean time of the last event on Sunday

on average led to higher predicted sensation seeking scores, when they occured after around

11pm.
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Discussion

The results of the present study indicate that individual scores of self-reported sensation

seeking can be predicted from digital records of smartphone behavior above chance. Precisely,

our results suggest that variables related to calling behavior as well as day and night time activity

were particularily predictive for individual sensation seeking scores. In the following subsections

we will critically discuss the results within the context of the used machine learning approach and

will try to give some post-hoc explanations for important variables in the model. Please note that

those interpretations are partially drawn post-hoc and should therefore not be easily generalized.

A timely approach to a traditional concept

In contrast to all previous studies on sensation seeking, we used data about actual behavior

to predict sensation seeking with a machine learning approach. Thus, we compared different

statistical models based on their ability to accurately predict sensation seeking scores from

unseen data.

Despite a relatively low overall acurracy, our results suggest that the flexible, non-linear

random forest model outperformed all the other models. This suggests that resesarch in the field

of individual differences might benefit from the additional usage of flexible models for the

investigation of behavior-trait relationships (Benson & Campbell, 2007).

Previous studies investigating the automatic inference of personality traits based on

features extracted from smartphone logs also reported prediction performances, ranging in size

from six to 25 percent points depending on respective traits and used pre-processing procedures

(Chittaranjan et al., 2011, 2013; Montjoye et al., 2013). Contrarily, those studies used
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classification approaches and binned participants in low, average, and high on the Big Five

personality traits. Although this hinders a direct comparison with those studies, we argue that the

prediction of continous trait-scores can be more adequately modelled with a regression approach.

Related to this, the findings of Kosinski et al. (2013) offer a possibility to put the present results

into perspective. Kosinski et al. (2013) predicted personality traits from digital footprints

(Facebook likes) and reported correlations between predicted and actually observed trait values in

the range of 0.29 for conscientiousness and 0.43 for openness. Despite very different sample

sizes, our analyses produced coefficients in a similar range, suggesting comparable prediction

performance. Please note that the prediction accuracies of Kosinski et al. (2013) were exceeded

in a later study (Youyou et al., 2015).

Although the obtained prediction performance is comparable to previous studies, one

question still remains: what is the meaning of being 10% better than guessing? First, we want to

point out that in psychological research it is often investigated how well a model fitted a given

dataset (e.g. by considering in-sample R2) and therefore, how trustworthy it is. In contrast, in the

context of prediction modeling, “good” and “trustworthy” are independent criteria. Good model

fit refers to how well new, unseen cases can be predicted with a trained model and “trustworthy”

indicates the correct application of methodological procedures.

Consequently, with regard to the question how “good” our model fit is, it has to be

considered that the prediction performance in the large majority of our folds was above the

guessing baseline, indicating that something more than randomness was going on. However, the

overall prediction performance was low. Reasons for this could be the relatively small sample

size or that self-reported sensation seeking scores cannot be perfectly predicted from the

behavioral indicators used in our study. We carefully selected these indicators by identifying
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manifestations of sensation seeking assessed via self-reports in previous literature. Though, they

were not reflected in objective behavioral data to the extent we would have expected from

previous research. This could in turn suggest that the theoretical conceptualization of sensation

seeking might benefit from additional research efforts in future studies. To sum up, we argue that

our results are very well trustworthy in the sense that they indicate that sensation seeking cannot

be predicted very accurately from the used behavioral predictors.

In addition, we think that how much better the prediction performance of a learner

compared to a guessing baseline has to be, is a context-related question. With regard to practical

applications (e.g. mobile computing) our model is certainly far away from being good and

therefore applicable. However, in the context of psychological research effect sizes are usually

very small and therefore, we would argue that our obtained mean (out of sample) R2 is not

unusually small.

The trait sensation seeking and its correlates

Beyond the evaluation of prediction performance, our analyses provided more detailed

insights into the behavioral correlates of sensation seeking. Following previous studies, we

hypothesized that both age and gender are related to sensation seeking (Roberti, 2004). However,

associations of demographics with sensation seeking were not present in our data. We suspect

that the absence of those effects could be related to our sample characteristics (predominately

young females). Although previous studies reported similar gender ratios (Roberti, 2004), age

ranges were larger. Possibly, but it can only by suspected, gender and age differences in

socialized forms of sensation seeking might also not be as pronounced as in unsocialized forms

(e.g. risky driving). However, those post-hoc explanations should be tested in future studies.
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Although machine learning algorithms are often labelled as “black-box models”, they can

provide additional information beyond prediction performance. In our study, the inspection of

variable importance measures suggested that variables related to calling as well as day and night

time activity were particularly important for predicting sensation seeking scores.

The variables of our prediction model were in advance derived from a literature review.

For example, we “translated” the finding that sensation seeking is positiveley associated with a

self-reported preference for social contexts (Roberti, 2004) into predictors related to calling

activity. Variables regarding day and night time activity were based on findings about the relation

between self-reported preferences for later bedtimes and sensation seeking (Tonetti, Fabbri, &

Natale, 2009). The reviewed literature was exclusively based on self-reported behavioral

correlates. But our model showed that these variables also turned out to be important for the

prediction of sensation seeking when they are operationalized by means of behavioral data

collected via smartphones. We think that our results can partially help to underpin

questionnaire-based research with objective behavioral data.

Additionally, our prediction modeling approach provides new insights into behavioral

manifestations of sensation seeking. Although, our study cannot raise any claims of causality or

explanation, it can foster the postulation of new hypotheses for future studies. For example, two

of the three most important features for the random forest’s sensation seeking prediction were

related to missed calls. As a mental game, one could deduce the hypothesis that people scoring

high in sensation seeking are very active and busy in their everyday-lifes and therefore miss

incoming calls. Such hypotheses can be tested in futures studies and aid the understanding of

behavioral expressions of sensation seeking. To take up the current debate whether novel

prediction-focused approaches are contradictory to the explanatory goal of Psychology (Yarkoni
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& Westfall, 2017), we argue that our prediction framework suggests otherwise. Following

Yarkoni and Westfall (2017), the present study highlights that prediction approaches can help to

better understand the structure of objective behavioral data and can help to generate new

hypotheses for confirmatory research.

As discussed in the previous two subsections, our study illustrates how Psychology and

big data can work together. Psychological theories and findings can help to understand and

interpret what machine learning algorithms do (Cheung & Jak, 2016). But conversely, prediction

models could help to understand basic structures in complex behaviors (E. E. Chen & Wojcik,

2016). At this point we want to emphasize that our analyses cannot be considered big data due to

the relatively small sample size. However, our data collection tool, the “PhoneStudy app”, with

its vast variety of collected variables as well as the methods used in this study hopefully highlight

some potential of the big data-approach in psychological research and inspire future work.

Limitations & Outlook

The present study has some limitations which we will discuss below. The categorization of

apps holds the problem that they can be used ambiguously. Hence, an app can be used to fulfill

different purposes and needs. For example, browser apps can be used to do online shopping, to

read news, to visit social media channels and so on. As the PhoneStudy app only provides

meta-data, we only know that participants used certain apps belonging to pre-defined categories.

However, it remains unclear what participants used the app for. Accordingly, we think that for

improving the prediction performance of machine learning algorithms, the inclusion of

content-related logging data such as user preferences (e.g. genres of listened music), browsing

histories, or notification texts might be a promising strategy. Although more fine-grained data
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will likely improve trait prediction accuracy, the protection of individual privacy rights must be

prioritized.

Our sample was primarily collected in the university context. Thus, younger and higher

educated participants were overrepresented in our sample. Accordingly, some of our

literature-derived features (usage of counteracting risky driving apps) were automatically

excluded in the pre-processing as only single participants used respective apps. As our sample

mainly consisted of younger people, car ownership might be systematically underrepresented. A

more representative sample (including elders) could therefore provide more variance in behaviors

related to sensation seeking.

Furthermore, machine learning algorithms only perform really well with large samples.

Relatedly, the negative range of R2 values of the featureless learner could indicate that our sample

size was too small. This study should be replicated with a larger sample size (maybe ten times),

to fully benefit from the predictive capabilities of those methods.

Finally, as already stated by Chittaranjan et al. (2013) and Kosinski et al. (2013),

personality trait prediction is a challenging task. Traits are defined as latent constructs and can

only be measured roughly, via self-report questionnaires. Therefore, prediction efforts using

self-reported trait scores as ground truth, can only achieve accuracies that mimic those of

self-report questionnaires. As we know that self-report questionnaires are also affected by a series

of biases, this problem needs to be adressed eventually. Nevertheless, trait prediction can be

improved in many ways. As the biopsychological trait sensation seeking was found to be related

to individually as optimally considered levels of arousal (Roberti, 2004), physiological thresholds

might be meaningful indicators. It might be helpful to include measures reflecting physiological

processes in prediction models of sensation seeking. Measures of heart rate and electro-thermal
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activity could be provided by wearables. Even though we are aware that the performance of our

prediction model has to be higher to reach practical importance (e.g. for mobile computing), we

think that our study can be a starting point for future research. Accordingly, it is one of the first

studies working with such a broad variety of data collected via smartphone sensing in the field of

trait prediction, and especially in the context of sensation seeking.

Conclusion

The present study combined smartphone sensing data with traditional self-report

measures, to gain new insights into behavioral manifestations of sensation seeking. The present

study shows that self-reported sensation seeking scores can be predicted by smartphone logging

data above the level of chance. Despite, limited predicition accuracies our results highlight novel

behavioral indicators of sensation seeking and the potential of big data for psychological

research.
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Table 1

Summary of mean performance measures of the 10x10 CV benchmark

experiment

Measures FL RF XG SVM EN

M S E 17.83 16.03 16.71 17.35 17.43

M AE 3.52 3.34 3.37 3.45 3.44

RMSE 4.22 4.00 4.09 4.17 4.18

R2 -0.04 0.06 0.02 -0.02 -0.01

r NA 0.31 0.27 0.18 0.17

Note. FL = featureless learner; RF = random forest; XG = extreme gradient boosting;

SVM = support vector machine; EN = elastic net. MSE = mean squared error, RMSE

= root mean squared error, MAE = mean absolute deviation, R2 = coefficient of

determination, r = Pearson correlation.
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Table 2

Variable importance and Spearman correlations for the top 10 predictors

Feature I rs

mean frequency of missed calls per day 0.62 0.32

entropy of contacts for outgoing calls 0.51 0.33

entropy of contacts for missed calls 0.41 0.29

variation of frequency of outgoing calls per day 0.32 0.26

mean time of the last event on Friday/Saturday 0.21 0.18

variation of the time of the first event from Monday to Friday 0.17 0.12

mean number of intended events during night on Friday/Saturday 0.14 0.16

mean radius of gyration during night on Friday/Saturday 0.14 0.31

mean time of the last event on Sunday 0.14 0.21

mean frequency of outgoing calls per day 0.13 0.24

Note. I = permutation-based variable importance. Variables are in descending order of

importance scores.
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Table 3

Descriptive statistics of app category usage

App category MFreq.total SDFreq.total NumUsers NumApps MImpSS SDImpSS

Communication apps 1,522.88 1,576.08 234 59 7.97 4.24

Social media apps 485.34 715.83 203 70 8.18 4.20

Browser apps 210.35 316.01 231 22 8.02 4.24

Music and audio apps 183.97 522.02 190 85 8.13 4.20

Planningtool apps 92.85 185.26 209 70 7.97 4.22

Gaming apps 87.18 199.74 140 415 7.71 4.28

Video watching apps 80.43 155.22 210 48 8.00 4.25

Trip planning apps 38.60 61.20 208 52 8.04 4.17

News apps 31.63 138.31 125 48 7.80 4.22

Shopping apps 22.73 60.87 107 60 7.89 4.03

Dating apps 22.38 132.15 24 13 9.21 4.86

Trading apps 14.27 177.11 8 27 11.38 6.61

Personalization apps 12.88 147.34 47 34 8.06 4.72

Running sports apps 9.03 78.59 37 8 7.08 3.74

Risky driving apps 0.00 0.06 1 2 9.00 NA

Outdoorsports apps 0.05 0.74 1 8 12.00 NA

Note. MFreq.total = average total usage count within 30 days across all participants; SDFreq.total = standard

deviation of average total usage count within 30 days across all participants; NumUsers = number of all

participants that have ever used any apps of the respective app category; NumApps = number of different

apps within one category. MImpSS = average ImpSS score of all participants that have ever used any apps of

the respective app category; SDImpSS = standard deviation of the ImpSS score of all participants that have
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ever used any apps of the respective app category. App categories are sorted in descending order of

MFreq.total.
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Figure 1. Distribution of the mean squared error (MSE) and the coefficient of determination

(R2) across all resampling iterations. FL = featureless learner; RF = random forest; XG =

extreme gradient boosting; SVM = support vector machine; EN = elastic net.
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Figure 2. Plots displaying the partial dependence of the random forest learner function for

four exemplary selected features. The curves show how predicted sensation seeking scores

(on the vertical axis) change with increasing values (on the horizontal axis) of the respective

displayed features. A last event value of 25 in the bottom right means, that the smartphone

was used at 1am in the night between Sunday and Monday. The values of the horizontal axis

range between the 10% and the 90% percentile of the respective features in order to clearly

show how predicted sensation seeking scores change with increasing values of the respective

features.
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Appendix

Table A1

Description of quantifications of behavioral data collected via smartphones.

Quantification Description

frequency/duration

app usage

Usage frequencies and durations of app usage (Stachl et al., 2017)

were aggregated as daily mean and variation per day. As the logging

of app usage is generally prone to logging errors, robust estimators

were used: the huber mean as measure of central tendency (Kafadar,

2003) and the robust location-free scale estimate Qn as a measure of

dispersion (Rousseeuw & Croux, 1993). Robust estimators are less

sensitive to outliers which are possibly caused by faulty logs.

frequency/duration

phone usage

Frequencies and durations of incoming/outgoing/missed calls/text

messages were aggregated as daily mean and variation per day. We

pre-registered to use robust measures for phone logging data, too.

However, as their inspection did not reveal the same potential

logging errors as for app usage data, we used the arithmetic mean

and variance for feature calculation, because they are more precise

estimators if outliers are not an issue.

response rate The response rate was defined as percentage of missed calls and text

messages people responded to by calling back within 24 hours

(Montjoye et al, 2013).

entropy

app and phone usage

The entropy describes how many categories one variable has (e.g.

total number of contacts), while regarding how equally events (e.g.

calls) are distributed across these categories. Therefore, entropy of

contacts is high if a person called a broad range of contacts equally
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often within the study period. We also considered entropy of used

apps, measuring how equally often participants used their individual

spectrum of installed apps (Montjoye et al, 2013).

ratio The ratio indicates the extent of certain behavioral categories in

relation to the overall smartphone usage. For example, we considered

the ratio of duration of dating app usage and overall smartphone

usage (Montjoye et al, 2013).

irregularity We computed irregularity of the point of time first and last events

happen per day. As defined by Williams, M.J., Whitaker, and Allen

(2012), this measure represents the dissimilarity of events in a time

course. If events happen to very similar points across time (e.g. every

day at 10am), dissimilarity and consequently irregularity are very

low.

radius of gyration

mobility

The radius of gyration was used for the quantification of mobility

behavior (Canzian & Musolesi, 2015). It quantifies a person’s range

of mobility by considering the deviation from the center of all GPS

positions, visited within one day.

total distance covered The total distance covered was defined as summed distance between

sequent GPS points per day (Canzian & Musolesi, 2015).

maximum distance covered The maximum distance covered was defined as maximum stretch of

way per day (Canzian & Musolesi, 2015).

Note. Unlike stated in our pre-registration, we had to exclude the predictors "number of contacts at the

beginning of the study" and "number of contacts added within 30 days" as our contact logging data turned

out to be corrupted for the majority of our participants due to logging errors. Only after completion of our

pre-registration, we conceived the "total usage frequency of app categories within 30 days" as additional

important predictors and therefore decided to add them to our feature list.
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Personality Traits Predict Smartphone Usage
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phone app usage across different categories.

Contributing article

Stachl, C., Hilbert, S., Au, J., Buschek, D., Luca, A. D., Bischl, B., Hussmann, H., and Büh-
ner, M. (2017). Personality traits predict smartphone usage. European Journal of Personality,
31(6):701–722

This publication was part of the PhoneStudy project (see Chapter 7).

Copyright information

According to Sage’s Author Archiving and Re-Use Guidelines1 the final published PDF can be
used for publication in a dissertation or thesis, including where the dissertation or thesis will be
posted in any electronic Institutional Repository or database.

Declaration of contributions

In this article, the doctoral candidate made substantial contributions to the statistical analysis of
the collected sensor and questionnaire data. Jiew-Quay Au handled a range of tasks, including
data cleaning and computation of necessary variables for further analysis, as well as the selec-
tion and application of statistical models. Moreover, the PhD candidate created all the tables in
the manuscript and contributed to writing parts of the chapter on variable selection and data
analysis.

Contribution of the coauthors

Clemens Stachl was the main author and had the responsibility for data collection and manu-
script writing. Sven Hilbert contributed to the study design and provided valuable input for the
manuscript with creative ideas. Bernd Bischl aided in selecting the most appropriate statistical
models to confirm the hypotheses. The remaining co-authors supported the article by contri-
buting to the revision of all sections.

1https://us.sagepub.com/en-us/nam/journal-author-archiving-policies-and-re-use

163

https://us.sagepub.com/en-us/nam/journal-author-archiving-policies-and-re-use


Personality Traits Predict Smartphone Usage
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Abstract: The present study investigates to what degree individual differences can predict frequency and duration of
actual behaviour, manifested in mobile application (app) usage on smartphones. In particular, this work focuses on
the identification of stable associations between personality on the factor and facet level, fluid intelligence, demogra-
phy and app usage in 16 distinct categories. A total of 137 subjects (87 women and 50 men), with an average age of
24 (SD = 4.72), participated in a 90‐min psychometric lab session as well as in a subsequent 60‐day data logging
study in the field. Our data suggest that personality traits predict mobile application usage in several specific catego-
ries such as communication, photography, gaming, transportation and entertainment. Extraversion, conscientious-
ness and agreeableness are better predictors of mobile application usage than basic demographic variables in
several distinct categories. Furthermore, predictive performance is slightly higher for single factor—in comparison
with facet‐level personality scores. Fluid intelligence and demographics additionally show stable associations with
categorical app usage. In sum, this study demonstrates how individual differences can be effectively related to actual
behaviour and how this can assist in understanding the behavioural underpinnings of personality. Copyright © 2017
European Association of Personality Psychology

Key words: Big Five; factor and facets; behaviour; smartphones; app usage

A core goal of personality psychology is the prediction and
explanation of behaviour with regard to individual differ-
ences (Back, Schmukle, & Egloff, 2009; Furr, 2009). Al-
though there is a broad consensus in the research
community concerning this topic, most studies pursuing per-
sonality research heavily rely on self‐reported behaviour and
neglect observable acts. This evident lack of observable be-
haviour in personality psychology has been repeatedly
criticised (Baumeister, Vohs, & Funder, 2007; Funder,
2001; Furr, 2009). Even though notable exceptions exist
(e.g. Back et al., 2009; Mehl, Gosling, & Pennebaker,
2006), most studies still focus on people’s reports about
how they think they behave rather than their actual behav-
iour. Moreover, in order to fully understand personality and
its impact on real‐life behaviour, one must ideally consider
behaviour outside the laboratory (Back et al., 2009). Fortu-
nately, the technological development of the last two decades
has not only had a strong impact on our everyday life but has
also changed the game for psychological research.

Digital frontiers of personality research

The continuous expansion of Internet use and even more so
the broad availability of cheap mobile sensor technology
makes smartphones a central part of peoples’ digital life
(e.g. Lane et al., 2010). These developments offer an ex-
traordinary opportunity for personality studies to remove
various hindering factors for measuring actual behaviour
in personality research (Gosling & Mason, 2015).
Smartphones in particular are capable of gathering large
and diverse data samples of individual behaviour (Miller,
2012; Yarkoni, 2012) across a broad variety of situations
(Harari, Gosling, Wang, & Campbell, 2015). The accumula-
tion of this immense amount of information has led to the
stepwise inclusion of these devices in psychological science
(see Harari et al., 2016; Wrzus & Mehl, 2015, for reviews)
and paved the way for a field of research termed
psychoinformatics (Yarkoni, 2012).

Besides the opportunities mobile sensing technologies
provide for psychological research in general, they yield ben-
efits for personality psychology in particular: in addition to
communication data, such as calls (Montag et al., 2014)
and messaging (Montag et al., 2015), an ever‐growing
amount of behaviour‐related information is provided through
the use of apps. Currently, more than two million apps exist
in the leading app stores providing a wide range of function-
ality to the user, such as playing music, dating, searching the
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web, accessing social networks or messaging friends
(Statista, 2016). A wide range of behaviours, all of which
are typically of interest to researchers investigating individ-
ual differences, are therefore concentrated in a single device
that may be tapped for information. This, in turn, opens the
door for a convenient form of data collection: many samples
of everyday‐life behaviour can be continuously collected
over a large set of different situations in a most unobtrusive
manner. Consequently, behavioural aggregation is signifi-
cantly facilitated (Epstein, 1983; Harari et al., 2016; Vazire,
2010), and compared with conventional behavioural obser-
vations, samples obtained with mobile sensing approaches
show high ecological validity (Schmid Mast, Gatica‐Perez,
Frauendorfer, Nguyen, & Choudhury, 2015).

Naturally, these new opportunities for effective collection
of ecologically valid behavioural data have already resulted
in several studies on possible associations between
smartphone usage and individual differences. The following
sections describe the various approaches undertaken to make
use of smartphone data in personality research, and Table 1
provides an overview of the most relevant studies.

Personality and smartphone usage

Several studies on the prediction of smartphone use through
personality collected self‐reports of behaviour and related
them to scores in personality inventories (Butt & Phillips,
2008; Kim, Briley, & Ocepek, 2015; Lane & Manner,
2011). While Lane and Manner (2011) asked participants to
state the importance of various smartphone functions, Butt
and Phillips (2008) and Kim et al. (2015) specifically asked
participants to quantify how often and how long they used
apps of a certain type on their phones. Making use of the
aforementioned opportunities of modern sensor‐imaging
data, several recent investigations directly logged user behav-
iour to examine associations with self‐reported personality
scores (Chittaranjan, Blom, & Gatica‐Perez, 2013; De
Montjoye, Quoidbach, Robic, & Pentland, 2013; Montag
et al., 2014, 2015; Xu, Frey, Fleisch, & Ilic, 2016). While
the studies of Montag et al. (2014, 2015) exclusively focused
on communication behaviour, others collected a broad range
of app usage (Chittaranjan et al., 2013) as well listings of
installed apps in general (Xu et al., 2016). Notably, Xu et al.
(2016) did not record app usage over a period of time but fo-
cused on the snapshot of currently installed applications on a
smartphone. In contrast to most other studies, De Montjoye
et al. (2013) used a classification‐based approach to predict
personality from smartphone usage. As outlined in Table 1,
a wide range of personality traits has been related to differen-
tial smartphone usage of various forms, such as frequencies
and durations of calls and several categories of apps.

As could be expected based on previous research (e.g.
Eaton & Funder, 2003), extraversion was mostly found to
be associated with communication app usage and social be-
haviours, but also with apps for educational purposes. In a
study conducted by Butt and Phillips (2008), extraverted par-
ticipants reported to make more calls for longer durations
and used communication‐related applications (messaging) in-
tensively. Additionally, it was found that extraverts reported

higher use of personalisation activities, such as changing the
wallpaper or the ringtone of the phone. Lane and Manner
(2011) observed higher reported importance of communica-
tion apps for extraverted participants. Similarly, Kim et al.
(2015) found that extraversion positively predicted the re-
ported use of communication and social apps. Furthermore,
Kim et al. (2015) also found that extraversion acted as a neg-
ative predictor for app usage frequencies related to app cate-
gories like books and references and education. In previous
studies on observed smartphone behaviour, extraversion
was positively associated with both the frequency and the
duration of calls (Chittaranjan et al., 2013; Montag et al.,
2014). Furthermore, the frequency of communication app us-
age was positively related to levels of extraversion
(Chittaranjan et al., 2013; Montag et al., 2015). Chittaranjan
et al. (2013) additionally reported lower frequencies of
browser usage for extraverts as well as increased usage of
apps for entertainment purposes. Xu et al. (2016) observed
a smaller number of game apps, installed on phones of extra-
verts. Thus, as in direct interpersonal behaviour, extraversion
shows a solid link to communication and stimulating activi-
ties on smartphones. It is, however, not the sole personality
trait that is reflected in a somewhat straightforward manner
through smartphone usage: the same holds for agreeableness,
as described in the next paragraph.

Traditionally, agreeable people express more pro‐social
behaviours and positive language to others (e.g. Graziano
& Tobin, 2009; Mehl et al., 2006). However, agreeableness
was also associated with reported communication and
personalisation app usage (Butt & Phillips, 2008; Lane &
Manner, 2011). Participants high in agreeableness reported
shorter durations of use for communication apps and calls
as well as lower frequencies of calls in general. Furthermore,
they observed shorter usage durations of personalisation
functions for people scoring high in agreeableness (Butt &
Phillips, 2008). Agreeable participants also reported high
importance of the call function and lower importance for
communication apps (messaging; Lane & Manner, 2011).
Contrarily, Kim et al. (2015) did not find any association of
agreeableness and self‐reported app usage. Studies utilising
smartphone usage logs solely observed negative associations
of app usage frequencies with the trait of agreeableness
(Chittaranjan et al., 2013; Xu et al., 2016). Specifically,
Chittaranjan et al. (2013) reported negative associations
between participants scoring high in agreeableness and usage
frequencies of apps related to communication, browser
usage, productivity and gaming. In terms of installed
applications, Xu et al. (2016) reported lower numbers of apps
related to personalisation on agreeable peoples’ phones.

In addition to extraversion and agreeableness, the person-
ality trait of conscientiousness was associated with reports of
smartphone usage (Kim et al., 2015; Lane & Manner, 2011).
So far, high levels of conscientiousness have mostly been re-
lated to formal behaviour, conformity to rules and self‐
organisation (e.g. Jackson et al., 2010). Regarding usage be-
haviour on smartphones, Lane and Manner (2011) reported
shortened durations of communication app usage for partici-
pants high in conscientiousness. In a large sample, conscien-
tiousness was also reported as a negative predictor for
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frequencies of app usage for shopping and finance matters
(Kim et al., 2015). Unlike in previous studies using self‐
reported smartphone usage, conscientiousness was associated
with a wide range of app usage behaviours in studies using
app logs. Chittaranjan et al. (2013) reported positive and neg-
ative associations of conscientiousness with various app us-
age behaviours. Communication and business app
frequencies on the one hand were observed to be higher for
participants with high scores in conscientiousness. The usage
of entertainment apps and calls on the other hand was found
to be negatively associated with high levels of the trait
(Chittaranjan et al., 2013). In a study conducted by Montag
et al. (2014), conscientiousness was positively related to the
duration of calls, whereas communication app usage was
found not to be related to any personality trait. In contrast, du-
rations of communication app usage (WhatsApp) were nega-
tively correlated with a persons’ level of conscientiousness in
a later study (Montag et al., 2015). Additionally, Xu et al.
(2016) reported fewer installed apps of the categories music
and video, photography and personalisation for conscientious
participants. Taken together, it seems that the self‐
organisational aspect of conscientious behaviour is especially
reflected by smartphone use with fewer installations and less
usage of applications related to procrastination behaviour.

The personality traits of emotional stability, on the other
hand, have not been frequently associated with app usage
in previous studies. In an investigation conducted by Butt
and Phillips (2008), shorter durations of communication
app usage were reported by emotionally stable participants.
Additionally, studies using smartphone logs found emotional
stability to be associated with actual app usage in two
previous studies (Chittaranjan et al., 2013; Xu et al., 2016).
Chittaranjan et al. (2013) reported higher frequencies of
communication and gaming app usage for emotionally stable
participants. Furthermore, Xu et al. (2016) found that
emotionally stable participants had more apps in relation to
photography and fewer apps related to personalisation
installed on their phones.

Openness was not associated with any app usage behav-
iours in studies using self‐reports. Only Chittaranjan et al.
(2013) found that openness was positively associated with
the usage of entertainment apps. They additionally reported
lower frequencies of business and communication apps for
participants with high scores in openness.

Considering these results, it is interesting to note that
most associations of app usage behaviour and personality
traits could be established for the dimensions of extraversion,
agreeableness, and conscientiousness (Table 1). Further-
more, studies using observed behaviour were able to relate
personality traits to more distinct types of app usage as well
as to openness and emotional stability, for some categories
(Chittaranjan et al., 2013; Xu et al., 2016). All in all, these
studies show that behaviour associated with each of the Big
Five personality traits tends to be (at least partially) reflected
by the use of smartphones. Notably, the positive associations
of extraversion along with the frequency and duration of
communication‐related activities provide the most solidly
established link. Unfortunately, as the research relating per-
sonality and smartphone usage is still young and sparse, the

conclusiveness of the existing results is still limited because
of methodological differences. Most studies have used differ-
ent categories of app usage and different definitions of be-
haviour (frequencies, durations, installed apps, importance
and self‐reports vs. actual behaviour). Furthermore, it is dif-
ficult to know which of the reported associations are reliable,
as some results were based on an immense amount of signif-
icance tests without type I error correction (e.g. Chittaranjan
et al., 2013).

Personality factors and facets

Most existing research utilised short‐scale personality ques-
tionnaires (e.g. Chittaranjan et al., 2013; Kim et al., 2015;
Lane & Manner, 2011; Montag et al., 2015; Xu et al.,
2016) to measure individual personality scores. From the
perspective of personality psychology, an investigation at
factor and facet level could be beneficial to increase under-
standing of observed effects. In order to predict behavioural
criteria from individual personality scores, either broad fac-
tor values or sub‐facet scores can be used. Some previous
research suggests that personality facet measures provide in-
dependent prediction value in relation to behavioural criteria
in addition to factor‐level scores (Ziegler et al., 2014). How-
ever, disagreement is prevalent in current research
concerning this topic (Ashton, Paunonen, & Lee, 2014;
Salgado, Moscoso, & Berges, 2013). In particular, uncer-
tainty remains with regard to whether factor‐level or facet‐
level scores are better for predicting behavioural categories.
This knowledge would, in turn, also help to understand
whether particular types of smartphone usage represent nar-
row or rather broad categories of behaviour, as it is known
that measurement symmetry (or Brunswik Symmetry) en-
hances the strength of relationships between constructs
(and their and related observable behaviour; Wittmann,
2012). In the present study, we therefore relate both factor
and facet personality scores to behavioural criteria and com-
pare the obtained results. Although some previous studies
have reported on associations between personality and app
usage (e.g. Chittaranjan et al., 2013; Kim et al., 2015;
Montag et al., 2015; Xu et al., 2016), more guidance on
which associations are the most stable and promising ones
for prospective confirmatory investigations is necessary.
Hence, in the final analysis of the present study, we use di-
rectly logged app usage behaviour from 16 distinct catego-
ries, combined with fine‐grained self‐reported personality
measures. Furthermore, we utilise novel statistical resam-
pling procedures in combination with regularised regression
models to identify the most reliable associations between
personality traits and app usage behaviour. We adopt this
rather careful statistical approach to acknowledge the ex-
ploratory nature of this investigation, which is based on
the sometimes diverging findings from only a few previous
studies.

Intelligence

Moreover, we include a measure of fluid intelligence in the
analysis, as it is also likely to also influence the way a
smartphone is operated (Zaval, Li, Johnson, & Weber,
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2015). The adequate use of cognitive abilities has been re-
peatedly linked to the acceptance of new technology (e.g.
Morris, Venkatesh, & Ackerman, 2005; Venkatesh, Thong,
& Xu, 2012). Moreover, as intelligence has been long known
to profoundly influence interpersonal behaviour (e.g. Zander
& Van Egmond, 1958), which could easily be reflected in the
use of particular apps for interpersonal communication. This
is also supported by the association between intelligence and
several (sub‐clinically pathological) personality traits
(Rauthmann, 2012), which have additionally been linked to
smartphone addiction (Lee, Chang, Lin, & Cheng, 2014).

Rationale

The current work has three main goals: first, it explores
which personality traits, fluid intelligence and demographics
predict observed behaviour, manifested in several categories
of mobile app usage. Second, this study originally compares
personality on factor and facet level in terms of predictive ca-
pabilities for smartphone usage. Finally, this work is thought
to act as an example of how smartphones can be used to col-
lect large amounts of behavioural data and how it can be
analysed for personality research in particular.

METHOD

Data used in this work constitute a part of a larger research
project at Ludwig‐Maximilians‐Universität München
(LMU), investigating relationships between psychological
variables and a wide range of behaviour, logged via
smartphones (e.g. app usage, music consumption and
geolocation). However, this paper only focuses on app usage
behaviour, including calls and messages, and explores its re-
lationship with personality, fluid intelligence and demo-
graphic variables. Therefore, further descriptions will only
include data dimensions related to the present analyses. Data
collection took place between September 2014 and August
2015 in Munich, Germany, EU.

Participants

We recruited 137 participants, 87 women and 50 men, via so-
cial media, forums, blackboards, flyers and on campus. The
obtained sample was rather young with a mean age of
24 years (SD = 4.71) and 75% of the participants being 26
or younger. The reported age ranged from 18 to 50 years.
The majority of the sample had at least completed high
school (96%), and 31% of all participants had completed ed-
ucation at the university level. The obtained sample consisted
primarily of LMU students and employees. Subjects were in-
formed about the data collection procedures as well as
anonymization procedures and gave written consent prior to
participation. Participants could withdraw participation in
the study as well as demand deletion of not yet anonymized
data at any time during the data collection period. Because of
technical requirements, only people using the Android oper-
ation system participated in the study. The study was

approved by the responsible ethics committee and data pro-
tection officer. See Table A1 for all descriptive statistics.

Procedure

The study was conducted in two stages. During a lab session,
participants gave written consent and completed a personal-
ity inventory, subscales of the Intelligence‐Structure Battery
(INSBAT; Arendasy et al., 2009), and a demographic ques-
tionnaire. The testing took place at the psychological labora-
tory at the LMU’s psychology department. Subsequently, the
logging app was installed on the participants’ private
smartphones and tested for functionality.

The app logged frequencies and durations of mobile ap-
plication usage for a total of 60 days. The data were regularly
uploaded to our servers, when the respective Android
smartphone was connected to a wireless Internet connection
(WiFi). The parameters were initially logged as timestamp
events. The app stayed in the background: participants did
not have to complete any tasks or actions to avoid altering
their natural smartphone use. As a sole exception, they were
reminded (via a pop‐up message) to re‐enable location sensor
and app history access (Android 5.0 and higher) in case they
had turned off these settings. After 60 days of logging, the
participants were invited to receive their compensation (an
individual personality profile and 30 EUR or course credit
for students). During this meeting, an additional manual
backup of the collected data was retrieved from the device.

Materials

Psychometric measures and demographics
Big Five personality scores were measured with the German
version of the Big Five Structure Inventory (BFSI; Arendasy,
2009) in a laboratory setting. The BFSI was selected for per-
sonality assessment because of its unambiguous items as
well as its favourable psychometric properties. In contrast
to more common personality scales such as the new NEO‐
PI‐3 (McCrae, Costa Jr., & Martin, 2005), the authors of
the BFSI (Arendasy, 2009) report on the tests conformity to
the partial credit model (PCM) (Masters, 1982). The PCM
is the most used uni‐dimensional item‐response model for
Likert scale ordinal data. The model assumes that the proba-
bility for a single‐item response is solely a function of a per-
son’s value on an underlying latent variable (person
parameter) and the item thresholds. Within the PCM, specific
objective comparisons between person and items scores are
possible (Masters, 1982).

We therefore used the person parameter of the PCM in-
stead of sum scores for all analyses. The BFSI consists of
300 items and measures the Big Five personality dimensions
(Openness to Experience, Conscientiousness, Extraversion,
Emotional Stability/Absence of Neuroticism, and Agreeable-
ness) on the factor and the facet level with a four‐point Likert
scale ranging from ‘untypical for me’ to ‘typical for me’.
With regards to the lexical derivation of the Big Five, the
BFSI uses adjectives and short phrases as items for personal-
ity assessment. This could also help to circumvent previously
reported problems regarding the comprehensibility of longer
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sentence‐based items, such as in the NEO‐FFI (Costa &
McCrae, 1992; McCrae, Costa, & Martin, 2005).

Fluid intelligence was assessed with the German version
of the INSBAT using aggregated scores of subscales for Nu-
merical Inductive Reasoning, Figural Inductive Reasoning,
and Verbal Deductive Reasoning. The INSBAT is an adap-
tive intelligence test and is based on the hierarchical intelli-
gence theories of Horn and Noll (1997) and Carroll (2003).
The sub‐factor Fluid Intelligence measures a person’s ability
to identify patterns in stimuli and to draw logical conclusions
from given sequences of figures, numbers and statements.

In addition to personality and fluid intelligence, age, gen-
der and the current level of completed education were col-
lected. Gender was recorded dichotomously with ‘1’
representing male and ‘2’ representing female participants.
The level of education was split into five categories from
‘not completed obligatory schooling’ to ‘university degree’.
This should be taken into consideration when interpreting
correlations in Tables A2 and 3 as well as regression coeffi-
cients in Tables 4 and 5. Because of a fatal hard drive error of
one of our testing laptops, internal consistency scores were
calculated based on 120 instead of 137 total participants.1

We calculated 95% confidence intervals for internal consis-
tencies of the extraversion (95%CI [0.94, 0.97]), agreeable-
ness (95%CI [0.92, 0.95]), conscientiousness (95%CI [0.95,
0.97]), emotional stability (95%CI [0.91, 0.95]) and open-
ness (95%CI [0.91, 0.95]) scales. Situated in the framework
of the PCM (Masters, 1982), the INSBAT provides reliabil-
ity coefficients for every single participant (Arendasy et al.,
2009). Therefore, we calculated mean scores across all par-
ticipants for the Numerical Inductive Reasoning scale
(M = 0.71,SD = 0.06), the Verbal Deductive Reasoning scale
(M = 0.74,SD = 0.06) and the scale for Figural Inductive
Reasoning (M = 0.71,SD = 0.06). Table A1 provides
Cronbach’s alpha coefficients and descriptive statistics for
all psychometric scales included in this study.

Behavioural measures
User behaviour was recorded via an Android logging app
(available for Android 4.0 or higher), specifically designed
for this purpose. The app uses a background service to mon-
itor app usage. The service assesses the currently running app
every two seconds, creating a log entry if it had changed. De-
vices operating on newer versions of the Android operating
system support reading the app usage history directly. On ca-
pable devices, our app thus automatically switches to this
method, retrieving the latest history every 15 min. The data
were regularly transferred to our server, once participants
were connected to WiFi, using SSL encryption. Afterwards,
the logged data were further enriched with information about
the respective app categories, retrieved from the Google Play
Store (Google, 2016) via web scraping.2 Originally, the raw

data existed as a timestamp sorted list of events—every event
that happened was logged in the file. Participants’ demo-
graphic and psychometric data were recorded and stored sep-
arately and were only combined with logging data for the
purpose of statistical analysis.

Data processing

Prior to modelling, we had to pre‐process and clean the data.
In the great majority of cases, we used the app categorisation
as provided by the Google Play Store (Google, 2016) for the
categorisation of the recorded applications. However, a num-
ber of apps were manually identified as mislabeled and had
to be re‐labelled in order to perform meaningful data analy-
sis. We only re‐labelled apps that were clearly assigned to a
different category (e.g. an SMS/MMS app was first labelled
as personalisation and re‐labelled to communication) in order
to create a more meaningful data set. Additionally,
bloatware3 and background apps were manually identified
and consequently not used for the calculation of app usage
durations and frequencies. We share the notion that the label-
ling of information is always somehow subjective and there-
fore provide the full list of relabeled apps and bloatware apps
as supplemental files to this article.

With regard to the analysis described later, usage logs of
apps in a certain category (e.g. communication) were aggre-
gated. Please note that we treated calls in the same fashion as
any other category of app usage and analysed total frequency
and average duration. For the regression analyses, we used
the total number of all app launches in a respective category
for each participant over the study period of 60 days as well
as the average duration of an app use of a certain category
across all events from that category. A single‐usage duration
was calculated as the time from the start of an app‐event until
the start of the next event that is not labelled as bloatware.

In order to handle univariate outliers in the data, we first
identified robust z‐transformed values with values larger than
3. Robust z‐transformation was performed by subtracting
values by the median and dividing the result by the median
absolute deviation. The median absolute deviation is a robust
measure of variability in a univariate data sample. The values
were then adjusted to the maximum value of the remaining
data points (winsorizing; Ghosh & Vogt, 2012). This proce-
dure allowed us to not waste data while limiting the influence
of very extreme, possibly spurious data points. Furthermore,
we only included criteria variables with a median absolute
deviation larger than zero (0.0001 to be precise), excluding
categories with no or almost no variation in the data prior
to the analysis (e.g. comics).

Variable selection and data analysis

Prior to regression modelling, we investigated descriptive
statistics as well as correlations between the Big Five factors
and the demographic variables. In order to investigate the ef-
fect of personality and demography on app usage behaviour,

1The hard drive crashed after the factor scores were extracted yet before
single‐item scores were read out, as this procedure was undertaken at a later
time. Because our analyses were run with the factor and facet scores, this did
normally not affect the sample size—except for the estimation of the internal
consistencies, which is based on single‐item values.
2Web scraping refers to the practice of extracting information from a
website.

3Bloatware refers to pre‐installed, mostly unwanted, software that often neg-
atively affects system performance of devices.
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we performed a two‐step analysis for factor and facet scores,
respectively. Because of the high number of predictors (facet
analysis) and because of the expected multi‐collinearity be-
tween the personality and demographic variables (visible in
Table A2), we used a stability selection procedure (Hofner,
Boccuto, & Göker, 2015; Meinshausen & Bühlmann, 2010)
in combination with the popular Least Angular Shrinkage
Selection Operator (LASSO) penalised regression (Fried-
man, Hastie, & Tibshirani, 2010). This procedure was chosen
in order to only select the most reliable predictors while
penalising for correlations between them. The LASSO re-
gressions were modelled under the assumption of a Poisson
distribution with each app usage variable as the respective
criteria.

Stability selection refers to a relatively new concept that
adds resampling procedures to variable selection, such as
the LASSO, and therefore makes the selection procedure
more reliable (Meinshausen & Bühlmann, 2010). This
procedure avoids to fit only one model on the complete
data, but instead fits many different ones on subsets.
Therefore, variables that repeatedly (above a certain
threshold) add predictive value to different models are
selected. In other words, stability selection can be consid-
ered as another tool of variable selection for the subsequent
regression models. Other approaches to variable selection
exist but have been heavily criticised for overfitting the data
(e.g. stepwise regression or predictor selection based on sig-
nificance of univariate correlation with the criterion;
Rencher & Pun, 1980). We chose this approach as it is
supposedly less likely to overfit the data (because of re-
peated modelling of subsets).

Furthermore, this procedure allows for the assessment of
the selection stability of variables while controlling for sam-
ple error. Hofner et al. (2015) suggests the upper limit of the
pairwise family error rate (PFER) to be set at
α<PFERmax <mα,, where m represents the number of pre-
dictors and α represents the respective significance level
(mfactorα = 9 × 0.05 = 0.45 and mfacetα) =34 × 0.05 = 1.7
in our case). Based on this recommendation, we used an
even lower PFER of 0.20. We chose this parameter value
because PFER represents the tolerable number of falsely se-
lected noise variables. Therefore, we kept this value well
below 1, tolerating less than one noise variable. Further-
more, the stability selection procedure can be described as
a parameter tradeoff between the number of to be selected
predictors (q), a probability cut‐off and the PFER where
only two parameters can be specified simultaneously. In
the present analysis, we decided to limit the PFER to 0.2
and to only accept variables as stably selected if they ap-
peared in at least 70% of the subsampled LASSO models,
which equals to a probability cut‐off of 0.7 in the analysis.
We did not limit the number of predictors that could be
selected.

In a second step, the predictors selected through stability
selection were again used as predictors in separate quasi‐
Poisson regressions, with app usage categories as the respec-
tive criteria. This additional step was performed because re-
gression coefficients of a penalised model are hard to
interpret. We chose generalised linear regression over linear

regression analysis as count data (and durations) usually fol-
lows a Poisson distribution (O’Hara & Kotze, 2010). In order
to account for overdispersion in our data set, we assumed
quasi‐Poisson distributions instead of Poisson distributions
for the dependent variables.

Big Five personality scores measured on factor and facet
level, as well as demographics, were used as predictors in the
regression models. This procedure was repeated for each app
usage category respectively. In order to compare factor with
facet models, we used the Dawid–Sebastian score as a mea-
sure of model fit. This measure is similar to the mean squared
error but additionally accounts for overdispersion in count
data (Czado, Gneiting, & Held, 2009). For a quasi‐Poisson‐
distributed random variable X, with E(X) =μ and Var(X)
= θμ, the Dawid–Sebastian score for an observed value x is
calculated as follows:

DSS xð Þ ¼ x−μð Þ2
θμ

þ 2 log θμð Þ:

For example, X could be the usage frequency of commu-
nication apps, μ would represent the predicted app usage
frequency (needs to be estimated) and the variance of app
usage is θμ, where θ is the overdispersion parameter of as-
sumed quasi‐Poisson distribution. In order to obtain an un-
biased estimation of model fit, we used a Monte Carlo
resampling procedure. In particular, we created a test
(10%) and a training set (90%), fitted a generalised linear
regression model with quasi‐Poisson distribution on the
training set and calculated the mean DSS across all observa-
tions. In order to calculate the DSS, μ and θ were estimated
from the training set. This procedure was repeated 100
times for each criterion, and DSS scores were averaged
across all observations in each test set. In comparison anal-
yses, we made sure that equal test and training set splits
were used in the process. Please note that for some app us-
age categories (visible in Table 2), no modelling was per-
formed as not enough data were available. These
categories are therefore not reported in the results section
(e.g. comics); see Tables 4 and 5 for all predicted
categories.

As we solely ran regression analyses for the predictors
identified via stability selection, our sample size of N = 137
allowed us to detect the influence of δ = 0.24 regarding the
size of regression weights, corresponding to a rather small ef-
fect size, with a statistical power of 1‐β = 0.80.

All data processing as well as statistical analyses in this
study were performed with statistical software R 3.3.1 (R
Core Team, 2016). Additionally, we used the glmnet package
for statistical modelling and the stabs package for stability
selection (Friedman et al., 2010; Hofner & Hothorn, 2015).
We also used the mada and usdm, psych, haven and
GPArotation packages (Bernaards & Jennrich, 2005;
Doebler, 2015; Naimi, 2015; Revelle, 2016; Wickham &
Miller, 2016). See the Supporting Information section for a
link to the full data set, analysis scripts and supplemental
files.
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RESULTS

Descriptive statistics

Personality and demographics
Several substantial correlations between demographic vari-
ables as well as the Big Five personality factors were present
in the data. Because of deviations from Gaussian distributions
in all app usage categories, we used Spearman correlations for
all variables in our analysis (Yarkoni, 2010). As the highest
correlation was observed between extraversion and openness
(ρ = 0.58, p < 0.001), we calculated variance inflation factors
(VIF) for both extraversion (VIF = 1.88) and openness
(VIF = 1.70). Because the VIF was smaller than four in both
cases, we proceeded with the analysis (Dormann et al.,
2013; Fox & Monette, 1992) (see also A2 in Appendix A).
Table 3 shows pairwise Spearman correlations of psychomet-
rics and demographics with usage of app categories. Several
associations are visible, but as the large number of calculated
correlations would induce an immense multiple testing prob-
lem for statistical inference, the correlations are reported in a
strictly descriptive manner. We will elaborate on the relation-
ships, after variable selection through regression analysis.

App usage
In total, 2835 different apps were used by the 137 partici-
pants in our study with an average of 12.42 different apps
used per day. On average, phones were turned off 27.00
times (SD = 26.32) with an average duration of 1.82h
(SD = 2.06). Apps of the communication category were on
average used most frequently (on average 38.48 times a
day), whereas apps of the comics category were used most
infrequently (0.00 times a day). Game apps show the longest
average usage duration, on average 153.33s. More informa-
tion about app categories as well as the top apps of each cat-
egory is provided in Table 2. Please note the table is sorted
by the average number of app uses per category. Also note
that the pre‐processing process as well as the stability selec-
tion procedure led to the exclusion of categories for all anal-
yses. Categories not used in the final analysis are marked
with an asterisk. Additionally, the ‘unknown’ category was
removed because of its ambiguous content. The regression
analyses therefore comprises solely up to 16 distinct catego-
ries, compared with 25 in the Google Play Store.

Prediction of app usage

In this section, we report on results of the variable selection
procedure as well as regression modelling. This section is di-
vided into two parts. In the first part, results with regard to
the frequency of app usage are reported. In the second part,
predicted app usage durations are reported.

Prediction of app usage frequencies

Factor‐level personality, fluid intelligence and demographics
The variable selection procedure reported stable personality
and demography predictors for a total of 13 app usage cate-
gories (Table 4). Besides gender, age and fluid intelligence,

the three Big Five factors extraversion, conscientiousness
and agreeableness were chosen as meaningful behavioural
predictors by variable selection. Emotional stability and
openness did not provide enough unique predictive value
for the app usage criteria. The highest stabilities in feature se-
lection could be observed for gender as a predictor for the
use of tools (93% selected), productivity (95%), news and
magazines (90%) and music and audio (99%) as well as ex-
traversion as a predictor for the use of communication appli-
cations (94%).

The psychometric and demographic variables chosen by
stability selection were modelled as predictors in generalised
linear regression models using a quasi‐Poisson link. In
Table 4, positive as well as negative relationships with cate-
gorical app usage frequencies can be observed. Female gen-
der, age, fluid intelligence and conscientiousness seem to be
mostly negatively associated with app usage frequencies.
Only older age was slightly positively associated with higher
call frequencies (+4%). Women seem to use less apps related
to tools (−49%), productivity (−52%), news and magazines
(−60%) and music and audio (−59%). Besides the slight pos-
itive association with call frequencies, age showed rather
small and mostly negative relationships with app usage fre-
quency. Hence, one unit increase in age was negatively asso-
ciated with app use in the categories business (−8%), browser
(−5%) and social (−10%). Fluid intelligence was negatively
associated with lifestyle app usage (−53%). Furthermore, ex-
traversion was generally positively associated with app usage
frequency. An increase of one unit in extraversion was asso-
ciated with app usage increase in calls (+35%), photography
(+42%) and communication (+30%). One unit increase in
conscientiousness decreased the app usage frequency for
games (−46%) apps. Finally, the factor agreeableness was
positively associated with the use of transportation apps
(+36%).

Facet‐level personality and demographics
On the facet level, the analysis procedure was performed in
the same way as on the factor level, the results are depicted in
Table 4. For a more intuitive understanding of the presented
relationships, results from stability selection and regression
modelling are described in a combined form in this section.
Additionally, we elaborate on differences between the
factor‐level and facet‐level analyses.

Although the results of the stability selection procedure
show similarities with the factor‐level analysis, differences
are apparent: calls as well as the games, lifestyle, browser
and social application usage could not be reliably predicted
with a single facet‐level variable. Other relationships are in
general very similar to the associations found at the Big Five
factor level, as can be seen in Table 4. Further comparisons
between factor‐level and facet‐level predictors show that as-
sociations (exp(β) coefficients) with app usage categories are
generally higher for factor‐level predictors in comparison
with facet predictors. This is true for extraversion and agree-
ableness, compared with their respective comparison with
the respective facets (sociableness and willingness to trust).
Comparing facet‐level models to factor models, the model
fit is mostly higher (lower DSS values) on the factor level

Personality traits predict smartphone usage
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in five out of eight comparable models. The Mean DSS rows
in Table 4 provide a comparison of factor and facet level.

Prediction of app usage durations
In Table 5, results of the app‐duration analysis are depicted.
In comparison with the analysis regarding app frequencies,
it becomes clear that less variables could be reliably pre-
dicted by psychometric and demographic measures. Hence,
we will present the results of the app‐duration analysis in a
combined form later.

Variable selection identified six categories of app usage
that could be reliably predicted by a total of four predictor
variables. Gender, the level of education and extraversion
were identified as reliable predictors in at least one category
of app usage duration. Female gender was positively associ-
ated with the average duration of photography app usage
(+34%), travel and local app usage (+ 27%) and browser us-
age (+21%). The level of completed education was identified
as a predictor for the usage duration of productivity apps
(−15%) and weather apps (+74%). Extraversion proved to
be the only personality trait successful in the prediction of
app usage durations on factor level. Most interestingly, extra-
version was negatively associated with the average duration
of calls (−29%).

In comparison with the analyses on the factor level, less
categories of app usage duration could be predicted by
facet‐level predictors. The average durations for weather
and browser applications could not be predicted by any var-
iable. Furthermore, with the use of facet‐level personality
scores, the range of successful predictors was limited to gen-
der and competence—a facet of conscientiousness. A one
unit increase in competence was associated with a 23% in-
crease in the average duration of entertainment app usage.

The comparison of models with factor‐level and facet‐
level predictors shows that less app usage durations could
be predicted when facet‐level predictors were included in
the variable selection procedure. Similar to the app frequency
analysis, model fits are marginally higher for factor‐level
models in comparison with facet‐level models. The Mean
DSS rows in Table 5 depict a comparison of factor and
facet‐level.

DISCUSSION

The present results show that individual personality scores,
fluid intelligence and demographic variables can predict ac-
tual behaviour, manifested as mobile app usage frequencies
and durations. Our findings suggest that variations in extra-
version, conscientiousness, agreeableness, fluid intelligence
and gender and age are associated with increased and de-
creased application usage on smartphones in general. Both
factor and facet models of personality were effective in the
prediction of categorical app usage. However, factor‐level
models could predict more categories of application usage
with slightly better model fit. In the following, we will dis-
cuss the various effects discovered in our data and suggest
possible explanations as a vantage point for prospective re-
search. However, note that these interpretations are drawnT
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post‐hoc and should therefore not be readily generalised
without additional cross‐validation.

Personality and app usage

Extraversion
The extraversion–introversion dimension is often associated
with outgoing behaviour, for example, communication (Butt
& Phillips, 2008; Montag et al., 2014, 2015). Our data sug-
gest that extraversion and its facet sociableness are related
to increased application usage in categories related to calls,
photography and communication. A higher frequency of
communication app usage and calls is in line with previous
literature reporting higher numbers of communication activi-
ties (Chittaranjan et al., 2013; Kim et al., 2015; Montag et al.,
2014), as well as a higher usage frequencies of the
WhatsApp messenger (Montag et al., 2015) for people with
higher scores in extraversion. In contrast to the studies of
Montag et al. (2014) and Butt and Phillips (2008), our results
suggest that calls tend to be shorter for more extraverted peo-
ple. This finding might reflect extraverts sensitivity for re-
wards—possibly gained through quantity, not necessarily
through quality of social interaction (Ashton, Lee, &
Paunonen, 2002).

Furthermore, our results show a positive relationship be-
tween extraversion/sociableness and the usage frequency of
photography apps. A similar result was found in previous
studies reporting increased photo uploads and photo sharing
associated with higher values in extraversion (Eftekhar,
Fullwood, & Morris, 2014; Hunt & Langstedt, 2014). Xu
et al. (2016) found no such association but a relationship be-
tween photography apps and conscientiousness as well as
emotional stability. This hints towards the difference be-
tween our approach and the investigation by Xu et al. They
related only the installation of apps to personality traits,
and it is possible that conscientious people tend to install
camera apps in order to be able to take pictures in the event
they want to extraverts, on the other hand, may be more
likely to actually use the camera very often. Thus, even
though the findings may seem contradictory at first, they
point towards the different kinds of implications derived
from different methodological approaches.

In general, extraversion was also the personality trait that
shows the highest number of positive associations with vari-
ous categories of app usage. This might also reflect an aspect
of the personality trait that is described in the literature as the
need for external stimulation (Butt & Phillips, 2008;
Eysenck, 1967). People might particularly satisfy this need
through communication, or other channels such as the use
of photography apps. In line with this argumentation are
the results of Chittaranjan et al. (2013), who reported higher
usage frequencies of entertainment apps for extraverts.

Agreeableness
The personality trait agreeableness describes how coopera-
tive and socially harmonic people tend to act (Graziano &
Tobin, 2009). Our data indicate that agreeableness and the
respective facet willingness to trust are related to the use of
transportation apps. Although it is difficult to drawT
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conclusions about this particular association, it could be in-
teresting to investigate whether higher transportation app us-
age in agreeable people is related to them being more trusting
of others for means of transportation or to help others finding
adequate connections. This is backed by the facet willingness
to trust being the strongest predictor and the notion that
agreeable people tend to be more pro‐social in the sense of
being tolerable of others, preferring cooperation over compe-
tition ([35]). Other research suggests that agreeable people
tend to spend more time at public places (e.g. cafés) and less
time at home (Mehl et al., 2006) and it may be speculated
that they visit people rather than having them come to their
homes. This in return could result in more time spent in pub-
lic transportation.

Conscientiousness
Conscientiousness seems to predict the amount of gaming as
well as the use of entertainment apps on smartphones. The
lower usage of gaming apps in highly conscientious people
supports the notion that conscientious people are more fo-
cused on their tasks and less likely to engage in procrastina-
tion activities (Lee, Kelly, & Edwards, 2006). Previous
studies only reported on associations of low agreeableness
and extraversion with gaming app usage (Phillips, Butt, &
Blaszczynski, 2006) and installations (Xu et al., 2016).

The positive association of conscientiousness/
competence and the entertainment app usage durations (e.g.
YouTube) could not necessarily be expected, as previous
findings reported conscientious individuals to make less fre-
quent use of entertainment apps (Chittaranjan et al., 2013).
Possibly, but it can only be speculated, people scoring higher
in competence tend to use entertainment apps for longer du-
rations without interruptions because they reserved specific
time slots for leisure activities.

Openness and emotional stability
The personality factors emotional stability and openness
were not predictive for any app usage categories, neither on
the factor nor the facet level. Emotional stability or

neuroticism is a personality trait that is defined through feel-
ings and emotions rather than actions (John & Robins, 1993;
Vazire, 2010) and has been negatively associated with be-
havioural restraint (Hirsh, Deyoung, & Peterson, 2009).
Emotional stability, therefore, is a dimension that is not eas-
ily observable and evaluable and has, thus far, mostly linked
to text messages (Butt & Phillips, 2008), particularly incom-
ing ones (Chittaranjan et al., 2013). Symptoms of depression
(positively associated with very low scores of emotional sta-
bility) are hard to detect for that reason (Mehl, 2006). For the
same reason, it is not surprising that no consistent associa-
tions with emotional stability could be observed with our be-
havioural logging technique. However, considering the
association of neuroticism and its link to depression
(Hodgins & Ellenbogen, 2003; Ormel et al., 2013) as well
as the link between reduced activity and social contact asso-
ciated with depression (Burton et al., 2013), variables in rela-
tion to these dimensions could be retrieved from data logs
related to movement (e.g. GPS) in prospective studies (Saeb
et al., 2015).

Openness is considered to be the most heterogeneous Big
Five dimension (DeYoung, 2015), related to both intellectual
abilities and exploratory behaviour. The missing
predictiveness of openness for app usage is somewhat sur-
prising, as it has been linked to smartphone usage before
(Chittaranjan et al., 2013). As depicted in Table A2 in Ap-
pendix A, openness shares many variance with all other per-
sonality factors, highlighting the heterogeneity of the
construct. This point also hints towards the problem of
inter‐correlations of the personality factors (a finding also re-
ported by Chittaranjan et al., 2013), which is discussed in de-
tail further later. Some authors even argue that extraversion
and openness could be combined to a single personality di-
mension related to the engagement in behaviour and the in-
corporation of new environmental information (Hirsh et al.,
2009). However, Spearman correlations in Table 3 do not
show any significant correlations between openness and
app usage, suggesting other reasons in our case. Possibly,
openness can only be related to more specific behaviours

Table 5. Durations of app usage—variable selection | prediction

Predictors Calls Productivity Photography Travel and local Weather Browser Entertainment

Factor level
Gender 0.12 0.53 0.91 | 1.34 0.85 | 1.27 0.12 0.88 | 1.21 —
Education 0.17 0.91 | 0.85 0.14 0.19 0.81 | 1.74 0.12 —
Extraversion (E) 0.72 | 0.71 0.09 0.09 0.03 0.06 0.17 —
Mean DSS 22.11 10.36 10.67 13.99 12.92 14.73 —

Facet level
Gender — — 0.85 | 1.34 0.74 | 1.27 — — 0.05
Competence (C1) — — 0.04 0.03 — — 0.73 | 1.23
Mean DSS — — 10.75 14.39 — — 19.61

Note. The left values are the respective probabilities of variable selection at factor or facet level, obtained with stability selection. Right values represent exp(β̂)
coefficients from quasi‐Poisson regression models between Big Five factor scores, demographics and app usage variables. Criteria with empty cells (—) could
not be predicted by any variable. Numbers greater than 1 represent a positive relationship, while numbers smaller than 1 represent a negative relationship. Empty
cells refer to not‐selected variables. Interpretation: Coefficients greater than 1 describe the percentage of increase in app usage that go along with an increase of 1
unit in the personality score (e.g. Entertainment ∼ competence: 1.23 ¼̂ 23% increase). Scores below 1 indicate a negative relationship (e.g. Calls ∼ extraversion:
0.71 ¼̂ 100 – 71 ¼̂ 29% decrease) and indicate the percentage of decrease in app usage per one unit increase in the respective predictor score). Note that ‘1’
represents male and ‘2’ represents female labelling for the variable gender when interpreting coefficients. DSS, Dawid Sebastian Score.
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unlike the broad app usage categories used in this study, be-
cause of its heterogeneity.

Furthermore, the missing predictiveness of both openness
and emotional stability with app usage reflects the picture
painted by previous literature with only a few associations
between these traits and particular smartphone usage (see
Table 1 for an overview).

Personality on factor and facet level

In order to predict behavioural criteria from individual per-
sonality scores, either broad factor values (e.g. extraversion)
or facet scores (e.g. sociableness) can be used. Some previ-
ous research suggests that personality facet measures provide
independent prediction value in relation to behavioural
criteria in addition to factor‐level scores (Ziegler et al.,
2014). However, disagreement is prevalent in current re-
search concerning this topic (Ashton et al., 2014; Salgado
et al., 2013). In particular, uncertainty remains with regard
to whether factor‐level or facet‐level scores are better for
the prediction of behavioural categories. Even though the re-
sults are not completely uniform, the present investigation is
able to shed some light on this issue.

On the one hand, model fits as well as directions of ef-
fects are similar between factor and facet‐level models. On
the other hand, some categories of app usage could only be
predicted with personality scores on factor level. Further-
more, the direct comparison between both levels shows
marginally better (i.e. lower) DSS scores for factor‐level
models. Previous literature partially reports higher predictive
performance of personality facets over Big Five factor scores
on behavioural criteria (Anglim & Grant, 2014; Paunonen &
Ashton, 2001). Although our results technically contradict
this notion, it cannot be concluded that factor‐level scores
are generally better in the prediction of behaviour. As
suggested by the analysis of app usage durations, facets can
contribute uniquely to the prediction of categorical behaviour
(Table 5).

However, it is also not certain that personality scores on
factor level are superior to scores on the facet‐level variable
in prediction contexts, as previously reported (Hogan &
Roberts, 1996). A likely candidate for the superiority of the
factor scores regarding predictive performance is measure-
ment symmetry, which states that associations of measured
constructs should be strongest on the same level of aggrega-
tion (see, e.g. Wittmann, 2012). Strong relationships with
facets would therefore be expected for rather specific behav-
iour while an association with the broader personality factors
should show for rather aggregated measures of smartphone
behaviour. Because, in the present investigation, specific
app usages were summed up in categories, the stronger
predictive performance of personality factors compared with
facets seems not that surprising as they contain more
variance in comparison with single facets. Notably, the two
predictive facets, sociableness and willingness to trust were
related to the rather narrow categories photography, commu-
nication and transportation, respectively. It therefore remains
to be investigated whether more narrow real behavioural
criteria, such as single app usage or even isolated behaviours

performed within apps are better predictable by facets
representing narrow traits (Hogan & Roberts, 1996).

Finally, in our study, we only used the most stable
predictors, according to the stability selection procedure,
for each category of app usage. With a regularisation
approach, one could use all predictors simultaneously—
possibly resulting in a superior combined predictive perfor-
mance for facet‐level scores. Nevertheless, our results do
suggest that if one had to choose the most promising per-
sonality trait for the prediction of categorical app usage, a
factor‐level variable might work best.

Intelligence

As visible in Tables 4 and 5, fluid intelligence was only se-
lected as a stable negative predictor for the usage frequency
of lifestyle apps. Therefore, based on the collected data, it
seems that fluid intelligence is not widely associated with
variations in app usage behaviour. Yet it has to be kept in
mind that the sample of the present investigation was
relatively homogeneous in that it was young and well edu-
cated, which may have resulted in a restricted range of the
variation in fluid intelligence. This, in turn, may have
lowered the statistical associations of fluid intelligence, espe-
cially considering the rather conservative and competitive
stability selection in this investigation. Nevertheless, fluid in-
telligence still turned out to be related to lifestyle app usage.
A possible reason may be that this category was topped by
the popular dating app Tinder while fluid intelligence has
been (loosely) negatively related to the number of sexual
partners (e.g. Fergusson, John Horwood, & Ridder, 2005).
However, this is a very sensitive post‐hoc explanation, which
should be interpreted with care. Of course, it may seem sur-
prising that fluid intelligence was not associated more widely
with the use of smartphone apps, but several aspects should
be considered when interpreting this finding: the association
between technology acceptance and intelligence has been
predominantly established based on the cognitive decline
during age, which has been held responsible for the lesser
acceptance of new technologies in the elderly (Venkatesh
et al., 2012). Considering the narrow age range of our
sample, possible associations between smartphone use and
intelligence may have been obscured by even stronger vari-
ance restriction because of this characteristic of the sample.

Also, as the link between intelligence and smartphone use
may be mediated by personality traits (Lee et al., 2014), the
rather conservative stability selection procedure applied in
this study may have had a strong influence on the picture
of results: even though a link between app usage and intelli-
gence may exist, it was just never as strong as the link be-
tween personality and app usage in this study, so that
intelligence was never selected as a predictor. Finally, fluid
intelligence is a construct expected to be related to how suc-
cessful or efficient somebody would perform complex tasks.
From this perspective, it seems rather unsurprising that only
one association with frequencies and durations of broad cat-
egories of app usage was found. It is possible a measure of
crystallised intelligence may have performed better in
predicting apps related to knowledge, such as in the news
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and magazines or the books and reference categories.
Nevertheless, prospective studies should investigate possible
associations between fluid intelligence and performance of
app usage at a more fine‐grained level.

Demographics and app usage

Besides personality traits and fluid intelligence, gender, age
and level of education predicted app usage behaviour in sev-
eral categories. Most notably, our results suggest that female
gender is associated with less frequent app usage in several
categories but longer average usage durations in others.

Our data suggest that on average women used apps
related to tools, productivity, news and magazines and music
and audio, roughly half as often as men did. The finding
regarding music and audio is in accordance with results of
Kim et al. (2015), who also reported lower frequencies of
entertainment application use (including music) for women.
It is unclear why we observed this effect with such stability.
As our logging method does not include music consumption
on secondary devices (such as mp3 players or iPods),
gender‐specific differences in listening behaviours could
therefore be missed. Furthermore, together with lower fre-
quencies of news and magazines app usage, this could also
be related to technology acceptance (Sherman et al., 2000),
as many apps in the music and audio category were related
to novel music streaming services (Table 2). According to
these statistics (based on an American and UK sample) by
Globalwebindex (2015), differences between men and
women in the adoption of paid music streaming services ex-
ist, however, not at the magnitude observed in our sample.

While the finding regarding tools seems not so surprising,
considering the role of gender in the emergence of technol-
ogy (Lerman, Mohun, & Oldenziel, 1997), the finding that
women less frequently used productivity‐related apps cannot
easily be interpreted. Although gender differences in produc-
tivity have been investigated in previous research (Leahey,
2006; Reed, Enders, Lindor, McClees, & Lindor, 2011), this
result does not allow for causality.

In addition to lower usage frequencies in some app cate-
gories for women, our data also suggests that the female gen-
der is associated with longer usage durations of photography,
travel and local and browser apps. As we have no conclusive
explanation for these findings, we refrain from reading the
tea leaves here.

Several small negative effects of age on business,
browser and social app usage were present in our data. Addi-
tionally, a slight positive effect on the number of calls was
observed in our data set. This is in accordance with results
of Kim et al. (2015) who also reported lower app usage fre-
quencies for relation apps (e.g. messaging and social) and
the results of Montag et al. (2014), who reported positive
correlations between call variables and age. In the study of
Kim et al. (2015) as well as in the present study, age does
not predict app usage to a large degree. However, it is impor-
tant to point out that it is very likely that these small effects in
the present study as well in the study of Kim et al. (2015) are
at least partially caused by sample selection effects. Kim
et al. (2015) reported a large negative correlation between

age and smartphone ownership (Kim et al., 2015). Further-
more, in our study, only participants with a compatible
Android smartphone could participate. As smartphone
ownership declines with age and the variation in the data
only describes effects of mostly younger participants, the
current results cannot rule out different app usage behaviour
of older people in general. Age was mostly selected as an
important predictor when in competition with factor‐level
personality scores in predicting app usage frequency.
Regarding app usage durations, age was not stably predictive
for any of the categories. Because of the limited age range in
our sample, the reader is advised not to over‐interpret the
observed effects of age on app usage.

In contrast to results reported by Kim et al. (2015), no big
effects of education level on app usage were found in the
present study. The only two effects of education show a neg-
ative association with the usage duration of productivity apps
and a strong positive association with the usage duration of
weather apps. It has to be kept in mind here that Kim et al.
(2015) used self‐reports, which may differ from the actual
log data, due to memory distortion (Lin et al., 2015) and that
the present analysis included fluid intelligence, which is
known to be strongly related to education (e.g. Mayer,
2000) and may have restricted the unique variance that edu-
cation shared with the criteria.

Limitations

There are important limitations to be noted. Our sample was
collected purely from the German population in Munich with
age and education not perfectly representative of the general
population. However, as smartphone usage is less prevalent
with older people (Kim et al., 2015), our sample might not
be too different from the normal population of smartphone
users in this regard. Moreover, usage patterns might differ
when compared with, for example, samples from other cities
and countries. For instance, availability and popularity of
public transportation impacts the use of apps in the related
category. Differences in the samples’ cultural backgrounds
and countries can also be expected to be reflected in app us-
age. However, although some variation in app usage is to be
expected, many popular apps for common tasks are globally
available or have popular regional equivalents. Furthermore,
associations between app usage and age were similar to pre-
vious results even though smaller statistical associations
were to be expected in a more homogeneous sample.

Our results also suggest that app usage durations were
generally harder to predict in comparison with frequencies
of app usage. It is most likely duration measures were not
sensitive enough to pick up on psychometric and demo-
graphic variance. For example, average durations would not
distinguish between a person using an app once for 10 min
and a person using the same app 100 times for an average du-
ration of 10 min, as the frequency of app use is not included
in the duration analyses. Furthermore, the intention of an app
use (e.g. gaming for procrastination purposes) is not ade-
quately grasped by duration‐based measures, an aspect likely
informative about psychological variables. Usage durations
might not sufficiently distinguish between active behaviours
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(e.g. having a conversation via phone) and passive behav-
iours (e.g. listening to music via phone). This is also in accor-
dance with previous research showing predictive
performance for active behaviours, such as calling and mes-
saging (e.g. Butt & Phillips, 2008; Montag et al., 2014,
2015).

Furthermore, we observed substantial inter‐correlations
between the Big Five scores in the present data set. Although
based on VIF as well as previous research (Van der Linden,
te Nijenhuis, & Bakker, 2010), we conclude that the magni-
tude of the observed correlations is not worrisome, it should
be noted that this might have affected our results. Openness
for example shares many variance with emotional stability
and extraversion. Because of the nature of our variable selec-
tion procedure, this could have resulted in some variables
(e.g. openness and emotional stability) no being selected as
the top predictor for app usage when competing for example
against extraversion.

Also, it has to be noted that the present study investigated
categorical app usage—a fraction of activities traceable on
smartphones. It is likely that the inclusion of additional
parameters (e.g. GPS, music consumption and word use;
Yarkoni, 2010) and single app usage will make it possible
to establish more relationships with personality traits.
Furthermore, we want to highlight again that one has to be
careful with drawing post‐hoc conclusions based on the
observed relationships. While our results indicate avenues
for both personality research in academics as well
personalisation research in industrial settings, we understand
the reported relationships as promising starting points for
closer investigation.

Outlook and implications

The present study shows how everyday app usage on
smartphones is predicted by individual personality traits on
facet and factor level, fluid intelligence and demographic
variables. In accordance with previous research, our data
suggest that three personality traits (extraversion, conscien-
tiousness and agreeableness) and demographic variables are
particularly predictive for specific behavioural categories of
app usage.

In addition to further investigating the differences in re-
sults between the present study and previous investigations
(e.g. extraversion and call duration), future studies could
aim at identifying specific usage patterns such as single ap-
plication usage, as the specific content of apps is likely to
be descriptive of the user’s personality. Sending images via
instant messaging services has for example been related to
personality traits (Hunt & Langstedt, 2014). However, the
actual content of a photography might be even more interest-
ing, as it should indicate which information that person cares
to share with others (Amiel & Sargent, 2004). This approach
could, for example, help to also associate openness and emo-
tional stability with traceable information. Furthermore, as
different categories of app usage cannot ensure that discov-
ered associations can be generalised, it would be desirable
to establish a catalogue of apps as well as their corresponding
categorizations. Newer research methodologies such as

large‐scale crowd‐sourcing could very well be used for this
endeavour.

The present results will hopefully stimulate further re-
search, involving actual behaviour and help to relate psycho-
logical research better to everyday problems and behaviours.
First promising studies involve the prediction of depression
(BinDhim et al., 2014; Canzian & Musolesi, 2015; Saeb
et al., 2015), bipolar disorder (Grunerbl et al., 2015) and
smartphone addiction (Lin et al., 2015).

However, beyond specific implications, this work also
provides a general example of how data on behavioural acts
can be efficiently collected for personality studies from data
logs. App‐log collection could be applied to many areas of
psychological science and effectively address the current
lack of real behaviour in the field of personality research
(Back et al., 2009; Baumeister et al., 2007; Furr, 2009). Val-
idation studies of self‐report measures for example could be
improved with additional data about actual behaviour. Addi-
tionally, studies could easily combine behavioural data with,
for instance, experience sampling methods in order to enrich
subjective with objective data (as suggested by Lin et al.,
2015). In general, prospective studies should aim at both rep-
licating the present findings and extending our understanding
of the relationship between personality and smartphone use
beyond the currently sparse literature with both larger explor-
atory mobile sensing studies and pre‐registered confirmatory
experiments.

CONCLUSION

The present study demonstrates how actual behaviour associ-
ated with personality traits is aggregated over different situa-
tions and times reflected by different patterns of app usage on
smartphones. Extraverted people seemed to satisfy their as-
sociated need for stimulation (Butt & Phillips, 2008;
Eysenck, 1967) through a high number of calls and intensive
use of photography apps. Agreeableness could be related to
more use of transportation apps, possibly reflecting coopera-
tive behaviour of agreeable people (Graziano & Tobin, 2009)
in that they visit others rather than expecting to be visited.
High conscientiousness was associated with low usage of
gaming apps, probably reflecting their lack of procrastination
behaviour (Lee et al., 2006). Openness and emotional stabil-
ity, on the other hand, were not associated with any particular
kind of app usage, possibly reflecting their heterogeneity and
subtleness, respectively. Furthermore, differences in demo-
graphics and fluid intelligence also seemed to manifest them-
selves in different smartphone usage, such as the less
extensive use of lifestyle apps by people with higher fluid
intelligence.

We therefore conclude that self‐reported personality traits
on factor level and facet level, as well as fluid intelligence
and demographic variables are manifested in a range of dif-
ferent categories of app usage behaviour on smartphones.
Further utilisation of traceable user behaviour in psychologi-
cal research practices could support the incorporation of ac-
tual behaviour in personality research. This is likely to help
further improving the relevance of psychological and in
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particular personality research, as personality traits and acts
of everyday life could be associated in a straightforward
manner.
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APPENDIX

Table A1. Descriptive statistics—predictors

Predictor M SD MIN MAX 95% CIalpha

Age 23.58 4.71 18.00 50.00
Education 4.26 0.57 2.00 5.00
FluidIQ 0.63 0.64 −0.97 3.09 (see note)
Emotional stability (ES) −0.04 0.70 −2.00 2.52 [0.91, 0.95]
Extraversion (E) 0.03 0.74 −1.98 1.88 [0.94, 0.97]
Openness (O) 0.01 0.72 −1.84 2.12 [0.91, 0.95]
Conscientiousness (C) 0.08 0.77 −1.63 1.81 [0.95, 0.97]
Agreeableness (A) −0.16 0.75 −2.11 1.80 [0.92, 0.95]
Carefreeness (ES1) 0.03 1.18 −2.58 3.24 [0.73, 0.84]
Equanimity (ES2) 0.48 1.03 −2.30 3.27 [0.74, 0.85]
Positive mood (ES3) 0.92 1.44 −4.55 5.59 [0.85, 0.91]
Self‐consciousness (ES4) 0.72 1.11 −2.42 3.90 [0.77, 0.87]
Self‐control (ES5) 0.70 1.01 −2.10 3.36 [0.65, 0.79]
Emotional robustness (ES6) 0.68 1.27 −1.75 5.53 [0.72, 0.84]
Friendliness (E1) 1.42 1.33 −1.70 5.41 [0.72, 0.83]
Sociableness (E2) 1.35 1.72 −3.41 5.64 [0.89, 0.93]
Assertiveness (E3) 0.79 1.42 −2.30 5.61 [0.79, 0.88]
Dynamism (E4) 1.37 1.52 −2.02 5.94 [0.81, 0.89]
Adventurousness (E5) 0.44 1.56 −3.25 5.27 [0.86, 0.92]
Cheerfulness (E6) 1.82 1.66 −3.23 6.09 [0.83, 0.90]
Openness to imagination (O1) 1.30 1.45 −2.04 5.33 [0.80, 0.88]
Openness to aesthetics (O2) 0.34 1.21 −2.38 4.61 [0.76, 0.86]
Openness to feelings (O3) 2.10 2.23 −5.65 6.04 [0.88, 0.93]
Openness to actions (O4) 1.51 1.41 −2.75 5.42 [0.76, 0.86]
Openness to ideas (O5) 1.88 1.44 −0.85 5.51 [0.78, 0.87]
Openness to the value and norm system (O6) 0.93 1.04 −1.61 4.86 [0.61, 0.77]
Competence (C1) 1.05 1.30 −1.87 4.43 [0.75, 0.85]
Love of order (C2) 1.21 1.63 −4.34 5.67 [0.88, 0.93]
Sense of duty (C3) 2.20 1.46 −1.59 5.50 [0.75, 0.85]
Ambition (C4) 2.20 1.62 −1.40 5.86 [0.81, 0.89]
Discipline (C5) 1.77 1.53 −1.13 5.75 [0.79, 0.87]
Caution (C6) 1.78 1.42 −1.33 5.75 [0.82, 0.89]
Willingness to trust (A1) 0.23 1.32 −3.09 4.21 [0.80, 0.88]
Genuineness (A2) 1.00 0.91 −1.20 4.25 [0.54, 0.73]
Helpfulness (A3) 1.60 1.46 −2.47 6.04 [0.75, 0.85]
Obligingness (A4) 0.89 1.15 −1.86 3.70 [0.72, 0.84]
Modesty (A5) 0.58 1.18 −2.68 3.91 [0.75, 0.85]
Good‐naturedness (A6) 1.91 1.73 −2.99 6.40 [0.77, 0.87]

Note. Descriptive statistics for all predictor variables. Internal consistencies are provided as 95% confidence intervals. The minimum and maximum values rep-
resent the lowest and highest person parameters, estimated by the fitted partial credit model, respectively. Cronbach alpha scores of the three subscales of fluid
intelligence are provided here as mean scores across all participants: Num.:M = 0.71/SD = 0.06, Verb.:M = 0.74/SD = 0.06, Fig.:M = 0.71/SD = 0.06;M, mean;
SD, standard deviation; MIN, minimum value; MAX, maximum value.
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CHAPTER 11
To Challenge the Morning Lark and the Night Owl:

Using Smartphone Sensing Data to Inves-
tigate Day–Night Behaviour Patterns

This article demonstrates that the growing digitalization of lifestyles allows for investigating day-
night patterns and related traits using behavioral data collected through smartphone sensors.
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To Challenge the Morning Lark and the Night Owl: Using Smartphone Sensing Data
to Investigate Day–Night Behaviour Patterns
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Abstract: For decades, day–night patterns in behaviour have been investigated by asking people about their sleep–
wake timing, their diurnal activity patterns, and their sleep duration. We demonstrate that the increasing digitalization
of lifestyle offers new possibilities for research to investigate day–night patterns and related traits with the help of be-
havioural data. Using smartphone sensing, we collected in vivo data from 597 participants across several weeks and
extracted behavioural day–night pattern indicators. Using this data, we explored three popular research topics. First,
we focused on individual differences in day–night patterns by investigating whether ‘morning larks’ and ‘night owls’
manifest in smartphone-sensed behavioural indicators. Second, we examined whether personality traits are related to
day–night patterns. Finally, exploring social jetlag, we investigated whether traits and work weekly day–night behav-
iours influence day–night patterns on weekends. Our findings highlight that behavioural data play an essential role in
understanding daily routines and their relations to personality traits. We discuss how psychological research can in-
tegrate new behavioural approaches to study personality. © 2020 The Authors. European Journal of Personality pub-
lished by John Wiley & Sons Ltd on behalf of European Association of Personality Psychology

Key words: chronotype; day–night behaviour patterns; diurnal activity; personality; smartphone sensing data

INTRODUCTION

Are there times of day when you do not use your smartphone
at all? Most likely at night. As our everyday companions,
smartphones can provide much information about people’s
day–night patterns (Harari et al., 2016). So far, behavioural
manifestations of the underlying circadian system like
sleep–wake timing, diurnal activity, or sleep duration have
mainly been assessed via self-reports (Adan et al., 2012).
However, self-reports about behaviour are known to differ
from actual records of behaviour (Baumeister et al., 2007;
Gosling et al., 1998). Emphasizing this dilemma, Lauderdale
et al. (2008) correlated behaviourally assessed sleep duration
with self-reports and concluded that people systematically
misjudge it. An alternative approach is to collect
actigraphy-based data to study sleep behaviour: movements
and environmental factors like ambient brightness are re-
corded with wristbands and are jointly converted to indica-
tors for sleep–wake timing by special algorithms (e.g.

Križan & Hisler, 2019; Tonetti et al., 2016; Vitale et al.,
2015). Regarding the trade-off between measurement
accuracy and ecological validity, another interesting
complement for studying sleep behaviour could be the use
of smartphone sensing data. These data cannot provide a di-
rect measurement of sleep–wake phases, but only periods of
nightly inactivity of smartphone use in which physiological
sleep occurs. In contrast to actigraphy, these measurements
do not take body signals such as movements or pulse into ac-
count. However, first studies have indicated that smartphone
data provide useful information about sleep–wake timing as
smartphones are meanwhile considered to be part of new
sleeping habits (Chen et al., 2013; Min et al., 2014; Lin
et al., 2019; Borger et al., 2019). Borger et al. (2019) have
shown that indicators for sleep onset and offset derived via
actigraphy and smartphone touch interactions are highly
correlated. In addition, independence from sensors worn on
the body also offers advantages in terms of ecological
validity. With the help of commercially available
smartphones, behavioural indicators for sleep–wake timing
can be collected efficiently and unobtrusively in everyday
life over a more extended period, even for large samples.
To illustrate this, we use smartphone-sensed indicators for
sleep–wake timing to investigate traits related to day–night
patterns. For this purpose, we chose to study three frequently
researched questions, which we will introduce in the follow-
ing sections.
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Individual differences in behavioural day–night patterns

The human circadian system has been studied for decades by
interdisciplinary research teams. The most prominent finding
across all research disciplines is that individuals show stable
differences in day–night patterns, a stable trait that is often re-
ferred to as the chronotype (e.g. Adan et al., 2012; Cavallera &
Giudici, 2008; Roenneberg et al., 2003). Literature frequently
describes two extremes: the morning type (‘morning lark’)
wakes up and goes to bed early, feels fit after getting up, and
performs best early in the day. The evening type (‘night
owl’) wakes up and goes to bed later, feels tired after waking
up, and performs best towards the end of the day (for extensive
reviews, see Adan et al., 2012; Cavallera & Giudici, 2008;
Takano et al., 2014). The chronotype has been argued to be
a genetically predisposed trait with various biological mani-
festations like body temperature or hormone levels (Bailey
& Heitkemper, 2001; Horne & Östberg, 1976; Roenneberg
et al., 2003; Katzenberg et al., 1998). In addition, chronotype
should be distinguished from sleep duration, which has been
argued to be an independent trait (Roenneberg et al., 2007).

Based on the distinction between variable-centred and
person-centred personality assessment (Asendorpf, 2003),
one might assume that chrono ‘types’ refer to distinct
groups of individuals with similar manifestations in
chronotype-related behaviours. However, Putilov (2017)
points out in his review that researchers have not yet reached
an agreement on the number and content of underlying di-
mensions, the resultant number of types, and whether the
conceptualization as types makes sense at all (Roenneberg
et al., 2003). Two different operationalizations of chronotype
are most prominent in the literature (see Table 1).

Dating back to Horne and Östberg (1976), chronotype is
described as circadian or morningness–eveningness prefer-
ences. The term ‘circadian typology’ is often used synony-
mously and shows the emphasis on the categorization of
chronotypes in this research tradition (e.g. Adan et al.,
2012; Lipnevich et al., 2017). In comparison, Roenneberg
et al. (2015) accentuate the chronotype as a continuous

variable and describe it as a trait reflecting the phase of
entrainment, which represents individual differences in the
synchronization of the internal circadian rhythm to environ-
mental factors (e.g. light/dark cycle, diurnal temperature
curve, social interaction). Despite their different understand-
ing of the underlying construct of chronotype (Roenneberg,
2015), both operationalizations have been found to be
strongly correlated (Zavada et al., 2005). In the present study,
we take the structural ambiguity of chronotype as our starting
point to investigate how smartphone sensing data reflecting
day–night activity patterns could help to inform chronotype
research, as operationalized both in the Horne–Östberg and
in the Roenneberg tradition.

In the Horne–Östberg tradition, the Morningness–
Eveningness Questionnaire (MEQ; Horne & Östberg, 1976)
still represents the gold standard for chronotype assessment
(Putilov, 2017). The MEQ asks for circadian preferences and
categorizes people according to ad hoc specified cut-off
values (Horne & Östberg, 1976). In the development of the
MEQ, neither the grouping nor the factorial structure was in-
vestigated. Cut-off values were determined using a small but
not representative sample (Caci et al., 2009). Meanwhile, var-
ious derivates and short scales of the MEQ have been pub-
lished (Adan et al., 2012; Putilov, 2017). Assumptions on
the underlying structure of circadian preferences range from
a continuum with two extremes (Natale & Cicogna, 2002;
Tonetti et al., 2016), over two dimensions (morningness and
eveningness as separate dimensions Lipnevich et al., 2017)
to a multidimensional construct with up to four factors (Adan
et al., 2012; Randler et al., 2016; Caci et al., 2009). Recently,
Preckel et al. (2019) have published pioneering work on a ty-
pology of circadian preferences providing empirical evidence
on the possible number of types. In an adolescent sample, they
found evidence for four types resulting from the combination
of the two independent dimensions of morningness and
eveningness preference. Joining this search for structure, we
translate the questionnaire items typically used to determine
the Horne–Östberg chronotype into behavioural smartphone
sensing equivalents. Smartphone usage variables can

Table 1. Description of the two most popular approaches to chronotype

Feature Horne–Östberg chronotype Roenneberg chronotype

Assessment Morningness–Eveningness Questionnaire Munich Chronotype Questionnaire
(MEQ) by Horne & Östberg (1976) (MCTQ) by Roenneberg et al. (2003)

Chronotype as Time of day preferences Phase of entrainment

Items Ask for imagined free days: Ask for both free and work days
preferred sleeping times, preferred times habitual sleeping times
for mental/physical activity, subjective
feeling in the morning/evening,
self-reported chronotype

Determination Cut-off values classify participants according Midpoint of sleep for free days without
of chronotype to their 19-item sum score alarm clock usage

Emphasized Four dimensions (peak time, morning affect, Continuous variable
structure retiring, rising) according to Caci et al. (2009)

The structure for the Horne–Östberg chronotype refers to the original chronotype assessment with the MEQ. However, several derivates of the MEQ have been
developed and there is no consensus in research about the factorial structure of the chronotype approximated by the assessment of circadian preferences. Solu-
tions range from one to four dimensions.
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approximate many of them. Following Putilov’s (2017)
recommendation to consider behavioural markers for circa-
dian preferences, we investigate whether we can find types
of individuals with similar smartphone usage patterns indicat-
ing circadian preferences. Finally, we explore the factorial
structure of the behavioural indicators.

In the Roenneberg tradition, freely chosen sleep–wake
timing is considered the best approximation of the internal
circadian rhythm. Therefore, sleep–wake habits for both
work and free days are assessed while controlling for alarm
clock usage (Roenneberg et al., 2003; Roenneberg et al.,
2015). In this taxonomy, the midpoint between sleep onset
and offset determines the chronotype. This reference point
for sleep has proven to coincide with nocturnal melatonin
production, which in turn controls sleep–wake timing
(Terman et al., 2001; Roenneberg et al., 2003; Roenneberg
et al., 2007; Roenneberg et al., 2015). In this context, the
Munich Chronotype Questionnaire (MCTQ), which has been
repeatedly validated by behavioural (actigraphy) and biolog-
ical (melatonin, cortisol) circadian system markers, is primar-
ily used (Roenneberg et al., 2003; Roenneberg et al., 2007).
Only recently, Lin et al. (2019) took up the idea to determine
the Roenneberg chronotype by using smartphone sensing
data and provided first indications that there is a considerable
overlap between sleeping times assessed via smartphones
and self-reports. However, their algorithm for characterizing
a digital chronotype does not explicitly correspond to
Roenneberg’s chronotype criteria, as they did not differenti-
ate between work and free days and were restricted to the
use of a very limited range of data (screen and notification
events Lin et al., 2019). We propose a more fine-grained algo-
rithm for determining a smartphone sensing-based proxy by
using only free days without alarm clock usage. To explore
our smartphone chronotype, we look at descriptives and
correlational analyses that were presented by Roenneberg’s
group to describe the MCTQ-based chronotype. For example,
Roenneberg et al. (2007) found that sleep duration depends
on chronotype if analysed separately for work and free days
and that chronotype is related to age and gender.

Behavioural day–night patterns and personality traits

Important research questions are associations between day–
night patterns, personality, and demographics. Different
aspects of day–night behaviour have been addressed in this
context. For example, the morningness preference has been
linked to personality. Higher values in this dimension indicate
a preference for getting up and going to bed early, feeling fit
in the morning, and achieving peak performance earlier in
the day (Lipnevich et al., 2017). The most established find-
ings in meta-analyses are that conscientiousness and agree-
ableness are positively related to morningness (Tsaousis,
2010; Lipnevich et al., 2017). No or only small relationships
in a specified direction can be found for neuroticism and
openness (Adan et al., 2012; Tsaousis, 2010; Lipnevich
et al., 2017). Negative relationships between morningness
and extraversion were found, but only if the trait extraversion
was described with Eysenck’s three-factor model (Adan et al.,
2012; Tsaousis, 2010). Using the five-factor model, this

association is almost zero (Tsaousis, 2010). For the sake of
completeness, please note that morningness has also been
found to be related to personality styles or, more precisely,
with thinking and behaving styles (Díaz-Morales, 2007). Fur-
thermore, age has been robustly related to morningness.
Shifts towards eveningness in adolescence and towards
morningness with increasing age (at around 50) have been re-
ported (e.g. Adan et al., 2012; Cavallera & Giudici, 2008).
Regarding gender, a meta-analysis has found that the prefer-
ence for morningness is slightly higher for women compared
with men (Randler, 2007). However, complex interactions
between age and gender have been reported in previous liter-
ature. For example, girls at the age of 13 and 14 have a lower
tendency towards morningness than their male counterparts
(Mateo et al., 2012), and their peak towards eveningness is
earlier (e.g. Adan et al., 2012). In addition, Randler and
Engelke (2019) have shown a complex interaction between
age and gender with regard to morningness preferences:
young women were more and older women less morning ori-
ented than young or older men.

In addition, associations between sleep duration and per-
sonality traits have been investigated, but findings have been
ambiguous so far. For example, there is some evidence that
individuals with higher values in neuroticism report to sleep
longer (Duggan et al., 2014). According to Križan and Hisler
(2019), neuroticism is not related to the mean sleep duration
but positively related to the intraindividual variation in sleep
duration. Some studies reported correlations between sleep
duration and conscientiousness, agreeableness, or openness
but not extraversion (Randler, 2008; Križan & Hisler,
2019). In contrast, other researchers did not find any evi-
dence that sleep duration and big five personality traits are
associated (Gray & Watson, 2002; Randler et al., 2017; Sutin
et al., 2019). Sleep duration decreases with age (Randler,
2008) but was not found to be related to gender (Randler
et al., 2017).

In summary, past research provides some evidence for
associations between personality traits and day–night be-
haviour, but past findings are inconsistent. One possible rea-
son for this could be that the majority of studies (except
Križan & Hisler, 2019; Sutin et al., 2019) asked participants
about their habits but did not include any behavioural mea-
sures of sleep. Not only might people differ in their ability
to estimate their sleep duration, personality traits themselves
might play a role in the evaluation of their day–night be-
haviours. To circumvent this issue here, we use data from
smartphone sensing to derive indicators for sleep–wake be-
haviour and to consequently investigate their relationship
with big five personality traits on factor and facet level.
Additionally, we explore sleep continuity, which has
been defined as a measure of how well people fall asleep
and sleep through (Ohayon et al., 2017). Recent
actigraphy-based research has found, for example, that con-
scientiousness and extraversion were negatively related to
behavioural indicators of sleep continuity, such as wake af-
ter sleep onset. In contrast, higher scores in neuroticism
were associated with more wakening (Sutin et al., 2019).
As a rough smartphone-based approximation measure, we
look at two aspects of sleep continuity: how often and for
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how long people check their smartphones during the night.
Additionally, we analyse smartphone activity logs to ex-
plore how alarm clock usage—particularly ‘snoozing’—is
related to personality.

Intraindividual and interindividual differences in day–
night patterns: The social jetlag

Finally, we explore the so-called social jetlag hypothesis
(e.g. Adan et al., 2012; Wittmann et al., 2006). Roenneberg
et al. (2007) surveyed the sleep habits of more than 55 000
people using the MCTQ and found that sleep behaviour dif-
fers for work-free days versus workdays. Specifically, their
findings suggest that people, on average, go to bed and
awake earlier on work than on free days. Furthermore, the
proportion of sleep onset and offset is smaller for workdays
than for free days. It has been suggested that this effect is in-
duced by social obligations (Wittmann et al., 2006). Thus,
the pairing of late bedtimes with consistent wake-up times
leads to a sleep deficit for a week. As a consequence, sleep
is compensated on weekends (Roenneberg et al., 2015). This
misalignment of the internal biological and the external so-
cial clock is associated with health risk behaviours (e.g. in-
creased body mass index and smoking Roenneberg et al.,
2012; Wittmann et al., 2006). According to Wittmann et al.
(2006) and Roepke and Duffy (2010), late chronotypes are
particularly affected by the social jetlag as they stay up until
late at night but have to get up early to go to work or to pur-
sue other social obligations on the following day. The assess-
ment of individuals’ daily routines through the analysis of
smartphone activity logs for several weeks allows us to in-
vestigate compensatory nightly rest by considering
intraindividual and interindividual factors. Using these indi-
cators, we want to explore whether the smartphone-sensed
proxies for sleep duration on weekends and respective weeks
are related and whether interindividual factors like the
Roenneberg chronotype, demographics, and personality
traits have an impact.

Rationale

Our study aims to reinvestigate selected topics regarding
day–night pattern-related traits by using smartphone sensing
data. Because we use a new type of data in this field of re-
search, this is exploratory work. A handful of studies have
started to use smartphone data in this context (e.g. Chen
et al., 2013; Min et al., 2014; Lin et al., 2019). However,
these studies have mostly been limited in terms of sample
size and types of sensing data.

Here, we show how behavioural records from
smartphones can be used to investigate individual differences
in day–night patterns, how they relate to personality traits,
and how they are influenced by intraindividual and interindi-
vidual factors. Besides the examination of whether ‘morning
larks’ and ‘night owls’ manifest in indicators of sleep–wake
timing and diurnal activity patterns, we explore the
smartphone-based operationalization of the Roenneberg
chronotype. We investigate the associations of day–night be-
haviour patterns and personality traits. Finally, we illustrate

how continuously logged behavioural data can be used to in-
vestigate the contribution of both intraindividual and interin-
dividual factors to predict indicators for sleep behaviour on
weekends, using the social jetlag hypothesis as an example.

METHOD

Our analyses are based on data collected within the long-time
project PhoneStudy (Stachl et al., 2018). This ongoing inter-
disciplinary research project at LMUMunich uses the contin-
uously developed smartphone sensing application
PhoneStudy for Android smartphones for collecting natural
smartphone usage behaviours in the field. Data about app us-
age, calling activity, general phone usage (e.g. calendar, mu-
sic, power supply), and connectivity (e.g. Bluetooth, WiFi)
are logged whenever the respective events occur. GPS data
are usually recorded once every 15minutes. Data are synchro-
nized hourly to the back end server via Secure Sockets Layer
(SSL) encryption, whenever a WiFi connection is available.
The responsible institutional review board and data protection
office approved the project and all associated studies. All ma-
terials and aggregated data can be found in our open science
framework project (OSF; Schoedel et al., 2020).1 To protect
the data privacy rights of our participants, the raw sensing data
cannot be made available due to their granularity.

Description of data set

We combined data resulting from three studies conducted be-
tween 2014 and 2018. In Table 2, we show some basic infor-
mation about the included studies. Despite some marginal
differences, data collection procedures of all studies followed
the same principle: after giving informed consent, partici-
pants were asked to install the PhoneStudy app for at least
30 days on their private smartphones and to complete several
questionnaires before, during, or after the smartphone log-
ging period. Participants were mostly recruited in the univer-
sity context via flyers, mailings lists, social media, and
personal contact in Munich, Germany. For more detailed in-
formation about study procedures, see also Stachl et al.
(2017); Harari et al. (2019); Schuwerk et al. (2019); Schoedel
et al. (2018); and Stachl et al. (2019).

We applied several exclusion criteria to our initial data set
of 743 participants. We excluded participants with fewer than
21 days of sensing data, more than 50% missing values
across all variables, and if questionnaire data were not avail-
able. We included data from a maximum of 32 days of con-
tinuous logging. This resulted in a final sample size of 597
(61% women). As recruitment took place in the university
context, participants were, on average well educated (71%
with a high school and 20% with a university degree). With
a mean age of 23.56 years (SD = 6.55; Min = 18, Max =
72), the sample was skewed towards younger participants
(18–21: 39%; 22–25: 34%; 26–30: 12%; 31–40: 5%; 41
and older: 3%). For a more detailed description of the sam-
ple, according to studies, see Table 3.

1https://osf.io/a4h3b/
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Measures

Self-report measures

We administered various self-report questionnaires. How-
ever, we limit our report to the ones used in our statistical
analyses. Besides demographics, personality traits were
assessed with the Big Five Structure Inventory (BFSI
Arendasy, 2009). Each of the big five factors—openness,
conscientiousness, extraversion, agreeableness, and emo-
tional stability—was measured on respectively six subscales
(Table 8). Participants were asked to rate 300 personality de-
scribing adjectives and short phrases on a 4-point Likert scale
with the labels untypical for me, rather untypical for me,
rather typical for me, and typical for me. Compared with
the widely used structure inventory NEO-PI-R (Costa &
McCrae, 2008), the BFSI is supposed to have better psycho-
metric properties: Cronbach α values (ranging between 0.72
and 0.92) are partly higher, and subscales are unidimensional
in the original paper (Arendasy, 2009). In addition, the BFSI
should be less dependent on the participant’s reading com-
prehension ability as it uses short and simple items
(Arendasy, 2009). The construction of the BFSI does not fol-
low the classical test theory, but the item response theory
framework. Accordingly, the BFSI has been developed in
conformity with the partial credit model (Masters, 1982),

which is a probabilistic model describing an individual’s ob-
servable score on a single item as the result of the functional
relationship between the individual’s latent trait value
(person parameter) and latent item thresholds, which indi-
rectly determine item difficulty (item parameter Arendasy,
2009). Correspondingly, we used the person parameter esti-
mates as personality scores in all our analyses.

Day–night behavioural measures
Raw smartphone sensing data are sequences of timestamped
event data. Whenever a usage event happens, a data entry
specified by several event characteristics (e.g. date, study
day, details about the event like app package name or type
of call) is created. To get an idea of the raw data structure,
see also the supplemental codebook (Schoedel et al., 2020).
To investigate the research questions specified above, we
Ԫcreated variables by reviewing the literature and translating
behavioural sleep indicators into smartphone sensing behav-
iours. Based on our smartphone sensing data, we computed
proxy variables to estimate sleep-related behaviours. Please
note that our variables are likely to overestimate actual sleep
as the last smartphone usage event in the evening has to be
before the physiological onset of sleep, and the first
smartphone usage event in the morning occurs with delay
after waking up. As smartphone sensing data are prone to

Table 3. Description of the sample according to studies

Data set N Age Education Students Employment status

1 132 23.61 No qualification: 0.00% No data No data available
(4.73) Secondary school: 3.79% available

High school: 65.15%
University: 31.06%

2 240 22.94 No qualification: 0.00% 73.50% No data available
(4.57) Secondary school: 9.58%

High school: 72.50%
University: 17.92%

3 225 24.20 No qualification: 0.44% 77.33% Unemployed: 4.89%
(8.86) Secondary school: 8.88% In training: 24.89%

High school: 72.44% Minor employm.: 41.33%
University: 16.44% Part-time: 10.67%

Full-time: 15.56%
Other: 0.88%

N indicates the size of the samples according to studies. The column Age presents the mean value, and standard deviations are given in parentheses. As proce-
dures slightly varied across studies, not all demographic variables are available for all data sets. The category other in the column Employment Status comprises
retraining and pension.

Table 2. Description of data sets used in the study

Data set References N Study period Compensation

1 Stachl et al. (2017), 132 09/2014– Individualized personality profile and
Harari et al. (2019) (137) 08/2015 30 € or course credits

2 Schuwerk et al. (2019) 240 08/2016– Up to 35 € and lottery (smartphone or
(245) 08/2017 tablet worth 400 €)

3 Schoedel et al. (2018) 225 10/2017– Individualized personality profile and
(361) 01/2018 user activity feedback, course credits,

and lottery (10 × 50 €)

N indicates the size of the sample of the respective study after application of our inclusion criteria. The total number of subjects per study is given in parentheses.

Smartphone Sensing Data and Day–Night Behaviour Patterns 737

© 2020 The Authors. European Journal of Personality published by

John Wiley & Sons Ltd on behalf of European Association of Personality Psychology

Eur. J. Pers. 34: 733–752 (2020)

192



logging errors, we extracted robust behavioural estimators
when appropriate for the respective variable (Kafadar, 2003;
Rousseeuw & Croux, 1993). To stay within the scope of this
article, we only summarize our procedure and the engineered
variables in the following sections. However, note that vari-
able extraction is usually the most complex and time-
consuming task in analyses of smartphone sensing data, and
the process includes many researchers’ degrees of freedom.
For transparency, we provide all code in our OSF project,
and the variable extraction procedure is described in detail
in the supplemental codebook (Schoedel et al., 2020).
General indicators for sleep-related behaviours. We
computed the following variables daily while distinguishing
between days during the week versus the weekend
(Roenneberg et al., 2007). Based on the algorithm specified
in Table 7, we determined the first and last events
according to individual study days and calculated mean and
intraindividual variation variables. We defined the
smartphone proxy for sleep duration, nightly inactivity, as
the period between the last event of the day and the first
event of the following day. To explore social jetlag, we
calculated the average daily inactivity during the night for
weekdays and weekends for all study weeks individually.

In addition, we translated two aspects of sleep continuity,
sleep fragmentation and waking up after bed, into
smartphone usage behaviour by calculating the average num-
ber and duration of checking eventsat night. At this point, we
would like to point out that our measures do not fully meet
the definition of sleep fragmentation and wake after sleep on-
set by Ohayon et al. (2017). Hence, our measurements only
give a rough estimate, taking into account the occurrence of
very short smartphone checking events during the nightly in-
activity period of smartphone use, which was not part of a
more extended usage period in the evening and the next
morning. Accordingly, we defined nightly checking events
as short periods of less than 2 minutes of smartphone usage
during otherwise nightly inactivity. Due to the lack of empir-
ical data in the literature, we have set this threshold value
considering that smartphone usage of fewer than 2 minutes
might be caused by less significant actions such as checking
the clock during the night.

Finally, we calculated some variables related to using the
smartphone as an alarm clock: the mean point of time of
alarm app ringing, the mean daily number, and duration of
snoozing events (snoozing was defined as the repetition of
alarm app events in the morning).
Horne–Östberg chronotype variables. To operationalize
circadian preferences in terms of smartphone usage
behaviour, we computed variables following the items of
the MEQ (Table 1). We translated preferred sleeping times
as mean points of time of the first and the last smartphone
usage event on weekends, as weekends are likely to be
organized freely. Following this assumption, we also
specified preferred times for activity as diurnal smartphone
activity patterns. In this context, we distinguished between
different behavioural categories: social communication
(social media/communication app usage, calls, and texting),
entertainment (browser, gaming, music/video, and news
app usage), and general smartphone usage (all active

smartphone usage events). To take into account the
distribution of usage events throughout the day, we
computed the first quartile, the median, and the third
quartile of usage events according to the behavioural
categories for each day. In other words, we extracted
timestamps that indicate when 25%, 50%, and 75% of the
daily events of the respective usage category took place.
Then we computed the mean across all study days for each
of the three quantiles. Finally, to depict the subjective
feeling of sleepiness in the morning, we considered the
mean number and duration of snoozing events during the
week to indicate how readily people get up in the morning.
Roenneberg chronotype variables. Similar to the
assessment of the chronotype using the MCTQ, we
calculated the midpoint of sleep (MSF), which is the mean
halfway point in time between the last event of a day and
the first event of the next day for free (weekend) days
without alarm app usage. In addition, we determined the
corrected midpoint of sleep (MSFcorr), which has been
proposed by Roenneberg et al. (2007) to correct for the
sleep debt collected during the week. According to them
the MSFcorr is better suited for estimating the true
underlying chronotype.

Data analysis

Clustering
In the following, we give a short overview of the applied
methods. More detailed information can be found in Appen-
dix A. To investigate whether participants can be assigned to
groups of similar smartphone usage behaviours indicating
circadian preferences, we used clustering as an unsupervised
machine learning method. We applied the commonly used k-
means clustering algorithm with the Euclidean distance as
proximity measure. Clustering aims to reduce complexity
by finding meaningful structures within the data. According
to their similarity in a predefined set of variables, participants
are clustered in within-homogeneous groups that are well
separated from participants of other clusters (Tan et al.,
2006). However, one disadvantage of clustering algorithms
is that they sometimes identify random and, therefore,
nonreplicable structures (Tan et al., 2006). In line with the lit-
erature, we address this problem by using a data-driven ap-
proach to determine the number of clusters (Tibshirani &
Walther, 2005) and by evaluating the stability and validity
of the identified clusters based on bootstrapped metrics
(Hennig, 2007; 2008; Tan et al., 2006). We followed the rec-
ommendations of Hennig (2018) and used 100 bootstrap iter-
ations. For evaluating cluster stability, we considered the
Jaccard coefficient (JC, indicates stability if values exceed
0.85) and the criteria of recovery and dissolution, which
count how often each cluster has been successfully recovered
and dissolved across all bootstrap iterations (Hennig, 2007;
2008). For evaluating the internal validity of clusters we
looked at metrics indicating how similar participants within
each cluster are (within-compact) and how different
participants from different clusters are (between-separated):
the ratio of average within- and between-cluster distances
(wb.ratio Tan et al., 2006), the silhouette coefficient
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(Rousseeuw, 1987), and the Dunn index (Dunn, 1974;
Halkidi et al., 2001). Clusters are within-compact and
between-separated if the ratio of distances is small, the sil-
houette index is close to 1, and the Dunn index is high
(Tan et al., 2006; Hennig, 2018). As the k-means algorithm
cannot handle missing values, we used the multivariate im-
putation by chained equations technique and specified a ran-
dom forest imputation model (MICE, van Buuren &
Groothuis-Oudshoorn, 2011).

Exploratory factor analysis
To explore the factorial structure of our smartphone-based
proxy for the Horne–Östberg chronotype, we conducted an
exploratory factor analysis based on the averaged correlation
matrix of the imputed data sets. We determined the number
of factors using the empirical Kaiser criterion, which has
been shown to perform well for short scales (Braeken &
Van Assen, 2017).

Multilevel modelling
Measures for nightly inactivity of smartphone usage were re-
peatedly measured across several study weeks. Considering
the intraindividual data dependency, we used multilevel re-
gression modelling with behavioural measures on a weekly
basis reflecting level 1 variables that were nested within indi-
viduals (level 2). Therefore, we specified a random-inter-
cept-random-slope model predicting the mean nightly
inactivity duration on weekends based on the mean nightly
inactivity duration of the respective preceding workweek
(level 1). The averaged nightly inactivity duration, the
Roenneberg chronotype, the big five traits, age, and gender,
were included as predictors on level 2.

Regarding data preprocessing, we were faced with the
challenge of selecting one path from a series of plausible
steps. To do justice to these many researcher degrees of free-
dom and to increase research transparency, we follow the
suggestion of Steegen et al. (2016) and present a multiverse
analysis: for each possible combination of plausible prepro-
cessing steps, a ‘new’ data set is constructed, and the same
multilevel model is estimated for each of those data sets.
The multiverse analysis illustrates how much the results de-
pend on the choice of specific preprocessing steps or vice
versa, which results are robust across all preprocessing op-
tions (Steegen et al., 2016; Simonsohn et al., 2015). Our pre-
processing choices include the coding of the weekend (Friday
to Sunday versus Friday to Monday), the selection of the
number of repeated measurements (3 versus 4 weeks), the
handling of outliers(median versus winsorization), and the
handling of missing values (listwise deletion versus multiple
imputation). A detailed description of the alternatives for
each decision can be found in supplemental method section
in Appendix A. Combining all described decisions resulted
in 2 × 2 × 2 × 2 = 16 choice combinations (see left side in
Figure 4).

We used the uncorrected version of the Roenneberg
chronotype as a predictor, as we explicitly control for a
nightly inactivity deficit in the multilevel model. Gender
was dummy coded (0 = male, 1 = female), and all continuous
predictor variables were z-standardized based on the grand

mean. The level 1 predictor duration of nightly inactivity
during the week was centred around the individual mean,
which in turn was entered as level 2 predictor (Curran &
Bauer, 2011). For a more detailed description of the equation
of the multilevel model, we refer the interested reader to the
supplemental method section in Appendix A.

Statistical software
All data preprocessing and analyses were conducted using R
3.5.0 (R Core Team, 2018). We used packrat (Ushey et al.,
2018) for package management. For extracting behavioural
variables, we mainly used the R packages dplyr (Wickham
et al., 2019) and fxtract (Au, 2019). Multiple imputation
was done by using the package mice (van Buuren &
Groothuis-Oudshoorn, 2011). In addition, we used the fol-
lowing packages to conduct our main analyses: fpc for clus-
tering (Hennig, 2018), psych for exploratory factor analysis
(Revelle, 2018), and lme4 and lmerTest for multilevel model-
ling (Bates et al., 2015; Kuznetsova et al., 2017). For data vi-
sualization, we applied ggplot2 (Wickham, 2016) and
corrplot (Wei & Simko, 2017) and created raincloud plots
(Allen et al., 2019). The complete list of used R packages
can be found in our OSF project (Schoedel et al., 2020).

RESULTS

Descriptives

We recorded a mean of 22 547 events (SD = 24 368) for each
participant across the whole study period. Participants had on
average smartphone records for 21 (SD = 1.57) weekdays
and 8 (SD = 0.92) weekend days. The mean number of logs
per study day was 765 (SD = 804.70). As can be seen in
Table 4, the average time of first and last smartphone usage
was later for weekends than weekdays, and the duration of
nightly inactivity was about 20 minutes longer on weekends
than on weekdays. However, the mean number and duration
of checking events during the night were similar for week-
ends and weekdays. A total of 91% of our participants used
alarm clock apps in the morning, at 7.19 AM on average dur-
ing the week and about 30 minutes later on weekends. Note
that 38% of participants did not use alarm clock apps on any
weekend during the entire study period. The number and du-
ration of snoozing events were similar for weekdays and
weekends. Descriptive statistics for big five personality traits
can be found in Table 8 in the Appendix.

Individual differences in behavioural day–night patterns

Person-centred and variable-centred structure of the Horne–
Östberg chronotype
In the first step, we determined the number of clusters.
Following the suggestions of Tibshirani and Walther
(2005), we looked for solutions resulting in a prediction
strength above 0.80. Doing so, in 49 out of 50 imputed data
sets, the data-driven proposed number for clustering based on
smartphone proxies for circadian preferences was 1. How-
ever, decreasing the prediction strength criterion to a value
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of 0.75 yielded a 2-cluster solution for all imputed data sets.
Although the recommended predictive power was slightly
missed, we further investigated k�means clustering with k
= 2. The averaged bootstrapped performance measures for
the cluster-wise stability assessment show that each compo-
nent of the 2-cluster solution turned out to be highly stable
(cluster 1 n = 296: JC = 0.94, dissolved = 0, recovered =
100; cluster 2 n = 301: JC = 0.93, dissolved = 0, recovered=
100). However, the internal cluster validation coefficients in-
dicated that the two clusters were poorly separable from each
other and were not compact in themselves (wb.ratio = 0.73,
silhouette = 0.25, Dunn = 0.06). To get a better understand-
ing of the identified structure in the daily smartphone usage
timing, descriptive statistics of the variables that were con-
sidered for clustering are displayed in Table 5. On average,
participants assigned to cluster 2 had later first and last
smartphone usage events on weekends and the daily 25%,
50%, and 75% timestamps for general, social interaction,
and entertainment usage events on weekends were on aver-
age about 2 hours later. The mean number of snoozing events

was similar in both groups, but participants of cluster 2 on
average snoozed approximately 3.5 minutes longer. As an
external criterion, we considered the smartphone-based
Roenneberg chronotype. The mean midpoint of sleep was
M = 3.90 (SD = 1.15) for cluster 1 and M = 5.19 (SD =
1.38) for cluster 2.

To return to the question of whether we found different
groups of individuals with similar smartphone usage patterns
indicating circadian preferences, we refer to Table 5. Effect
sizes for variables indicating sleep–wake timing are large,
suggesting that participants assigned to cluster 2 have notice-
able back-shifted diurnal smartphone usage patterns in com-
parison with participants assigned to cluster 1. Figure 1
shows, however, that the distributions of the two cluster
groups overlap. A considerable proportion of participants
could not be clearly assigned to one of the two clusters. Ac-
cordingly, the distribution based on the entire sample was not
bimodal but only unimodal.

In the second step, we also explored the factorial structure
of the smartphone-based proxies for the Horne–Östberg

Table 4. Descriptive statistics for day–night behaviour patterns

Week Weekend

Variable Mean SD Mean SD Cohens’ d [CI95%]

Mean first event week 7.89 1.31 8.96 1.30 0.82 [0.70, 0.93]
Mean last event week 23.15 1.23 23.79 1.42 0.49 [0.37, 0.60]
Mean duration nightly inactivity week (h) 8.68 1.20 9.02 1.45 0.26 [0.14, 0.37]
Mean number checking events week 5.59 3.97 5.61 5.37 0.00 [-0.11, 0.12]
Mean duration checking events week (s) 26.07 26.12 25.29 40.72 -0.02 [-0.14, 0.09]
Mean first alarm event week 7.19 1.29 7.47 1.68 0.19 [0.06, 0.33]
Mean number snoozing week 1.33 1.76 1.33 2.04 0.00 [-0.13, 0.13]
Mean duration snoozing week (min) 23.26 23.61 23.89 34.26 0.02 [-0.11, 0.16]

The coefficients for first and last events represent times of the day. The decimal places indicate the percentage of a full hour. For example, 7.89 means 7:53 AM or
23.15 means 11:09 PM

Table 5. Descriptive statistics for smartphone usage indicating circadian preferences by clusters

Cluster 1 Cluster 2

Variable Mean SD Mean SD Cohens’ d [CI95%]

First/last events on weekends
Mean time of the first event 8.35 1.16 9.58 1.13 1.07 [0.90, 1.25]
Mean time of the last event 23.09 1.18 24.51 1.29 1.15 [0.97, 1.32]

Mean on weekends daily timestamp of
25% general usage 12.28 1.29 14.38 1.37 1.57 [1.39, 1.76]
50% general usage 15.34 1.30 17.62 1.20 1.82 [1.63, 2.01]
75% general usage 18.37 1.34 20.62 1.17 1.79 [1.60, 1.98]
25% social interaction usage 12.51 1.28 14.47 1.22 1.57 [1.38, 1.76]
50% social interaction usage 15.38 1.34 17.53 1.16 1.72 [1.53, 1.91]
75% social interaction usage 18.18 1.53 20.29 1.16 1.56 [1.37, 1.74]
25% entertainment usage 12.91 1.76 15.22 2.02 1.21 [1.03, 1.39]
50% entertainment usage 15.07 1.86 17.70 1.75 1.46 [1.27, 1.64]
75% entertainment usage 17.25 2.05 20.03 1.74 1.47 [1.28, 1.65]

Snoozing events on weekdays
Mean number of snoozing events 1.31 1.88 1.35 1.65 0.02 [-0.15, 0.20]
Mean duration of snoozing events 21.53 22.01 24.91 24.97 0.14 [-0.03, 0.32]

Except the snoozing variables, the coefficients represent times of the day and the corresponding standard deviations are given in hours. The decimal places in-
dicate the percentage of a full hour. The mean daily timestamp of 25% general usage indicates that 25% of all activities on a given day had happened at this point
in time. The mean number of snoozing events means the daily mean absolute frequency and the snoozing duration is in minutes.
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chronotype. The empirical Kaiser criterion suggested a
3-factorial solution accounting for 62% of the variance.
The obliquely (oblimin) rotated factor matrix is displayed in
Table 6. Factor 1 explained 23% of the variance and com-
prised behavioural indicators describing markers for later di-
urnal smartphone usage. In contrast, the behavioural
variables loading high on factor 3 (19% variance explana-
tion) described markers characteristic for early diurnal
smartphone usage. The 50% timestamps for daily (general
and social interaction) smartphone usage considerably
loaded on both, factors 1 and 3. Finally, factor 2 explained
20% of the variance and reflected behavioural indicators of

smartphone usage for entertainment purposes independent
of the time of the day. The two snoozing items did not load
considerably on any factor. All factors were correlated (see
Table 6).

The Roenneberg chronotype and its correlates
The smartphone-based midpoint of sleep (MSF) and the
sleep debt corrected version MSFcorr, which both indicate
the Roenneberg chronotype, were approximately unimodally
symmetrically distributed (see Figure 2). As no weekends
without alarm clock usage were available for some partici-
pants, their MSF could not be computed. Therefore, the

Figure 1. Plots displaying the distribution of mean daily first and last events on weekdays versus weekends by cluster. The black line shows the distribution
based on the total sample. The ordinate axis goes beyond midnight, because last events after midnight were added to 24. An event at 26 therefore means it hap-
pened at 2.00 AM.

Table 6. Exploratory factor analysis of the smartphone-sensed circadian preferences

Variable F1 F2 F3 U

Mean time of the first event on weekends 0.09 0.06 0.49 0.67
Mean time of the last event on weekends 0.54 0.03 0.04 0.66
Mean daily timestamp of 25% general usage on weekends 0.05 0.10 0.84 0.16
Mean daily timestamp of 50% general usage on weekends 0.44 0.17 0.47 0.20
Mean daily timestamp of 75% general usage on weekends 0.74 0.14 0.11 0.23
Mean daily timestamp of 25% social interaction usage on weekends 0.26 -0.01 0.68 0.30
Mean daily timestamp of 50% social interaction usage on weekends 0.63 -0.01 0.38 0.22
Mean daily timestamp of 75% social interaction usage on weekends 0.88 0.03 0.03 0.19
Mean daily timestamp of 25% entertainment usage on weekends -0.20 0.77 0.33 0.24
Mean daily timestamp of 50% entertainment usage on weekends 0.02 0.99 0.00 0.01
Mean daily timestamp of 75% entertainment usage on weekends 0.34 0.77 -0.17 0.21
Mean daily number of snoozing events on weekdays 0.26 0.01 -0.24 0.94
Mean daily duration of snoozing events on weekdays 0.27 0.00 -0.19 0.94
F2 0.46 1.00
F3 0.52 0.47 1.00

Maximum likelihood factor analysis, obliquely rotated (oblimin) with three factors. Loadings greater than the amount of 0.30 are in bold. The correlations be-
tween the factors are displayed at the bottom of the table. F1 = Factor 1; F2 = Factor 2, F3 = Factor 3; U = Uniqueness.
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following results are based on a subsample of n = 497 partic-
ipants. On average, the mean MSF was at 4.52 AM (SD =
1.42) and the MSFcorr slightly earlier at 4.26 AM (SD =
1.47). The MSF and MSFcorr ranged between 0.75 PM and
9.91 AM. The MSFwas weakly negatively related to nightly
inactivity duration during the weeks (r = -0.13, CI95%
[-0.21, -0.04]) as well as the weekends (r = -0.11, CI95%
[-0.20, -0.03]). As suggested by Roenneberg et al. (2007),
we used the MSFcorr for investigating the relationship of
chronotype and demographics. Age (r = -0.16, CI95%
[-0.24, -0.07]) and gender (r = -0.15, CI95% [-0.23, -0.06])
were both negatively related to the corrected midpoint of
sleep, indicating that older and female participants had on av-
erage earlier chronotype values. However, the age correlation
should be interpreted with caution, as the plot on the right
side of Figure 2 indicates that it was probably caused by data
points of older participants of whom we only had few in the
sample (Q3 = 25). The correlation disappears (rs = -0.03,
CI95% [-0.12, 0.06]) when computing the Spearman correla-
tion, which is only based on ranks.

Day–night behaviours and personality traits

Because our analysis of relationships between behavioural
day–night patterns and personality is exploratory, we do
not perform any hypothesis tests, nor do we speculate about
correlations on a variable-by-variable basis. Instead, based
on the correlation plot displayed in Figure 3, we want to
show the general result pattern and address some conspicu-
ities. Overall, Spearman correlations ranged between rs =
-0.24 (mean time of last events during the week and sense
of duty) and rs = 0.15 (mean time of the first event on week-
ends and carefreeness). As can be seen in Figure 3, the most
striking aspect is that conscientiousness and its facets (except
competence) were related to various day–night behaviours.
First, more conscientious people on average had earlier mean
and less varying daily points of time of first and last

smartphone usage events both during weeks and on week-
ends. Furthermore, their duration of nightly inactivity varied
less on weekdays and they had lower values on the
Roenneberg chronotype. Finally, individuals with higher
values on the facet sense of duty snoozed on average less of-
ten and shorter on weekdays.

Further but less coherent patterns in Figure 3 can be seen
for openness, extraversion, and emotional stability. For ex-
ample, openness to imagination showed some positive rela-
tions to day–night behavioural indicators. Openness to
value and norm system was associated positively with the
mean number and duration of snoozing events, especially
on weekdays. Higher extraversion was related to longer
smartphone checking events during nights on weekdays. Fur-
thermore, carefreeness as a facet of emotional stability was
associated positively with later day–night activity patterns.
Regarding demographics, female participants’ first use on
weekends and general last use was on average earlier. Ac-
cordingly, they also had lower Roenneberg chronotype
values. However, no correlations of considerable size were
found for age.

Using multilevel modelling to explore social jetlag

To investigate social jetlag, we explored compensatory sleep
on weekends approximated as nightly inactivity duration by
multilevel modelling. The duration of nightly inactivity on
weekends was predicted by the duration of nightly inactivity
during the week and the interindividual variables
Roenneberg chronotype, big five personality traits, age, gen-
der, and the averaged individual mean duration of nightly in-
activity. The results are presented in the 12 panels in Figure
4, which show the estimates and their 95% confidence
intervals across all multiverse data sets for each predictor in
the model. Some aspects were evident across all data sets.
There were no relationships between the nightly inactivity
duration on weekends and the variables Roenneberg

Figure 2. Plots displaying the distributions of the local time of the midpoint of sleep (MSF) and its sleep debt corrected version (MSFcorr) and its relationship
with age divided by gender.
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chronotype, openness, extraversion, agreeableness, emo-
tional stability, and the interaction between the Roenneberg
chronotype and the nightly weekday inactivity. Second, the
averaged nightly inactivity duration across the study weeks
(level 2) was positively associated with the nightly inactivity
period on weekends. Nevertheless, estimates for the individ-
ual nightly inactivity duration on weekdays (level 1) and
conscientiousness, age, and gender (all level 2) varied across
the multiverse data sets. Depending on the preprocessing
steps, individuals with longer nightly inactivity duration on
weekdays in the corresponding week, higher conscientious-
ness, higher age, and male gender had, on average, longer
nightly inactivity periods on weekends.

As can be seen in Figure 4, some patterns can be identified
in the multiverse results across different variables: the coding
of the weekend seemed to have an influence. In conditions in
which the weekend was coded as nights between Friday and
Monday, the mean duration of nightly inactivity on weekends
was, on average, lower compared with the conditions in
which weekends were coded as nights between Friday and
Sunday. Also, for gender, a pattern can be determined de-
pending on the coding of the weekend. For conscientiousness,
estimates in conditions including 3 weeks were, on average,
higher than conditions comprising 4 weeks. Regarding the av-
erage duration of nightly inactivity during the week (level 2),
estimates were higher when winsorized and imputed.

To get a better understanding of the results concerning
social jetlag, we calculated an additional multiverse analysis.
For this purpose, we considered a variant of the multilevel
model without personality traits and demographics as covar-
iates. As results did not considerably differ and not to go be-
yond the scope of this paper, they can be found as a
supplementary analysis in our OSF project.

DISCUSSION

We investigated three prominent research questions related
to common behavioural day–night patterns by using
smartphone sensing data. First, we focused on individual dif-
ferences in day–night activity patterns. Based on behavioural
indicators of circadian preferences, we explored the structure
underlying our smartphone proxy for the Horne–Östberg
chronotype. Regarding the search for a smartphone
chronotype, we found nondiscrete groups of individuals with
similar diurnal smartphone usage patterns. In addition, our
smartphone-based proxy for the Horne–Östberg chronotype
turned out to be a multidimensional construct. In addition,
we presented an algorithm for computing the chronotype as
defined by Roenneberg et al. (2003). We used
smartphone-based indicators for the midpoint of sleep and

Figure 3. Pairwise complete Spearman correlations between smartphone-sensed day–night activities for weekdays versus weekends and personality traits. Male
participants were coded as 0. As not all participants used alarm clock apps, the sample size for respective correlations was reduced (nweek = 506, nweekend = 371).
The colour of the squares indicates the direction and the strength of the respective correlations. For better readability, correlations are presented as percentage (e.
g. a value of 3 means rs = 0.03). Additionally, only correlations with greater absolute values than 0.10 are highlighted in colour.
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found associations with age, gender, and duration of nightly
inactivity. Regarding personality traits, we found associa-
tions of conscientiousness with smartphone-sensed indica-
tors for day–night behaviour. Finally, we explored social
jetlag by examining whether people were inactive longer
during weekend nights if they accumulated a deficit of
nightly inactivity during the preceding workweek while con-
trolling for individual differences. Our findings suggest that
nightly inactivity duration on weekends was mainly related
to individuals’ general level of nightly inactivity across all
study weeks. We will critically discuss our results in the fol-
lowing sections. Because our research was explorative, ex-
planations drawn post hoc should not be easily generalized
but be confirmed by preregistered hypotheses testing in fu-
ture studies.

Smartphone sensing in the context of behavioural day–
night patterns

Individual differences in day–night activity patterns
In contrast to previous research based on self-reports, we
used smartphone-sensed behavioural data to investigate the

structure of chronotype and to inform both the
variable-centred and the person-centred approach to
chronotype. Emphasizing chronotype as a continuous dimen-
sion reflecting circadian habits, Roenneberg et al. (2003)
have suggested computing the midpoint of sleep. Instead of
assessing these habits by questionnaires (e.g. Roenneberg
et al., 2003; Roenneberg et al., 2007), we followed Lin
et al. (2019) and used smartphone sensing data to determine
a smartphone equivalent for the Roenneberg chronotype. We
compared our resulting measure with the findings reported
by Roenneberg et al. (2007) and found similar descriptive pa-
rameters (distribution, mean) and associations with external
criteria like gender and sleep duration during the week. In ac-
cordance with our assumption that smartphone-based sleep–
wake timing indicators overestimate sleep times, the range of
values was slightly larger for our measure. Regarding age
and chronotype, we found a negative correlation, which
was caused by a few older participants with lower
chronotype values. However, because the age composition
of our sample was highly skewed towards younger partici-
pants, we do not want to over-interpret this finding. A
nonmatching result was that whereas Roenneberg et al.
(2007) found a positive correlation between chronotype and

Figure 4. The decision tree on the left side shows how the multiverse of 16 data sets was created. The 12 panels on the right display the estimates and their 95%
confidence intervals for the intercept and each predictor, resulting from multilevel modelling across the multiverse of 16 data sets. L1 = level 1 predictors (z-
standardized and person-mean-centred); L2 = level 2 predictors (z-standardized, except gender). Male participants were coded as 0. The individual mean of
the level 1 predictor was additionally entered as level 2 predictor. Each data set and the corresponding model are coded the same colour.
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sleep duration on weekends, we found a negative association.
Roenneberg et al. (2007) argued that later chronotypes sleep
longer on weekends because they collect a sleep debt during
the workweek. In contrast to the large representative sample
of their epidemiological study, our sample consisted mainly
of students who are more likely to have fewer social obliga-
tions during the week than people who have a 9 AM to 5 PM

job. Accordingly, compared with nights during the week, our
participants’ nightly inactivity (indicating sleep) did not dif-
fer considerably on weekends. Therefore, one interpretation
of our results could be that students have the opportunity to
be more flexible in their daily routines during the week fol-
lowing their chronotype. Therefore, late chronotypes do not
need disproportionately more sleep on weekends. Accord-
ingly, previous studies have shown that many students report
napping after lunch during the week (Vela-Bueno et al.,
2008). These naps could serve to use both the weekend and
the week for sleep compensation (Gradisar et al., 2008). In
line with our interpretation, students with late chronotypes
have been found to nap more extensively than students with
early chronotypes (Zimmermann, 2011). Please note that this
is only our post hoc interpretation and further confirmatory
research using behavioural data to study the interplay of
sleep duration, chronotype, and work schedules is needed..

Keeping the focus on variable-centred trait assessment
(Asendorpf, 2003), but following the Horne–Östberg tradi-
tion, we operationalized circadian preferences as diurnal
smartphone usage behaviours and explored the underlying
factorial structure. We found three correlated dimensions
reflecting early use of the smartphone during the day, late
use of the smartphone during the day, and entertainment us-
age. In comparison, findings of previous studies investigating
the structure of self-reported chronotype have resulted in one
to four factors (e.g. Caci et al., 2009; Lipnevich et al., 2017;
Natale & Cicogna, 2002). In their recent meta-analysis,
Lipnevich et al. (2017) concluded that the preferences for
morningness versus eveningness are not the extreme poles
of one dimension but two interdependent dimensions. Ac-
cordingly, our two correlated dimensions reflecting early
and late diurnal smartphone usage activity align with their
findings. Regarding our factor entertainment usage, we think
that this could be regarded as a methodological artefact, as the
content entertainment might have overlaid the diurnal charac-
ter of the respective behavioural circadian indicators.

Dimensional approaches to personality, such as the two
described above, offer the advantage to focus on individual
differences. However, in contrast to person-centred ap-
proaches, they are not able to describe the structure of traits
within persons (e.g. Asendorpf & van Aken, 1999;
Asendorpf, 2003). In addition, types might have an advan-
tage for applied purposes as the classification as ‘morning
larks’ or ‘night owls’ is widely anchored in the popular sci-
ence literature and scientific research. Therefore, besides ex-
amining dimensionality, we also explored the existence of
types of individuals with similar diurnal smartphone usage
patterns by using unsupervised machine learning. We found
two groups that showed earlier versus later smartphone usage
over the day. As the effect sizes show, these two groups con-
siderably differed in indicators of diurnal smartphone usage

patterns. However, our results also indicate that despite the
high average group differences, a large number of partici-
pants could not easily be assigned to one of these two groups,
which overlapped considerably in the behavioural indicators
used. Therefore, we asked ourselves whether we should call
the structure we found types. In previous chronotype litera-
ture, types had often been considered as empirically vali-
dated, if the resulting groups subsequently proved to be
different concerning external criteria (e.g. body temperature,
electroencephalography (EEG) recordings Horne & Östberg,
1976; Putilov et al., 2015). In contrast, we did not determine
any cut-off values but searched for nonrandom structures in
the data. Only recently, Preckel et al. (2019) followed a sim-
ilar approach identifying four chronotypes in an adolescent
sample. However, because circadian preferences change with
age (Roenneberg et al., 2007), and our sample was older, and
we focused on smartphone-sensed rather than self-reported
circadian habits, we argue that the results are not fully
comparable.

From a statistical point of view, the existence of types is
only justified if underlying variables are multimodally dis-
tributed (Hicks, 1984; Fleiss et al., 1971), which was not
the case for our behavioural day–night indicators. However,
previous research in the social sciences has revealed that
nonoverlapping types hardly exist for human behaviours
(Meehl, 2004; Costa Jr et al., 2002). Accordingly, Asendorpf
and van Aken (1999) distinguish between discrete and
nondiscrete types in the context of personality research.
Thus, the criteria for defining types are not uniformly de-
fined and applied in the literature. Our results are in line
with this argument. Even if there were discrete underlying
chronotype groups, it is unlikely that they would appear so
clearly in everyday behavioural indicators due to social ob-
ligations and societal demands. Nevertheless, the identified
nondiscrete groups in our study can be a good starting
point towards a smartphone-based behavioural proxy of
chronotype operationalized as circadian preferences. Future
research should replicate the structure in diurnal smartphone
usage indicators across different samples and use external
validity criteria.

Conscientiousness and differences in behavioural day–night
patterns
In contrast to the majority of previous studies, we used be-
havioural markers for day–night activity patterns to investi-
gate associations with personality traits and demographics.
In line with past studies showing women’s preference for
morningness (Randler, 2007), women in our study were ear-
lier in the day, and their day–night activity timing varied
less. Besides, our results were consistent with previous re-
search showing a majorly coherent pattern of day–night ac-
tivity and conscientiousness (Adan et al., 2012; Lipnevich
et al., 2017) but less clear relations for other big five per-
sonality traits (e.g. Gray & Watson, 2002; Randler et al.,
2017). Precisely, highly conscientious participants on aver-
age showed lower and less varying sleep–wake timing indi-
cators and lower Roenneberg chronotype values. Following
questionnaire-based research (Adan et al., 2012; Lipnevich
et al., 2017; Tsaousis, 2010; Križan & Hisler, 2019), our
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results indicate that more conscientious people on
averagen are active earlier during the day and have longer
nightly rest periods on weekends. Compared with findings
from a meta-analysis (r = .33 according to Tsaousis,
2010), our correlations were smaller. However, our findings
show that more conscientious people, who describe them-
selves as dutiful, ambitious, and disciplined (Arendasy,
2009), also act accordingly in everyday life (e.g. getting
up early in the morning, longer nightly rest on weekends).
Accordingly, Spears et al. (2019) found in a recent longitu-
dinal study that conscientiousness was associated with mor-
tality risk after 10 years and that this association was
mediated by sleep duration as an everyday expression of
behaviour.

In contrast to previous findings, conscientiousness and
emotional stability were not related to indicators for sleep
continuity, but extraversion was (Križan & Hisler, 2019;
Sutin et al., 2019; Sella et al., 2020). These recent studies
measured sleep continuity using actigraphy and therefore
used completely different operationalizations of the related
indicators sleep fragmentation and wake up after bed
(Križan & Hisler, 2019; Sutin et al., 2019; Sella et al.,
2020). For example, Sella et al. (2020) defined sleep frag-
mentation as the number of awakenings exceeding a cer-
tain duration. In contrast to actigraphy, smartphone
sensing does not provide continuous measurement of
wakefulness but approximates this measure via active
smartphone usage. This requires the determination of a
specific threshold value to classify smartphone usage either
as part of a continuous usage phase belonging to the last or
first event of the day or as a short usage event during the
period of otherwise nightly inactivity. Determining a
threshold value according to this principle, our approach
has two significant drawbacks. First, using 2 minutes as a
threshold was a subjective decision due to the lack of em-
pirical data from previous literature. Second, the derived
variable checking duration is restricted in its variance by
a maximum value of 2 minutes. Consequently, individual
differences in the actual wake after sleep onset might be
masked by our smartphone-based operationalization, which
in turn could explain the differences in findings compared
with actigraphy.

n addition, we did not find some of the relationships that
have previously been reported. For example, in our data, we
did not find associations between a preference for
morningness and agreeableness (Adan et al., 2012; Tsaousis,
2010) or age (Adan et al., 2012). As already discussed in the
previous section, our results regarding age should be
interpreted with caution due to the restricted variability of
age in our sample. Overall, the differing findings could result
from the usage of actual behavioural variables in contrast to
self-reported preferences in most previous studies. Addition-
ally, differences with past studies might not be surprising
considering that previous questionnaire-based research is
not clear either (e.g. Duggan et al., 2014; Gray & Watson,
2002). Besides, to the best of our knowledge, we have been
the first to explore differences in alarm clock app usage.
Our results provide first indications about the relation of
snoozing behaviour and personality facets (sense of duty

and openness to value and norm system). They should be fur-
ther investigated in future research.

Individual differences in compensatory nightly inactivity on
weekends
To explore social jetlag, we investigated which
intraindividual and interindividual factors predict the dura-
tion of nightly inactivity of smartphone usage (assumed to
indicate sleep duration) on weekends. To explore this re-
search question and to get an impression of the robustness
of our estimates, we created a multiverse of 16 data sets
resulting from combining different choices of plausible
preprocessing steps. In the following, we focus only on
those aspects that have been demonstrated across all data
sets. Individuals who had higher overall levels of
smartphone inactivity during nights on weekdays were also
inactive longer on weekend nights. Even though our inac-
tivity measure is not identical to sleep, our results indicate
that individuals differ in their nightly rest duration. These
findings support the notion that sleep duration is an inde-
pendent trait (Ferrara & De Gennaro, 2001; Roenneberg
et al., 2007). In contrast to the assumptions of social jetlag
(Roenneberg et al., 2015; Wittmann et al., 2006), we nei-
ther found compensatory nightly inactivity on weekends
nor any impact of the Roenneberg chronotype. As already
discussed in the section above, our sample was highly
skewed towards students. Thus, maybe their social obliga-
tions during the week are less pronounced, and therefore,
we could not find their need for compensatory sleep on
weekends. In addition, previous studies often used
self-reports to investigate social jetlag (e.g. Wittmann
et al., 2006; Roenneberg et al., 2012). Even though
participants are instructed to indicate their habits for the
last 4 weeks (Roenneberg et al., 2003), their answers might
be biased towards a more general judgment of sleep–wake
timing or influenced by short-term experiences like
the sleep behaviour of the previous night. In contrast,
we looked at behavioural snippets of 3 or 4 concrete
weeks.

Finally, our multiverse analysis showed that the results
depend on the selected preprocessing steps. Especially for
the predictors age, gender, and conscientiousness, the size
of the estimates differed depending on the constructed data
sets. Our study therefore points to two problems. First, for
behavioural indicators extracted from smartphone sensing
data, the definition of the weekend and the number of
weeks included made a difference to the results. Future re-
search in the field of smartphone sensing should, therefore,
carefully explore and report whether decisions made in the
preprocessing have an impact on the results. Second, our
study highlights the issue of selective reporting in research
articles (Simonsohn et al., 2015; Steegen et al., 2016). We
could just as well have reported only one of the paths and
the results of the corresponding model, and the choice of
each path would have been equally plausible. However,
depending on the preprocessing decisions, we might or
might not have emphasized the effect of conscientiousness
or gender or age at this point. In line with Simonsohn
et al. (2015) and Steegen et al. (2016), we argue that
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decisions that might affect the results should be made
transparent.

Limitations and outlook

Our study exemplifies the usage of smartphone sensing data
in the research field of behavioural day–night patterns.
Strictly speaking, the assessment of day–night structures in
everyday life and, therefore, sleep-wake phases would re-
quire the collection of EEG data (Shambroom et al., 2012).
For reasons of efficiency, self-report questionnaires have so
far been used to approximate sleep-related behaviours. We
propose smartphone sensing as an alternative to collect prox-
ies for these behaviours. However, our approach has some
limitations.

First, similar to questionnaires (Lauderdale et al., 2008),
our behavioural markers are only proxies for actual sleep–
wake timing. In our data set, only app, phone, screen, and
notification events were available to determine the nightly in-
activity period. Thus, actual sleep times were estimated
based on active smartphone usage behaviours. However,
for improving the accuracy of smartphone-based sleep–wake
indicators, it would be helpful to include sensor data that do
not require active usage, for example, brightness and ambient
noise (Min et al., 2014). An even better estimate of
sleep could be obtained by integrating the idea of actigraphy
into the smartphone sensing approach. Meanwhile, many
commercial wearables, which can also be used conveniently
during bedtime, offer an open interface to integrate motion
and physiological data like heart rate variability or galvanic
skin response into research apps used for smartphone
sensing.

Second, we defined new behavioural variables, which we
extracted from smartphone sensing data. Although we de-
rived our variables from previous literature, we had many de-
grees of freedom. Which period is defined as a weekend?
What does active smartphone usage mean? How can daily
values be aggregated? These questions are only a few exam-
ples for the vast amount of decisions we had to make during
data preprocessing. To make this process as transparent as
possible, we provide an extensive codebook and analyse a
multiverse of data sets where appropriate. However, the re-
searcher community should develop a common standard for
sensing data so that the results obtained do not depend on
the respective data preprocessing decisions in individual
studies.

One further limitation of our study was the skewed sam-
ple. In comparison with previous epidemiological studies, it
was skewed in terms of age and occupation. As age and work
schedules are related to sleep–wake timings (Adan et al.,
2012), future studies using smartphone sensing data should
use more representative samples.

Finally, in our study, we only focused on smartphone
sensing data. Although resulting indicators cannot be
equated one-to-one with physiological sleep, smartphone
sensing can nevertheless unobtrusively collect data in the
field over a long period. This is very beneficial as far as
day–night habits are investigated. However, in research fo-
cusing on constructs like sleep quality (Križan & Hisler,

2019), it is essential to measure a possible mismatch between
behavioural sleep indicators in contrast to individual percep-
tions and feelings about sleep–wake timings. Consequently,
the integration of the experience sampling method (e.g.
Takano et al., 2014) could help to gain further interesting in-
sights in individual differences into behavioural day–night
patterns. Future studies could additionally benefit from com-
bining actigraphy and smartphone sensing. Both methods
assess actual behaviour but highlight different aspects of
day–night activity patterns (Borger et al., 2019). In summary,
we do not want to discuss whether self-reports, smartphone
sensing, or actigraphy are better suitable for depicting actual
behavioural day–night patterns. We think that all data collec-
tion approaches have their place and could be very fruitfully
combined to gain better insights into human day–night be-
haviour patterns.

CONCLUSION

We used smartphone sensing data to extract behavioural
variables usually assessed by self-reports in the context of
day–night behaviours. Our study contributes to gain new in-
sights into traits related to day–night behaviour patterns.
First, we investigated two prominent operationalizations of
chronotype: based on indicators for sleep–wake timing and
diurnal activity, we found two overlapping groups of
smartphone-based ‘morning larks’ and ‘night owls’ and
two correlated dimensions that were similar to previously
reported questionnaire-based factors. By computing a
smartphone-based proxy, we presented a smartphone-sensed
measure for the Roenneberg chronotype. Second, conscien-
tiousness was related to earlier day schedules. In addition,
we found individuals to differ in their overall level of
nightly rest. We argue that it is important to understand indi-
vidual differences in behavioural day–night patterns, as they
previously have been found to be related to individuals’
well-being and health. This work demonstrates that
smartphone sensing provides an efficient and ecologically
valid tool that can help to foster this understanding.
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APPENDIX A: SUPPLEMENTAL METHOD

Measures

Clustering

K-Means Algorithm
For clustering, we used the k-means algorithm, which is one
of the most frequently used algorithms for clustering (Tan
et al., 2006). In the following section, we only describe the
basic principles behind k-means clustering and refer the in-
terested reader to Tan et al. (2006) for a detailed explanation.
After the user has defined the expected number of clusters k,
k points in the sample data are randomly determined and rep-
resent initial centroids. In the second step, all remaining data

Table A1. Description of the algorithm for detecting nightly
inactivity

Step Description

1 Exclude passive smartphone events (GPS logs, notifications,
and related screen events)

2 Exclude active usage events lasting shorter than two minutes
and label them as checking behavior

3 Search for the maximum distance between consecutive
events

4 Label the starting point of the maximum distance as last
event of the day and the end point as first event of the next
day

To avoid longer periods of inactivity being detected during the day, the time
frame for maximum distance detection was limited to 6.00 PM to 2.00 PM of
the following day. We defined and filtered checking behaviour, because we
wanted to exclude less significant actions like checking the clock or notifica-
tion texts.
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points are assigned to the centroid for which the Euclidean
distance is lowest. Afterward, the centroids in each of the k
clusters are updated by calculating the arithmetic mean of
all points in the respective clusters. Step by step, the proce-
dures are repeated as long as the centroids do not change
anymore, which indicates that the grouping structure in the
data has been identified. As the centroid represents the data
points within the clusters, k-means clustering is also often re-
ferred to as prototype-based or partitional clustering (Tan
et al., 2006).

Evaluation Metrics
To ensure cluster validity, we took several steps to find non-
random structures in our data. The first step is to determine
the appropriate number of clusters. Tibshirani and Walther
(2005) proposed to reframe clustering as a supervised predic-
tion problem by splitting the data into a training and a test set
and estimating the number of pairwise cases that are assigned
to the same cluster in the test set based on centroids of the
training set. The associated prediction strength measure de-
fined by Tibshirani and Walther (2005) can be used to deter-
mine an optimal number of clusters. Another important
aspect is cluster stability (Hennig, 2007). If clusters disap-
pear when data are slightly modified, they are not regarded
as stable and consequently might reflect only random struc-
ture. Hennig (2007) therefore suggests bootstrapping the data
and considering the Jaccard coefficient (JC) for each cluster
separately. The JC gives the proportion of data points (partic-
ipants) that are assigned to the same cluster across the
bootstrapped iterations, thus expressing the similarity of
cluster solutions across bootstrapped data sets on a
cluster-wise basis (Hennig, 2007). Further descriptive mea-
sures of cluster stability are the criteria of recovery and disso-
lution, which count how often each cluster has been
successfully recovered and dissolved across all bootstrap it-
erations (Hennig, 2007; 2008). As recommended by Hennig
(2018), we used 100 bootstrap replications and interpreted
clusters as stable if the JC exceeded values above 0.85.

Imputation of Missing Values
Based on a variable-by-variable procedure, missings are re-
placed by values of a conditional distribution, which results
from estimating imputation models using the remaining var-
iables of the data set (van Buuren & Groothuis-Oudshoorn,
2011). We chose the random forest as an imputation algo-
rithm as it has been proven useful for complex, incomplete
data problems (Shah et al., 2014). To reduce the imputation
bias caused by stochastic variation, we specified 50 imputa-
tion models. For each of the resulting 50 data sets, we per-
formed a separate cluster analysis and report the
mean/modus of the performance coefficients and cluster
membership across data sets (Basagaña et al., 2013).

Multilevel Modelling

Decisions in the Multiverse
For constructing the data multiverse (Steegen et al., 2016),
we considered the following decisions concerning prepro-
cessing steps:

Descision 1: Coding of Weekend. In an earlier draft of the
manuscript, we defined the weekend not as a period from
Friday to Sunday, but from Friday to Monday. We found it
challenging to decide whether Sunday evening and the
following night still belong to the weekend or whether it is
more of a weekday in terms of sleep–wake behaviour. In
sleep research, the nights from Friday to Saturday and from
Saturday to Sunday are considered as weekends
traditionally. Because on Monday, one usually has to attend
to social obligations again, sleep behaviour during the night
from Sunday to Monday is assumed not to be chosen as
freely and used to balance the weekly sleep deficit as the
other two weekend nights (Roenneberg et al., 2007).
Despite the standard in sleep research, we want to include
both variants in our multilevel modelling and thus make
our research process transparent.
Decision 2: Number of Weeks. We considered the number
of repeated measurements to be plausible as both 3 and
4 weeks because we noticed during the aggregation of the
raw timestamped event data that some participants had only
partially participated in the last weekend (e.g. only on
Saturday, no longer on Sunday).
Decision 3: Outliers. For the handling of outliers, we
found two points of view plausible. First, smartphone
sensing-derived variables are usually susceptible to
distortion due to data errors, which do not matter if enough
data are aggregated using robust measures over a longer
period. However, as for week-based variables, only a few
single data points can be summarized; outliers due to data
errors are more problematic. Therefore, we identified
outliers as cases deviating more than three times the mean
absolute deviation from the median and replaced them by
the person-specific median of the corresponding variable.
Second, the identification of outliers arising from the
underlying smartphone usage behaviour can be
emphasized. In this case, it would be plausible to use a
method for outlier handling that limits the variability of the
smartphone indicators less than using the median. To cover
this aspect, we used winsorization as the second alternative.
Decision 4: Missing Values. Dealing with missing values
in multilevel models is a challenging task. Traditionally,
listwise deletion has been used, which uses only complete
observations for estimating the model (e.g. Newman,
2014). Besides the disadvantage of the reduced sample and
power, results are likely to be biased if the incomplete
observations differ systematically from complete
observations (Newman, 2014; Grund et al., 2018). An
alternative approach to deal with missing data is to apply
multiple imputation. However, in the context of multilevel
models, this is not a trivial task as the imputation model
itself should consider the multilevel structure. Current
methods and software implementations are reaching their
limits if more complicated use cases like random slopes or
cross-level interactions are included in the model (Grund
et al., 2018). For our analyses, we used the multivariate
imputation by chained equations technique and
implemented a random slope imputation model with
group-level variables as proposed by Grund et al. (2018).
Please note the imputation bias because we were unable to
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integrate cross-level interactions with existing software
implementations. In addition, Grund et al. (2018) point out
that this area of research is still ongoing and that there are
no clear recommendations for dealing with missing data in
use cases such as ours.

Model Description
To comprehensibly illustrate the multilevel model used for
the multiverse analysis, we present the pseudo-model equa-
tion using the lmer syntax of the lme4 package in R (Bates
et al., 2015). We specified a random-intercept-random-slope
model predicting the mean duration of nightly inactivity on
weekends based on the mean nightly inactivity duration dur-
ing the previous week (level 1). Chronotype, the big five
traits, age, and gender were included as level 2 predictors.
The level 1 predictor duration of nightly inactivity during
the week was person centred and the individual mean was
entered as level 2 predictor (Curran & Bauer, 2011). Besides,
the cross-level interaction of the mean nightly inactivity du-
ration during the previous week and chronotype was added:

Nightly Inactivityweekend~1

þ Nightly InactivityweekðL1; z; pcÞ
þ Chronotype ðL2; z; gcÞ
þ Nightly InactivityweekðL2; z; gcÞ
þ Openness ðL2; z; gcÞ
þ Conscientiousness ðL2; z; gcÞ
þ Extraversion ðL2; z; gcÞ þ Agreeableness ðL2; z; gcÞ
þ Emotional Stability ðL2; z; gcÞ þ Age ðL2; z; gcÞ
þ Gender ðL2; dcÞ þ Nightly InactivityweekðL1; z; pcÞ
�Chronotype ðL2; z; gcÞ þ ð1 þ Nightly Inactivityweek
ðL1; z; pcÞj useridÞ; (A1)

where L1 denotes predictors on level 1, L2 denotes predic-
tors on level 2, z denotes that predictors were z-standardized,
pc denotes that predictors were person-mean-centred, gc de-
notes that predictors were grand-mean-centred, and dc de-
notes that gender was dummy coded (0 = male, 1 = female).

APPENDIX B: SUPPLEMENTAL RESULTS

Big Five Personality Traits

Table B1. Descriptive statistics of personality factors and facets

Variable M SD alpha CI95%

Openness -0.05 0.71 [0.93, 0.94]
O1: Openness to imagination 1.28 1.41 [0.84, 0.87]
O2: Openness to aesthetics 0.37 1.29 [0.85, 0.88]
O3: Openness to feelings 2.05 2.09 [0.91, 0.93]
O4: Openness to actions 1.35 1.4 [0.84, 0.87]
O5: Openness to ideas 1.65 1.42 [0.82, 0.86]
O6: Openness to value/norm system 0.9 1.02 [0.73, 0.79]
Conscientiousness -0.09 0.74 [0.95, 0.96]
C1: Competence 0.84 1.22 [0.76, 0.82]
C2: Love of order 1.1 1.58 [0.87, 0.90]
C3: Sense of duty 1.93 1.41 [0.80, 0.85]
C4: Ambition 1.83 1.68 [0.86, 0.89]
C5: Discipline 1.45 1.46 [0.81, 0.86]
C6: Caution 1.51 1.34 [0.80, 0.84]
Extraversion -0.01 0.74 [0.95, 0.96]
E1: Friendliness 1.45 1.29 [0.80, 0.84]
E2: Sociableness 1.3 1.74 [0.89, 0.92]
E3: Assertiveness 0.45 1.38 [0.84, 0.87]
E4: Dynamism 1.2 1.59 [0.85, 0.88]
E5: Adventurousness 0.45 1.49 [0.88, 0.91]
E6: Cheerfulness 1.97 1.64 [0.86, 0.89]
Ageeableness -0.06 0.75 [0.92, 0.94]
A1: Willingness to trust 0.4 1.43 [0.86, 0.89]
A2: Genuineness 1.01 0.94 [0.61, 0.70]
A3: Helpfulness 1.65 1.38 [0.77, 0.82]
A4: Obligingness 1.17 1.31 [0.81, 0.85]
A5: Modesty 0.77 1.13 [0.79, 0.84]
A6: Good naturedness 2.1 1.77 [0.84, 0.88]
Emotional Stability -0.03 0.71 [0.93, 0.94]
ES1: Carefreeness 0.12 1.3 [0.82, 0.86]
ES2: Equanimity 0.57 1.07 [0.78, 0.83]
ES3: Positive mood 0.95 1.43 [0.84, 0.88]
ES4: Self consciousness 0.66 1.18 [0.83, 0.86]
ES5: Self control 0.64 1 [0.74, 0.81]
ES6: Emotional robustness 0.65 1.19 [0.80, 0.85]

N = 597; Alpha CI95% = 95% bootstrapped confidence intervals for
Cronbach alpha coefficients.
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Abstract
Theories derived from lab-based research emphasize the importance of mentalizing for social interaction and propose a link 
between mentalizing, autistic traits, and social behavior. We tested these assumptions in everyday life. Via smartphone-based 
experience sampling and logging of smartphone usage behavior we quantified mentalizing and social interaction in our par-
ticipants’ natural environment. Mentalizing occurred less frequently than reasoning about actions and participants preferred 
to mentalize when alone. Autistic traits were negatively correlated with communication via smartphone. Yet, they were not 
associated with social media usage, a more indirect way of getting in touch with others. Our findings critically inform recent 
theories on social cognition, social behavior, and the role of autistic traits in these phenomena.

Keywords Autism · Experience sampling method · Mentalizing · Mobile sensing · Theory of mind

“Why is she not texting me back?” A large part of everyday 
social life consists of trying to answer questions like this to 
make sense of others’ behavior. Mentalizing is a powerful 
cognitive tool to explain and predict behavior. It is the ability 
to impute mental states such as beliefs, desires or intentions 
to others and ourselves. Mentalizing is considered essential 
for social interaction.

Theories on the cognitive basis of autism spectrum condi-
tions (hereafter ‘autism’) are in line with this view by sug-
gesting a causal link between altered social cognition and 

reciprocal social interaction and communication in autism 
(Frith 2012; Tager-Flusberg 1999). The autism spectrum is 
characterized by a set of autistic traits, such as problems with 
balanced and reciprocal social interaction, rigid behavior 
patterns, difficulties in adapting to change, strong attention 
to details, or a strong focus of attention. These autistic traits 
reach a clinical level in autism but are also prevalent in non-
clinical samples (Baron-Cohen et al. 2001). In line with the 
idea that autistic traits manifest as a continuum, relatives of 
autistic people also show an increased—yet subclinical—
level of autistic traits (Sasson et al. 2013) and a heritability 
of autistic traits has been documented in the general popula-
tion (Hoekstra et al. 2007). Further, based on the examina-
tion of autistic traits profiles of over 6900 individuals with-
out autism, Ruzich et al. (2015) concluded that autistic traits 
are continuously distributed in the general population.

To date, central pillars of theories suggesting the impor-
tance of mentalizing for everyday social interaction and a 
link between mentalizing, autistic traits, and actual social 
behavior remain under-researched. On the one hand, knowl-
edge about mentalizing in people with and without autism 
stems almost exclusively from lab-based research (c.f., 
Atherton et al. 2018). On the other hand, social interac-
tion outside the lab is usually assessed indirectly via inter-
views or questionnaires (e.g., Kreider et al. 2016). Only a 
handful of studies addressed the impact of social cognitive 
deficits of individuals with autism on their everyday social 
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life (e.g., Begeer et al. 2010; Chen et al. 2016; Frith et al. 
1994). Consequently, there is a large gap between the solid 
empirical basis of mentalizing characteristics in the lab and 
knowledge about actual social interaction in everyday lives 
of people with and without autism. Central questions that 
remain unanswered are: When and how do we mentalize? 
Is there a relationship between autistic traits and the amount 
and quality of mentalizing, the amount of social interaction, 
and more generally the extent of exposure to the social world 
and social network size in everyday life?

In this study, we assessed autistic traits, social cognition 
in everyday life, and actual social behavior. The conceptual-
ization of autism as a dimensional condition and the preva-
lence of autistic traits in the general population made it pos-
sible to address the questions above in a non-autistic sample 
(Landry and Chouinard 2016). Our strategy was two-fold: 
First, we employed the experience sampling method (ESM), 
a way to capture moment-to-moment cognitive processing 
in an everyday context (Hektner et al. 2007), to measure the 
amount and quality of mentalizing outside the lab. Second, 
we measured the amount of communication and exposure to 
the social world via logging of smartphone usage behavior. 
Both measures were then compared with the participants’ 
level of autistic traits, controlled for Big Five personality 
dimensions, social anxiety, and verbal intelligence.

One other study previously used ESM to quantify the 
extent to which we mentalize. Bryant et al. (2013) sampled 
thoughts of 30 participants during a period of 10 h. The main 
finding was that overall, adults think more about actions (e.g. 
“I will send her another text tonight”) than about mental 
states (e.g. “She probably thinks I am busy at work”). How-
ever, this pattern was context-sensitive: they thought more 
about actions than mental states when they were interacting, 
but more about mental states than actions when they were 
alone.

In the present study, participants answered ESM surveys 
over a period of 30 days via their smartphones. First, we 
aimed to replicate Bryant et al. (2013) findings in a larger 
sample over a longer sampling period. Second, we added 
new thought categories that are crucial to understand what 
mentalizing is used for in everyday life. Specifically, we 
were able to investigate whether the participants’ mental 
state thoughts referred to the past, present, or future, and 
whether it referred more to themselves, someone else, or 
both. Third, derived from the notion that autism is associated 
with a reduced use of mentalizing (cf., Frith et al. 1994), we 
hypothesized a negative relationship between autistic traits 
and the overall amount of mental state thoughts (but, see 
Begeer et al. 2010).

It has been argued that people with autism find social 
interactions little rewarding and that they have a dimin-
ished motivation to engage with others (Chevallier et al. 
2012; Kohls et al. 2012; Shultz et al. 2015). A large body of 

lab-based findings supports the social motivation theory of 
autism (e.g., Chawarska et al. 2013; Clements et al. 2018). 
However, observations from outside the lab are often not 
consistent with this theory. For example, previous research 
showed that people with autism are interested in social inter-
actions and do experience loneliness when this desire is not 
sufficiently satisfied (Howard et al. 2006; Locke et al. 2010). 
Moreover, by presenting alternative explanations of experi-
mental findings and by drawing on autistic testimony, Jaswal 
and Akhtar (2018) recently challenged the key notion that 
autistic individuals lack social interest. Here, we tested the 
hypothesis that autistic traits are related to the emotional 
valence experienced while cognitively engaging with the 
social world. We expected to find a negative relationship 
between the level of autistic traits and the emotional valence 
while thinking about others. This hypothesis resulted from 
a conclusion based on two premises: First, according to the 
social motivation theory, autistic symptomatology should be 
linked to a reduced reward value of thinking about others. 
Second, observable autistic symptoms are tied to autistic 
traits, which are also prevalent in the general population.

In the second part of our study, we investigated links 
between autistic traits and actual social interaction in every-
day life. To this end, we tracked our participants smartphone 
usage behavior. Smartphones are ubiquitous and record 
an abundance of our everyday life behavior. Crucially, a 
main purpose of smartphones is to communicate. There-
fore, smartphone usage profiles can be used to study links 
between psychological phenomena and behavior in an eco-
logically valid and non-disruptive way (Miller 2012; Stachl 
et al. 2017).

Results from initial studies remain ambiguous about the 
extent to which people with autism use electronic devices to 
get in touch with the social world (Mazurek 2013; Mazurek 
et al. 2012; van Schalkwyk et al. 2017). Here, we were able 
to distinguish between communication (e.g., using a mes-
saging app) and social media usage, a way to connect to 
the social world without the need to directly communicate. 
Considering that maintaining reciprocity in interaction is 
challenging in autism, the former might be particularly dif-
ficult for people with high autistic traits, whereas the latter 
might provide a low-threshold opportunity to participate in 
social life.

We hypothesized that an association between autistic 
traits and the amount of everyday life communication via 
smartphone should become evident in a negative relation-
ship between autistic traits and the amount our participants 
used their smartphones to communicate. Further, if autis-
tic traits are related to a reduced participation in the social 
world (Mazurek et al. 2012), we should find a negative rela-
tionship between autistic traits and social media app usage. 
Previous research reported a smaller social network size in 
people with autism (Kreider et al. 2016), and an association 
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of autistic traits in the general population with loneliness, as 
well as with the duration and quality of friendships (Jamil 
et al. 2017; Wainer et al. 2013). Thus, we hypothesized 
that the level of autistic traits should be negatively corre-
lated with the number of contacts saved on the participants 
smartphones.

Method

The pre-registration, material, and data of this study can be 
found at OSF (https ://osf.io/39tvf /). We report how we deter-
mined the sample size, all data exclusions, all manipula-
tions, and all measures in this study. For the sake of brevity, 
deviations from the pre-registration protocol are described 
in the Supplemental Material. The demographic information 
is not shared as it cannot be guaranteed that it is impossible 
to identify individual data sets.

Participants

In total, 234 adults (51% female) between the age of 18 
and 50 years of age (M = 22.70, SD = 3.85) took part in this 
study. They were mainly recruited via university mailing 
lists and campus bulletins. The participants gave informed 
written consent and received €25 for their participation. 
If they managed to complete 50 out of 60 ESM surveys, 
they received an extra €1 for each additionally filled sur-
vey (max. €35). They further took part in a lottery to win a 
smartphone or tablet worth €400. On average, the partici-
pants answered 41 surveys (SD = 9). The ethics committee 
of the Department of Psychology and Education of LMU 
Munich approved this study. Participants were included if 
they used an Android smartphone and reported no history of 
psychiatric or neurological condition. In the debriefing ques-
tionnaire, n = 0 participants reported that they were aware 
of a family member with autism. Notably, judging from 
the prevalence of autism, this is statistically unlikely. An 
explanation could be that our participants who had a family 
member with autism did not know about the diagnosis. Fur-
ther, there are still comparably few clinical institutions that 
offer evidence-based autism diagnostics in Germany. Many 
people receive their diagnosis late in life or remain undiag-
nosed. German native speakers or people with equivalent 
language skills were able to participate in the study. Forty-
three additional adults signed up for the study but had to be 
excluded because they did not show up for the post-sampling 
lab appointment (n = 14), they had technical problems with 
the application on their smartphone (n = 18), the data was 
lost irrecoverably (e.g., the smartphone broke, n = 5), they 
neither filled enough ESM surveys nor enough smartphone 

usage data was sampled (n = 6, criteria below). Data col-
lection started in August 2016 and ended in August 2017.

The participants (74% were currently enrolled students) 
stem from various fields of studies or occupation (40% 
social/medical, 25% mathematics/physics/engineering, 7% 
humanities, 3% law, 12% business/economics, 0.43% arts, 
1% multiple subjects/occupations, 12% other). A total of 
64% held a secondary degree, 34% held a postsecondary 
degree, and 2% had other degrees. A list of the participants’ 
smartphone types and Android versions can be found at the 
OSF. Most of our participants were in their 20s. Only ten 
participants were 30 years or older. The pattern of results 
remained stable when running the analyses without partici-
pants from the upper age tail (participants older than 3 SD’s 
from the mean age). Thus, we kept these older participants 
included in the final sample.

The sample size was determined based on an a priori 
power analysis. For a weak correlation (r = 0.2), with α 
(two-tailed) set to 0.05 and (1 − β) set to 0.8, a minimum of 
193 participants was required. For the analysis of the ESM 
surveys, and of the smartphone usage behavior analysis, we 
ended up with two different—yet largely overlapping—sub-
samples (n = 220 for the ESM analysis and n = 223 for the 
smartphone usage data analysis, 209 participants were in 
both subsamples). In some cases, we received data for one, 
but not the other analysis (e.g., if a participant did not fill 
enough ESM surveys, but sufficient smartphone usage data 
was collected). The analyses of the ESM data and the smart-
phone usage data were run with the respective subsample.

Measures and Analysis

Autistic Traits Questionnaires

We assessed the level of autistic traits via the three most 
commonly used and validated self-report questionnaires for 
adults. These questionnaires sensitively assess the preva-
lence of autistic traits in the general population, each one 
tapping into slightly different aspects of autistic personality 
traits. For the analyses in this study, individual scores in 
these three questionnaires were combined in a single com-
pound score of autistic traits (mean of z-transformed scores 
of each questionnaire). All questionnaires (including the 
control questionnaires) were filled via PCs in the lab.

Autism‑Spectrum Quotient

The Autism-Spectrum Quotient (AQ; Baron-Cohen et al. 
2001) is a 50-item self-report questionnaire that measures 
the level of autism-associated traits in the five subscales 
social skills, attention switching, attention to detail, com-
munication, imagination. The sum score ranges between 0 
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and 50 (the higher the score, the more autistic traits were 
reported). In a meta-analysis, Ruzich et al. (2015) showed 
that AQ scores are continuously distributed in the general 
population. In a typical nonclinical sample, the mean score 
is approximately 17 (SD range 0.8–9.7). For this study, we 
used a German adaption (Freitag et al. 2007).

Empathy Quotient

The Empathy Quotient (EQ; Baron-Cohen and Wheelwright 
2004) assesses cognitive and affective aspects of empathic 
traits with 40 items. A high EQ score (range 0–80) indicates 
a high level of empathy. Previous research showed that indi-
viduals with autism score significantly lower in the EQ than 
individuals without autism (Baron-Cohen and Wheelwright 
2004). Baron-Cohen and Wheelright reported a mean EQ 
score of 42.1 (SD = 10.6) in a general population sample. On 
average, women score higher than men. We employed the 
German translation retrieved from http://www.autis mrese 
archc entre .com/arc_tests . For the calculation of the com-
pound score we used reverse scoring of the z-transformed 
EQ scores.

Broader Autism Phenotype

The broader autism phenotype questionnaire (BAP; Hurley 
et al. 2007) measures a set of personality traits and lan-
guage characteristics that are qualitatively similar to core 
symptoms of autism. It was initially developed to assess the 
prevalence of these characteristics in families of people with 
autism. The BAP consists of 36 items and the three sub-
scales aloof (lack of interest/joy in social interactions), rigid 
(change aversion) and pragmatic (communication difficulties 
due to deviations in social aspects of language use). A mean 
score is calculated for each subscale and over all items (the 
higher the score, the more autistic traits were reported). In 
the study by Hurley and colleagues, the general population 
sample had a mean total score of 2.74 (SD = 0.55). The Ger-
man version created for this study can be found at the OSF.

Control Questionnaires

To ensure that possible effects can be attributed to the vari-
ation in autistic traits, and not to other potentially confound-
ing factors, we assessed several control measures.

Social Interaction Anxiety and Social Phobia

Social anxiety and social phobia (SPS) are highly prevalent 
comorbidities of autism (MacNeil et al. 2009). Further, these 
are also strongly related phenomena in the general popula-
tion (Liew et al. 2015). Yet, a recent study also reported dif-
ferential effects of social anxiety and autistic traits on social 

attention, suggesting that these phenomena might be—at 
least partly—distinct (Kleberg et al. 2017). In this study, 
we included the Social Interaction Anxiety Scale and the 
SPS Scale (SIAS and SPS respectively; Mattick and Clarke 
1998; German version by Stangier et al. 1999) to identify 
the variance that is attributable to social interaction, anxi-
ety, and SPS. Each scale consists of 20 items. Mattick et al. 
reported a mean SPS score of 14.1 (SD = 10.2), and a mean 
SIAS score of 19.0 (SD = 10.1) in an undergraduate sample 
(N = 482).

Verbal Intelligence

We employed a German multiple-choice vocabulary test 
as a rough estimate of verbal intelligence [Mehrfachwahl-
Wortschatz-Intelligenztest, MWT-B; Lehrl (2005)]. The 
aim was to control for a potential influence of verbal intel-
ligence on performance in our measures of interest (ESM 
and smartphone usage data), which are both inherently 
language-dependent.

Big Five Personality

The German version of the Big Five Structure Inventory 
was employed to obtain Big Five personality scores (BFSI; 
Arendasy 2009). We used the person parameter of the partial 
credit model (PCM; see Masters 1982). The self-report ques-
tionnaire consists of 300 items. The participants are asked 
to evaluate how typically/untypically an adjective or a short 
phrase describes how they are. The response is provided 
using a four-point Likert scale ranging from untypical for 
me to typical for me. The Big Five personality dimensions 
(Openness to Experience, Conscientiousness, Extraversion, 
Emotional Stability/Absence of Neuroticism, and Agreeable-
ness) are measured on the factor- and the facet-level.

Debriefing Questionnaire

A short debriefing questionnaire, completed by the partici-
pants at the end of the study, assessed (1) the pleasantness 
of study participation, (2) how difficult it was to identify 
the respective thoughts for the ESM surveys, (3) whether 
the participant’s daily life during the study was typical or 
not, (4) if, and if so how, the study had an influence on the 
way they used their smartphone, and (5) how many hours 
a day they usually interact with others (face-to-face and via 
technical devices).

Experience Sampling Method

We integrated an ESM extension into an already existing 
version of the PhoneStudy Android logging application 
(made available for Android 4.0 or higher; see also Stachl 
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et  al. 2017). The participants completed 60 surveys in 
30 days. The timing of the surveys was pseudo-randomized 
and unpredictable for the participants. The participants were 
instructed that, on average, they will receive 2 (0–4) surveys 
per day, and that the surveys will only be scheduled between 
10 am and 8 pm. A status screen, accessible via the naviga-
tion drawer, informed the participants how many surveys 
they already completed, and how many surveys they will 
receive this day. Participants who completed less than 33% 
of the ESM surveys (20 out of 60), were excluded from the 
analysis. The participants who were excluded due to this 
criterion (n = 14) did not differ in their level of autistic traits 
(compound score) from the final sample, t(14.35) = − 0.85, 
p = .411, g = − 0.26,  CI95% = [− 0.8, 0.28].

The current ESM measure was closely adapted from a 
study by Bryant et al. (2013). All 60 surveys were iden-
tical and consisted of five multiple-choice questions in a 
fixed sequence. The first question referred to the type of 
thought: “What were you thinking of just before the beep?” 
(response options: mental state/action/miscellaneous/I can-
not tell exactly right now). The second question asked about 
the direction of the thought: “Who was involved in this 
thought?” (response options: I/someone else/I and some-
one else/miscellaneous/I cannot tell exactly right now). The 
third question addressed the time reference of the thought: 
“What was the timeline of the thought?” (response options: 
past/present/future/none of these options). The fourth ques-
tion referred to the participant’s mood while thinking this 
thought: “How did you feel while having this thought?” 
(response options: pleasant/neutral/unpleasant/I cannot tell 
exactly right now). The fifth question asked whether partici-
pants were interacting while having the thought: “Were you 
engaged with others while having this thought?” (response 
options: yes/no).

The ESM surveys popped up as visual notifications on 
the lock screen, accompanied by a beep and a haptic feed-
back (vibration). To answer the survey, participants had to 
touch the notification. Once opened, they had 10 min to fill 
the survey, after that the notification disappeared and the 
survey was counted as missed. Participants were instructed 
to answer as many surveys as promptly as possible, without 
putting themselves in danger by doing so (e.g., if they were 
currently driving). At the beginning of the study, the par-
ticipants completed a standardized instruction and training, 
implemented in the PhoneStudy app (for details see mate-
rial at OSF). In a standardized step-by-step procedure, the 
application instructed the participants on how to adequately 
respond to the ESM prompts. For example, for the first ques-
tion on the type of thought, it was crucial to explain the 
meaning of the terms mental state and action. The partici-
pants were instructed that mental states only exist in their 
own or another person’s head. Examples for mental states are 
opinions, beliefs, desires, or feelings. An action was defined 

as something that they or others are doing. All definitions 
were accompanied by examples (e.g., I think Sarah is still 
at work, I will brush my teeth before I go to bed). The other 
questions were explained accordingly (see OSF for details). 
A potential disadvantage of fixed response categories as 
compared to free text responses could be a wrong or impre-
cise categorization of the thought of interest. Yet, comparing 
both response formats, Bryant et al. (2013) found the same 
pattern of results. Based on cost-effectiveness considerations 
and the difficulty to unambiguously categorize free text, we 
decided to use multiple-choice responses.

Following the instruction, the participants completed a 
training session (referred to as “quiz” in the app). It con-
sisted of 36 example thoughts that had to be categorized cor-
rectly (4 question types × 9 example thoughts). For example, 
the thought “I want to eat chocolate although I shouldn’t” 
had to be categorized correctly as mental state that refers 
to the participant him- or herself and to the present. For the 
question addressing the participant’s mood, any option was 
counted as correct. The training session was only passed if 
all questions were answered correctly. Incorrectly answered 
questions were repeated until the correct response was pro-
vided. Throughout the whole test period, the instruction and 
the training were available via the navigation drawer.

At the end of the study, participants provided feedback 
about the ESM methodology in a short debriefing question-
naire. In the current sample, 17% rated the ESM procedure 
as pleasant, 73% as neither pleasant nor unpleasant, and 
10% as unpleasant. The debriefing questionnaire showed 
that participants were sufficiently able to identify a respec-
tive thought (7% always, 73% most of time, and 20% half 
of the time). Note that the participants were instructed to 
select the option “I cannot tell exactly right now” in situa-
tions in which they were not able to unambiguously identify 
a respective thought.

Social Interaction Via Smartphone

Smartphone usage behavior was automatically recorded via 
the PhoneStudy Android mobile sensing application (Stachl 
et al. 2017). The app uses background services to monitor 
a wide range of smartphone usage behavior, such as app 
usage, communication (calls, SMSs), mobility assessed 
via geolocation, listened music tracks, Bluetooth/Wifi con-
nections, battery-charging events, and boot events. For the 
planned analyses of the current study, we focussed on the 
following variables as indicators of social interaction via 
smartphone: number and duration of incoming and outgoing 
calls, number and total length of received and sent SMSs, 
and number and duration of events in which participants 
used apps for social interaction (e.g., WhatsApp, Facebook, 
Twitter, etc.). Further, the number of contacts at the end of 
the logging period was recorded as an indicator of social 
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network size. The PhoneStudy app neither tracks the content 
of written text nor does it record spoken words. Contacts 
are hashed. In a first anonymization step, we assured that 
personal information and logged data were never jointly 
stored. After the second anonymization step, neither the 
experimenters nor the participants were able to link per-
sonal information to a data set. Because the collected raw 
data is still sensitive (e.g., via geolocation in combination 
with the usage of certain apps), the possibility that a person 
could be identified cannot be excluded. Therefore, we saved 
this data inaccessible to the public, adhering to data storage 
guidelines of the local university.

The smartphone usage events were logged as a list of 
timestamp-sorted actions. Each event was a row that 
contained information about the time of the event (e.g., 
“1488966198449”), geolocation (e.g., “48.156024, 
11.582928″), application name (e.g., “WhatsApp”), and 
package name (e.g., “com.whatsapp”). The service assessed 
the currently running app every 2 s, creating a log entry if 
it had changed. Devices operating on newer versions of the 
Android operating system supported reading the app usage 
history directly. On capable devices, our app thus automati-
cally switched to this method, retrieving the latest history 
every 15 min. The participants were instructed to regularly 
transfer the collected data to our server, using SSL encryp-
tion. Additionally, the final database was automatically 
transferred to the server once the logging period ended.

In a first processing step, we filtered out events that did 
not reflect usage behavior. These events were produced by 
apps that run in the background and are not voluntarily con-
trolled by the participant (e.g., the launch and functioning of 
a manufacturer-specific keyboard). Those background apps 
vary between manufacturer types and Android versions. A 
list of all filtered background apps that were at work in the 
current sample can be found at the OSF. Subsequently, we 
identified and categorized usage events of apps for social 
interaction. Due to the multitude of relevant apps and 
because some apps could not be unambiguously categorized 
whether they are used for social interaction or not, we had to 
individually decide in which category an app fitted best. A 
source for these decisions were descriptions of the applica-
tions’ purpose that are available at the Google Play Store.

For our analyses, we formed two categories which served 
as dependent variables (a list of apps per category can be 
found at the OSF). The first category, termed communica-
tion, subsumed events of apps with the main purpose to com-
municate with others verbally or via text messages. These 
events were generated by pre-installed apps for phone calls 
and messaging, as well as by apps from other providers (e.g., 
WhatsApp, Signal, or Skype). For this analysis, we made 
no distinction between verbal communication and text mes-
saging, because many of these apps offer both communica-
tion forms and this could not be differentiated in the logged 

event. We did not consider e-mail apps for this category. 
First, because a substantial amount of e-mail traffic is related 
to contacting companies or agencies (e.g., for online shop-
ping). Second, because the amount of work-related e-mails, 
a rather involuntary form of communication, could not be 
identified for filtering them out.

The second category, termed social media usage, grouped 
events of apps that connected the participants to the social 
world without the need to directly communicate. Although 
messaging can be a feature of these apps, the main reason 
to use these apps is not communication. Apps for classi-
cal social networks such as Facebook or Instagram are in 
this category. An important reason to use such an app is to 
address one’s need to belong and/or one’s need to self-repre-
sent (Nadkarni and Hofmann 2012). Further, browsing one’s 
timeline can merely be used to gather news on individually-
relevant topics. Another type of apps in this category is used 
to coordinate group tasks (e.g., shared calendars, apps that 
help to share costs between several people, or apps that can 
be used to manage a sports team). Dating apps were also 
included in this category. Although communication takes 
place in dating apps, their main purpose is to look at other 
people’s profiles in order to find a matching person.

In the next processing step, the total number of events 
per app and category was calculated. Further, the total usage 
duration of apps of the two categories was calculated. This 
was done by computing the difference between the times-
tamp of an event of interest (e.g., the first occurence of a 
“WhatsApp” usage event) and the timestamp of the next 
event generated by the usage of a different app or opera-
tion (e.g., turning the screen off). Ten participants had to 
be excluded because usage data was missing for more than 
3 days of their logging period. For nine participants, logging 
data was missing for less than 3 days. For these participants, 
we interpolated the number and duration of usage per app 
(via the rule of three, in total 0.17% of the data) to match 
the logging period of exactly 30 days. This criterion was set 
during data preprocessing, prior to data analysis.

Due to a logging issue, a systematic error was introduced 
to the number and duration of app usage events. In some 
situations, it was not logged when a participant turned off 
her screen, which led to implausibly long app usage events. 
For example, if a participant used Whatsapp before she 
went to bed and the event of turning off the screen was not 
logged, the whole time until the next event in the morning 
(e.g., alarm clock) was incorrectly counted as duration of 
WhatsApp usage. As the occurence of this logging error was 
related to the amount our participants used their smartphone, 
a simple exclusion of these events would have biased our 
data set. To solve this issue, we identified these events in 
the raw data and replaced them with the participant’s mean 
usage duration of this app. The number of logging error 
events was added to the recorded total number of usage 
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events per app. Thus, the total number of app usage events 
could be accurately reconstructed. For the total duration of 
communication events, 9.07% of the data was interpolated. 
For the variable total duration of social media usage, 2.33% 
of the data was interpolated. Aggregated data before and 
after this correction is available at the OSF.

All data processing and analyses were performed with 
statistical software R 3.5.0 (R Core Team 2018). A full list 
of employed packages can be found at OSF.

Procedure

The study was comprised of three parts. First, participants 
were invited to a pre-sampling lab appointment (based on 
the participant’s schedule, those were individual or group 
sessions). In the morning of the same day, they received 
instructions via mail on how to install the app. At the begin-
ning of the lab appointment, the experimenter made sure that 
everyone had successfully installed the app and provided 
help if necessary. Subsequently, participants completed the 
standardized ESM instruction and training. The experiment-
ers answered any upcoming questions. After that, the par-
ticipants completed the verbal intelligence questionnaire and 
the BFSI on a PC. Note that half of the participants filled 
the BFSI at the post-sampling lab appointment. Further, all 
participants additionally completed the BFSI on their smart-
phone either at the beginning or at the end of the 30 days. 
This data was used for an independent study: https ://osf.io/
h9pdb . The ESM period started one day after the first lab 
appointment. During the following 30 days, which consti-
tuted the second part of the study, the participants received 

the 60 ESM surveys. During the same time, their smart-
phone usage behavior was recorded. For the third part, the 
participants were invited to a post-sampling lab appoint-
ment, in which they filled the autistic trait questionnaires, 
the social interaction anxiety and SPS questionnaires on a 
PC. Additionally, they completed the debriefing protocol (a 
paper-and-pencil version). Finally, they received their reim-
bursement, based on the amount of filled ESM surveys.

Results

All confirmatory partial correlations on the relationship 
between the level of autistic traits and the other measures 
of interest (ESM surveys and smartphone usage behavior) 
were corrected for multiple comparisons using the Holm-
Bonferroni adjustment. For all computed t tests, Hedges g 
was used as a measure of effect size.

Autistic Traits, Control Measures and Debriefing

Table 1 provides descriptive statistics and reliability analysis 
parameters for the questionnaire results. In short, the means 
and standard deviations of the current sample are highly 
comparable to those reported for the general population in 
previous literature. A more detailed description of the distri-
bution of the autistic traits questionnaire results is provided 
in the Supplemental Material (Fig. S1). Further, the Supple-
mental Material provides a correlation matrix of the ques-
tionnaire results (Fig. S2). The pattern of correlations speaks 
for the construct validity of the employed measures. In the 
debriefing questionnaire, the participants indicated that they 

Table 1  Descriptive statistics of 
questionnaire results

The last two columns provide results of the reliability analyses of the personality trait questionnaires
BFSI values reflect person parameters of the PCM (Masters 1982)
AQ Autism-Spectrum Quotient, EQ Empathy Quotient, BAP Broader Autism Phenotype, SPS Social Pho-
bia Scale, SIAS Social Interaction Anxiety Scale, Verbal IQ refers to the MWT-B, a German multiple 
choice vocabulary test, BFSI Big Five Structure Inventory, O openness to experience, C conscientiousness, 
E extraversion, A agreeableness, N emotional stability/absence of neuroticism

M SD Range Skew Kurtosis Cronbach’s 
alpha

CI Cronbach’s alpha

AQ 16.27 5.93 28.00 0.52 − 0.44 0.80 [0.77, 0.84]
EQ 40.68 10.99 60.00 −  0.04 − 0.32 0.79 [0.76, 0.83]
BAP 2.74 0.57 3.08 0.35 − 0.35 0.90 [0.88, 0.92]
SPS 15.27 12.63 67.00 1.27 1.39 0.92 [0.91, 0.94]
SIAS 23.18 14.01 72.00 0.70 − 0.07 0.92 [0.91, 0.94]
Verbal IQ 106.97 10.26 54.00 0.81 0.02
BFSI: O − 0.07 0.71 4.20 0.13 0.14 0.94 [0.93, 0.95]
BFSI: C − 0.13 0.69 4.07 − 0.07 0.18 0.95 [0.95, 0.96]
BFSI: E − 0.15 0.68 3.89 0.10 − 0.09 0.96 [0.96, 0.97]
BFSI: A − 0.04 0.72 3.97 0.41 0.54 0.94 [0.92, 0.95]
BFSI: N − 0.07 0.79 4.61 0.35 0.37 0.94 [0.93, 0.95]
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usually interact with others for about 7.05 h per day (face-to-
face and via technical devices; SD = 3.41 h, range 1–16 h). 
Further, 68% of the participants indicated that their daily 
routine during the sampling period was typical (“as usual”), 
18% stated their daily routine was untypical (“I did things I 
usually don’t do”), and 14% could not decide whether their 
daily routine was typical or untypical. In total, 60% of the 
participants reported that the study had no influence on their 
smartphone usage behavior. Of the 40% who indicated an 
influence, 7% stated that they used their smartphone more 
often, 2% said they were more aware of their usage behavior. 
16% looked more often on the phone, 7% took the phone 
more often with them, and only 1% stated that the study had 
some influence on their actual smartphone usage behavior 
(the remaining 7% provided no information on the nature of 
the specific influence).

Experience Sampling

The ESM survey analysis is based on a sample of 220 par-
ticipants. Descriptive statistics of the questionnaire results of 
this subsample can be found in the Supplemental Material.

Confirmatory Analyses

We replicated the finding by Bryant et  al. (2013) that 
participants think more about actions (Maction = 0.56, 
SDaction = 0.18) than about mental states (Mmental = 0.28, 
SDmental = 0.18) in their everyday life, t(219) = − 12.92, 
p < .001, g = − 0.87,  CI95% = [− 1.07, −0.67].

Further, we investigated whether the frequency of 
thoughts about mental states and actions was context-
dependent. To this end, we calculated thought types (men-
tal state, action, miscalleneous) relative to the context in 
which they occurred (interaction and alone) and performed a 
2 × 2 repeated measures analysis of variance (ANOVA) with 
the within-participants factors thought type (mental state 
vs. action) and context (interaction vs. alone). See Fig. 1 
for boxplots. Mirroring the finding of the t test reported 
above, we found a significant main effect of thought type, 
F(1,219) = 171.57, MSE = 0.11, p < .001, �̂�2

G
= .349 . Due to 

the way frequency scores were calculated for this analysis 
(thought type relative to context), no main effect of con-
text was observed, F(1,219) = 1.41, MSE = 0.00, p = .236, 
�̂�2
G
= .000 . Crucially, we found a significant interac-

tion between thought type and context, F(1,219) = 14.90, 
MSE = 0.03, p < .001, �̂�2

G
= .011 . Bonferroni-corrected post 

hoc t tests showed significant differences between all condi-
tions. Action thoughts occured more frequently when the 
participants were interacting (M = 0.59, SD = 0.22) than 
when they were alone (M = 0.54, SD = 0.19), t(219) = 3.75, 
p = .001, g = 0.25,  CI95% = [0.06, 0.44]. Conversely, mental 
state thoughts occured more often when the participants were 
alone (M = 0.29, SD = 0.19) than when they were interacting 
(M = 0.26, SD = 0.20), t(219) = − 3.39, p = .005, g = -0.23, 
 CI95% = [− 0.42, − 0.04]. Further, the post hoc t tests showed 
that participants more frequently thought about actions than 
mental states when they were interacting t(219) = − 12.87, 
p < .001, g = − 0.87,  CI95% = [− 1.06, − 0.67]. In parallel, 
when alone, participants also thought more frequently about 

Fig. 1  Mean frequency of 
thought type. This figure 
illustrates the mean frequency 
of thoughts about actions and 
mental states in percent
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actions than about mental states t(219) = − 10.58, p < .001, 
g = − 0.71,  CI95% = [− 0.91, − 0.52].

Additionally, we addressed the question whether the par-
ticipants’ mental state thoughts referred more frequently 
to the past, present, or future in a one-way repeated meas-
ures ANOVA with the within-factor timeline (past, pre-
sent, future). The respective boxplots are shown in Fig. 2a. 
This analysis revealed a significant difference between 
the times to which the participants’ thoughts referred, 
F(1.65, 360.54) = 241.10 , MSE = 0.07, p < .001, �̂�2

G
= .507 . 

Bonferroni-corrected post hoc t tests showed that the par-
ticipants’ mental state thoughts referred more frequently 
to the present (M = 0.59, SD = 0.25) than to the past 
(M = 0.12, SD = 0.15), t(219) = − 20.32, p = .030, g = − 1.37, 
 CI95% = [− 1.58, − 1.16] and the future (M = 0.20, SD = 0.20), 
t(219) = 14.45, p < .001, g = 0.97,  CI95% = [0.77, 1.17]. Fur-
ther, their mental state thoughts more often referred to the 
future than to the past t(219) = 14.45, p < .001, g = 0.97, 
 CI95% = [0.77, 1.17].

We also analyzed whether the participants’ mental state 
thoughts more frequently referred to themselves, others, or 
themeselves and others. Boxplots can be found in Fig. 2b. 
A one-way repeated measures ANOVA with the factor 
direction (self, other, self and other) yielded a significant 
difference between the directions of mental state thoughts, 
F(1.9, 416.76) = 22.46 , MSE = 0.08 , p < .001, �̂�2

G
= .088 . 

Bonferroni corrected post hoc t tests indicated that men-
tal state thoughts referred more frequently to oneself 

(M = 0.40, SD = 0.27) than to others (M = 0.26, SD = 0.22), 
t(219) = 4.76 , p < .001, g = 0.32,  CI95% = [0.13, 0.51], and 
to oneself and others (M = 0.23, SD = 0.21), t(219) = 6.14 , 
p < .001, g = 0.41,  CI95% = [0.22, 0.6]. There was no differ-
ence in the frequency of mental state thoughts referring to 
others versus oneself and others, t(219) = 1.32 , p = .566 , 
g = 0.09,  CI95% = [− 0.1, 0.28].

Finally, we investigated whether our data would indi-
cate an association of the level of autistic traits with 
the reported amount of mental state thoughts. The cor-
responding partial correlation was controlled for verbal 
IQ (MWT-B), SPS, social anxiety (SIAS), and Big Five 
personality dimensions (BFSI). We found no significant 
relation between the level of autistic traits and the amount 
of mental state thoughts in this analysis, r = 0.02, p > .999, 
 CI95% = [− 0.12, 0.15], (puncorrected = .786).

To analyze the relationship between autistic traits and 
the emotional valence while cognitively engaging with 
the social world, we computed the mean valence of all 
thoughts that were (1) categorized as mental state or action 
and (2) that were directed to others (i.e. the categories 
“other” and “self and other”). The logged valence was 
coded as − 1 (negative), 0 (neutral), or 1 (positive). The 
partial correlation between the level of autistic traits and 
the valence of thoughts that addressed the social world 
(M = 0.21, SD = 0.28; controlling for the same variables as 
above) revealed no significant relationship between these 
two variables, r = 0.01, p = > .999,  CI95% = [− 0.12, 0.14], 
(puncorrected = .884).

Fig. 2  a Mean percentage of the 
timeline of the thought. b Mean 
percentage of the direction of 
mental state thoughts
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Exploratory Analyses

It was previously described that people with autism use more 
conscious and explicit routes to reason about others’ mental 
states in contrast to the comparably effortless mentalizing 
of people without autism (Hill and Frith 2003). This leads 
to the assumption that especially during social interaction, a 
situation which is challenging for many people with autism, 
they should be explicitly reasoning about mental states (cf., 
Begeer et al. 2010). Thus, people with autism might be more 
aware of their mental state reasoning and might use such an 
explicit form of mentalizing more frequently than people 
without autism. With our data, we can indirectly test this 
assumption by investigating whether higher autistic traits 
are associated with an increased frequency of mental state 
thoughts when our participants were interacting with others. 
However, we found no evidence for such a relationship in a 
partial correlation between the level of autistic traits and the 
amount of mental state thoughts during social interaction, 
while controlling for the influence of verbal IQ (MWT-B), 
SPS, social anxiety (SIAS), and Big Five personality dimen-
sions (BFSI), r = − 0.01, p = .937,  CI95 % [− 0.14, 0.13]. Note 
that the p value of this exploratory analysis is uncorrected 
and should not be interpreted.

Social Interaction Via Smartphone

The analysis of social interaction via smartphone is based 
on a subsample of 223 participants. Descriptive statistics 
of the questionnaire results of this subsample are provided 
in the Supplemental Material. Table 2 gives an overview 
of the descriptive statistics of the logged smartphone usage 
behavior that served as measures of interest. On average, 
the participants used communication apps for 24 h in the 
30-day-long logging period (SD = 17 h). This corresponds 
to a mean of 48 min per day (SD = 34 min). Social media 
apps were used, on average, for 15 h in the sampling period 
(SD = 14 h). This equals a mean social media duration of 
29 min per day (SD = 28 min). On average, our participants 
had 189 contacts saved on their smartphone (SD = 138 

contacts). These app usage rates reflect the previously 
reported so-called application micro-usage behavior (Fer-
reira et al. 2014). Our participants spent, on average, 48 s 
at a time using an app from the communication category 
(SD = 26 s). The average usage duration of apps from the 
social media category was 91 s at a time (SD = 74 s).

Confirmatory Analyses

All partial correlations were again controlled for verbal IQ 
(MWT-B), SPS, social anxiety (SIAS), and Big Five per-
sonality dimensions (BFSI). Scatterplots displaying the 
relationship between the level of autistic traits and the the 
amount of communication via smartphone can be found in 
Fig. 3. A main aim of our study was to test whether the 
participants’ level of autistic traits was associated with their 
amount of communication via smartphone. After correct-
ing for multiple comparisons, we found a significant nega-
tive correlation between the level of autistic traits and the 
total number of communication events, r = − 0.18, p = .048, 
 CI95% = [− 0.31, − 0.05], (puncorrected = .007). The nega-
tive correlation between the level of autistic traits and the 
total duration of communication events was not significant 
after the Holm-Bonferroni adjustment, r = − 0.16, p = .111, 
 CI95% = [− 0.29, − 0.03], (puncorrected = .019).

We found no significant correlation between the level of 
autistic traits and exposure to the social world, operational-
ized via the total number of social media events, r = − 0.04, 
p > .999,  CI95% = [− 0.18, 0.09], (puncorrected = .516). Also 
the correlation between the level of autistic traits and 
the total duration of social media events was not sig-
nificant, r = − 0.05, p > .999,  CI95% = [− 0.18, 0.09], 
(puncorrected = .483).

There was also no significant correlation between the 
level of autistic traits and the number of contacts saved 
on the participants’ smartphones, r = -0.04, p > .999, 
 CI95% = [− 0.17, 0.10], (puncorrected = .583).

Exploratory Analyses

We ran a regression analysis to further explore the signifi-
cant correlation between the level of autistic traits and the 
number of communication events. We were interested in the 
specific influence of the level of autistic traits on commu-
nication via smartphone. Previous literature suggested that 
social anxiety, SPS, and autistic traits are strongly related, 
but constitute still distinct phenomena (Kleberg et al. 2017; 
Liew et al. 2015), To better assess the differential contribu-
tions of each domain, we introduced social anxiety as well 
as the interaction between social anxiety and autistic traits 
as additional predictors into the model. The dimension extra-
version from the Big Five personality inventory was added 
as a control variable.

Table 2  Descriptive statistics of smartphone usage behavior

The total number of events and the total sum of event durations in 
the 30-day-long logging period is shown. The number of contacts was 
recorded at the end of the sampling period

M SD Range

Total number of communication events 1981 1470 8609
Total duration of communication events (in h) 24.08 17.16 94.72
Total number of social media events 641 770 5276
Total duration of social media events (in h) 14.7 14.18 71.23
Number of contacts 189 138 1039
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For the confirmatory analyses, we used the level of autis-
tic traits, a compound score of the participants’ AQ, EQ, 
and BAP scores. However, a reliability analysis of these 
three z-transformed scores revealed that EQ scores were 
not a good predictor of AQ and BAP scores, implying that 
the EQ measured a different construct than the AQ and the 
BAP. With the EQ included, Cronbach’s α was 0.78. When 
the EQ was left out, Cronbach’s α increased to 0.86 (when 
the AQ was dropped, Cronbach’s α was 0.61, when the BAP 
was dropped, Cronbach’s α was 0.59). Further, also the EQ’s 
discriminatory power was the lowest of the three measures 
(rEQ = 0.46, rAQ = 0.69, rBAP = 0.71). Based on these results, 
we excluded the EQ from this exploratory analysis and built 
a compound score only from z-transformed AQ and BAP 
scores to get a better estimate of the level of autistic traits.

A reliability analysis of the employed measures for 
social anxiety and social phobia (SPS and SIAS) revealed a 
Cronbach’s α of 0.87 and a sufficient discriminatory power, 
r = 0.77. This fits well with the conceptualization of the 
SIAS and SPS as complementary measures of the same 
underlying construct (Mattick and Clarke 1998). Thus, for 
this exploratory analysis, both measures were combined into 
one score of social anxiety.

The distributions of the independent variables indicated 
that a negative binomial regression model is appropriate. 
Figure 4 illustrates the model and provides the percent ratio 
of the Incident Rate Ratio [− 100 × (1 − Exp(b)]. The level 
of autistic traits significantly predicted the total number of 
communication events, b = − 0.21, SE = 0.07, Z = − 2.88, 
p = .004. Holding the other predictors constant, an increase 

Fig. 3  Scatterplots showing the 
relationship between level of 
autistic traits and communica-
tion via smartphone. Corre-
lation coefficients are from 
the partial correlation of the 
measures of interest, controlled 
for verbal IQ (MWT-B), social 
phobia (SPS), social anxiety 
(SIAS), and Big Five personal-
ity dimensions (BFSI). p < .05*  
after correcting for multiple 
comparisons

Fig. 4  Schematic illustration of the exploratory negative binomial 
regression of smartphone usage data. The values show the percent 
ratio of the Incident Rate Ratio [− 100 × (1 − Exp(b)]. Positive values 
indicate a positive, negative values a negative predictive relationship 
between the independent variables and the total number of communi-
cation events (p < .001***, p< .01**). Note that the p values of this 
exploratory analysis are not corrected for multiple comparisons and 
the predictive relations should not be generalized without further 
cross-validation
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of the level of autistic traits by one standard deviation was 
associated with a decrease by 19% of communication via 
smartphone, operationalized via the total number of commu-
nication events. In contrast, social anxiety showed a signifi-
cant positive relation to the total number of communication 
events, b = 0.27, SE = 0.07, Z = 3.71, p = < .001. Keeping all 
other predictors constant, an increase of social anxiety in 
our aggregated score by one standard deviation was associ-
ated with a 31% increase of communication via smartphone. 
The interaction between the level of autistic traits and social 
anxiety did not significantly predict the communication via 
smartphone, b = − 0.01, SE = 0.05, Z = − 0.24, p = .807. Ana-
loguous to social anxiety, the control variable extraversion 
was significantly positively related to the communication 
via smartphone, b = 0.22, SE = 0.08, Z = 2.64, p = .008. An 
increase of extraversion by one standard deviation led to a 
24% increase of the communication via smartphone, when 
keeping the other predictors constant. It is important to note 
that due to the exploratory nature of this analysis, the found 
associations should not be readily generalized without fur-
ther cross-validation in a new sample.

Discussion

We investigated the nature of mentalizing and the links 
between autistic traits, mentalizing, and social interaction 
in everyday life. Corresponding to Bryant et al. (2013) find-
ings, adults thought twice as much about actions than about 
mental states. Further, we found a similar context-specific 
variation. Our participants reported more thoughts about 
actions when they were interacting with others as compared 
to when they were alone and vice versa. Based on the idea 
that this form of mentalizing is effortful and resource-con-
suming and that our (neuro-)cognitive system works cost-
efficiently (Bullmore and Sporns 2012; Fiebich and Colt-
heart 2015), we argue that overall, mental state thoughts 
occur less frequently than action thoughts because process-
ing of mental states is cognitively costly. Rather, they occur 
preferably when we are alone, a situation in which cognitive 
resources are not occupied by the multitude of social infor-
mation that has to be processed during interaction.

In our sample, mentalizing in everyday life was mainly 
used to process current mental states and only to a minor 
fraction dealt with past and future mental states. Further, 
paralleling Bryant et al. (2013), we found that most mental 
state thoughts revolved around one’s own mental state. Yet, 
next to self- and other-directed thoughts, we introduced a 
third category to classify thoughts that referred to oneself 
and others because sometimes this cannot be disentangled. 
Our findings suggest that Bryant et al. underestimated the 
amount of thoughts that—at least partially—refer to others. 

Our results show that about half of the mental state thoughts 
in our sample were directed to others or others and oneself.

In contrast to what can be postulated based on previ-
ous literature (cf., Frith et al. 1994), autistic traits were not 
related to a reduced use of mentalizing. Moreover, we found 
no relationship between autistic traits and the valence of 
thoughts that addressed the social world.

As hypothesized, autistic traits were negatively correlated 
with communication via phone calls or text messages. The 
exploratory regression analysis points to additional details 
on the nature of this relationship. An increase of autistic 
traits was associated with a decrease in communication via 
smartphone. Interestingly, there was no interaction between 
autistic traits and social anxiety, and social anxiety had a 
reverse effect on the amount of communication. This adds 
to evidence that both phenomena are overlapping but, yet, 
distinct (Kleberg et al. 2017; Liew et al. 2015).

Further, it allows for speculating about a potential com-
pensatory use of computer-mediated communication for 
people with increased levels of autistic traits and social 
anxiety. A recent meta-analysis showed that social anxiety 
is positively correlated with comfort during computer-medi-
ated interaction (Prizant-Passal et al. 2016). Additionally, 
research with adolescents suggests that communicating via 
technical devices may help to compensate for weak social 
skills when making contact with new people (Bonetti et al. 
2010) and may support interaction with peers (Desjarlais 
and Willoughby 2010). For autism, empirical evidence on 
the use of computer-mediated communication is relatively 
sparse. Interviewing adults with autism, Burke et al. (2010) 
found that computer-mediated communication could help to 
reduce stress associated with interactions because, in con-
trast to real-life interactions, there is, e.g., no need to decode 
nonverbal signals and conversations are more pre-defined. 
However, the autistic adults also reported that they find it 
challenging to maintain relationships online due to trust 
issues or insecurity in the usage of social rules.

In sum, it seems that while for people with increased 
social anxiety communication via smartphone could serve 
a compensatory purpose, this may be different in the case 
of people with elevated autistic traits. Further research is 
necessary to follow up on this result. Van Schalkwyk et al. 
(2017) recently presented a short questionnaire that could 
help in the endeavor to systematically assess the role com-
puter-mediated communication plays in the lives of autistic 
people.

Autistic traits were not associated with the amount of 
social media usage, a more indirect way of getting in touch 
with the social world. We also found no relation between 
autistic traits and social network size (Kreider et al. 2016). 
This suggests an interesting dissociation between differ-
ent ways of engaging with the social world. The reduced 
communication could be related to difficulties with fast and 
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flexible social information processing, required for recip-
rocal social interactions. Unlike communication via smart-
phone, social media usage can be entirely passive and fol-
lows clear rules (e.g., liking, retweeting, …). Thus, it may 
be less challenging for people with difficulties in reciprocal 
interaction (cf., van Schalkwyk et al. 2017).

We argue that the lacking relationship between autis-
tic traits and (1) the valence of thoughts that addressed 
the social world and (2) the amount of social media usage 
speaks against claims that can be derived from the social 
motivation theory. This theory holds that reduced joy in 
social situations, fewer friendships, or a reduced preference 
for collaborative activities results from a lack of interest in 
the social world because autistic individuals find social inter-
actions little rewarding (Chevallier et al. 2012; Kohls et al. 
2012; Shultz et al. 2015).

The empirical basis of this theory comes largely from lab-
based experimental research (e.g., Chawarska et al. 2013; 
Clements et al. 2018). Notably, a rare example from out-
side the lab is also presented by Chevallier and colleagues 
(Chevallier et al. 2012). In their study, employing a question-
naire, adolescents with autism reported a reduced enjoyment 
of social situations. Further, the amount of reported pleasure 
in social interactions correlated with autism symptom sever-
ity. Yet, the authors did not ask the participants why they 
experienced little enjoyment during interaction.

One answer and a critical alternative explanation of such 
findings is that social interaction is not less rewarding or 
joyful in autism, but that it is more difficult and stressful 
for many autistic people, which often results in social with-
drawal, fewer friendships, and reduced relationship quality. 
However, the source is not a lacking motivation of the autis-
tic individual. A fast-growing body of evidence highlights 
the role non-autistic people play in successful social interac-
tion (Morrison et al. 2019; Sasson et al. 2017). This suggests 
that, rather than attributing social interaction problems only 
to deficits within the autistic individual, we should focus on 
the mismatch between interaction partners to explain social 
impairments (Bolis et al. 2017).

Our finding that direct communication, but neither the 
self-reported emotional valence when cognitively engaging 
with others, nor the general tendency to get in touch with 
the social world, were associated with the level of autistic 
traits is in line with this point of view. Yet, it is important to 
stress the caveat that this interpretation rests on the assump-
tion that due to their qualitative similarity, autistic traits in 
the general population can be employed to study clinically 
relevant autism symptomatology (Landry and Chouinard 
2016). However, the conclusions based on the examination 
of autistic traits in the general population cannot be read-
ily generalized to autism. For example, previous work sug-
gests that the AQ taps the same latent traits in people with 
and without autism, but that the same test scores do not 

necessarily reflect the same level of autistic traits (Murray 
et al. 2014). A next step would be to run the current study in 
a sample of people with an autism diagnosis.

Limitations

Some methodological factors should be considered in the 
evaluation of our findings. Compared to experimentally 
testing cognition in the lab, experience sampling introduces 
a considerable measurement error. It cannot be definitely 
determined to what extend the participants accurately clas-
sified their thoughts. In particular, the type of thought cat-
egorization inevitably left room for ambiguity. For example, 
it could have been difficult for the participants to distinguish 
between thoughts like “I will eat a cookie” (which should 
be categorized as an action) and “I want to eat a cookie” 
(which should be categorized as a mental state). To address 
this issue, we explicitly used thoughts like these to train 
participants to differentiate between mental state and action 
thoughts in the instruction and the subsequent quiz. Further, 
participants always had the possibility to use the response 
option “I cannot tell exactly right now” if they were not able 
to clearly categorize their thought. This option helped us to 
reduce potential noise in the data due to unclearly or ambig-
uously categorized thoughts in our categories of interest.

Further, interaction via smartphone constitutes only a 
part of our social life. Our conclusions cannot be directly 
expanded to other forms of interaction. However, from an 
experimental psychologist’s point of view, given the diffi-
culty to study cognition and behavior outside the lab, even 
with these limitations both measures can be considered 
being relatively valid means to capture these phenomena.

Due to a logging issue, we lost data for two of our four 
measures of social interaction via smartphone. The number 
of communication and social media events could be entirely 
reconstructed. Yet, we had to impute 9.07% of the communi-
cation event durations and 2.33% of the social media event 
durations, which adds a level of uncertainty to these two 
measures. However, it is important to note that the results of 
these two measures mirror the results of the respective usage 
event count data. Thus, we are confident to conclude that, if 
we introduced a bias to the data set with this interpolation, 
its effect is neglectable.

The categorization of smartphone apps was a source of 
ambiguity in this study. Deciding whether an app belonged 
to the communication or the social media category was dif-
ficult in some cases. We therefore specified clear and justi-
fied criteria (detailed in the Methods section; a complete list 
of all apps per category can be found at OSF). We always 
judged from the app’s main usage purpose. For example, 
we categorized dating apps as social media, although the 
inbuilt messaging function is an important part of these 
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apps. Nonetheless, these apps are mainly used to find dates. 
A consequence of the application of this coding scheme is 
that some of our social media events include direct com-
munication. Yet, if this would have substantially affected 
our data, we would have observed also a significant negative 
correlation between social media usage and autistic traits, 
just as it was the case with communication events. In turn, 
this strengthens the finding of the significant negative rela-
tionship between direct communication and autistic traits, a 
key finding of our study.

Conclusion

Our data provide evidence that thinking about others and 
our own actions and mental states makes up most of our 
conscious cognitive processing. We were able to show that 
elevated autistic traits are associated with reduced computer-
mediated communication, potentially because reciprocal 
direct interaction is difficult for people with high autistic 
traits. Yet, autistic traits were unrelated to the general ten-
dency to get in touch with the social world and with the 
social network size, indirectly supporting findings that peo-
ple with autism seek social participation via technology 
(Mazurek 2013).
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CHAPTER 13
Concluding Remarks and Outlook

In summary, the research conducted in this thesis has yielded noteworthy advancements in the
field of machine learning, specifically in the context of predicting psychological attributes th-
rough smartphone data. Essential learning tasks have been successfully implemented in Chapter
5, primarily focusing on the development of multilabel classification algorithms designed for bi-
nary target variables. A natural next step is to explore multivariate regression and multi-output
prediction by incorporating these algorithms into the newer R-package mlr3. Additionally, ap-
plying these algorithms to predict personality traits and other attributes such as gender, or age
simultaneously could offer an exciting path for further investigation.

In Chapter 4 the methods required pre-defined groups of features while data driven techniques
of finding groups were not explored deeper. Future research could focus on developing inno-
vative methods that integrate domain expertise with data-driven insights, potentially leading to
more effective feature grouping strategies Furthermore, the methods introduced here, currently
lack a packaged format, such as an R-package, for easy accessibility. Consideration can be given
to integrating these methods into established packages like mlr3 or iml. Such an implemen-
tation would provide other researchers and practitioners with straightforward access to these
techniques.

In Chapter 8 personality traits could reliably be predicted from smartphone data. The predictive
performance, as measured by the Pearson correlation coefficient, is in line with previous work
such as Kosinski et al. (2013) for many personality factors. However, it should be noted that the
factor Agreeableness could not be reliably predicted. This limitation could potentially stem from
the lack of sufficiently informative features. During the PhoneStudy, only the event of a message
or app usage was logged, without capturing information of the content of the messages. One of
the primary challenges lies in extracting meaningful features from the data that also adhere to
stringent privacy standards (Dwork, 2011).

The results from Chapter 9 highlight the potential of combining smartphone data with tradi-
tional self-reporting to gain deeper insights into sensation seeking behaviors. While the accuracy
of predicting self-reported sensation seeking scores from smartphone logs may be limited, it in-
dicates that mobile devices can capture behavioral clues related to this psychological trait. Chap-
ters 10, 11, and 12 collectively show the diverse research opportunities enabled by smartphone
sensor data and emphasize the significant role played by the PhoneStudy. Each chapter offers a
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unique perspective, highlighting different aspects of human behavior and psychology through
smartphone-derived information. The integration of physiological data, such as heart rate varia-
bility and sleep patterns, could further enrich the predictive power of smartphone-based models
(Lakens, 2013).
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