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Zusammenfassung 

Die Nanophotonik hat sich als treibende Kraft von Technologie und Innovation 
durchgesetzt. Indem sie disziplinäre Lücken überbrückt und sich nahtlos in andere 
wissenschaftliche Bereiche integriert, hat die Nanophotonik signifikante Durchbrüche in 
der Informationstechnologie, Medizin und Gesundheitswesen, Elektronik, 
Lebenswissenschaften, Energie, Umweltwissenschaften und Sicherheit, sowie in 
anderen Bereichen, vorangetrieben. Bahnbrechende Entdeckungen werden auch in 
Zukunft an der Schnittstelle zwischen der Nanophotonik und anderen wissenschaftlichen 
Gebieten oder Anwedungen entstehen. In dieser Arbeit werden Licht-Materie-
Wechselwirkungen an der Schnittstelle zur Elektrochemie und in Richtung 
fortgeschrittener Sensorsysteme untersucht. 

Im ersten Teil dieser Arbeit untersuchen wir nanophotonische Metaoberflächen auf der 
Grundlage gebundener Zustände im Kontinuum (BICs, englisch: Bound states in the 
continuum). BICs sind lokalisierte elektromagnetische Moden innerhalb des 
kontinuierlichen Spektrums. Aufgrund ihrer unendlichen Lebensdauer ohne 
Strahlungsverluste treiben BICs Forschungsrichtungen bei Lasern, nichtlinearen 
optischen Prozessen und Sensoren voran. Konventionelle Methoden zur Umwandlung 
von BICs in quasi-BICs, also Resonanzen mit hohen aber begrentzten Gütefaktoren (Q 
Faktoren, englisch: quality factor), basieren in der Regel auf der Brechnung der 
Inversionsymmetrie von Metaoberflächen. Diese führen allerdings oft zu Resonanzen, die 
stark vom Einfallswinkel des Lichts abhängen, was sie für viele praktische Anwendungen 
ungeeignet macht. In dieser Arbeit wird eine aufstrebende Klasse von BIC-getriebenen 
Metaoberflächen numerisch analysiert und experimentell demonstriert, bei denen die 
Kopplung zum Fernfeld durch die Verschiebung einzelner Resonatoren gesteuert wird. 
Insbesondere werden sowohl dielektrische als auch metallische, sowie positive und 
inverse Verschiebungs-gesteuerte Metaoberflächen untersucht, die winkelunabhängige 
quasi-BICs im mittelinfraroten Spektralbereich aufrechterhalten. Ihr optisches Verhalten 
in Bezug auf Änderungen des Einfallswinkels wird analysiert und zeigt experimentell ihre 
überlegene Winkelstabilität im Vergleich zu zwei konventionellen Alternativen: 
siliziumbasierte gekippte Ellipsen und zylindrische Nanolöcher in einem kontinuierlichen 
Goldfilm. Wir gehen davon aus, dass sich aus unseren Einsichten spannende 
Perspektiven für die Biosensorik, konforme optische Geräte und photonische Geräte mit 
fokussiertem Licht eröffnen. 

Im zweiten Teil dieser Arbeit beginnen wir damit, die Nanophotonik an der Schnittstelle 
zur Elektrochemie zu untersuchen. Die Elektrokatalyse spielt eine entscheidende Rolle 
bei der Verwirklichung einer kohlenstofffreien Zukunft über Anwendungen wie die 
Herstellung grünen Wasserstoffs bis hin zur Reduktion von Kohlenstoffdioxid. Die 
oberflächenverstärkte Infrarotabsorptionsspektroskopie (SEIRAS) ist eine geeignete 
Methode zur Untersuchung elektrokatalytischer Prozesse, da sie die Mechanismen der 
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Reaktionen mit chemischer Spezifität ermitteln kann. Es bleibt jedoch schwierig, viele 
relevante Aspekte elektrochemischer Reaktionen, wie z.B. kurzlebige Zwischenprodukte, 
zu erfassen. In dieser Arbeit wird eine integrierte nanophotonisch-elektrochemische 
SEIRAS-Plattform entwickelt und experimentell umgesetzt, um die molekularen 
Vibrationssignale in situ während Cyclovoltammetrie zu untersuchen. Eine Platin-Nano-
Schlitz-Metaoberfläche wird spektral auf die schwache Schwingungsmode des 
adsorbierten Kohlenstoffmonoxids bei ≈2033 cm−1 angesetzt. Die stark verstärkten 
elektromagnetischen Nahfeldern erhöhen dann die Intensität der Vibrationssignale. Im 
Vergleich zu konventionell-ungeordneten Platinfilmen zeigen wir, dass unsere 
nanophotonisch-elektrochemische Plattform eine 27-fache Verbesserung der 
experimentell detektierten charakteristischen Absorptionssignale liefert und somit die 
Erkennung anderer Moleküle mit schwachen Signalen, schnellen Umwandlungen oder 
niedrigen Oberflächenkonzentrationen ermöglicht. 

Im letzten Teil dieser Arbeit erweitern wir unsere nanophotonisch-elektrochemischen 
Plattform, die eine vielversprechende schmalbandige Technologie zur Untersuchung 
einzelner Schwingungsmoden elektrochemischer Grenzflächen darstellt, die wir während 
der CO-Oxidation demonstriert haben. Allerdings beinhalten die meisten Reaktionen 
mehrere Moleküle oder Adsorptionskonfigurationen. Idealerweise, sollten diese 
gleichzeitig überwacht werden können, um ein klares Verständnis der zugrundeliegenden 
elektrochemischen Prozesse zu ermöglichen. Dies erfordert reproduzierbare und 
breitbandige Sensorsysteme. In dieser Arbeit realisieren wir experimentell mehrbandige 
Metaoberflächen-basierte SEIRAS zur in-situ Untersuchung der elektrochemischen CO2-
Reduktion auf einer Pt-Oberfläche. Durch die Nutzung unserer reproduzierbaren und 
spektral abstimmbaren Platin-Nano-Schlitz-Metaoberfläche werden zwei CO-
Adsorptionskonfigurationen bei 2030 cm-1 und 1840 cm-1 lokal verstärkt und detektiert. 
Unsere Platform kann auf weitere Schwingungsmoden erweitert werden und bietet eine 
41-fache Verbesserung bei der Detektion charakteristischer Absorptionssignale im 
Vergleich zu konventionell-unstrukturierten Platinfilmen. Dank der Signalverstärkung 
durch unsere Plattform zeigen wir, dass die CO-Brückenkonfiguration auf Platin während 
der CO2-Reduktion in einer alkalischen Lösung keine signifikante Rolle spielt. 

Durch das nun leichter zu gewinnende Verständnis katalytischer Reaktionen durch 
unsere nanophotonisch-elektrochemische Plattform, erwarten wir aufregende 
Perspektiven für elektrochemische SEIRAS, oberflächenverstärkte Raman-
Spektroskopie und andere Bereiche der Chemie wie Fotoelektrokatalyse. 
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Summary 

Nanophotonics has firmly established itself as a pivotal force in the transformation and 
shaping of diverse sectors globally, with a pronounced impact on interdisciplinary 
scientific research. By effectively bridging disciplinary gaps and seamlessly integrating 
with other scientific fields, nanophotonics has spearheaded significant breakthroughs in 
information technology, medicine and healthcare, electronics, life sciences, energy, 
environmental science, and security, among others. As this interdisciplinary trend is 
expected to persist, the frontier of future research beckons at the interface between 
nanophotonics and emerging scientific domains or applications, holding the promise of 
groundbreaking discoveries yet to be unveiled. In this work, we explore light-matter 
interactions at the interface to electrochemistry and towards advanced sensing 
applications.  

The first part of this work investigates nanophotonic metasurfaces based on bound states 
in the continuum (BICs), which are localized electromagnetic modes within the continuous 
spectrum of radiating waves. Due to their infinite lifetimes without radiation losses, BICs 
are driving research directions in lasing, non-linear optical processes, and sensing. 
However, conventional methods for converting BICs into leaky resonances, or quasi-
BICs, with high-quality factors typically rely on breaking the in-plane inversion symmetry 
of metasurfaces. This results in resonances that are strongly dependent on the angle of 
incidence, making them unsuitable for many practical applications. Here, an emerging 
class of BIC-driven metasurfaces is numerically analyzed and experimentally 
demonstrated, where the coupling to the far field is controlled by the displacement of 
individual resonators. In particular, both all-dielectric and metallic as well as positive and 
inverse displacement-mediated metasurfaces sustaining angular-robust quasi-BICs are 
investigated in the mid-infrared spectral region. Their optical behavior with regard to 
changes in the angle of incidence is investigated and experimentally shows their superior 
performance compared to two conventional alternatives: silicon-based tilted ellipses and 
cylindrical nanoholes in gold. These findings are anticipated to open exciting perspectives 
for bio-sensing, conformal optical devices, and photonic devices using focused light. 

In the second part of this work, we explore nanophotonics at the interface of 
electrochemistry. Electrocatalysis plays a crucial role in realizing the transition toward a 
zero-carbon future, driving research directions from green hydrogen generation to carbon 
dioxide reduction. Surface-enhanced infrared absorption spectroscopy (SEIRAS) is a 
suitable method for investigating electrocatalytic processes because it can monitor with 
chemical specificity the mechanisms of the reactions. However, it remains difficult to 
detect many relevant aspects of electrochemical reactions such as short-lived 
intermediates. Herein, an integrated nanophotonic-electrochemical SEIRAS platform is 
developed and experimentally realized for the in-situ investigation of molecular signal 
traces emerging during electrochemical experiments. A platinum nano-slot metasurface 
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featuring strongly enhanced electromagnetic near fields is implemented and spectrally 
targets the weak vibrational mode of adsorbed carbon monoxide at ≈2033 cm−1. 
Compared to conventional unstructured platinum films, we show that our nanophotonic-
electrochemical platform delivers a 27-fold improvement of the experimentally detected 
characteristic absorption signals, enabling the detection of new species with weak 
signals, fast conversions, or low surface concentrations.  

In the final part of this work, we continue to build on our nanophotonic-electrochemical 
platform that pioneered a promising narrowband technology to study single vibrational 
modes of electrochemical interfaces during CO oxidation. However, many reactions 
involve several species or configurations of adsorption. These have to be monitored, 
ideally simultaneously, to provide a clear understanding of the underlying electrochemical 
processes. This requires reproducible and broadband sensing platforms. Here, we 
experimentally realize multi-band metasurface-driven SEIRAS for the in-situ study of 
electrochemical CO2 reduction on a Pt surface. By leveraging our reproducible and 
spectrally tunable platinum nano-slot metasurface, two CO adsorption configurations at 
2030 cm-1 and 1840 cm-1 are locally enhanced as a proof of concept that can be extended 
to more vibrational bands. Our platform provides a 41-fold enhancement in the detection 
of characteristic absorption signals compared to conventional broadband 
electrochemically roughened platinum films. Thanks to the signal enhancement provided 
by our platform, we show that the CO bridge configuration on platinum does not play a 
significant role during CO2 reduction in an alkaline environment.  

By providing a deeper understanding of catalytic reactions, the nanophotonic-
electrochemical platform is anticipated to open exciting perspectives for electrochemical 
SEIRAS, surface-enhanced Raman spectroscopy, and other fields of chemistry such as 
photoelectrocatalysis. 
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1. Introduction 

On a daily basis, we experience and interact with light. We look in the mirror and see our 
reflection. We stand on the beach and, looking into the water, realize how light is partially 
reflected and refracted. We understand many of these macro-scale interactions between 
light and matter intuitively. However, by taking a closer look peculiarities can be noticed. 
Why is the sky blue at noon? Why does the color of the sky change to red as the sun 
sets? The answer is small-particle effects, specifically an effect called Rayleigh 
scattering.[1]  

By studying light-matter interactions at different length scales, different physical models 
apply, each describing a plethora of exotic light-matter or photonic effects. For example, 
by parameterizing the size of a particle by the ratio 

𝑥𝑥 =
2𝜋𝜋𝜋𝜋
𝜆𝜆

, (1.1) 

where r is the radius of the particle and λ is the wavelength of light, four primary light-
matter physics regimes can be discerned. When x > 1, the particle scatters light according 
to its geometric area. When x ~ 1, Mie scattering dominates,[2] which will be introduced in 
Chapter 2. When x << 1 (but larger than just a few atoms), then Rayleigh scattering 
dominates based on the formation of a resonance between a particle's dipole moment 
and an oscillating electromagnetic field. As atomic scales are reached, quantum effects 
have to be considered. As Richard Feynman famously said, “There is plenty of room at 
the bottom”,[3] meaning that the world is rich in exotic small-scale effects that can be 
discovered.  

Understanding and controlling the properties of light is crucial in modern optics and 
technology. The generation, guiding, manipulation, amplification, and detection of light 
has found many applications ranging from optical data communications[4] to imaging,[5] 
displays,[6] life sciences,[7] health care,[8] and security[9] to name a few. Light as a 
replacement for conventional technologies promises to improve their speed, capacity, and 
accuracy.  

In particular, light is instrumental in sensor technology. The mid-infrared (mid-IR, 
spanning from approximately 4000-400 cm-1 or 2.5-25 µm)[10] spectrum plays a crucial 
role in sensing due to its ability to capture molecular absorption patterns linked to 
chemical bond vibrations. Mid-IR spectroscopy is renowned for its ability to directly 
analyze molecular structures, such as CO or CO2, with unparalleled chemical specificity, 
making it the preferred method for chemical analysis.[11] It is a nondestructive and label-
free technique. Nonetheless, the sensitivity of mid-IR spectroscopy is restricted when 
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dealing with nanoscale samples,[12] biological membranes,[13] or low quantities of surface-
bound molecules due to the disparity between mid-IR wavelengths and molecular 
dimensions.[14] Mid-IR wavelengths are diffraction limited to several microns whereas 
molecules are typically on the order of magnitude of several nanometers (Figure 1.1).  

To overcome this limitation, nanophotonics leverages subwavelength resonators' strong 
near-field enhancement. By aligning the resonance with absorption fingerprints, 
enhanced coupling between molecules and resonators can alter either the resonance 
frequency or strength, facilitating the extraction of molecular information. This concept is 
known as surface-enhanced infrared absorption spectroscopy (SEIRAS), which has been 
realized via plasmonic[15] and dielectric[7] platforms.  

While metallic systems offer better light confinement, they suffer from Ohmic losses in 
conduction electrons, making them less efficient in storing energy and providing broader 
resonances with smaller quality factors (Q factors, defined as the quotient of resonance 
frequency and linewidth[16]). In contrast, all-dielectric materials experience fewer material-
intrinsic losses and primarily face radiative losses, allowing them to achieve higher Q 
factors.  

One effective approach to concentrate and confine light at the nanometer scale is by 
using nanoparticles with sub-wavelength sizes. Metallic and dielectric nanoparticles are 
commonly employed, each relying on different physical mechanisms. Metal-based 
nanoparticles use plasmons, which are collective oscillations of conduction electrons, to 
enhance and localize light fields.[17] On the other hand, dielectric nanoparticles rely on 
light coupling resonantly to nonradiative current configurations to achieve similar 
effects.[18] Both mechanisms result in highly localized near fields, significantly enhancing 
the interaction between light and nanoscale objects near these resonators.  

The subwavelength resonators can also be arranged periodically on a surface forming a 
metasurface. Metasurfaces are made of artificial subwavelength elements[19] with which 
light-matter interactions can be tailored at the nanoscale.[20] The development of optical 
metasurfaces to tailor light-matter interactions on the nanoscale has led to breakthroughs 
from negative refraction,[21] energy conversion,[22] and ultrathin optical elements[23] to 
photonic computation.[24]  

In the quest for improved and diversified metasurface functionality, features like high-Q 
factors, long resonance lifetimes, and high electric field confinement have been explored 
in the literature.[19] To reach these goals, bound states in the continuum (BICs), first 
described in quantum physics[25,26] and later found to be a phenomenon applying to waves 
in general, have emerged as a pioneering technology. BICs are discrete and spatially 
bounded yet exist within the energy range of continuous states. Mathematically, they are 
vortex centers in the polarization directions of far-field radiation.[27]  
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Figure 1.1. Relative size comparison of various microbiological entities. Adapted from 
Ref.[28] under the terms of the under the terms of the Creative Commons Attribution 4.0 
International License (http://creativecommons.org/licenses/by/4.0/). 

 

True BICs have been theoretically predicted in infinite periodic arrays, by appropriately 
tuning the parameters in the wave equation, either exploiting its separability due to 
symmetry, tuning its system parameters to find accidental BICs, or reverse engineering 
them from an artificial potential.[29] Moreover, BICs can exist in single isolated structures 
as supercavity modes.[30,31] In general, by detuning the system parameters from the BIC 
condition, a leaky channel is created and the resonance can couple to the continuum with 
a finite Q factor, called quasi-BIC (q-BIC).[29] Various configurations of nanostructures 
have been explored to yield high-Q factors in the literature, such as one[32,33] and two-
dimensional[34] periodic arrays or radial arrangements.[35]  

Typically, metasurfaces featuring BICs are based on dielectric resonators arranged into 
a periodic array that break the in-plane inversion symmetry to offer both high-Q factors 
and strong near-field enhancement, enabling state-of-the-art technologies for sensing[7,34] 
and enhanced light-matter interactions.[36] A similar effect emerges for symmetric 
metasurfaces sustaining BICs at normal incidence when the angle of incidence is 
tuned.[37] A few studies[38–41] have been conducted introducing an emerging class of BIC-
based metasurfaces that can unlock a finite-Q factor q-BIC resonance by relative 
displacement tuning while preserving the in-plane inversion symmetry. Another desired 
aspect of metasurfaces is control over the ratio of their radiative to intrinsic loss rates 
γext/γint1 that allows, for instance, for transitions between electromagnetically induced 
transparency and absorption.[42] Quasi-BICs allow easy control over the radiative1 Q 
factor by tailoring the radiative loss rate by changing the asymmetry parameter α.  

Apart from a few exceptions,[43,44] studies on nanophotonic or plasmonic metasurfaces 
yielding high-Q resonances have exclusively focused on (near) normal incidence or 
angle-multiplexed illumination with experiments focusing on refractive microscope 
objectives.[45] Unsurprisingly, most conventional metasurfaces based on q-BICs or other 
nanophotonic or plasmonic principles feature resonances that shift strongly with the 
                                            
1 See Chapter 2. 

http://creativecommons.org/licenses/by/4.0/
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angle.[45] While this feature has been exploited for angle-multiplexed sensing,[45] these 
metasurfaces cannot be used for applications requiring angular robustness (i.e., an 
optical response that does not vary with incidence angle), such as conformal optical 
devices, flexible substrate technology, displays, and photonic devices using focused 
light.[43] To date, there are only very few mentions of angular-robust metasurfaces in the 
literature[43,46,47] with a further paucity of works aimed at a theoretical understanding of 
angular robustness.[48,49] For example, one study proposed a gold-based metasurface 
featuring a resonance that was excited at a small range of incidence angles wherein it 
showed angular robustness.[37] However, the proposed metasurface required 
femtosecond laser writing in photoresist to make structures with different heights, which 
is difficult with electron beam lithography. Until now, a fundamental and systematic study 
on angular-robust BIC-driven metasurfaces was missing. 

While we have so far introduced a nanophotonic application, it can generally be said that 
the undiscovered lies at the interface between different established scientific fields, which 
promises the potential for rich scientific discoveries and breakthrough technologies. For 
example, at the interface between photonics and medicine diagnostic imaging devices 
(such as magnetic resonance imaging or positron emission tomography), new cures 
(such as the treatment of cancer by subwavelength metal particles irradiated by high-
intensity achromatic light that causes local heating and burning of the cancer cells),[8] 
biosensors (such as the lateral flow pregnancy or rapid COVID-19 antigen test), and 
more. Light-based sensors are used in biomedicine, environmental monitoring, 
telecommunications, spectroscopy, quantum technology, and more. At the interface to 
energy science, light can even be converted to other forms of energy. For example, it can 
be used to drive photoelectrochemical reactions for energy storage or be used to convert 
light into electric signals and vice versa for optoelectronic circuits.  

In particular, the interface between nanophotonics and electrochemistry is a relatively 
unexplored field. Understanding electrochemical reactions is crucial to improve their 
efficiency and to bridge the gap towards a sustainable zero-carbon future. However, it 
remains difficult to detect many relevant aspects of electrochemical reactions, such as 
short-lived intermediates.  

The carbon dioxide reduction reaction (CO2RR) is a vital component in addressing global 
warming as a consequence of the world’s disrupted carbon cycle. The CO2RR can lead 
to many products and intermediates depending on the choices of catalyst design, reactor 
architecture, and process conditions.[50]  Although high-carbon products might seem 
preferable, they require significantly higher energy costs and suffer from lower 
selectivities and efficiencies. As the number of proton-electron exchanges increases, as 
it does in high-carbon products, the reaction becomes less efficient.[51] Therefore, the 
current priority relies on reducing CO2 to simple and small building block molecules that 
can be upconverted to C2+ products.[50] Carbon monoxide production is the most 
promising, low-cost, scalable CO2RR product[50] requiring only a simple two-electron 
transfer 
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CO2 + 2H+ + 2𝑒𝑒− → CO + H2O. (1.2) 

Carbon monoxide, when combined with hydrogen, generates syngas, which serves as a 
vital precursor for the production of various transportation fuels like jet fuel, diesel, and 
gasoline via further processing. The production of liquid fuels through renewable 
electrosynthesis has the potential to prevent the emission of 10,700 megatons of CO2 by 
2030.[50] However, a number of macroscale issues remain in the CO2RR to CO, such as 
up-scaling, losses of CO2 in the electrolyte as carbonate, or increasing the CO 
concentration gas product.[50] To solve these macroscale problems, a better 
understanding of the underlying microscale chemical processes needs first to be gained. 
In particular, the adsorption mechanisms of CO on different materials during the CO2RR 
under different experimental conditions are still not fully understood as the signals are 
weak and difficult to resolve. 

SEIRAS is often performed to investigate these processes since it allows to monitor with 
chemical specificity the mechanisms of the reactions. Until now, the use of SEIRAS in 
electrochemistry has faced significant difficulties due to the challenges associated with 
reproducibly preparing SEIRAS active electrodes. Previous approaches for electrode 
fabrication involved specific film preparation methods that required (often 
electrochemical) film roughening, leading to limited reproducibility. The corners, tight 
spots, and edges of the roughened metallic film lead to uncontrolled, randomized, and 
localized electromagnetic field enhancement, which is harnessed to increase the 
characteristic molecular signal traces. Until now, a reproducible approach for creating 
SEIRAS-active electrodes, featuring controlled and targeted signal enhancement of the 
in-situ generated characteristic molecular signal traces during an electrochemical 
experiment, was missing.  
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2. Theory 

In the following section, we will introduce the theoretical frameworks that underpin the 
fundamental physical and chemical principles presented in this work. Our theoretical 
descriptions follow Ref.[17,42,48,49,52–57] 

2.1 Understanding Light-Matter Interactions 

A comprehensive analytic theory describing all light-matter interactions does not yet exist. 
For different dimension ranges, material classes, wavelength ranges, and object shapes 
there exist a plethora of detached analytical or phenomenological physical theories. 
Where theories become elusive, numerical models can generally still be useful.  

The interaction between light and matter can be numerically modeled by subdividing a 
simulation space into units that are smaller than 1/8 the wavelength of light, choosing 
appropriate boundary conditions between the subunits, and calculating the propagation 
of light through them by solving Maxwell’s equations in an iterative manner. This method 
of systematically converting functions in an infinite dimensional function space to a 
discrete set of linked functions or vectors is called the finite element method. After each 
iteration, an error is calculated and minimized. The materials can be modeled by their 
refractive index.  

In principle, this approach promises to work for any light-matter interaction. In practice, 
however, this approach becomes very time-consuming and cumbersome when large 
objects are modeled, meaning where at least one dimension of the object is much larger 
than the wavelength. In that regime, the interaction between the objects and light is better 
understood by representing light as rays and studying their diffraction through objects. 
On the other hand, if objects become too small, on scales of just a few atoms, quantum 
mechanical effects need to be considered and a treatment from a purely classical point 
of view will no longer predict accurate results.  

Therefore, to gain a deeper understanding of light-matter interactions numerical models 
alone are limited in their ability to explain physical phenomena. They need to be 
supplemented with the necessary theoretical frameworks to understand the underlying 
physics, extrapolate results, or help achieve certain phenomena that would be hard to 
find via conjectures. In the following, we will introduce the theory necessary to understand 
the results shown in this work.  
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2.1.1 Maxwell’s Equations 

The macroscopic Maxwell’s equations predict the electromagnetic response of materials 
down to a few nanometers in size at room temperature. In a real material the constituent 
charged particles interact with incident electromagnetic fields causing rapidly varying 
microscopic fields. In a phenomenological approach, these can be ignored and their 
averaged effect can be described over distances much larger than the underlying 
microstructure.  

Maxwell’s equations link four macroscopic fields together, namely the dielectric 
displacement field D, the magnetic induction or magnetic flux density B, the electric field 
E, and the magnetic field H, with the external charge and current densities ρext and Jext. 
The macroscopic Maxwell’s equations read: 

     ∇ ⋅ 𝐃𝐃 = 𝜌𝜌ext (2.1) 

∇ ⋅ 𝐁𝐁 = 0 (2.2) 

      ∇ × 𝐄𝐄 = −
𝜕𝜕𝐁𝐁
𝜕𝜕𝜕𝜕

 (2.3) 

                ∇ ⋅ 𝐇𝐇 = 𝐉𝐉𝐞𝐞𝐞𝐞𝐞𝐞 +
𝜕𝜕𝐃𝐃
𝜕𝜕𝜕𝜕

. (2.4) 

The total charge and current densities 𝜌𝜌tot = 𝜌𝜌ext + 𝜌𝜌 and 𝐉𝐉𝐞𝐞𝐭𝐭𝐞𝐞 = 𝐉𝐉𝐞𝐞𝐞𝐞𝐞𝐞 + 𝐉𝐉, respectively, can 
be separated into their external (ρext, Jext) and internal (ρ, J) components. The external 
components drive the system while the internal ones respond.  

The polarization P and magnetization M link the four macroscopic fields as  

𝐃𝐃 = 𝜀𝜀0𝐄𝐄 + 𝐏𝐏, (2.5) 

𝐇𝐇 =
1
𝜇𝜇0
𝐁𝐁 −𝐌𝐌, (2.6) 

where ε0 and µ0 are the electric permittivity and magnetic permeability of vacuum, 
respectively. If we consider nonmagnetic media only we can neglect M. P is the 
macroscopic density of permanent and induced electric dipole moments in the material. 
As shown in equation (2.5), an electric displacement field emerges due to an incident 
electric field E and the response of a material’s free and bound charges to that electric 
field in terms of how well their permanent and induced dipoles align with it. The 
polarization is related to the internal charge and current densities via 

∇ ⋅ 𝐏𝐏 = −𝜌𝜌, (2.7) 



8 
 

       𝐉𝐉 =
𝜕𝜕𝐏𝐏
𝜕𝜕𝜕𝜕

, (2.8) 

Due to charge conservation, the internal charge and current densities are linked to each 
other by 

∇ ⋅ 𝐉𝐉 = −
𝜕𝜕𝜌𝜌
𝜕𝜕𝜕𝜕

. (2.9) 

By inserting equation (2.5) into equation (2.1) we obtain 

∇ ⋅ 𝐄𝐄 =
𝜌𝜌tot
𝜀𝜀0

, (2.10) 

which shows that both the external and induced fields are absorbed into it.  

For linear isotropic media equation (2.5) and (2.6) become  

𝐃𝐃 = 𝜀𝜀0𝜀𝜀𝐄𝐄, (2.11) 

 𝐁𝐁 = 𝜇𝜇0𝜇𝜇𝐇𝐇, (2.12) 

where ε and µ are called the relative permittivity and permeability, respectively.  

2.1.2 The Relative Permittivity 

Following Maier[17] (above) and under the assumptions of linear, isotropic and 
nonmagnetic media, a fundamental relationship between the relative permittivity and the 
conductivity σ can be derived as 

𝜀𝜀(𝐊𝐊,𝜔𝜔) = 1 +
𝑖𝑖𝑖𝑖(𝐊𝐊,𝜔𝜔)
𝜀𝜀0,𝜔𝜔

, (2.13) 

where K is the wave vector and ω is the angular frequency. As long as the wavelength of 
incident light is longer than the characteristic dimensions of the material, such as the unit 
cell of an electron’s mean free path, the relative permittivity can be simplified to a spatially 
local response 𝜀𝜀(𝐊𝐊 = 0,𝜔𝜔) = 𝜀𝜀(𝜔𝜔). In that case, ε mainly describes the response of bound 
charges to an incident electromagnetic field, while σ predicts the current flow due to the 
free charges. This separation becomes blurred at optical frequencies.  

Due to the arguments made in section 2.1.1, the response of a material to light can be 
modeled via its relative permittivity. According to equation (2.13) the conductivity can be 
used as well. The relative permittivity and conductivity are in general complex functions 
𝜀𝜀(𝜔𝜔) = 𝜀𝜀1(𝜔𝜔) + 𝑖𝑖𝜀𝜀2(𝜔𝜔) and 𝑖𝑖(𝜔𝜔) = 𝑖𝑖1(𝜔𝜔) + 𝑖𝑖𝑖𝑖2(𝜔𝜔), respectively. A straightforward 
approach to obtaining the complex and frequency dependent relative permittivity and 
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conductivity is via the experimental retrieval of a material’s complex refractive index 
𝑛𝑛�(𝜔𝜔) = 𝑛𝑛(𝜔𝜔) + 𝑖𝑖𝑖𝑖(𝜔𝜔) and linking 𝑛𝑛� = √𝜀𝜀. The real part of 𝑛𝑛� quantifies the decrease of the 
light’s phase velocity. This should not be confused with the group velocity of light in a 
material which is given by 𝑣𝑣𝑔𝑔 = 𝑐𝑐

√𝜀𝜀𝜀𝜀
, where 𝑐𝑐 = 1

�𝜀𝜀0𝜀𝜀0
 is the speed of light in vacuum. κ 

determines the absorption of light passing through a medium and is linked to the 
absorption coefficient of Beer’s law as 

𝐴𝐴(𝜔𝜔) =
2𝑖𝑖(𝜔𝜔)𝜔𝜔

𝑐𝑐
. 

(2.14) 

Beer’s law predicts the exponential attenuation of the intensity of light passing through a 
medium occurs via 𝐼𝐼(𝑥𝑥) = 𝐼𝐼0𝑒𝑒−𝐴𝐴𝐴𝐴.  

2.1.2.1 The Relative Permittivity of Dielectric Materials 

Dielectric and semiconductor materials are characterized by having low optical losses. 
The refractive index consists of a small imaginary part and is often not significantly 
dispersive. Therefore, the optical response of dielectric or semiconductor materials in the 
vis-to-IR range can often be modeled by considering a real dielectric constant 𝜀𝜀 = √𝑛𝑛2. 

2.1.2.2 The Relative Permittivity of Metals: The Free Electron Model 

Metals are lossy materials characterized by a complex and dispersive refractive index. In 
the vis-to-IR range, their refractive index should not be considered purely real due to their 
strong optical losses. Their refractive index should also not be approximated as a 
constant due to a metal’s strong dispersion. To model metals, their relative permittivity 
can either be experimentally determined, e.g. via ellipsometry,[58] or approximated by 
taking into account the findings provided by the free electron model.  

The free electron model was conceptualized in 1927 by Arnold Sommerfeld[59] as a 
combination of the classical Drude model developed in 1900[60] and quantum mechanical 
Fermi-Dirac statistics to describe metals. The free electron model describes the 
permittivity and therefore the optical properties of metals in the intraband transition 
regime, below the spectral region attributed to interband transitions, which varies across 
different metals. The free electron model assumes a fixed background of positive ions 
with an overlaid free electron gas with number density n. It does not take into account 
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details in the lattice structure of the underlying metals nor any electron-electron 
interactions. The relative permittivity of the free electron gas can be written as 

𝜀𝜀(𝜔𝜔) = 1 −
𝜔𝜔𝑝𝑝2

𝜔𝜔2 + 𝑖𝑖𝑖𝑖𝜔𝜔
, 

(2.15) 

which is also called the Drude model.  

Due to the limitations of the model, it only performs reasonably well up to the onset of the 
interband transitions. In terms of making the Drude model more accurate in describing 
the optical response of noble metals, such as gold, a few approaches have been outlined 
in the literature.[61] A straightforward approach is the introduction of a dielectric constant 
ε∞ (typically 1 ≤ ∞ ≤ 10) to mitigate polarization effects at high frequencies (𝜔𝜔 > 𝜔𝜔𝑝𝑝) 
where s electrons are excited to higher states. Since the noble metals have filled d orbitals 
close to the Fermi surface the s electrons are free causing a strongly polarized material. 
The permittivity correction for noble metals then reads  

𝜀𝜀(𝜔𝜔) = 𝜀𝜀∞ −
𝜔𝜔𝑝𝑝2

𝜔𝜔2 + 𝑖𝑖𝑖𝑖𝜔𝜔
. 

(2.16) 

2.1.3 Defining Features of Nanophotonic Systems 

Photonic systems can be described by a system of oscillators with the ability to store 
energy for certain resonant conditions. Specifically for photonic systems, resonances can 
store electromagnetic energy by confining light in tight spots. The efficiency of light 
confinement is related to the Q factor of a resonance, defined as the quotient of the energy 
stored in an optical system on resonance hν0 and its energy loss hΔν, where ν0 and Δν is 
the resonance frequency and linewidth and h is Planck's constant. The Q factor can be 
written as 

𝑄𝑄 =
𝜈𝜈0
Δ𝜈𝜈

. (2.17) 

To maximize the Q factor and therefore the ability of the system to store energy, two 
channels of loss have to be considered. First, nonradiative damping occurs due to intrinsic 
losses of the resonator or surrounding material, which are described by the complex 
refractive index. To minimize nonradiative losses, materials with high n and low κ need to 
be employed. Metals typically suffer strongly from material losses in the vis-to-IR range. 
Semiconductors, such as Si and Ge, are good choices for the spectral region on the red 
side of interband transitions. Nonradiative damping coming from lossy environments can 
be minimized by considering special geometries, such as mode excitation in attenuated 
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total internal reflection (ATR). Secondly, radiative damping due to light scattering can 
remove energy from the system.  

Nonradiative and radiative losses can be quantified in terms of the intrinsic γint and 
radiative γrad damping rates, respectively. With these, the radiative and nonradiative Q 
factors can be calculated as  

𝑄𝑄rad =
𝜈𝜈0

2𝑖𝑖rad
, (2.18) 

𝑄𝑄int =
𝜈𝜈0

2𝑖𝑖int
, (2.19) 

respectively. The total Q factor, provided in equation (2.17), can then also be written as 

𝑄𝑄 =
𝜈𝜈0

2(𝑖𝑖rad + 𝑖𝑖int)
. (2.20) 

Nonradiative and radiative losses are related to the absorption σabs and scattering σsca 
cross-sections  

𝑖𝑖abs = 𝑖𝑖ℑ[𝛼𝛼], (2.21) 

   𝑖𝑖sca =
𝑖𝑖4

2𝜋𝜋
|𝛼𝛼|2, 

(2.22) 

respectively. The extinction cross-section is the sum of absorption and scattering cross-
sections 

𝑖𝑖sca + 𝑖𝑖abs = 𝑖𝑖ext. (2.23) 

Both are related to the polarizability α, which relates an electric dipole p to an electric field 
E as 

𝐩𝐩 = 𝛼𝛼𝐄𝐄, (2.24) 

The polarizability and therefore scattering cross-section can be decreased by minimizing 
the dipole moment(s) associated with the resonance(s) in a nanostructure. The dipole 
moments in resonators can be minimized by destructive interference of different resonant 
modes, for example in anapole states and bound states in the continuum.  

The underlying concept of Fano resonances, initially introduced by Ugo Fano in 1961,[62] 
is the interference between a discrete state and a continuum. They can be generalized to 
resonances of different linewidths and associated damping constants coupling with each 
other. Fano resonances are inherently asymmetric with the degree of asymmetry being 
governed by the Fano parameter q, with the Fano resonance line profile given by 
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𝐹𝐹(𝜖𝜖) =
(𝜖𝜖 + 𝑞𝑞)2

𝜖𝜖2 + 1
, 

(2.25) 

where 

𝜖𝜖 = 2(𝐸𝐸 − 𝐸𝐸0)/𝑖𝑖 (2.26) 

is the reduced energy with 𝐸𝐸 = ℎ𝜈𝜈 and 𝐸𝐸0 = ℎ𝜈𝜈0. 

The anapole can be realized by carefully engineering nanostructures for the destructive 
interference of their electric and toroidal dipoles.[63] Bound states in the continuum will be 
explained in section 2.1.1. 

2.1.4 Metallic Nanostructures: From Plasmonics to the Mid-IR  

2.1.4.1 Surface Plasmon Polaritons at a Single Interface 

Surface plasmon polaritons are coupled light-surface electron waves that propagate 
across a dielectric-metal interface. A simple geometry to describe surface plasmon 
polaritons is composed of two half-spaces separated in z and considering p polarized 
light. No surface plasmon polaritons can be excited at the interface for s polarized light. 
One half space is filled with media having a positive real dielectric constant ε2 and an 
adjacent conducting half space is described via a complex dielectric function ε1(ω), where 
ℜ[𝜀𝜀1] < 1. Negative real permittivity materials are metals at higher frequencies than the 
bulk plasmon frequency ωp, so we will continue to use the term metal interchangeably 
with negative real permittivity material. It can be shown[17] that the electric near fields in z 
decay evanescently away from the interface. In general, the confinement of an 
electromagnetic field is given by 

�̂�𝑧 =
1

|𝑘𝑘𝑧𝑧|, 
(2.27) 

where kz is the component of the wavevector extending in the z-direction. Furthermore, it 
can be shown that  

𝑘𝑘𝑧𝑧2
𝑘𝑘𝑧𝑧1

= −
𝜀𝜀2
𝜀𝜀1

 
(2.28) 

 and 

𝑘𝑘𝑧𝑧1
2 = 𝛽𝛽2 − 𝑘𝑘02𝜀𝜀1, (2.29) 
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 𝑘𝑘𝑧𝑧2
2 = 𝛽𝛽2 − 𝑘𝑘02𝜀𝜀22, (2.30) 

where β is the wavevector of the surface plasmon polartion and kz1 and kz2 describe the 
conducting and dielectric half-space, respectively. By combining equations (2.28), (2.29), 
and (2.30) we find the dispersion relation of the surface plasmon polariton propagating 
between the interface as 

𝛽𝛽 = 𝑘𝑘0�
𝜀𝜀1𝜀𝜀2
𝜀𝜀1 + 𝜀𝜀2

. 
(2.31) 

2.1.4.2 The Quasi-Static Approximation for Sub-Wavelength Metal Particles 

For metallic sub-wavelength particles surrounded by a dielectric environment a 
phenomenon called the localized surface plasmon resonance can occur, in the visible 
range for gold nanoparticles. Incident electromagnetic waves can couple with conduction 
electrons to produce a non-propagating resonance driven by the oscillating electric field 
of the incident light wave and dampened by the curved surface of the particle. Field 
amplification occurs both inside the particle and in its near-field vicinity. Due to the curved 
surface, no phase-matching techniques need to be employed, unlike for the excitation of 
surface plasmon polaritons and the resonance can be excited by direct light illumination. 
The principal or reddest resonance is the main localized surface plasmon resonance. It 
describes particles less than 100 nm in size.  

We can calculate these modes by considering a particle of size d much smaller than the 
wavelength 𝑑𝑑 ≪ 𝜆𝜆. Then, across the particle, the phase of the electromagnetic wave will 
only minimally change. We can assume an electrostatic field surrounding a metallic 
sphere of radius a neglecting the phase change. After the field distributions are known, a 
harmonic time dependence can be included. Starting from the Laplace equation of the 
potential and following Jackson[64] it can be shown that a solution exists in the electrostatic 
approximation. As it turns out, the applied electric field induces a dipole moment p inside 
the sphere as 

𝐩𝐩 = 4𝜋𝜋𝜀𝜀0𝜀𝜀𝑚𝑚𝑎𝑎3
𝜀𝜀 − 𝜀𝜀𝑚𝑚
𝜀𝜀 + 2𝜀𝜀𝑚𝑚

𝐄𝐄0, (2.32) 

where εm is the real dielectric constant of the surrounding dielectric and 𝜀𝜀 = 𝜀𝜀(𝜔𝜔) is the 
dielectric function of the metal. Since the dipole moment is related to the electric field 𝐄𝐄 =
𝜀𝜀𝜀𝜀𝑚𝑚𝐄𝐄0 via equation (2.24) the polarizability α is 
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𝛼𝛼 = 4𝜋𝜋𝑎𝑎3
𝜀𝜀 − 𝜀𝜀𝑚𝑚
𝜀𝜀 + 2𝜀𝜀𝑚𝑚

. (2.33) 

To maximize α, the term |𝜀𝜀 + 2𝜀𝜀𝑚𝑚| needs to be minimized, which for slowly varying ℑ[𝜀𝜀] 
occurs at the condition 

ℜ[𝜀𝜀(𝜔𝜔)] = −2𝜀𝜀𝑚𝑚. (2.34) 

Equation (2.34) is the Fröhlich condition. It describes the dipole surface plasmon mode 
of a sub-wavelength metal nanoparticle in an oscillating electric field.  

By using the Optical Theorem it can be demonstrated[54,65] that the extinction cross-
section for small spherical particles can be written as 

𝑖𝑖ext = �𝜀𝜀𝑚𝑚𝑘𝑘0ℑ[𝛼𝛼], (2.35) 

Where 𝑘𝑘0 = 2𝜋𝜋/𝜆𝜆0 is the free space wavenumber and 𝑖𝑖ext = 𝑖𝑖sca + 𝑖𝑖abs is the combined 
absorbed and scattered cross-section. Equation (2.35) implies that the extinction cross-
section can be much larger than the physical size of the particle.  

2.1.4.3 Beyond the Quasi-Static Approximation 

There are two cases for metal particles in dielectric media for which the quasi-electrostatic 
approximation breaks down. First, for larger particles retardation effects due to phase 
differences within the particle need to be considered. Secondly, for very small metal 
particles with d < 10 nm the quasi-static approximation breaks down due to the mean free 
path of the conduction electrons being significantly smaller than the wavelength of light. 
We will limit our discussion to larger particles.  

Keeping our nomenclature presented in section 2.1.4.2, the polarizability of a sphere of 
volume V with retardation effects can be shown[66,67] to be 

𝛼𝛼Mie =
1 − � 1

10� (𝜀𝜀 + 𝜀𝜀𝑚𝑚)𝑥𝑥2 + 𝑂𝑂(𝑥𝑥4)

�1
3 + 𝜀𝜀𝑚𝑚

𝜀𝜀 − 𝜀𝜀𝑚𝑚
� − 1

30 (𝜀𝜀 + 10𝜀𝜀𝑚𝑚)𝑥𝑥2 − 𝑖𝑖 4𝜋𝜋2𝜀𝜀𝑚𝑚
3/2

3
𝑉𝑉
𝜆𝜆03

+ 𝑂𝑂(𝑥𝑥4)  
𝑉𝑉, 

(2.36) 

where 𝑥𝑥 = 𝜋𝜋𝜋𝜋
𝜆𝜆0

. Equation (2.36) is the result of an expansion of the first p polarized mode 

of Mie theory.2 As can be seen, more terms appear in both the numerator and 
denominator making a maximization of the polarizability less straightforward. The 
consequence for noble metals is a redshift in the resonance as the radius of the particle 
                                            
2 Mie theory will be discussed in Chapter 2.1.3.1. 
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is increased. As the size of the particle increases, so does the distance between the 
charges on opposing sides of the surface of the particle leading to a smaller restoring 
force and resonance redshift. Due to the redshift, the resonance is moved further away 
from the regime of interband transitions lessening their effects. This effect is captured by 
the term quadratic in x in the numerator, whereas the same term in the denominator 
implies a competing effect between radiative and nonradiative decay. For larger particles, 
the radiative decay into phonons dominates, whereas for smaller particles the prevailing 
decay mechanism is nonradiative into electron-hole pairs.  

2.1.4.4 Single Metallic Nanorods 

Nanorods or nanoantennas are hyperrectangles with height h, width w, and length l. They 
can couple to incident light whether they are isolated particles or appear in various 
arrangements of similar particles. The localized surface plasmon resonance of single 
nanorods can be described phenomenologically as a Fabry-Perot cavity with a resonance 
condition that must fulfill sin(𝑘𝑘eff𝑙𝑙) = 0,[54] where 𝑘𝑘eff = 2𝜋𝜋/𝜆𝜆eff is the mode wavevector 
along the direction of polarization. This gives 

𝜆𝜆eff =
2𝑙𝑙
𝑛𝑛

, (2.37) 

where n is any integer number. The mode wavelength λeff varies from the incoming 
wavelength λ depending on the frequency range, geometry, and environment. For 
example, at long wavelengths such as at the radio and microwave spectral ranges, the 
high permittivity of metals means external electromagnetic fields cannot penetrate deeply 
into them. Consequently, no resonance of conduction electrons can emerge and the 
relationship between λ and λeff is completely governed by the particles geometry. At higher 
frequencies, plasmonic effects become more important.  

2.1.4.5 Nanoparticle Arrays and Coupling Effects 

A two-dimensional array of particles will scatter light in multiple ways. First, due to the 
order in the system coherent scattering effects emerge. According to Bloch’s 
theorem[68,69] a relationship between the in-plane wavevector for the diffraction orders 
{m,n} and the geometry of the structure can be written as  

𝐤𝐤𝑚𝑚𝑚𝑚 = 𝐤𝐤𝑖𝑖𝑚𝑚𝑐𝑐 + 𝑚𝑚
2𝜋𝜋
𝑑𝑑1

𝐮𝐮1 + 𝑛𝑛
2𝜋𝜋
𝑑𝑑2

𝐮𝐮2, (2.38) 
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where kinc is the in-plane wavevector and d1 and d2 are the pitch along the unit cell vector 
u1 and u2, respectively. The unit cell is the smallest repetitive unit volume that makes up 
a metasurface. Equation (2.38) describes a phenomenon closely related to the 
Rayleigh[70] and Wood’s[71] anomalies. These describe an effect that occurs when light is 
diffracted by metallic gratings. Therefore, we will call the effect described by equation 
(2.38) the Rayleigh-Wood anomaly mode (RA). The collective electromagnetic 
resonances are spectrally narrow and spatially extended.  

Under an arbitrary angle of incidence the RA shifts according to 

|𝐤𝐤𝑚𝑚𝑚𝑚| = 𝑘𝑘0 (2.39) 

implying only a non-zero component of the scattered radiation parallel to the plane of the 
array. The incident electromagnetic fields are scattered into grazing waves, which can 
travel across multiple resonators without radiating into the far field. Hybridization effects 
between metasurface-driven resonances and the RA have been predicted[72] and 
reported.[73]  

As the frequency is increased across the first or lowest frequency RA mode, the photonic 
system transitions from being dominated by evanescent to radiative losses.[74] Therefore, 
to extend the lifetime of resonances and the electromagnetic near-field enhancement, the 
resonance should be on the evanescent side of the first RA. Since high-Q factors and 
high-electromagnetic near-field enhancements are required for strong sensing 
performance, the RA should be tuned to the high-frequency side of the resonance.   

To understand how a single-particle resonance will shift when the particle is placed in a 
periodic array we can use the coupled dipole approximation.[75]  For spherical particles in 
an array an effective polarizability can be calculated as 

𝛼𝛼′ =
𝛼𝛼

1 − 𝛼𝛼𝛼𝛼
, (2.40) 

where α is the polarizability of the particle, given for small particles (𝑑𝑑 ≪ 𝜆𝜆) by equation 
(2.33). For infinite periodic arrays  

𝛼𝛼 = ��
(1 − 𝑖𝑖�𝜀𝜀𝑚𝑚𝑘𝑘0𝜋𝜋𝑖𝑖𝑖𝑖 − 1)(3 cos2 𝜃𝜃𝑖𝑖𝑖𝑖 − 1)

𝜋𝜋𝑖𝑖𝑖𝑖3
+
𝜀𝜀𝑚𝑚𝑘𝑘02 sin2 𝜃𝜃𝑖𝑖𝑖𝑖

𝜋𝜋𝑖𝑖𝑖𝑖
� 𝑒𝑒𝑖𝑖�𝜀𝜀𝑚𝑚𝑘𝑘0𝑟𝑟𝑖𝑖𝑖𝑖

𝑖𝑖≠𝑖𝑖

, 
(2.41) 

where rij is the interparticle distance and θij is the angle between rij and the direction of 
polarization.  

In general, we will refer to artificial two-dimensional materials composed of periodically 
arranged subwavelength building blocks as metasurfaces.[19] 
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2.1.4.6 Towards the Mid-IR: The Lightning Rod Effect 

As the resonance of metallic particles is shifted to longer wavelengths towards the mid-
IR the quasi-static approximation and the Froehlich condition, given in equation (2.34), 
no longer hold. It can be readily verified that both the real and imaginary parts of εm 
diverge strongly from zero for metals. This prevents electromagnetic fields from 
penetrating deeply into metals in the mid-IR as the bulk and surface electrons oppose 
them. Then, it becomes more accurate to describe nanoparticles by the lightning rod 
effect, which describes ideal conductors and their expulsion of the electric field.[76] The 
wavelength of mid-IR light and longer wavelengths are longer than the wavelength 
associated with the surface electron modes. Therefore, no more coupling between the 
surface electron waves and incident light takes place, and the particles are no longer 
polarized by light.   

The lightning-rod effect can be described semi-analytically for arrays of metallic 
nanoparticles with arbitrary shapes using an electrostatic model.[76] Since the lightning 
rod effect describes protruding particle arrays but not their inverse, such as holes in a 
continuous metallic film, we will describe mid-IR resonances as metasurface-driven. As 
we show below, the resonances in the mid-IR exhibit qualitative similarities to plasmonic 
resonances.  

Specifically, if we look at how surface plasmon polaritons transform as the wavelength is 
increased, we need to look at equation (2.32). As can be seen, for long wavelengths (mid-
IR or longer) β converges to k0 as both the real and imaginary part of ε1(ω) diverge from 
zero towards infinity. From equations (2.29) and (2.30) it becomes apparent that the 
surface waves are no longer well confined close to the conductor-dielectric interface. 
They can spatially extend multiple wavelengths into the dielectric. The surface plasmon 
polaritons therefore become Sommerfeld-Zenneck waves,[77] acquiring the character of a 
grazing-incidence light field.  
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Figure 2.1. Schematic of (a) rods and (b) slots in a periodic array along with relevant 
geometrical parameters. The polarization of incident light able to excite (a) the electric 
dipole of the rods and (b) magnetic dipole of the slots is indicated, where E and H are the 
incident electric and magnetic field vectors, and k is the Poynting vector. 

2.1.4.7 Nanorod, Nanoslot Arrays, and Babinet’s Principle 

There are a multitude of shapes and arrangements of metal particles that feature a 
localized surface plasmon resonance in the visible to NIR range. Once these particles are 
arranged into a periodic two-dimensional array, coupling effects between the unit cells 
become apparent. The unit cell is the smallest repetitive unit volume that makes up a 
metasurface. As the resonance is shifted to longer wavelengths towards the mid-IR, the 
quasi-static approximation no longer holds and we call the resonance metasurface-
driven. In that spectral range, metals, such as gold or platinum, can be treated as perfect 
conductors due to their high conductivity and their real and imaginary permittivity 
diverging from zero. 

Babinet’s principle relates two complementary metasurfaces made of perfectly 
conducting elements. Two complementary metasurfaces form a continuous perfectly 
conducting film when superimposed on each other. For metasurfaces composed of highly 
conducting elements, Babinet’s principle predicts that the optical response of two 
complementary metasurfaces will be qualitatively similar under a 90-degree change in 
polarization under a change in light collection from reflection to transmission or vice versa. 
Babinet’s principle is a powerful tool in understanding metasurfaces. If a metasurface 
composed of thin and highly conducting elements is understood in reflection 
(transmission) the physical behavior in transmission (reflection) of its inverse complement 
can be predicted via Babinet’s principle. The resonance position will be similar for two 
complementary metasurfaces.  
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Figure 2.2. Comparing nanorods with nanoslots. (a) Electric near-field intensity 
distributions of resonantly excited nanoslot and nanorod arrays on the surface plane at 
half the depth (height) of the slots (slots). The local electric near-field intensity I is divided 
by the intensity of incident light I0. (b) Integrated electric near-field intensity (plotted on y 
axis) surrounding the nanostructure (inset) as the volume of integration is increased by a 
thickness parameter d. (c) The IR reflectance (transmittance) of a nanoslot (nanorod) 
array, covered with a monolayer of octadecanethiol. Both arrays have the same 
dimensions. The lower panel displays the vibrational signal of octadecanethiol after 
baseline correction. The peaks correspond to the symmetric and asymmetric stretching 
vibrations of the CH2 and CH3 groups of octadecanethiol, indicated by dashed vertical 
lines. Reprinted (adapted) with permission from Ref.[52] Copyright 2015 American 
Chemical Society. 

 

Nanorods, whether singular or in an array (Figure 2.1a), can exhibit a resonant electric 
dipole for p polarized light at a characteristic resonant frequency, qualitatively similar to 
plasmonic rods in the vis-to-NIR (Figure 2.2a). The electric near-field enhancement will 
be at the tips of the rods. In contrast, their inverse complement, slots (Figure 2.2), feature 
a magnetic dipole resonance under a 90-degree change of polarization for s polarized 
light with the electric near field confined to the center of the slot (Figure 2.2a). 
Interestingly, the electric near-field intensity decays exponentially from the outer surfaces 
of rods and linearly from the inner surfaces of the slots (Figure 2.2b). In the context of 
sensing, the externalized and linearly decaying near fields provide higher signal-to-noise 
ratios for slot compared to rod metasurfaces (Figure 2.2c).  

In the NIR, coupling effects have been found to be stronger for slots than for rods, which 
makes their parametric optimization necessary. Whereas rods have been found to couple 
via photons inside a transparent substrate, slots have been found to couple via surface 
plasmon polaritons at the conductor-dielectric interface. A rigorous study on the exact 
coupling mechanisms of rods or slots in the mid-IR is still missing. For this reason, we will 
summarize the findings of Huck et al.[52] for rods and slots in the NIR. The Q factor, 
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extinction, and signal enhancement are maximized for slots for 𝑑𝑑𝐴𝐴 = 𝑑𝑑𝑦𝑦 = 𝜆𝜆res/2 (see 
Figure 2.1 for the parameter definition), where λres is the resonance wavelength. 
Interestingly, the optimum condition was found to be independent of the refractive index 
of the substrate ns. The optimum for rods was found when 𝑑𝑑𝑦𝑦 = 𝜆𝜆res/𝑛𝑛s. These conditions 
change with the angle of incidence and spectral frequency.   

2.1.5 Mie Theory: Connecting Metallic and Dielectric Nanoparticles 

In a seminal paper in 1908, Gustav Mie derived analytical equations describing the 
interaction of a spherical particle with light of a similar wavelength to the size of the particle 
to explain the red colors of colloidal gold.[2] He discovered that a set of normal electric 
and magnetic eigenmodes exist inside a spherical particle that govern its characteristic 
electromagnetic response in terms of light scattering and absorption. Mie’s approach to 
expanding the scattered and internal electric and magnetic fields into a set of normal 
modes using vector harmonics has culminated in what is now called Mie’s theory and 
unifies light-matter interactions from Rayleigh scattering (very small particles) to 
geometrical optics (large particles). The size of particles is stated relative to the 
wavelength of light or the mean free path of conduction electrons in the case of metals. 
For subwavelength particles, the quasi-static approximation given in section 2.1.4.2 can 
be recovered via a power series expansion of the scattering and absorption coefficients 
and retention of only the first term. Although Mie theory is limited to spherical particles, it 
provides a first-order description of the light-matter interactions of non-spherical particles 
and is therefore useful in capturing the optical effects of small particles.  

A physically realizable time-harmonic electromagnetic field in a linear, isotropic, 
homogenous medium must satisfy Helmholtz equations for E and H 

∇2𝜓𝜓 + 𝑘𝑘2𝐄𝐄 = 0, (2.42) 

∇2𝜓𝜓 + 𝑘𝑘2𝐇𝐇 = 0, (2.43) 

where 𝑘𝑘2 = 𝜔𝜔2𝜀𝜀𝜇𝜇. The electric and magnetic fields must satisfy Maxwell’s equations (2.1), 
(2.2), (2.3), and (2.4). For a sphere of radius R with εµ surrounded by a dielectric medium 
with n=1, Helmholtz equations can be solved to construct even ψemn and odd ψomn 
generating functions in spherical polar coordinates (r, θ, ϕ) that satisfy equations (2.42) 
and (2.43) written as the scalar wave equation[53] 

𝜓𝜓𝑒𝑒𝑚𝑚𝑚𝑚 = cos(𝑚𝑚𝑚𝑚)𝑃𝑃𝑚𝑚𝑚𝑚(cos(𝜃𝜃))𝑧𝑧𝑚𝑚(𝑘𝑘𝜋𝜋), (2.44) 

𝜓𝜓𝑜𝑜𝑚𝑚𝑚𝑚 = sin(𝑚𝑚𝑚𝑚)𝑃𝑃𝑚𝑚𝑚𝑚(cos(𝜃𝜃))𝑧𝑧𝑚𝑚(𝑘𝑘𝜋𝜋), (2.45) 
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where P𝑚𝑚𝑚𝑚 are the Legendre polynomials of the first kind of degree n and order m, and zn 
is any of the four spherical Bessel functions. The separation constants m and n are 
determined by subsidiary conditions that ψ must satisfy. Following Bohren and 
Huffmann,[53] it can then be shown that the extinction and scattering cross sections can 
be written as  

       𝑖𝑖sca =
2𝜋𝜋
𝑘𝑘2

�(2𝑛𝑛 + 1)(|𝑎𝑎𝑚𝑚|2 + |𝑏𝑏𝑚𝑚|2),
∞

𝑚𝑚=1

 
(2.46) 

𝑖𝑖ext =
2𝜋𝜋
𝑘𝑘2

�(2𝑛𝑛 + 1)ℜ[𝑎𝑎𝑚𝑚 + 𝑏𝑏𝑚𝑚],
∞

𝑚𝑚=1

 
(2.47) 

where the extinction, scattering, and absorption cross-sections are related via equation 
(2.23). The scattering and extinction can be normalized to the geometrical cross section 
σgeo of a particle. In the case of a sphere 𝑖𝑖geo = 𝜋𝜋𝑅𝑅2. an and bn are scattering coefficients. 
For a nonmagnetic spherical particle 

𝑎𝑎𝑚𝑚 =
𝑚𝑚�𝜓𝜓𝑚𝑚(𝑚𝑚�𝑥𝑥)𝜓𝜓𝑚𝑚′ (𝑥𝑥) − 𝜓𝜓𝑚𝑚(𝑥𝑥)𝜓𝜓𝑚𝑚′ (𝑚𝑚�𝑥𝑥)
𝑚𝑚�𝜓𝜓𝑚𝑚(𝑚𝑚�𝑥𝑥)𝜉𝜉𝑚𝑚′ (𝑥𝑥) − 𝜉𝜉𝑚𝑚(𝑥𝑥)𝜓𝜓𝑚𝑚′ (𝑚𝑚�𝑥𝑥) , 

(2.48) 

𝑏𝑏𝑚𝑚 =
𝜓𝜓𝑚𝑚(𝑚𝑚�𝑥𝑥)𝜓𝜓𝑚𝑚′ (𝑥𝑥) −𝑚𝑚�𝜓𝜓𝑚𝑚(𝑥𝑥)𝜓𝜓𝑚𝑚′ (𝑚𝑚�𝑥𝑥)
𝜓𝜓𝑚𝑚(𝑚𝑚�𝑥𝑥)𝜉𝜉𝑚𝑚′ (𝑥𝑥) −𝑚𝑚�𝜉𝜉𝑚𝑚(𝑥𝑥)𝜓𝜓𝑚𝑚′ (𝑚𝑚�𝑥𝑥) , 

(2.49) 

where m� = 𝑚𝑚1
𝑚𝑚2

 is the ratio of the refractive indices of the sphere n1 and medium n2, and 

𝑥𝑥 = 𝑘𝑘𝑅𝑅 is the size parameter. 𝜉𝜉𝑚𝑚(𝑘𝑘𝜋𝜋) = 𝑘𝑘𝜋𝜋 ∙ ℎ𝑚𝑚
(1)(𝑘𝑘𝜋𝜋) and 𝜓𝜓𝑚𝑚(𝑘𝑘𝜋𝜋) = 𝑘𝑘𝜋𝜋 ⋅ 𝑗𝑗𝑚𝑚

(1)(𝑘𝑘𝜋𝜋) are the 
Riccati-Bessel functions, where 𝑗𝑗𝑚𝑚(1) and ℎ𝑚𝑚

(1) are the spherical Bessel functions of the 
first and third kind.  

As is shown in equation (2.46) and (2.47), the scattering and extinction cross-sections 
are a superposition of contributions coming from all m, n for which ψ is a solution. The 
contributions are the eigenmodes of the system, where an and bn are the electric and 
magnetic eigenmodes, respectively.[29] For example, for a dielectric (lossless) sphere with 
n = 4 and R = 110 nm three electric and three magnetic eigenmodes contribute to the 
scattering cross-section (Figure 2.4). At the eigenfrequencies of the sphere, the 
normalized scattering cross-section exceeds unity, demonstrating that the subwavelength 
sphere can interfere with incident light across a greater cross-section than it spatially 
represents. This highlights the high efficiency with which subwavelength particles can 
manipulate light.  
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Figure 2.3. Contribution of Mie modes to the scattering cross-section of a dielectric 
sphere with n = 4 and R = 110 nm. (a) The electric near field patterns of the underlying 
electric and magnetic Mie modes up to the octopole.  (b) Each of the modes (colored 
lines) individually contributes to the normalized scattering cross section (black line). The 
results were generated with the help of Ref.[78] 

2.1.1 Bound States in the Continuum 

The concept of bound states in the continuum was first described in the context of 
quantum mechanics by Wigner and von Neumann.[79] They showed that for some 
potentials bound states can exist as embedded eigenmodes within the continuum of 
propagating modes. If a quantum well is considered, states that are spatially localized 
within a potential well are bound and characterized by having a discrete energy. States 
that are outside the quantum well are delocalized and can have a continuous range of 
energies. BICs are spatially localized states with energies within the continuum and are 
a phenomenon associated with acoustics,[80] microwave physics,[81] and optics.[82,83] 

In the context of optics, traditional resonances, such as Mie or plasmonic resonances, 
are lossy and called leaky modes. They can couple to the continuum, which means they 
can couple to incoming radiation and radiate into the far field (Figure 2.4). In contrast, a 
photonic BIC is a dark state that cannot couple to freely propagating modes. Therefore, 
photonic BICs cannot be excited by nor radiate into the far field (Figure 2.4). They are a 
mathematical concept characterized by perfect confinement in time (Δν = 0) and an 
infinite radiative Q factor.  
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Figure 2.4. Concept of bound states in the continuum and other families of states in open 
photonic systems along with their position in the spectrum. Bound states are spatially 
localized due to a confining potential or structure (blue). Leaky modes (pink) are states 
with energies exceeding that of any confining potential that are spatially delocalized and 
can couple with extended waves. The coupling with extended waves such as incoming 
and outgoing radiation leads to energy being lost or leaked to the far field. BICs are 
spatially localized states within the continuous spectrum. They cannot couple with 
extended waves and therefore cannot radiate. Adapted from Ref.[84] Reproduced with 
permission from Springer Nature.  

 

Radiation losses are completely suppressed by the mode’s charge-current configurations 
that interfere destructively with incoming and outgoing propagating waves.[84] BICs can 
only be excited by local sources, for example via the near field by electrons. True BICs 
have been imaged and excited via combined cathodoluminescence and monochromated 
electron energy loss spectroscopy in a scanning transmission electron microscope.[85]  

The analogy between photonic and quantum BICs is informative but incomplete.[86] 
Photonic systems have more degrees of freedom due to additional features of the system 
such as polarization. Four key approaches to realizing photonic BICs can be 
differentiated. First, symmetry-protected BICs can be realized in infinite periodic 
structures where coupling with normally incident or outgoing plane waves is fully 
suppressed.[87] A second technique for infinite periodic structures consists of accidental 
BICs. For certain system parameters, radiative coupling with the far field can be fully 
suppressed for certain non-zero angles of incidence.[88] Therefore, for infinite periodic 
structures, both symmetry-protected and accidental BICs are possible (Figure 2.5a-b). 
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Thirdly, BICs can be realized in single particles (Figure 2.5c).[89,90] The structural 
parameters of a subwavelength resonator can be tuned to suppress coupling to the far 
field via the destructive interference of the resonators' underlying photonic modes. For 
example, a subwavelength cylindrical resonator can be parametrically tuned to have two 
eigenmodes with different polarizations strongly interact with each other near the avoided 
crossing regime where radiative losses will be suppressed. The two eigenmodes can be 
a Mie and a Fabry-Perot resonance[89] or several Mie modes.[90]  

Finally, BICs can be reverse engineered from an artificial potential.[29] This idea stems 
from the original formulation of Wigner and von Neumann.[79] A potential can be designed 
to support desired BICs, shown for example with the aim of generating BICs that are 
confined to the lattice periphery.[91,92] However, since inverse construction can yield non-
physical systems the practical implementation of such systems in experimental settings 
is limited.  

As a general principle, photonic BICs can be described by the destructive interference 
between multiple interacting leaky modes. For example, one class of BICs called 
accidental BICs can be understood by applying temporal coupled mode theory[93,94] to an 
open system with only two leaky modes |𝜓𝜓𝑠𝑠⟩, where s = {1,2}, with close or even equal 
eigenfrequencies Ω𝑠𝑠 = 𝜔𝜔𝑠𝑠 + 𝑖𝑖𝑖𝑖𝑠𝑠 and a non-zero interaction potential 𝑉𝑉�  that can couple the 
two modes. The coupled modes then have the form |𝜓𝜓⟩ = 𝐶𝐶1|𝜓𝜓1⟩ + 𝐶𝐶2|𝜓𝜓2⟩. For certain 𝑉𝑉�  
true photonic BICs can emerge via the complete suppression of radiative losses. In the 
framework of coupled mode theory, the complex amplitudes 𝐚𝐚 = [𝑎𝑎1(𝜕𝜕),𝑎𝑎2(𝜕𝜕)]𝑇𝑇 of the two 
states (or leaky modes) evolve in time according to 

𝑑𝑑𝐚𝐚
𝑑𝑑𝜕𝜕

= 𝐻𝐻�𝐚𝐚, (2.50) 

𝐻𝐻� = �
𝜔𝜔1 𝑖𝑖
𝑖𝑖 𝜔𝜔2

��������
𝐻𝐻�0

− 𝑖𝑖 �
𝑖𝑖1 �𝑖𝑖1𝑖𝑖2𝑒𝑒𝑖𝑖𝑖𝑖

�𝑖𝑖1𝑖𝑖2𝑒𝑒𝑖𝑖𝑖𝑖 𝑖𝑖2
�

�����������������
𝑉𝑉�

, 
(2.51) 

where κ accounts for the internal coupling of the modes, √𝑖𝑖1𝑖𝑖2 the coupling via the 
radiation continuum, and ϕ the phase shift between the modes. In the two-mode 
approximation, the BIC condition is met when one eigenvalue becomes purely real with 
no decay.  
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Figure 2.5. Overview of different platforms based on bound states in the continuum. The 
(a) positive and (b) inverse metasurfaces based on symmetry-protected BICs cannot emit 
radiation perpendicular to the xy-plane (red line). Accidental BICs can appear at different 
frequencies or other specially-tuned geometries, where a radiation channel at a non-zero 
angle of indidence is blocked (blue line). (c) BICs in single particles do not emit radiation 
perpendicular to the xy-plane (red line).  

 

Then, the other eigenvalue becomes lossier. The BIC condition can be written as[86]  

𝑖𝑖(𝑖𝑖1 + 𝑖𝑖2) = 𝑒𝑒𝑖𝑖𝑖𝑖�𝑖𝑖1𝑖𝑖2(𝜔𝜔1 − 𝜔𝜔2), (2.52) 

𝜙𝜙 = 𝜋𝜋𝑚𝑚, (2.53) 

where m is an integer. Conditions (2.52) and (2.53) can be met either by appropriately 
tuning the system parameters underlying two coupled resonances, resulting in a 
Friedrich-Wintgen BIC, or when ω1 = ω2 and γ1 = γ2, resulting in a Fabry-Perot BIC.  

BICs in photonic structures can also be described via the multipole expansion method 
and as a topological charge.[86] The multipole expansion uses vector spherical harmonics 
(multipoles), an orthogonal set of solutions to the Helmholtz equation given in equation 
(2.42) and (2.43), to relate the polarization currents induced inside the scattering units by 
an incident electromagnetic wave with the directional pattern of outgoing radiation. The 
multipole expansion shows that BICs form when all open diffraction channels coincide 
directionally with the nodal lines of the unit cell field.  

A simpler method of characterizing BICs is via their distinct and unique properties.[38,87] 
Firstly, their reflection spectra showcase a smooth profile without any distinct resonances 
at the BIC condition. Secondly, as the system parameters deviate from the BIC condition, 
a narrow resonance appears in the reflection spectra, indicating the excitation of a q-BIC 
with a finite Q factor. Thirdly, there must be an inverse quadratic relationship between the 
radiative Q factor and the BIC detuning parameter.[87] Lastly, the near-field patterns of the 
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q-BIC on resonance can offer further insights into the near-field cancellation mechanism, 
which prevents the electric near fields from radiating into the far field.[20] 

The non-existence theorem predicts that no BICs can exist in either infinite periodic 
structures with real (lossy) materials or finite dimensional structures with ε = ±∞, μ = ±∞, 
ε = 0 or μ = 0.[84] This makes true photonic BICs a theoretical concept with experimental 
demonstrations being limited by the need for finite dimensions and real (lossy) materials.   

Accidental and single-particle BICs are more complex, difficult to predict, and sensitive to 
perturbations than symmetry-protected BICs. Due to their straightforward theoretical 
framework and robustness towards system perturbations, we study symmetry-protected 
BICs in this work.  

2.1.1.1 Symmetry-Protected Bound States in the Continuum 

The coupling amplitude of a resonant mode due to normally incident (to xy-plane) plane 
waves polarized in x can be written as[87]  

𝐷𝐷𝑖𝑖,𝐴𝐴(𝑘𝑘) = −
𝑘𝑘

2�𝛼𝛼0
� 𝐸𝐸𝑖𝑖,𝐴𝐴(𝐫𝐫′)�����

Mode symmetry

[𝜀𝜀(𝑘𝑘, 𝐫𝐫′) − 1] 𝑒𝑒𝑖𝑖𝑘𝑘𝑧𝑧′�
Incidence angle

𝑑𝑑𝐫𝐫′, 
(2.54) 

where k is the wavenumber, S0 is the area of the unit cell, Ex is the electric field polarized 
in x, and j is the index of the resonant state. When the coupling amplitude vanishes the 
photonic mode cannot couple to or into the far field and the resonant mode is a BIC.  

Symmetry-protected BICs are a theoretical concept satisfying the nonexistence theorem, 
requiring an infinite periodicity in at least one dimension or unachievable materials with a 
diverging permittivity and permeability.[84] Due to Noether's theorem,[95] the intrinsic 
translational invariance of the periodic configuration necessitates the conservation of in-
plane momentum for incident light. For normally incident light, the in-plane momentum is 
null, referred to as the Γ point in reciprocal space. Then, light that is incident 
perpendicularly can solely interact with modes existing at the Γ point.   

To gain further physical insights, the simple example of a grating periodic in y with period 
L that supports BICs can be considered.[86] The electric field can be written as a Bloch 
function 

𝐄𝐄𝑚𝑚,𝑘𝑘𝐵𝐵(𝑥𝑥,𝑦𝑦, 𝑧𝑧) = 𝑒𝑒𝑖𝑖𝑘𝑘𝐵𝐵𝑧𝑧+𝑖𝑖𝑘𝑘𝑦𝑦𝑦𝑦𝐮𝐮𝑚𝑚,𝑘𝑘𝐵𝐵(𝑥𝑥, 𝑧𝑧), (2.55) 

where kB is the Bloch wavenumber, ky is the wavenumber component in y, and n is the 
index of the photonic band. un,kB(x,z) is a periodic function that can be expanded into its 
Fourier series as 
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𝐮𝐮𝑚𝑚,𝑘𝑘𝐵𝐵(𝑥𝑥, 𝑧𝑧) = �𝐜𝐜𝑚𝑚,𝑠𝑠,𝑘𝑘𝐵𝐵(𝑥𝑥)𝑒𝑒𝑖𝑖
2𝜋𝜋𝑠𝑠
𝐿𝐿 𝑧𝑧

𝑠𝑠

, (2.56) 

with s counting the diffraction channels over which the summation runs. These channels 
can be open or closed. On the outside of the resonators, the expansion coefficients turn 
into plane waves as 

𝐜𝐜𝑚𝑚,𝑠𝑠,𝑘𝑘𝐵𝐵(𝑥𝑥) → 𝐜𝐜𝑚𝑚,𝑠𝑠,𝑘𝑘𝐵𝐵𝑒𝑒
±𝑖𝑖𝐾𝐾𝑠𝑠𝐴𝐴, (2.57) 

𝐾𝐾𝑠𝑠 = �𝜔𝜔
2

𝑐𝑐2
− 𝑘𝑘𝑦𝑦2 − �𝑘𝑘𝐵𝐵 +

2𝜋𝜋𝜋𝜋
𝐿𝐿
�
2

. 
(2.58) 

If Ks is real (imaginary) the diffraction channel is open (closed). To achieve a BIC, all 
coefficients cn,s,kB corresponding to open diffraction channels must be set to zero. 
However, in subwavelength structures, only one open diffraction channel exists 
associated with s = 0. c0,kB(x) must then be zero, where n was dropped for clarity. Since 
c0,kB(x) is the initial Fourier coefficient in the expansion given in equation (2.56), it follows 
that  

𝐜𝐜0,𝑘𝑘𝐵𝐵(𝑥𝑥) = � 𝐮𝐮𝑘𝑘𝐵𝐵(𝑥𝑥, 𝑧𝑧)𝑑𝑑𝑧𝑧
𝐿𝐿/2

−𝐿𝐿/2
. 

(2.59) 

For the point (kB = 0) then 

𝐜𝐜0,0(𝑥𝑥) = � 𝐮𝐮0(𝑥𝑥, 𝑧𝑧)𝑑𝑑𝑧𝑧
𝐿𝐿/2

−𝐿𝐿/2
= ⟨𝐮𝐮0(𝑥𝑥, 𝑧𝑧)⟩𝑧𝑧. 

(2.60) 

When the grating's unit cell exhibits symmetry under the 𝑧𝑧 → −𝑧𝑧 transformation, the 
eigenstates at the Γ point can assume either even or odd functions with respect to z. In 
the case of odd functions, their average value over z becomes zero, making these states 
symmetry-protected BICs. The feature of symmetry protection makes such BICs resilient 
to imperfect conditions such as low-contrast and high-contrast photonic structures.[96] 
c0,kB(x) can also nullify for certain system parameters instead of symmetry, where it results 
in an accidental or a Friedrich-Wintgen BIC.[27] 

In a generalized context, c0,kB(x) is a complex vector. Then, the BIC condition demands 
both real and imaginary parts of c0,kB(x) to be zero. Fortunately, it can be shown that 
c0,kB(x) is real anywhere in k-space if the metasurface possesses time-reversal symmetry 
(𝜀𝜀∗(𝐫𝐫) = 𝜀𝜀(𝐫𝐫)), in-plane inversion symmetry (𝜀𝜀(−𝐫𝐫) = 𝜀𝜀(𝐫𝐫)), and mirror symmetry w.r.t. the 
sample plane. The last condition is not needed for symmetry-protected BICs making them 
more robust than other types of BICs. For the other BICs index matching techniques 
should be used to satisfy the last condition. The above treatment can be extended to 
resonators larger than the wavelength of light for which multiple open radiation channels 
can exist.  
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Furthermore, to generalize the symmetric aspect of symmetry-protected BICs, it can be 
shown that any C2z symmetric infinitely periodic metasurface at the Γ point cannot couple 
to or into the far field owing to a symmetry mismatch between incident light and the 
metasurface. A resonant mode must be part of the same symmetry class as the plane 
wave incident on the metasurface. Since plane waves are odd under a π rotation around 
the normal to the periodic plane it cannot possess C2z symmetry since the polarization of 
the plane wave is inverted under the symmetry operation.  

In experimental conditions, the limited size of structures and lossy materials means that 
the radiative quality factors will be limited. Yet, experimental demonstration of BICs have 
been realized and optically mapped via electron energy loss spectroscopy.[85] With a 
plethora of design options for symmetry-protected BIC-based platforms,[97] the goal is to 
prevent coupling with the far field via symmetry considerations. 

2.1.1.2 Losses and the Quality Factor of Bound States in the Continuum 

The total Q factor of BICs is limited by losses, only the radiative Q factor Qrad tends to 
infinity. In general, the Q factor can be decomposed[86] into its contributions (Figure 2.6) 
as 

𝑄𝑄−1 = 𝑄𝑄rad−1 + 𝑄𝑄surf−1 + 𝑄𝑄str−1 + 𝑄𝑄size−1 + 𝑄𝑄subs−1�����������������������
radiative

+ 𝑄𝑄abs−1 ,�
non−radiative

 (2.61) 

where Qsurf, Qstr, Qsize, Qsubs take into account the radiative losses due to surface 
roughness, structural disorder, the finite size of the sample, and a high refractive index 
substrate, respectively. Qabs considers nonradiative losses due to all kinds of absorption, 
such as material absorption, free-carrier absorption, multiphoton absorption, etc. For this 
reason, the total Q factor of BICs cannot be infinite. 

Within a metasurface’s resonators, the substrate, and the environment, absorption losses 
occur. Structural defects and surface roughness lead to light scattering. Due to the finite 
size of the periodic array, edge effects occur. Light diffracts into the substrate. Specifically 
for BIC-driven metasurfaces, at least one channel of radiation connected to a specific 
angle of radiation is protected. For other angles, the radiation channels are unprotected 
and diffraction may occur. 
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Figure 2.6. Sources of loss in metasurfaces composed of periodic arrays of finite size, 
with a focus on BIC-driven periodic metasurfaces. The unit cell whose loss is considered 
is highlighted (black dashed box).    

2.1.1.3 Symmetry Breaking and Coupling to the Continuum 

Since BICs are a mathematical concept characterized by infinite lifetimes, zero linewidths, 
and an infinite radiative Q factor their resonances are inaccessible in the far field making 
them unsuitable for applications such as sensors, filters, coherent light generation, or 
nonlinear enhancement, since the coupling to the far field is suppressed. By slightly 
perturbing or detuning a system from its BIC condition, high-Q resonances with a finite 
resonance lifetime and linewidth can be achieved. This detuning will open channels of 
radiation and allow for coupling to the far field. A straightforward method to achieve high-
Q resonances is to perturb or break the symmetry of a symmetry-protected BIC 
metasurface. Then the coupling amplitudes given in equation (2.54) will become non-
zero. The resulting leaky resonance is called a quasi-BIC or supercavity mode. 

For symmetry-protected BICs, there are two fundamental ways to achieve high-Q 
resonances. As can be seen in equation (2.54) the coupling amplitudes can be tweaked 
either by manipulating the underlying electric near-field distribution of the unit cells or by 
detuning the angle of incidence. The symmetry of symmetry-protected BICs is only 
protected for normal incidence, at 90° to the periodic plane. As soon as the angle is 
unequal to 90°, the BIC condition is broken and a finite Q factor resonance emerges in 
the far field. The second option for obtaining a q-BIC resonance is to break the underlying 
symmetry of the metasurface. Four primary ways have been shown in the literature: 
breaking the in-plane inversion symmetry, the out-of-place symmetry, the permittivity 
symmetry, and the displacement symmetry (Figure 2.7).  
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Figure 2.7. Various configurations of symmetry-breaking approaches to obtaining q-BIC 
resonances. (a) The in-plane inversion symmetry can be broken by adding to (dark green) 
and removing (red) material from the resonators (light brown) in the plane (xy) of parallel 
to the subtrate (light green). (b) The out of plane symmetry can be broken by adding or 
subtracting material in the z direction asymmetryically from one of multiple resontors in a 
unit cell. (c) By using different materials for different resonators in the unit cell, the 
permittivity contrast will lead to a q-BIC. (d) By displacing the resonators in a unit cell from 
those in the next unit cell asymmetrically in one direction a q-BIC can be obtained.  

 

The most common way of achieving q-BIC resonances in the literature is by breaking the 
in-plane inversion symmetry.[7,45,87] There are several ways to break the in-plane inversion 
symmetry, by tilting two resonators w.r.t. each other, by asymmetrically removing material 
from one resonator w.r.t. to another and by asymmetrically removing and adding material 
to one or multiple resonators.[87] Recently, out-of-plane symmetry breaking has been 
shown to also successfully unlock q-BICs from BICs.[98] Here, one of two resonators in a 
unit cell was made of a different height w.r.t. one another. Furthermore, two different 
materials have been used to make up two resonators in a unit cell, thereby breaking the 
permittivity symmetry and creating a finite-Q-factor resonance from a BIC.[99] In this work, 
we will show that a q-BIC can be experimentally realized from a symmetry-protected BIC 
via displacement asymmetry breaking, whereby the in-plane inversion symmetry is 
maintained.[20]  

An asymmetry parameter α can be defined to quantify the degree of asymmetry with 
which a symmetry-protected BIC can be converted into a q-BIC. α can be tuned linearly 
and continuously. For example, when ellipses (Figure 2.7) are tilted by an angle θ w.r.t. 
their unperturbed major axis, the asymmetry of the system is given as 𝛼𝛼 = sin𝜃𝜃.[7] It can 
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be shown[87] that the radiative quality factor follows an inverse quadratic relationship with 
α leading to the universal behavior for the Q factor of a q-BIC  

𝑄𝑄rad =
𝑄𝑄0
𝛼𝛼2

, (2.62) 

where Q0 is a constant that needs to be determined for each metasurface. Equation (2.62) 
holds for q-BIC resonances if their central frequency is below the diffraction limit and is a 
key distinguishing feature of q-BICs.  

As long as α remains small enough to be considered a perturbation, the reciprocal 
radiation lifetime γrad can be computed by summing up the radiation losses into all 
available open radiation channels. Below the diffraction limit 

𝑖𝑖rad
𝑐𝑐

= |𝐷𝐷𝐴𝐴|2 + �𝐷𝐷𝑦𝑦�
2

, (2.63) 

𝐷𝐷𝐴𝐴,𝑦𝑦 = −
𝑘𝑘0
�2𝛼𝛼0

�𝑝𝑝𝐴𝐴,𝑦𝑦 ∓
1
𝑐𝑐
𝑚𝑚𝑦𝑦,𝐴𝐴 +

𝑖𝑖𝑘𝑘0
6
𝑄𝑄𝐴𝐴𝑧𝑧,𝑦𝑦𝑧𝑧�, 

(2.64) 

where p, m, and 𝐐𝐐�  are the normalized electric dipole, magnetic dipole, and electric 
quadrupole moments per unit cell. From equations (2.63) and (2.64) it can be seen that 
for a true BIC γrad = 0 since the electric field components are odd under the inversion of 
coordinates (𝑥𝑥,𝑦𝑦) → (−𝑥𝑥,−𝑦𝑦).  

Another interesting aspect of q-BIC is the gradual increase in modulation with increasing 
α up to a maximum modulation followed by a decrease with further decreasing α. 
Interestingly, the modulation in transmission ΔT or reflection ΔR is intrinsically connected 
to the Fano formula, elucidating that a BIC collapses to a Fano resonance when α ≠ 0. 
The transmission T at the q-BIC resonance can be calculated by taking into account both 
ΔT and the background contribution. It can be shown[87] that 

𝑇𝑇(𝜔𝜔) =
𝑇𝑇0

1 + 𝑞𝑞2
 (𝑞𝑞 + 𝛺𝛺)2

1 + 𝛺𝛺2 
+ 𝑇𝑇bg,  

(2.65) 

where q is the Fano asymmetry parameter, Ω = 2(𝜔𝜔 − 𝜔𝜔0)/𝑖𝑖 is a dimensionless 
frequency, and Tbg and T0 represent the inherent background contribution of non-resonant 
modes to the amplitude of the resonant peak and the offset, respectively. Interestingly, at 
the BIC condition q in equation (2.65) becomes ill-defined linked to a collapse of the Fano 
resonance.  
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2.2 Angular Dispersion in Metasurfaces  

The angular dispersion of photonic resonances has been studied only in a few 
studies,[48,49] where two primary factors have been found to control it: the near-field 
coupling between neighboring unit cells and the radiation pattern of a single unit cell. 
Together, both factors can explain the behavior of resonances when the angle of 
incidence is changed. The theory outlined here applies to any dispersive (or non-
dispersive) materials and constitutes a general and systematic approach to controlling 
angular dispersions. The theory was experimentally and numerically validated from the 
NIR to the low-frequency THz spectral range on metallic metasurfaces.  

2.2.1 Frequency Shifts Driven by Changes in the Angle of Incidence  

With the advent of a general tight-binding model for dispersive and non-dispersive 
photonic systems in few-resonator [100] and then in periodic systems,[49] their angular 
dispersion could be described via the near-field coupling between neighboring unit cells. 
We will focus on two-dimensional periodic metasurfaces since they were studied in this 
work. It can be shown that the interaction of a unit cell with any other can be described 
via their coupling strength t as 

𝜕𝜕{𝑚𝑚,𝑚𝑚}
{𝑘𝑘,𝑙𝑙} = −𝑓𝑓0

∫𝐏𝐏{𝑚𝑚,𝑚𝑚}
∗ (𝐫𝐫) ∙ 𝐄𝐄{𝑘𝑘,𝑙𝑙}(𝐫𝐫)𝑑𝑑𝑑𝑑

⟨𝛷𝛷𝑠𝑠|𝛷𝛷𝑠𝑠⟩
, 

(2.66) 

where 𝐏𝐏{m,n}(𝐫𝐫) describes the polarization field inside each unit cell with lattice site 
location 𝐑𝐑{m,n}, 𝐄𝐄{k,l}(𝐫𝐫) describes the electric field distribution at the lattice site location 
𝐑𝐑{𝑘𝑘,𝑙𝑙}, and ⟨Φs|Φs⟩ normalizes the coupling strength to the total energy stored inside a 
single unit cell.  

In periodic metasurfaces, the interaction between the unit cells is described via equation 
(2.66) and leads to collective modes. These modes can be labeled via a Bloch wavevector 
k. The eigenfrequency of such a collective mode is given by[49] 

𝑓𝑓𝑟𝑟(𝐤𝐤) = 𝑓𝑓0 + � 𝜕𝜕{0,0}
{𝑚𝑚,𝑚𝑚} 𝑐𝑐𝑐𝑐𝜋𝜋�𝐤𝐤 ∙ �𝐑𝐑{𝑚𝑚,𝑚𝑚} − 𝐑𝐑{0,0}��,

{𝑚𝑚,𝑚𝑚}

 (2.67) 

where  𝐑𝐑{0,0} is the site location of the studied reference unit cell with the summation 
running over all neighboring unit cells.  

The coupling strength decreases with increasing distance between two unit cells, which 
is why the summation has to be truncated in periodic structures. The truncation depends 
on the Q factor of the metasurface at normal incidence. Since the Q factor quantifies the 
light confinement within each unit cell in periodic arrays, a higher Q factor means that 
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light is better confined within each unit cell and the coupling strength to neighboring unit 
cells decreases. Then, the summation can be truncated with fewer neighboring unit cells 
being considered. Studies on low-Q factor systems have shown that a five-by-five square 
of unit cells around a reference unit cell leads to converging results with numerical models 
and experiments.  

For incident light to interact with a metasurface, the wavevector of the incident radiation 
must match that of the underlying resonance of the system. This means that the collective 
mode of a periodic system must have a matched in-plane k to the wavevector of incident 
light. At an angle of incidence θ the Bloch wavevector is given by  

𝐤𝐤 = 𝑥𝑥�𝑘𝑘0 𝜋𝜋𝑖𝑖𝑛𝑛 𝜃𝜃, (2.68) 

where k0 is the free space wavevector at normal incidence. By inserting equation (2.68) 
into equation (2.67) the frequency shift of a resonance can be predicted depending on 
the angle of incidence. In a simplified form and truncated at the first three terms in the 
summation the angular shift of the central frequency of a resonance can then be written 
as 

𝑓𝑓𝑟𝑟(𝜃𝜃) = 𝑓𝑓0 + 𝐽𝐽0 + 𝐽𝐽1 cos(𝑃𝑃𝑘𝑘0 sin𝜃𝜃) + 𝐽𝐽2 cos(2𝑃𝑃𝑘𝑘0 sin 𝜃𝜃) + ⋯ , (2.69) 

where P is a unit cell length and {𝐽𝐽𝑖𝑖}, 𝑖𝑖 ∈ ℕ0 describe the near-field coupling between 
neighboring unit cells. J0, J1, and J2 quantify the effective near-field coupling within a unit 
cell row, between two nearest-neighbor rows, and between two next-nearest-neighbor 
rows, respectively. These constants can be calculated via the tight-binding model when 
the electromagnetic near fields are known. {Ji} are given by 

𝐽𝐽0 = � 𝜕𝜕{0,0}
{𝑖𝑖,0}

2

𝑖𝑖=−2

,     𝐽𝐽1 = 2 � 𝜕𝜕{0,0}
{𝑖𝑖,1}

2

𝑖𝑖=−2

,     𝐽𝐽2 = 2 � 𝜕𝜕{0,0}
{𝑖𝑖,2}

2

𝑖𝑖=−2

, 
(2.70) 

where the summations were truncated for a five-by-five square around a reference unit 
cell. Since J0 is angle insensitive, only {𝐽𝐽𝑖𝑖}, 𝑖𝑖 ∈ ℕ shift the central frequency of the 
resonance. If J1 and J2 are negative, the resonance will blueshift with increasing θ. 
Between J1 and J2, J1 is the dominating term since the coupling between nearest-neighbor 
rows is stronger compared to next-nearest-neighbor rows, as the distance between them 
is smaller. Experimentally, it has been found that J1 is roughly one order of magnitude 
larger than J2.[49]  Within J1, t{0,0}

{0,1} is the dominating term. 

For some metasurfaces, opposing shifts in the central frequency have been shown 
between s (ϕ = 0°) and p (ϕ = 90°) polarized light. This phenomenon is attributed to a 
crossing of J1 and J2 from negative to positive values at a certain ϕ between 0° and 90°.  
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2.2.2 Angle Dependence of the Optical Line Shape 

The change in the optical line shape with changes in the angle of incidence depends on 
the radiation pattern of a single unit cell.[48] Using temporal coupled-mode theory[93] and 
a one-port single-mode model, the reflectance R can be derived and is given by[48] 

𝑅𝑅 =
2𝑖𝑖rad

−𝑖𝑖2𝜋𝜋(𝑓𝑓 − 𝑓𝑓𝑟𝑟) + 𝑖𝑖int + 𝑖𝑖rad
− 1, (2.71) 

where γint and γrad are the intrinsic and radiative damping rates. The angle dependence of 
fr is given in equation (2.69). The intrinsic damping rate is relatively insensitive to changes 
in the angle of incidence, which should be expected since, in a first approximation, losses 
due to material absorption should be angle-independent. Therefore, we can write 

𝑖𝑖int(𝜃𝜃) ≈ 𝑖𝑖int(0). (2.72) 

The radiative damping rate is weakly dependent on the angle of incidence. This feature 
explains why a perfect absorption condition at normal incidence can stay near-perfectly 
absorbing when the angle of incidence is changed.[48] However, this depends strongly on 
the radiation property of a single unit cell.  

For example, a metasurface supporting a magnetic mode polarized along the y direction 
that radiates almost uniformly and equally into all directions of the xz-plane features 
almost angular-independent radiative damping under p polarized light. This is because 
the coupling between the magnetic field vector and magnetic mode of the metasurface is 
almost angle-independent, so its radiative damping should be as well. If for the same 
structure s polarized light is used, the resonance is found to behave very differently 
compared to the p polarized case. The magnetic dipole is then on the xz-plane and the 
radiation power is proportional to cos2 𝜃𝜃. Then, the radiative damping constant decreases 
as θ increases. Consequently, the coupling condition changes, which changes the 
resonance bandwidth and peak absorption.  

2.3 Surface Enhanced Infrared Absorption Spectroscopy 

SEIRAS detects IR active vibrational modes of molecules. For a mode to be IR active, 
there must be a change in a molecule's dipole moment as a result of the vibration that 
occurs when IR radiation is absorbed.[101] Light is absorbed by molecules when the energy 
of the photons matches the energy of the vibrational modes. SEIRAS is a derivative 
technique of conventional infrared spectroscopy based on the enhancement of the local 
electromagnetic near fields.[102,103] To further enhance the electromagnetic near fields, 
SEIRAS has been paired with plasmonics to improve biosensing. Plasmonic-based 
sensors have become the method of choice in the label-free detection of biomolecules. 
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They can be used either as 1) refractive index sensors or 2) by coupling the resonances 
to the molecular modes and analysing the perturbation of the intensity either in reflection 
or transmission,[104] termed perturbed intensity sensing here.  

There are a few important considerations that need to be made for SEIRAS. First, the 
environment needs to be chosen and adjustments have to be made depending on how 
strongly it absorbs. As IR characterization techniques suffer from high losses in aqueous 
environments, two geometries are typically used to acquire IR spectra of molecules 
suspended in analyte or adsorbed on resonator surfaces, namely the external reflectance 
approach or measuring in an attenuated total internal reflectance geometry. Next, if a 
plasmonic underlying platform is used instead of a roughened metallic film with random 
electric near-field enhancement, then the absorption enhancement between the 
vibrational modes of the molecules and the resonator modes have to be engineered 
carefully by tuning the coupling constants appropriately. Finally, if the molecules adsorb 
on the metallic film or resonators, the surface selection rule needs to be considered. 
These concepts will be discussed in the following sections.   

2.3.1 Geometries to Improve Signal-to-Noise Ratios in Lossy Environments 

First, the external reflectance approach consists of squeezing a thin layer of electrolyte 
between the working electrode and a prism to reduce optical losses.[105,106] The advantage 
of the external reflectance approach is a high degree of freedom in choosing the 
morphology and thickness of the studied material. However, although the lossy analyte 
layer is thin, it still suffers from dampened signals due to the resulting light absorption.  

A second geometry used to decrease optical losses from the electrolyte is to operate a 
sensing platform in an ATR configuration.[105–107] As light is totally reflected on a surface, 
evanescent waves with an exponential decay probe the other side of the reflective 
surface. Due to the evanescent approach, the losses stemming from the lossy 
environment are minimized. Additionally, the higher reflection also ensures enough signal 
is received by the detector, which improves the signal-to-noise ratio.  

2.3.2 Engineering Absorption Enhancement in Coupled Molecular-Plasmonic 
Resonator Systems 

The interaction between resonators in a sensing platform and the vibrational modes of a 
molecule can be described as a system of a damped harmonic oscillators consisting of a 
coupled bright and dark mode. The bright mode (resonator) is driven by external radiation 
and damped at a given rate. The bright mode has two loss channels, one due to externally 
radiation γext and one due to intrinsic material absorption γint. Moreover, the external 
driving rate of the bright mode is interdependent with γext because of time reversal 
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symmetry and energy conservation.[42] In other words, the rate of driving the system 
should correspond to the rate of the reverse process. The dark mode (molecule) does not 
interact with the driving field but dampens the system by its intrinsic coupling to the bright 
mode. Since the bright mode has more loss channels, its overall damping rate is higher.  

To maximize SEIRAS performance an impedance matching procedure should be 
performed, corresponding to tuning the system parameters towards reaching critical 
coupling. Critical coupling is when 𝑖𝑖ext/𝑖𝑖int = 1. To understand the effects of under 
(𝑖𝑖ext/𝑖𝑖int < 1), over (𝑖𝑖ext/𝑖𝑖int > 1), and critically coupled oscillator systems, the 
absorption cross-section (σabs) of a silver prolate spheroid can be evaluated using 
analytical quasi-static approximations with the radiation damping correction and 
compared before and after being coated with a dielectric shell featuring an absorption line 
(Figure 2.8a-b).[42] As it turns out, the particle-cross section is related to the damping rates 
via 

𝑖𝑖sca
𝑖𝑖abs

=
𝑖𝑖ext
𝑖𝑖int

, (2.73) 

where σsca is the scattering cross-section. The interdependent relationship between the 
absorption and scattering cross-sections can be seen in Figure 2.8c in connection with 
Figure 2.8a.  

For SEIRAS the absorption of a dark mode or absorber coupled to a bright oscillator has 
to be maximized for ideal performance. Valuable insights can be gained by considering a 
simpler coupled oscillator system by using temporal coupled-mode theory, namely with 
only one bright mode interacting with incident light. In this work, the SEIRAS 
measurements were made in ATR mode collecting only the reflectance R. Then, the 
system can be treated as a one-port system with an input and output channel. In this 
case, the absorption Abs. is given by[42] 

Abs. = 1 − 𝑅𝑅 =
4𝑖𝑖rad𝑖𝑖int

(𝜔𝜔 − 𝜔𝜔0)2 + (𝑖𝑖rad + 𝑖𝑖int)2
, (2.74) 

where ω and ω0 are the frequency and central frequency when the bright mode is driven 
on resonance, respectively. On resonance (ω = ω0), equation (2.74) transforms to 

Abs. =
4𝑓𝑓

(1 + 𝑓𝑓)2, 
(2.75) 

with 𝑓𝑓 = 𝑖𝑖ext/𝑖𝑖int. As can be easily seen, the absorption maximizes to 1 at the critical 
coupling condition.  
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Figure 2.8. Under, over, and critical coupling. (a) The absorption cross sections 
normalized to the particle volume with (solid line) and without (dashed line) a model 
material that absorbs at the center frequency of each resonance for three semiaxis 
lengths a of Ag prolate spheroidal particles. (b) Schematic of the system composed of Ag 
particles enveloped in a 5 nm thick shell of absorbing material and its generalized cavity 
model, excluding the presence of the absorber. (c) Cross-sections for absorption and 
scattering on resonance. (d) The peak absorption for the generalized cavity as a function 
of the ratio of external to intrinsic damping rates. The colored arrows highlight relevant 
movements along the curve for the three distinct ellipsoids in (a). Adapted with permission 
from Ref.[42] Copyright 2013 American Chemical Society. 

 

However, as is the case in SEIRAS, in addition to the bright mode interacting with incident 
light, a dark mode interacts with the bright mode. We can neglect the interaction between 
the additional mode with incident light due to the usually very small absorption cross-
sections of molecular vibrational modes. The added mode leads to increased damping of 
the bright mode, which corresponds to a leftward move along the graph in Figure 2.8d. 
The magnitude of the leftward move depends on the damping strength of the dark mode. 
When the system is slightly overcoupled, the presence of the dark mode will drive the 
system towards the critical coupling condition. If the system is slightly undercoupled, the 
dark mode will make the system even more undercoupled.  

Note that in Figure 2.8a, the central resonance shows only a small perturbation of the 
resonance associated with the bright mode. Although the bright mode is near the critical 
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coupling condition, the presence of the dark mode corresponds to the coupling condition 
shifting along the curve in Figure 2.8d from one side of the peak to the other side. The 
absorption is not significantly altered and the perturbation of the bright modes resonance 
profile is not strongly affected. In contrast, the other two resonances are perturbed more 
strongly. For the overcoupled system, the path change corresponds to a push towards 
the critical coupling condition towards extraordinary optical absorption. For the 
undercoupled system to a push towards extraordinary optical transmission.  

For SEIRAS that means that the bright mode should ideally be tuned close to the critical 
coupling condition, if it were alone, tendentially closer to being undercoupled than 
overcoupled. The dark mode then perturbs the resonance towards extraordinary optical 
transmission causing a strong modulation in reflection or absorption. Ideally, the change 
in the coupling constants corresponds to a leftward push away from the peak. The push 
should not go through the peak. The bright mode can alternatively be engineered to be 
overcoupled enough that the system moves towards extraordinary optical transmission.  

Along with the impedance matching procedure described above, the electric near-field 
enhancement plays a crucial role in amplifying the signals of the dark mode. The 
enhancement of the dark mode signals is tangentially limited from below by the electric 
near-field intensity enhancement factor |E/E0|2, where E is the maximum electric near-
field strength near the resonators and E0 is the maximum incident electric field strength. 
In reality, however, the real enhancement of the dark mode’s signals is significantly lower. 
This is due to a much lower average electric near-field intensity enhancement 
experienced by the dark mode due to imperfect coupling between the dark mode and the 
bright mode, imperfections in fabrication, adhesion layers not considered in 
simulations,[108] etc. The average electric near-field intensity enhancement experienced 
by the dark mode can be improved by choosing resonators with high |E/E0|2 or with 
linearly instead of exponentially decaying electric near-fields from its resonator surface 
as is the case for plasmonic slots.[52] The resonance strength and therefore near-field 
enhancement can be increased by choosing thin metallic adhesion layers instead of thick 
ones or molecular linkers.[108]  

Finally, as explained in section 2.1.4.5, the resonance should always be tuned on the low-
frequency side of the RA to ensure the resonance is in an environment dominated by 
evanescent decay as opposed to radiative decay. The resulting higher Q factors and 
electromagnetic near-field enhancements strongly improve the sensing performance.  

2.3.3 Band Selection Rule in IR Spectra of Adsorbed Species  

Another important consideration needs to be taken into account when designing a 
SEIRAS system employed to characterize molecules adsorbed on a metal film. As the 
(IR-active) molecules adsorb on the film, their orientation is fixed leading to a fixed electric 
dipole. The band selection rule dictates that the IR signals extracted from molecules 
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depend on the alignment of the average molecular dipole with the electric near-field vector 
orientation.[109]  The best signals will be extracted when the electric near-field vector aligns 
well with the electric dipole of the adsorbed molecules. Then, the electric near field can 
best interact with the dipole and the most energy can be absorbed into the molecular 
vibration. When the electric near field vector is normal to the molecular dipole, then no 
interaction between the two exists and the adsorbed molecules cannot be detected.   

A consequence of conventional ATR-SERIAS consisting of an unstructured metallic film 
on a transparent substrate employed to detect adsorbed molecules with a dipole-oriented 
perpendicular to the metallic film is that only p polarized light can interact with the 
adsorbed molecules. Since s polarized light has its electric field vector oriented parallel 
to the metallic surface, its electric field vector is oriented normally to the molecular dipole.  

When more complex resonator geometries are chosen to amplify the SEIRAS signals, 
the active surfaces of the resonators should be investigated before choosing a certain 
geometry. The active surfaces support the band selection rule for a certain polarization 
and angle of incidence. Maximizing the active surfaces and the alignment between the 
dipoles of the adsorbed molecules and the incident light will contribute to optimizing the 
SEIRAS signals.  

2.4 Electrochemistry 

Electrochemistry is a branch of chemistry that studies the relationship between chemical 
processes and the flow of electrons.[56] Typically, the interaction between chemical 
substances in a confined system is studied with respect to changes in the measured 
electric currents as a potential is externally controlled. The systems are confined in 
electrochemical cells consisting of a working electrode interacting with the substances, a 
counter electrode, and a reference electrode, usually solid conductive materials 
immersed in an electrolyte solution. Electrochemistry explores various phenomena, 
including reduction-oxidation (redox) reactions, electrode kinetics, ion transport, and the 
generation of electrical energy via chemical reactions or vice versa. In this work, the two 
half-reactions of the CO2 redox reaction are investigated. Oxidation means the loss of 
electrons and reduction means the acquisition of electrons. 

2.4.1 Electrolytic and Voltaic Cells  

As the potential inside an electrochemical cell is changed, chemical energy is converted 
to electrical energy and vice versa. If the cell releases energy during the reaction, it is 
called galvanic or voltaic. Voltaic cells use spontaneous reactions to extract electrical 
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energy from a system. An example of a voltaic cell are batteries. If an electrochemical 
cell requires an external electrical energy source to drive a non-spontaneous chemical 
reaction, it is known as an electrolytic cell. Electrical energy is then introduced into the 
system to facilitate processes that would not occur spontaneously. Electrolysis can be 
used to separate substances into their original constituents. It can be also used to form 
constituents that are not thermodynamically favorable. An electric current is introduced 
into the electrochemical cell via the application of an external potential. When the potential 
reaches a certain threshold to overcome the activation energy of a given reaction, the 
current is strong enough to run a non-spontaneous reaction that, for example, separates 
the substances that were chemically bound together.   

2.4.2 Connection between Cell Potential and Gibbs Free Energy  

The total energy available to carry out electrical work is contingent upon both the cell 
potential and the number of electrons transferred from the reducing to the oxidizing 
substance during a reaction. The total charge that is transferred during a redox reaction 
from a reductant to the oxidant is nF, where n is the number of moles of electrons and F 
is one faraday, the charge of one mole of electrons.  

The maximum amount of work that can be done by an electrochemical cell wmax 
corresponds to the change in the Gibbs free energy ΔG. An electrochemical cell with a 
positive potential will do work on the system, then wmax < 0. The potential of an 
electrochemical cell Ecell and the change in the free energy is 

𝛥𝛥𝛥𝛥 = −𝑛𝑛𝐹𝐹𝐸𝐸cell. (2.76) 

When a redox reaction occurs naturally, it generates a voltage itself and is called 
spontaneous. If a voltage is necessary to perform the reaction, it is called 
nonspontaneous. A spontaneous reaction is exergonic meaning it releases energy. 
Therefore, ΔG is negative and Ecell is positive for spontaneous reactions.  

The standard conditions for redox reactions are room temperature (298.15 K), pressure 
at 1 atm (101.325 kPa), and a solution concentration of 1 mol.dm-3 (1 M). As redox 
reactions can be split into their half-reactions, the voltage of each half-reaction can be 
measured and is given w.r.t. to its reduction reaction. This is then called the reduction 
potential. The standard reduction potential Eocell is given relative to the potential of the 
hydrogen reduction potential, which is set at zero as a baseline, and at standard 
conditions. When reactants and products are in their standard states, the potential of the 
cell is not pH-dependent and the Gibbs free energy difference is 

𝛥𝛥𝛥𝛥𝑜𝑜 = −𝑛𝑛𝐹𝐹𝐸𝐸cell𝑜𝑜 . (2.77) 

Adding together the ΔG values for the half-reactions gives ΔG for the overall reaction, 
which is proportional to both the potential and the number of electrons transferred. 
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Summing up the ΔG values of the half-reactions results in the complete reaction's ΔG, a 
quantity that is proportional to both the potential and the number of electrons exchanged 
during the reaction. When ΔG = 0, the reaction is at equilibrium.  

2.4.3 The Nernst Equation 

Above, we discussed how the reduction potential of a redox reaction at standard 
conditions can be found. At non-standard conditions, we can calculate the reduction 
potential using the Nernst equation, derived by Walther Nernst in 1889,[110] given by  

𝐸𝐸cell = 𝐸𝐸cell𝑜𝑜 − �
𝑅𝑅𝑇𝑇
𝑛𝑛𝐹𝐹

� ln𝑄𝑄, (2.78) 

where R is the ideal gas constant, T is temperature, and Q is the reaction quotient. Q 
gives the relative amounts of products and reactants as a ratio. Q may change during a 
reaction. At equilibrium, Ecell = ΔG = 0 and Q = K, where K is the equilibrium constant, the 
reaction quotient at chemical equilibrium. Equation (2.78) then becomes 

𝐸𝐸cell𝑜𝑜 = �
𝑅𝑅𝑇𝑇
𝑛𝑛𝐹𝐹

�𝐾𝐾. (2.79) 

The Nernst equation at room temperature (T = 298 K) can be written as  

𝐸𝐸cell = 𝐸𝐸cell𝑜𝑜 − �
0.0591 𝑉𝑉

𝑛𝑛
� log𝑄𝑄, (2.80) 

where the natural logarithm was converted to a base-10 logarithm, and V is the unit of the 
potential.   

2.4.4 Faraday’s Laws of Electrolysis 

Faraday’s laws of electrolysis, established in 1833 by Michael Faraday,[111] link the 
amount of substance produced or consumed during electrolysis to the electric charge 
flowing through the electrochemical cell. The first of two laws states that the mass of 
elements deposited at an electrode is proportional to the charge passing through the cell. 
The second law states that the quantities of chemical transformations induced by a certain 
amount of electricity in distinct substances are proportional to their equivalent weights. 
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2.4.5 Strategies for CO2 Recycling 

Along with carbonate minerals, CO2 is the most oxidized form of carbon. It has a formal 
oxidation state of +4. CO2 can be converted into a more energetic product by the transfer 
of its electrons to carbon, thereby effectively reducing its oxidation state in the process. 
When CO2 is converted to a more reduced product, the reaction is called CO2 reduction. 
If these reactions are thermally driven, they are called CO2 hydrogenation. If they are 
based on photosynthesis or bioinspired catalysis they are called CO2 fixation.[112]  

To obtain a closed cycle, the source of electrons and protons for the CO2 reduction should 
be water as the combustion of hydrogenated carbon products release water. The overall 
formula followed by CO2 reduction/hydrogenation/fixation is therefore 

𝑥𝑥CO2 + 𝑦𝑦H2O → product + 𝑧𝑧O2, (2.81) 

where x, y, and z are integers to balance out the equation.  

A thermally activated pathway for CO2 hydrogenation is the reverse water gas shift 
reaction to reduce CO2 to CO by 

CO2 + H2 → CO + H2O. (2.82) 

Using this reaction and using excess H2, the H2 and CO gas mixtures can be used as 
precursors to methane on a Ni catalyst,[113] to multi-carbon hydrocarbons on a Fe or Co 
catalyst,[114] or to methanol on a Cu/ZnO catalyst.[115] The variety of different reaction 
pathways shows the underlying complexity of CO2 reduction. The three aforementioned 
reaction pathways require high pressures and temperatures. For instance, for the 
synthesis of methanol, approximately 100 bar and 250 °C are needed.[116]  

For CO2 hydrogenation to be green, the needed hydrogen should come from water-
electrolysis 

2H2O → O2 + 2H2. (2.83) 

The two half-reactions making up the water-electrolysis reactions are the hydrogen 
evolution reaction at the cathode 

2H+ + 2𝑒𝑒− → H2 (2.84) 

and the oxygen evolution reaction at the anode 

2H2O → O2 + 4H+ + 4𝑒𝑒−. (2.85) 

2.4.6 Electrochemical CO2 Reduction  

The electrochemical CO2 reaction at the cathode takes the general form 
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𝑥𝑥CO2 + 𝑛𝑛H+ + 𝑛𝑛e− → product + 𝑦𝑦H2O, (2.86) 

which is balanced by the oxygen evolution reaction given in equation (2.85). In particular, 
as outlined in the introduction, the electrochemical CO2RR to CO is given by a simple 
two-electron transfer given in equation (1.2), which is also balanced by the oxygen 
evolution reaction given in equation (2.85). The electrochemical CO2 reduction to CO is 
one of the most promising options to close the carbon cycle due to its scalability, cost-
competitiveness, and sizeable market share.[50]  

2.4.7 Intermediates and Product Selectivity in Electrochemical Reactions 

The emphasis of electrocatalysis was initially placed on the reaction rate and required 
overpotentials.[117] Recently, the focus gradually moved towards improving the selectivity 
of reactions. For the primary electrochemical reactions of interest, namely the hydrogen 
evolution reaction and the CO2RR, multiple pathways can be used at different rates and 
efficiencies depending on factors such as environment, temperature, pressure, catalyst 
material, and more. On top of that, the products can continue to react to create new 
products at different efficiencies and in different pathways leading to a complex underlying 
chemical framework that needs to be understood to optimize reactions towards a given 
goal. Important to note is that during reactions intermediate species form that do not exist 
in the final product. Intermediates are transient species in a multi-step reaction 
mechanism. They are produced and consumed to ultimately create the final product. 
Reaction intermediates play a significant avenue in manipulating the reaction selectivity 
since they are complex yet necessary for achieving the final product. 

Parameters that have been shown to influence the product selectivity and therefore the 
underlying formation of intermediates have been shown via changes in the pH near the 
catalyst’s surface, the electrolyte composition, temperature, pressure, and the catalyst 
material.[118] The pH determines the number of protons available in the electrolyte 
solution. pH plays a crucial role in reaction selectivity, influencing the availability of 
protons for reactions like CO2 reduction.  

pH-induced surface charge changes impact the adsorption behavior of intermediates.[119] 
Electrolyte composition affects ion concentration near the electrode surface, influencing 
surface charge distribution, intermediate stability, and reactivity, leading to diverse 
product outcomes.[120] Pressure influences reaction rates and coverage of catalyst 
surface adsorbates, affecting selectivity in reaction pathways. Temperature influences 
reaction kinetics, activation energy, and thermodynamic favorability of pathways.[121] 
Catalysts modify activation energy and adsorption preferences, leading to favored 
reaction pathways. Surface poisoning can alter selectivity by hindering certain pathways. 
Catalysts also alter reaction rates, potentially favoring specific pathways. 
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To study the effects of changes in pH, electrolyte composition, temperature, pressure, 
and catalyst material, the interaction between the catalyst and reaction intermediates 
need to be studied. Since these occur at the interface between the catalyst and the 
electrolyte, surface-enhanced optical spectroscopic techniques like SERIAS or surface-
enhanced Raman spectroscopy are convenient tools for studying these interactions. By 
using these surface-sensitive and surface-selective techniques, the effects of choosing 
different electrolytes, catalysts, temperatures, pressures, etc. can be studied.  

2.4.7.1 Product Selectivity in Electrochemical CO2 Reduction 

CO2 reduction can lead to the production of several C1 products such as CO, HCOOH, 
CH3OH, etc. before its complete 8e–/8H+ reduction to CH4.[117] More C2 and C3 products 
can also be generated in what leads to complex reaction pathways including various 
intermediates (Figure 2.9). The hydrogen evolution reaction competes with the CO2RR, 
as the low-valent electron-rich metal catalysts are prone to reduce to protons. Similarly, 
low-valent metal catalysts are prone to oxidation by atmospheric O2, causing the oxygen 
reduction reaction and requiring anaerobic conditions for the CO2RR. Another 
consequence of the selectivity of the CO2RR is that, if the information about O2 is 
neglected and O2 is involved in the reaction, it leads to the release of partially reduced 
O2 species such as O2–, H2O2, etc. These species are reactive and result in oxidative 
degradation of the catalyst.  

Depending on the type of catalyst used during electrochemical reactions in general, and 
the electrochemical CO2RR in particular, the reaction pathways and therefore selectivity 
process will be altered.[118] In a comparison between Au, Cu, and Pt, Au produces 
adsorbed CO and H2. Cu can produce a variety of products including CO, formate, 
methane, and ethylene during the CO2RR, where a variety of O-bound and C-bound 
intermediates occur on Cu's surface. Pt favors the competing hydrogen evolution 
reaction, as the stability of Pt leads to adsorbed CO formation, which poisons the surface. 
In the case of Pt, its surface becomes covered in a stable layer of adsorbed CO. The 
adsorbed CO layer prevents other reaction intermediates from interacting with the catalyst 
surface, thereby effectively preventing the catalyst from performing the CO2RR.  
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Figure 2.9. Schematic of the reaction pathways of the CO2RR to various C1-C3 products. 
O-bound catalyst binding is shown in red. Dashed arrows show consecutive 
proton/electron transfer steps toward different C2 products. Reprinted from Ref.[122] with 
permission from The Royal Society of Chemistry. 

2.4.1 SEIRAS for Electrochemical CO2 Reduction 

Due to complex reaction pathways, a low IR signal intensity, and an aim to improve and 
increase the understanding of the selectivity process of the CO2RR, improved monitoring 
platforms need to be developed. Conventionally, however, the electrodes used 
electrochemical surface roughening techniques that were highly unreproducible providing 
only a random signal-enhancing effect.[118] Studying reaction pathways and intermediates 
using electrochemically roughened metal/catalyst surfaces means careful adjustment of 
the reaction parameters, such as pH, electrolyte composition, temperature, pressure, and 
catalyst material, to yield a desired and predictable outcome. This is difficult, especially 
when the outcome is unknown and the vibrational bands of adsorbed species are weak.  
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Figure 2.10. In situ ATR-SEIRAS spectra obtained during linear sweep voltammetry in a 
potential window from 0.3 VRHE to −0.9 VRHE in 1 M KHCO3 (pH 6.8) on a (a) Au, (b) Pt, 
and (c) Cu electrode. The top site configurations of adsorbed CO are highlighted (COlinear) 
and show poor signals. Reprinted (adapted) with permission from Ref.[118] Copyright 2018 
American Chemical Society. 

 

Then, it becomes hard to determine if an intermediate is either not present during the 
reaction or if the sensing platform did not resolve the vibrational mode well enough. 
Certainty can then only be gained by measuring a certain vibrational band, not by not 
measuring it. For example, top site configurations of adsorbed CO (shown as COlinear in 
Figure 2.10) on metallic surfaces are very difficult to detect with SEIRAS when 
electrochemically roughened electrodes are used (Figure 2.10).[118] The avenue pursued 
in this work is to improve the sensing power and reproducibility of the SEIRAS electrode 
to make negative results more significant.  

2.4.2 The Stark Shift 

The Stark shift is a field-dependent shift in the central frequency of a vibrational molecule 
associated with an adsorbate resulting from the interaction between a molecule’s dipole 
and the electric field present at the interface.[123] Changes in a surrounding electric field 
will change the energy levels of the adsorbed molecule. For example, during the CO2RR, 
when the applied potential is tuned more negatively, a decrease in the CO wavenumber 
results.[123] A possible explanation is that the occupancy of the CO antibonding 2π* 
molecular orbital is increased, leading to a decreased bond strength.[124] Moreover, 
changes in the bond length affect the charge donation between the metal and the 
molecular orbitals of the adsorbate.[125] The Stark shift can provide valuable insights into 
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adsorption and desorption processes, as well as the electronic properties of the 
adsorbates, by measuring the shifts in vibrational frequencies in response to an applied 
electric field. 
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3. Methodology 

The results presented in this work followed a systematic process, starting with the 
conception of the project and culminating in its completion as a coherent storyline 
documented in a manuscript. Discussions with colleagues and supervisors were 
invaluable in developing and evaluating new ideas, finding solutions to problems, 
improving results, choosing the next steps, and compiling and organizing the results into 
a cohesive narrative for manuscripts aimed for publication in scientific journals. The 
process flow started with an idea, usually a metasurface with novel optical features or 
providing a solution for a specific problem, and continued with numerically modeling, 
optimizing, and evaluating it. If the simulations looked promising based on chosen metrics 
specific to an idea, then the metasurface was fabricated. The fabrication procedure 
usually involved a multitude of steps, which each needed to be optimized. Therefore, the 
priority should lie in preparing quick prototypes to verify the theory and simulations. The 
prototype was then characterized experimentally and its performance was assessed via 
data analysis. If the results appeared promising, the simulation-fabrication-experimental 
characterization-data analysis workflow was repeated iteratively to improve the results, 
with each step being optimized. In this chapter, we elucidate the methodology used in this 
work.  

3.1 Numerical Models 

As discussed in Chapter 2, nanophotonic theory is constrained to specific idealized 
conditions, such as an ideal sphere, lossless or perfectly conducting materials, a perfect 
interface, etc. This makes analytical models inaccurate when the behavior of real 
nanophotonic systems, such as metasurfaces, is investigated. The theory outlined in 
Chapter 2 shows, in part, analytical models that assume continuous problems. When the 
continuous problems become too complex to describe analytically, a solution is to 
discretize the problem to approximate its continuous nature, a process called the finite 
element process. The finite element process requires the continuum to be split up into 
finite elements characterized by a finite set of parameters. The final solution comes from 
a set of linear equations being solved across the assembly of elements following the rules 
of standard discrete problems.[126]  

In the context of developing metasurfaces, therefore, it is instrumental to employ 
numerical models to study them. In this work, the finite-element frequency-domain 
Maxwell solver of CST Studio Suite 2021 was used to numerically model metasurfaces.  
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There are two different key methods to model the interaction of light and matter. The first 
is the Fourier-transform time-domain method. It solves Maxwell’s equations as differential 
equations (see Chapter 2) in time steps Δt across a rectangular mesh making up the 
numerical model.[127] Multiple frequencies can be evaluated within one simulation making 
it advantageous when broad frequency ranges are required. In contrast, the finite-element 
frequency-domain Maxwell solver used here assumes a time-harmonic dependence of 
the electromagnetic fields, which allows Maxwell’s equations to be converted into the 
frequency domain as[64] 

∇ × 𝜇𝜇−1∇ × 𝐄𝐄 − 𝜔𝜔2𝜀𝜀 ∙ 𝐄𝐄 = 𝑖𝑖𝜔𝜔𝐉𝐉, (3.1) 

where J is the current density, which acts as a source for the electric field.  

Within the frequency-domain solver, electric and magnetic fields are described by 
phasors with a harmonic time dependence. The time-harmonic fields are given by 

𝐄𝐄(𝜕𝜕) = ℜ�𝐄𝐄(𝜔𝜔) ∙ 𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖�. (3.2) 

Typically, the simulations have to be carried out frequency by frequency with every 
frequency solving a system of equations. This would be very time-consuming. However, 
CST Studio Suite 2021 uses a broadband sweep technique optimized to derive a full 
broadband spectrum from a small number of frequency samples. We chose the default 
general-purpose broadband sweep and set the stop criterion based on the convergence 
of all available S-parameters at 0.01 with two checks.  

S-parameters are the elements of the scattering matrix that depend on the number of 
ports that are chosen. CST Studio Suite 2021 introduces electromagnetic radiation into 
the system via power waves. For n amount of ports, an incoming wave ai and outgoing 
wave bi at port i are given by 

𝑎𝑎𝑖𝑖 =
1
2
�
𝑉𝑉𝑖𝑖
�𝑍𝑍𝑖𝑖

+ �𝑍𝑍𝑖𝑖𝐼𝐼𝑖𝑖�, 
(3.3) 

𝑏𝑏𝑖𝑖 =
1
2
�
𝑉𝑉𝑖𝑖
�𝑍𝑍𝑖𝑖

− �𝑍𝑍𝑖𝑖 + 𝐼𝐼𝑖𝑖�, 
(3.4) 

where Vi is the voltage, Ii is the current, and Zi is the reference impedance, which relates 
voltage and current.  

The scattering matrix S relates the incoming and outgoing radiation via 
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(3.5) 

Then, S can be written as 
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𝐒𝐒 =
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⎟
⎞

, 

(3.6) 

where the matrix elements Sij are called S-parameters. In the frequency-domain solver, 
the S-parameters are frequency-dependent  

𝛼𝛼𝑖𝑖𝑖𝑖 = 𝛼𝛼𝑖𝑖𝑖𝑖(𝜔𝜔). (3.7) 

The diagonal elements of the scattering matrix describe the reflection, and the off-
diagonal elements describe the transmission at each port.  

To solve equation (3.1), the finite element method was used, which splits a one-, two-, or 
three-dimensional model up into small volume elements across which the electric or 
magnetic fields are approximated to be uniform. For fields to be uniform, the phase 
change across an element must be negligible. Therefore, the size of the mesh cells should 
not be larger than λn/4, where λn is the wavelength of light in the material of the mesh cell. 
A tetrahedral mesh with up to eight iterations of adaptive mesh refinement was used to 
locally increase the number of mesh cells where needed. The advantage of the 
tetrahedral mesh is that non-rectangular surfaces can be resolved more accurately. Upon 
convergence of the simulation, each mesh cell will be associated with a calculated field 
value, which can be extracted and used to create the electric near-field plots presented 
in this work.  

In particular, metasurfaces confine light at corners where more mesh cells are needed to 
resolve the electromagnetic near fields. During the adaptive tetrahedral mesh refinement, 
an error of the field solutions is calculated across a number of frequencies located within 
the entire frequency range. Where the estimated error is high, the mesh is refined locally. 
When the convergence or stopping criteria are reached, the adaptive mesh refinement 
procedure stops. We chose the range of passes from a minimum of three to a maximum 
of eight, with a threshold error of S-parameters of 0.01 and one check. The stop criterion 
is reached upon the convergence of all near and far field probe frequency spectra.  
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Figure 3.1. Schematic of the numerical model using the finite element method. The mesh 
of the substrate (green) and the resonators (yellow) is shown, with one finite element 
being highlighted. The environment mesh is not shown for clarity. The unit cell of the 
model (white translucent box) constitutes the elementary unit of the periodic metasurface, 
infinitely repeated in the x and y directions. Two ports are oriented normally to the z 
direction to introduce or transmit light or function as an electric port.  

 

Modeling periodic metasurfaces was achieved by modeling their unit cell (Figure 3.1) and 
choosing appropriate boundary conditions. Periodicity in the sample plane (xy-plane) was 
achieved via perpendicular unit cell boundaries and parallel open ports introducing plane 
waves. Impedance-matched open boundaries extend the touching geometry virtually to 
infinity by using a perfectly matched layer, where waves can pass with minimal reflections. 
In this work, only the fundamental s or transverse electric (TE) and p or transverse 
magnetic (TM) polarized plane waves were introduced into the system, written as TE(0,0) 
and TM(0,0), respectively. The Floquet modes were limited to propagating modes only, 
which are characterized by a real and non-zero wavevector. No Floquet modes with an 
imaginary wavevector were included in the simulation and therefore convergence was 
reached faster. This limited artifacts and sped up the calculations.  

If light was introduced at an angle larger than the critical angle, total internal reflection 
occurred. In that case, no signal was received by the port on the opposite side of the light-
introducing open port, which caused problems as the errors on the S-parameters could 
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no longer be calculated. This problem was mitigated by setting the non-receiving port to 
an electric port, acting as a perfect electric conductor. A perfect electric conductor sets 
all tangential electric fields and normal magnetic fluxes to zero.  

A number of important considerations had to be made, especially when light at a non-
normal angle of incidence was introduced into the system via an azimuthal ϕ and polar θ 
phase shift/scan angle. First, the background, an environment assumed by the software 
to encapsulate the unit cell and crucial in the impedance matching procedure of the ports, 
had to be defined to match the permittivity of the material adjacent to the open port 
introducing light. The environment can only take a real and non-dispersive permittivity 
value. Therefore, the material immediately adjacent to the open ports had to be real and 
non-dispersive too.  

The materials other than the substrate and environment were modeled depending on how 
strongly the material-dependent losses and dispersion was across the considered 
spectral range. For example, Si is only marginally dispersive with low losses across the 
NIR to mid-IR spectral range. For that reason, we modeled Si via ñ = 3.48. For the metals 
modeled in this work, losses and dispersion effects had to be considered. For this reason, 
the experimental data of the complex refractive index was used to model gold[128] and 
platinum.[129] The refractive index was converted to the permittivity as described in 
Chapter 2 and then inputted into CST Studio Suite.     

If a layer of dispersive substrate or environment is placed adjacent to the non-dispersive 
layer next to a port, then an artificial interface between a dispersive and non-dispersive 
layer is created with the dispersive layer being modeled as finite instead of infinite. This 
leads to artifacts resulting from artificial scattering at the interface where the refractive 
index is not matched. By artifacts, we mean spectra that show sharp resonances that 
vanish for non-trivial changes in the model geometry, such as increasing the substrate or 
environment layers that should not affect the spectra. Moreover, Fabry-Perot modes can 
appear as artifacts due to the limited thickness of the dispersive substrate or environment 
layer. For this reason, the second consideration that was made to accurately model 
metasurfaces was to approximate the environment and substrate as real and non-
dispersive materials to minimize artificial scattering effects. In the NIR to mid-IR spectral 
range, CaF2, as the substrate, was modeled via a real and non-dispersive refractive index 
ñ = 1.4, air via ñ = 1, and water (or K2CO3) via ñ = 1.33.  

Dielectric/semiconductor materials, such as CaF2 or Si, transmit light in the visible to mid-
IR spectral range. All-dielectric metasurfaces feature resonances with light confined 
within the resonators. The relatively extended electromagnetic near fields in these 
materials can be resolved easily and the default setting of CST Studio Suite 2021 usually 
sufficed. In contrast, in the mid-IR spectral range metasurfaces composed of metallic 
resonators feature light confinement into significantly tighter spots than for all-
dielectric/semiconductor materials, as discussed in Chapter 2. Therefore, the resolution 
of the near fields required for metallic structures had to be much higher than for all-
dielectric/semiconductor materials. This, in turn, required a higher number of mesh cells. 
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Moreover, the penetration of light into the metal is negligible in the NIR to mid-IR spectral 
range. Since the electric and magnetic field values, which are calculated across each 
mesh cell, are extremely small inside but close to the metal-air interfaces, the solver 
showed weaknesses in the form of artifacts in the S-parameters due to a too high number 
of mesh cells being generated during the adaptive mesh refinement procedure (>105). 
We will refer to this phenomenon as over-meshing. 

The intuitive method of improving the quality of the simulations, i.e. increasing the number 
of adaptive mesh refinement passes, decreasing the threshold error of the S-parameters 
below 0.01, and increasing the number of checks, can lead to over-meshing that leads to 
artifacts. One solution to over-meshing consists of decreasing the maximum number of 
adaptive mesh refinement passes. This procedure reduced artifacts but decreased the 
fidelity of the calculated spectra, in particular around the resonances. In fact, often the 
resonance line shape and central frequency were found to change via non-trivial 
geometrical changes. Therefore, over-meshing was instead reduced by adding frequency 
samples to the frequency-domain solver parameters. For example, convergence was 
improved drastically by adding four equidistant frequency samples around the resonance 
and six more across the entire frequency range. Moreover, the solver accuracy resulted 
in optimal results when it was set at 10-6 for dielectric/semiconductor materials. For 
metals, the above procedure worked best at a solver accuracy of 10-4. Lower accuracy 
limits usually lead to artifacts, while higher limits lead to convergence problems.  

A better strategy to model metals in the mid-IR spectral range was to take advantage of 
the fact that light is expelled from metals in that spectral region. Metals were approximated 
as perfect electric conductors and modeled via their surface impedance via an internal 
macro. The numerical simulations converged significantly faster with a reduced number 
of mesh cells needed (~104). The model did not generate mesh cells inside the metallic 
resonators as it assumed no field inside them.  

3.2 Nanostructure Fabrication 

Once the numerical models showed promising capabilities and the structural parameters 
were optimized, the metasurfaces were fabricated in a multi-step procedure that itself 
needed to be optimized. Nanofabrication procedures are strongly affected by changes in 
temperature, pressure, and humidity. Therefore, the fabrication was performed in a clean 
room ensuring a constant temperature of 21-22 °C, pressure of 1 atm, and humidity at 
50%.   
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Figure 3.2. Schematic fabrication protocol of the positive metallic metasurfaces.  

3.2.1 Substrate Preparation and Cleaning  

For all samples presented in this work, CaF2 windows were used as the substrate due to 
their transparency in the mid-IR spectral region. Two different shapes of substrates were 
used throughout this work. For the electrochemical measurements, round (diameter 25 
mm) and thin (thickness 0.5 mm) CaF2 windows were used to comply with the 
requirements of the electrochemical cell. For the metasurfaces based on bound states in 
the continuum, square (side length 10 mm) and thicker (thickness 1 mm) CaF2 windows 
were used.  

The substrate was cleaned in acetone inside an ultrasonic bath at 55 °C for at least 5 
minutes, followed by isopropanol rinsing for at least 30 s to prevent acetone residues. 
Isopropanol was used as it dries without leaving behind contaminating traces on the 
substrate surface. Then, the substrate was placed in an oxygen plasma cleaner (Diener 
electronic) at 100 W and 40 Hz for 5 minutes. The oxygen plasma cleaner removed 
contamination and increased the substrate’s surface energy, which facilitated better 
substrate surface wetting. Via the increase in the hydrophilicity of the substrate surface, 
the air between the surface and the layer of subsequently spin-coated resists or deposited 
materials was removed, promoting the adhesion of the resists, improving its quality, and 
decreasing its surface roughness.   
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Figure 3.3. Schematic fabrication protocol of the inverse metallic metasurfaces. 

3.2.2 Resist Spin-Coating, Prebaking, Lithography, and Lift-Off 

After the substrate (CaF2 or CaF2 with amorphous silicon) was cleaned, it was spin-coated 
with a layer of either negative or positive tone resist. Resists can have their chemical 
bonds locally changed either via the exposure of an electron beam (e-beam) of a scanning 
electron microscope or by a light beam. Since we used e-beam lithography in this work, 
we will continue to talk about resists that are activated via electrons. E-beam lithography 
was used to create the metasurface patterns in resist. The fundamental difference 
between negative and positive resists is how they interact with electrons. When positive 
resists are exposed to electrons, the electrons trigger a chemical reaction that breaks 
down the molecular bonds within the resist (Figure 3.2 and Figure 3.4). Then, when the 
resist is developed, which means that it is placed for a certain amount of time in an organic 
solvent, the area that was exposed to electrons is washed away. In contrast, when 
negative resists are exposed to an e-beam, the local surplus of electrons triggers a 
chemical reaction that stabilizes and forms molecular bonds within the exposed area of 
the resist (Figure 3.3 and Figure 3.5). Then, when the resist is developed, the area 
exposed to the e-beam remains, while the area not exposed to the e-beam is washed 
away. Therefore, these two resists have the power to produce inverse designs due to 
their inverse functionality.  
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Figure 3.4. Schematic fabrication protocol of the positive all-dielectric metasurfaces. 

 

The first step after the sample was prepared and cleaned was to spin-coat the resist. The 
resist was applied to the substrate in its liquid form. The centrifugal force coming from the 
rotations of the spin coater then redistributed the resist across the substrate’s surface. 
The centrifugal force  

𝐹𝐹 = 𝑚𝑚𝜔𝜔2𝜋𝜋 (3.8) 

is an inertial force that pulls an object of mass m at a distance from the origin r away from 
the origin with a strength proportional to ω2, where ω is the angular velocity. Therefore, 
with increasing ω the centrifugal or the redistributing force increases and the resist film 
thickness decreases as more resist is accelerated away.  

Proper adherence of the resist to the substrate’s surface was crucial, wherefore the 
oxygen plasma step, as explained in Section 3.2.1, should not be omitted. In particular, 
the negative resist (ma-N 2403, micro resist technology GmBH, Germany) showed poor 
adhesion on CaF2. For this reason, an adhesion promoter (Surpass 4000, micro resist 
technology GmBH, Germany) was first spin-coated at 3000 rotations per minute for 30 s, 
without a prebake step, before the negative resist was spin-coated. 
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Figure 3.5. Schematic fabrication protocol of the inverse all-dielectric metasurfaces. 

 

How thick the resist layer became after spin-coating depended on what resist was used. 
Different resists have different viscosities. A resist with a higher viscosity results in a 
higher average resist thickness at the same spin rate than a resist with a lower viscosity. 
The spinning time also affects the resist thickness and uniformity. Longer spinning times 
result in a smoother resist surface but thinner resist film. The companies producing each 
resist usually provide information on the thickness of their specific resist depending on 
what spin rate and spinning time is used. The relevant table should first be consulted 
before choosing a certain spin protocol.  

As a rule of thumb, for positive resists, the film thickness should be at least three times 
the cumulative thickness of the evaporated materials, after development, to succeed in 
the lift-off procedure. For the negative resist we used, ma-N 2403, we found that the resist 
thickness had to exceed six times the cumulative thickness of evaporated materials for 
the lift-off to work. The difference in these values stems from the electron interaction 
volume of the e-beam inside the resist leading to an undercut profile for the positive resist 
and an overcut profile for the negative resist. When materials are evaporated into the 
exposed and developed resist areas, the undercut profile limits or prevents material from 
depositing on the sidewalls. When the sample is placed in removing solution after material 
deposition, the exposed sidewalls allow the solution to access and dissolve the resist, 
thereby facilitating the lift-off. On the other hand, the interaction volume of the e-beam 
leads to an overcut profile in negative resists. The overcut profile leads to material being 
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deposited on the resist sidewalls, which negatively affects the lift-off procedure. 
Therefore, a thicker negative resist layer relative to the thickness of evaporated materials 
is needed.  

To meet the requirements of the positive metasurface shown in this work, the positive 
resist poly(methyl methacrylate) (PMMA, 950k, A4) was spin-coated at 3000 rotations per 
minute for one minute ensuring a resist thickness of above 200 nm. The negative resist 
was spin-coated at 3000 rotations per minute for 30 s ensuring a resist film thickness of 
300 nm.  

The positive resist was then prebaked at 180 °C for 3 minutes on a hot plate. A Si wafer 
was used between all samples and the hot plate to decrease the high-temperature 
gradients. The prebake step removed the remaining solvent from the resist and formed 
the molecular bonds that were then broken down by e-beam exposure. Since the negative 
resist (ma-N 2403) turns into a hard mask at high temperatures or long baking times, it 
was prebaked at 100 °C for 1 minute on a hotplate. To avoid resist burning and electronic 
charge accumulations leading to pattern distortions during e-beam lithography an 
additional conducting polymer layer (ESpacer 300Z) was spin-coated at 2000 rotations 
per minute for 1 minute.  

After the spin-coating and prebake step, the samples were introduced into the ultra-high 
vacuum chamber of the e-beam lithography (eLine Plus, Raith) machine. The lower 
acceleration voltages caused a more pronounced undercut (overcut) profile for the 
positive (negative) resists due to the interaction volume shifting closer to the surface of 
the resist. Therefore, an acceleration voltage of 20 kV (30 kV) was used. The working 
distance was 10 mm and the aperture sizes ranged between 15 and 20 µm. The smaller 
the aperture size the smaller the beam current and focus diameter. Moreover, the area 
dose, defined as the charge per area, was constrained by the current of the e-beam and 
the speed at which the beam was deflected, which was 15 mm s-1. Therefore, smaller 
apertures were used when a higher resolution was required or the beam dose had to be 
below the allowed threshold linked to a larger aperture.  

The ideal dose depended strongly on the development time. For example, for longer 
development times more time is available to dissolve areas exposed with the e-beam in 
the case of a positive resist. Then, a lower dose is ideal as the molecular bonds do not 
need to be completely broken apart for them to be dissolved in the developer solution. 
The contrary is true for negative resists. If the development time is too long, however, the 
unexposed resist gets partly dissolved, leading to rougher metasurface edges. Therefore, 
the development time is crucial and characteristic to each resist. To determine the ideal 
development time, a dose sweep was performed on various samples for various 
development times.  

The best results then determined the best development time and area dose, which was 
70 s in ma-D 525 (micro resist technologies GmBH, Germany) after using an area dose 
of 60-70 µC cm-2 for ma-N 2403. The development was stopped by placing the sample in 
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deionized and distilled water for 30 s. The e-beam patterns in PMMA were developed by 
first removing the conductive polymer in deionized and distilled water for 20 s, then 
developing the patterns for 50 s in a 7:3 mixture of isopropanol to water solution after 
exposure with an area dose of 140-220 µC cm-2. The development was stopped by 
placing the sample in isopropanol for 30 s. Then the samples were placed in an oxygen 
plasma cleaner at 40 W for 15 s to obtain sharper edges.  

After the development step, materials were deposited onto the resist patterns, either as 
a hard mask for etching or to create the metasurface patterns directly via a lift-off 
procedure. Either way, a lift-off was necessary. The lift-off consisted of placing the sample 
in remover overnight at 80 °C. Mr-REM 700 (micro resist technologies GmBH, Germany) 
was used to remove the remaining ma-N 2403. We found that the remover left behind 
residual material that contaminated the surface, which was removed by rinsing the 
sample in deionized and distilled water for 1 min, then for 1 min in isopropanol, and finally 
by cleaning the sample at 100 W power in an oxygen plasma cleaner for 20 min. Remover 
1165 (Microposit) was used to remove the remaining PMMA.  

3.2.3 Material Deposition 

Materials ranging from metallic to dielectric were used to create the metasurfaces 
described in this work. Au, Pt, Ti, Cr, and SiO2 were deposited via e-beam evaporation 
(Figure 3.6a) after the resist was spin-coated. Their metasurface patterns were created 
solely via a lift-off procedure. In contrast, amorphous silicon (a-Si) was deposited before 
the resist spin-coating via plasma-enhanced chemical vapor deposition (PECVD), shown 
schematically in Figure 3.6b. The metasurface patterns were then created via an etch 
mask and an etching procedure.  

3.2.3.1 Electron-Beam Evaporation 

Electron-beam evaporation is a physical vapor deposition technique utilizing a beam of 
high-energy electrons to heat and evaporate a material. Two different e-beam 
evaporators were used in this work. For the evaporation of Pt and Ti in the context of 
electrochemical experiments (Figure 3.3), the electron-beam evaporator PRO Line PVD 
75 from Lesker was used. For the evaporation of Au, Ti, Cr, and SiO2 in the context of 
metasurfaces based on bound states in the continuum (Figure 3.2, Figure 3.3, Figure 3.4, 
and Figure 3.5), the UHV E-Beam from Bestec was used. The reason for the use of both 
was their different availability of materials.  
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Figure 3.6. Material deposition techniques. Schematic illustrations of (a) electron-beam 
evaporation and (b) plasma-enhanced chemical vapor deposition.  

 

For both systems, the samples were mounted upside down on a sample holder which 
was then introduced into the e-beam evaporator’s chamber (Figure 3.6a). After an ultra-
high vacuum was created (pressure below 10-5 bar), electrons were extracted from a 
filament by driving a current through it, accelerated via an electric field (accelerator), and 
deflected onto the target material or source via a magnetic field. The electrons hit the 
source locally, where they heated and sublimated the material when the e-beam strength 
and therefore local temperature were high enough. The sublimated atoms rose towards 
the top of the chamber, where they attached to the substrate.  

Due to the high vacuum, the sublimated atoms only rarely scatter with atoms in the 
chamber. This leads to an overall directionally uniform evaporation that aids the lift-off 
procedure, making this technique advantageous compared to e-beam sputtering when e-
beam lithography patterns involve a lift-off. The lower vacuum of e-beam sputtering leads 
to the coating of the side walls of the developed e-beam lithography patterns, making the 
lift-off difficult to impossible, because the removing solutions are then prevented from 
accessing the resist.  

By adjusting the electric current driven through the filament, the e-beam strength can be 
changed and optimized to reach a stable rate of evaporation. However, with an increase 
in the evaporation rate, the vacuum can decrease if the limit of the vacuum pump is 
reached. Moreover, when the rate gets too high, it can become unreliable for the 
deposition monitor (quartz crystal controller) that monitors the rate of evaporation. In 
addition, the temperature in the chamber increases with the increased heating of the 
source due to higher extraction currents and higher evaporation rates. Some resists, 
including the negative resist used in this work (ma-N 2403), become etch masks when 
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exposed to elevated temperatures for extended time periods. Conversely, however, a too-
low evaporation rate can lead to high surface roughness in the created films and lead to 
problems in monitoring the rate. For this reason, the range of acceptable evaporation 
rates should first be found. For Au, a rate of 1 Å s-1 was used, for Ti 0.4 Å s-1, for Pt 2 Å 
s-1, for Cr 0.4 Å s-1, and for SiO2 0.8 Å s-1. In particular, the relatively high evaporation 
rate for Pt of 2 Å s-1 was crucial as the lift-off worked significantly better than for lower 
rates. Moreover, the quality of the resonator edges improved significantly as the surface 
roughness decreased with higher evaporation rates. 

A further material-dependent consideration had to be made for ideal e-beam evaporation. 
If a material melts during the e-beam evaporation process, the e-beam can be used in its 
collimated form without destroying the material. As the material is locally evaporated, 
nearby material flows into the hole created by the evaporation process. However, when 
the target materials do not melt during the evaporation process, as the material is locally 
evaporated and a hole is left behind, no surrounding material fills the hole and the hole 
remains. To avoid this problem, for these non-melting materials, the e-beam should be 
widened to increase its cross-section and therefore uniformly use the target material.  

3.2.3.2 Plasma-Enhanced Chemical Vapor Deposition 

Plasma-enhanced chemical vapor deposition (PlasmaPro 100, Oxford Instruments) was 
used for the deposition of amorphous silicon (Figure 3.4 and Figure 3.5). The sample was 
introduced bottom-up into an ultra-high vacuum chamber, where it was placed on top of 
a lower electrode (Figure 3.6b). Inside the chamber, a constant flow of 500 sccm of silane 
gas (SiH4) was introduced, resulting in a chamber pressure of 1000 mTorr. A plasma was 
generated between the substrate and the radiofrequency (RF) electrode using 10 W of 
RF power. A plasma is a state of matter in which atoms are fully ionized. The RF power 
provided the energy to the electrons that ionized the gases. The plasma initiation 
triggered a chemical reaction on the substrate's surface, leading to Si as one of the 
reaction products. Silicon then condensed on the surface of the substrate, where it 
produced a uniform layer of amorphous silicon. The presence of the plasma had the 
beneficial effect of reducing the required silicon growth temperature on the substrate by 
lowering the reaction’s activation energy. In this work, Si was deposited at 180 °C.  

During plasma-enhanced chemical vapor deposition, the deposition rate or film thickness 
is proportional to the deposition time. With a deposition rate of 18.4 nm/min a thickness 
of 650 nm of a-Si was achieved after 35 min 20 s.  
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3.2.4 Hard Mask and Reactive Ion Etching  

A hard mask was used to create the Si-based metasurfaces studied in this work. The 
hard mask was created by first coating an exposed and developed resist on a-Si and 
CaF2 with 20 nm of SiO2 and 40 nm of Cr. Then, an overnight lift-off created the hard 
mask patterns to be etched. The patterns were then transferred into Si via inductively-
coupled plasma reactive ion etching (ICP-RIE, PlasmaPro 100, Oxford Instruments), a 
chemical dry etching technique (Figure 3.4 and Figure 3.5).  

The ICP source was a coil wrapped around the main chamber carrying an RF time-varying 
electric current. The RF time-varying electric current created an RF time-varying magnetic 
field inside the chamber, which in turn generated RF electric fields that provided energy 
to the electrons that ionized the gas molecules and atoms, thereby creating the plasma. 
Due to the electric fields that ionized the gas inside the chamber, the advantage of 
coupling ICP and RIE was minimal erosion of the reactor walls. During ICP-RIE, the ions 
were attracted toward the wafer to be etched.  

The hard mask protected the material underneath it. Hard masks are made of materials 
that do not interact with the gases during the RIE process. To etch the areas the a-Si film 
that were not protected by the hard mask, chlorine, and argon gases with a laminar flow 
of 20 and 7 sccm, respectively, were introduced into the chamber at a pressure of 2 
mTorr. Then, the plasma was ignited using 20 W of RF and 200 W of ICP power. Then, 
the areas not covered by the hard mask were exposed to the plasma, which reacted with 
a-Si. The reaction with a-Si led to gaseous products only, which were removed via the 
vacuum pump. The areas protected by the hard mask remained intact. Due to the RF 
applied to the plasma, RIE is a directional etching technique with a reduced lateral etch 
rate, nearly vertical sidewalls, and sharp edges.[130] For this reason, metasurfaces with 
high fidelity and small-scale resonators can be made.  

Similarly to PECVD, the etching rate is proportional to the etching time. With a rate of 
approximately 90 nm/min, we etched our 650 nm a-Si film for 7 min 15 s to make sure the 
a-Si film was fully etched, but not over-etched.  

3.2.5 Fabrication Recipes 

The four fabrication protocols used to create the metasurfaces presented in this work are 
briefly summarized below.  
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3.2.5.1 Positive Metallic Metasurfaces 

The fabrication protocol of the positive metallic metasurfaces (Figure 3.2) started by first 
preparing and cleaning the substrate, then spin-coating and prebaking the positive resist 
(PMMA, 950k, A4) and the conductive polymer layer. Afterwards, e-beam lithography 
exposed the resist where it was to be removed via the development step. An adhesion 
layer (2 nm of Ti) and 70 nm of Au were then deposited on the sample via e-beam 
evaporation. A final lift-off step produced the final metasurface patterns. 

3.2.5.2 Inverse Metallic Metasurfaces 

The fabrication protocol of the inverse metallic metasurfaces (Figure 3.3) commenced 
with the substrate preparation and cleaning step. Then, the adhesion promoter (Surpass 
4000), negative resist (ma-N 2403), and conductive polymer layer were spin-coated and 
prebaked. E-beam lithography exposed the resist where it was to be retained during the 
development step, while the unexposed areas were removed. Afterwards, an adhesion 
layer (2 nm of Ti) and then either 30 nm of Au or Pt were deposited on the sample via e-
beam evaporation. A final lift-off step produced the final metasurface patterns. 

3.2.5.3 Positive All-Dielectric Metasurfaces 

The fabrication protocol of the positive all-dielectric metasurfaces (Figure 3.4) started by 
preparing and cleaning the substrate and then depositing 650 nm a-Si on it via PECVD. 
Afterwards, the positive resist (PMMA, 950k, A4) and conductive polymer layer were spin 
coated and prebaked. Then, e-beam lithography exposed the resist where it was to be 
removed via the development step. The hard mask was created by depositing 20 nm of 
SiO2 and 40 nm of Cr via e-beam evaporation. The hard mask patterns were created via 
a lift-off and transferred to the a-Si layer via ICP-RIE. Finally, Cr and SiO2 were etched 
away, leaving behind the finished positive all-dielectric metasurface.  

3.2.5.4 Inverse All-Dielectric Metasurfaces 

The fabrication protocol of the inverse all-dielectric metasurfaces (Figure 3.5) started with 
the preparation and cleaning of the substrate and then depositing 650 nm a-Si on it via 
PECVD. Then, the adhesion promoter (Surpass 4000), the negative resist (ma-N 2403), 
and finally the conductive polymer layer were spin-coated and prebaked. E-beam 
lithography exposed the resist where it was to be retained during the development step, 
while the unexposed areas were removed. The hard mask was created by depositing 20 
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nm of SiO2 and 40 nm of Cr via e-beam evaporation. The hard mask patterns were 
created via the lift-off and transferred to the a-Si layer via ICP-RIE. Finally, Cr and SiO2 
were etched away, leaving behind the finished inverse all-dielectric metasurface.  

3.3 Optical Characterization 

Two purely optical and one hybrid-opto-electrochemical characterization devices were 
used to characterize the metasurfaces developed in this work. In the context of 
metasurfaces based on BICs, Quantum Cascade Laser (QCL) IR Microscopy and 
Fourier-transform IR (FTIR) spectroscopy were used. In the context of electrochemical 
measurements, a hybrid-opto-electrochemical platform was used that combined cyclic 
voltammetry (CV) and FTIR spectroscopy in an ATR configuration.  

3.3.1 Quantum Cascade Laser IR Microscopy  

For the near-normal incidence optical measurements presented in this work, we used a 
wide-field spectroscopic microscopy and imaging platform (Spero Chemical Imaging 
Microscope, DRS Daylight Solutions, USA) based on broadly tunable mid-IR quantum 
cascade lasers (QCL-IR) (Figure 3.7a). QCLs were first experimentally demonstrated by 
Jerome Faist et al.[131] and theoretically predicted by et al.[132] They are semiconductor-
based lasers that emit in the mid to far-IR spectral range, between 5.56 to 10.55 µm 
(1800-948 cm-1) for the QCL used in this work.  

Conventional lasers are based on bulk semiconductor materials that emit light when 
electrons in the conduction band recombine with holes in the valence band. In contrast, 
QCLs use only electrons undergoing a chain of intersubband transitions to lower 
conduction energy levels as they pass through a superlattice semiconductor 
heterostructure. The size quantization of the periodic arrangement of semiconductor 
layers leads to the splitting of the conduction band into multiple subband energy levels. 
When electrons move through the superlattice, they move down a potential staircase. 
Every time they transition to a lower energy level, they release photons. The potential 
staircase consists of coupled quantum wells where population inversion is designed via 
the precise control of tunneling. 
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Figure 3.7. Schematics of the optical characterization techniques used in this work. (a) 
Schematic of the QCL-based mid-IR spectral imaging microscope equipped with a 
refractive objective and focal plane array detector (FPA). (b) Schematic of the FTIR 
spectrometer equipped with a reflective objective and a liquid-nitrogen-cooled mercury 
cadmium telluride detector. A linear polarizer gave control over the polarization of light. 
Both instruments were operated in reflection.  

 

The QCL-IR microscope (Figure 3.7a) comprised an array of QCLs, a low numerical 
aperture (0.15) objective (Figure 3.8a) with a low 4× magnification and a 2 mm2 field of 
view, and an uncooled IR-sensitive focal plane array detector. In advancing incremental 
time steps, the QCL was tuned through the mid-IR wavelength range, with the QCL 
emitting light in a narrow wavelength range at each point in time. The laser's exact 
wavelength was precisely controlled by adjusting an external cavity frequency-selective 
element, typically a diffraction grating. Moreover, the QCL featured a well-defined linear 
polarization state. Therefore, the polarization of light was rotated by rotating the sample 
on the sample stage. The measurements were conducted in reflection and normalized to 
the reflection signal of a plain gold mirror. A broadband and uncooled microbolometer 
camera was operated at video frame rates to collect real-time, single-frequency (step size 
of 0.5 cm-1), and rapid hyperspectral images of the samples. The hyperspectral 
reflectance data corresponding to the metasurfaces were then averaged to reduce noise. 

3.3.2 Fourier-Transform IR Spectroscopy 

FTIR spectroscopy uses broadband IR as the light source in a Michelson interferometer 
with one fixed and one moving mirror (Figure 3.7b). The Michelson interferometer was 
used infamously during the Michelson-Morley experiment to investigate the speed of 
Earth through what they believed to be ether.[133] The light from the light source is split 
into two paths by a beam splitter. Light taking the first path is reflected back to the beam 
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splitter by a fixed mirror. Light taking the second path is reflected by a moving mirror back 
to the beam splitter. When the distance between the two mirrors and the beam splitter is 
the same, the entire broadband spectrum interferes constructively at the beam splitter, 
where they continue (partially) towards the sample and then the detector. In our case, a 
linear polarizer was used in front of the sample to allow control over the polarization.  

As the distance between the movable mirror and the beam splitter was changed, a 
selection of wavelengths within the broadband spectrum was periodically amplified and 
blocked via constructive and destructive interference. Each position of the moveable 
mirror corresponded to a different interference between the two light beams, at which the 
power of incident transmitted or reflected light was recorded.  

A Fourier transform then transformed the interferogram (displacement of the mirror in cm) 
into its inverse, the spectra in wavenumbers (cm-1). Assuming a 50-50 beam splitter, the 
intensity received by the detector as a function of the path difference I(δ) was converted 
into the intensity in wavenumbers B(ν) or spectrum via[134] 

𝐵𝐵(𝜈𝜈) = �𝐼𝐼(𝛿𝛿)𝑒𝑒𝑖𝑖2𝜋𝜋𝜋𝜋𝜋𝜋𝑑𝑑𝛿𝛿. (3.9) 

Here, a VERTEX 80v FTIR spectrometer (Bruker) was used in reflection mode to 
characterize BIC-based metasurfaces (Figure 3.7b). A gold mirror was used as a 
reference. Blackbody radiation from a thermal source was used to provide broadband 
radiation. The peak wavelength was tuned by changing the source temperature. The 
consequence of using a thermal source, however, was thermal noise that needed to be 
suppressed via a cooled detector. We used liquid nitrogen to cool a mercury cadmium 
telluride detector down to 77 K. The spectra were recorded with a resolution of 4 cm−1 and 
averaged across at least 32 scans. 

To study small sample regions, the FTIR spectrometer was paired with a HYPERION 
3000 microscope (Bruker). The microscope used a reflective microscope objective 
(Newport) with a numerical aperture of 0.4 and 15× magnification to illuminate the sample 
and collect its signal in reflectance (Figure 3.8b). The range of polar angles taken in by 
the reflective objective was between 12° and 23.6°.  

3.3.3 Refractive and Reflective Microscope Objectives 

In this work, the use of refractive and reflective microscope objectives served the purpose 
of experimentally showing the degradation in the performance of metasurface-driven 
resonance based on their angular dispersion. By comparing the same resonance under 
both objectives, conclusions on their angular robustness could be made. If a resonance 
was more angular robust, it changed less during a switch from a refractive to a reflective 
microscope objective in terms of Q factor, signal modulation, coupling constants, and 
resonance position. 
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Figure 3.8. Schematics of the two fundamental types of objectives used in this work. (a) 
The basic concept behind a refractive objective is at least one lens that focuses light at a 
point by the use of refraction. The angle created by the focal cone is usually negligible 
and is centered around 0°. (b) A reflective objective has a primary and secondary mirror 
that reflect light into a focus. However, light comes in at a range of angles that are all 
larger than zero.  

 

Refractive objectives require multiple glass elements with different Abbe numbers and 
refractive indices to control chromatic aberrations.[135] This strongly limits the wavelength 
range in which refractive objectives can operate and makes them unsuitable for 
broadband sensing or white light applications.[135] In the simplest case, a refractive 
objective is composed of one confocal lens that is used to focus light on a sample (Figure 
3.9a). Due to the nature of foci, there is a small spread of incidence angles reaching the 
sample at the focal point. Since this spread is minimal and around θ = 0° (normal 
incidence), the spread of incidence angles Δθ is usually ignored.  

In contrast, reflective microscope objectives use mirrored surfaces to focus light (Figure 
3.8b). This process is inherently independent of the wavelength within a larger spectral 
range. The advantages of refractive microscope objectives are a high numerical aperture, 
a large working distance, and no chromatic aberration.[136–138] Therefore, reflective optical 
systems are the objectives of choice when broadband achromatic focusing is required, 
especially in the near to mid-IR range.[139] The main drawback of reflective objectives is 
the angular spread Δθ = θ2 – θ1 with a nonzero average. Our objective featured θ1 = 12° 
and θ2 = 23.6°. In the context of optical metasurfaces, this meant that resonances with a 
significant angular-dependent dispersion were only weakly detectable under a reflective 
objective.[43]  Since strong resonances are vital for sensing applications, angular-robust 
resonances must be designed for reflective objectives.   
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3.4 In-Situ Opto-Electrochemical Measurements 

The SEIRAS results presented in this work were measured in situ by recording the 
electrochemical and optical signals simultaneously via combining cyclic voltammetry and 
FTIR spectroscopy (Vertex 80, Bruker), respectively (Figure 3.9). The electrochemical 
cell was the IMAC chamber from Bruker. A specular reflection unit (VeeMax III from PIKE 
Technologies) paired with a CaF2 prism and light polarizer introduced light at 72° w.r.t. an 
electrochemical jackfish cell, thereby enabling the attenuated total internal reflection 
geometry. The specular reflection unit was purged with nitrogen. The metasurface arrays 
faced upwards into the electrochemical cell (Figure 3.9).  

Gold was tried first as the material of the metasurface following the same design as with 
the nano-slots, but with different structural parameters optimized to match the resonance 
with COlinear. The CO2RR on Au features low overpotentials and a high selectivity.[50] 
However, we were unable to detect COlinear on Au during CO saturation, CO oxidation, 
and CO reduction. Even the detection of COlinear on an electrochemically roughened thin 
gold film (thickness of 20 nm with 0.5-1 nm Ti) was sporadic and unreproducible. Notably, 
we found that the type and thickness of the metal adhesion layer played a significant role 
in the success rate of COlinear detection, with 0.5 nm of Ti being the most successful 
adhesion layer. Habteyes et al.[108] offer a potential explanation for the adhesion layer 
thickness dependence on the success rate of the detection of COlinear. According to them, 
the thickness of a metallic adhesion layer critically and negatively affects a metallic 
metasurface-driven resonance. The thicker the adhesion layer, the lower the Q factor and 
signal modulation of the resonance.  

A switch from Au to Pt resulted in more reproducible results on an unstructured Pt film 
(thickness 20 nm with 0.5-1 nm Ti), again with the ideal thickness of the adhesion layer 
being 0.5 nm. Cr as an adhesion layer instead of Ti resulted in a lower success rate in 
detecting COlinear. As the metasurface was created, an adhesion layer of only 0.5 nm often 
resulted in the lift-off of large parts of the metasurface arrays, thereby destroying the 
sample. A potential explanation could be that the holes in the Pt film allowed for the 
electrolyte to seep in under the Pt film and lift it off from the bottom. To mitigate this 
problem, we chose an adhesion film thickness of 1 nm.  

The background of the resonance characterization was taken on the same metasurface 
but with p polarized light because the nano-slot metasurface-driven resonance was active 
under s polarization only. For the experiments aiming at the detection of CO adsorbed in 
top and bridge site configuration, the background was taken with s polarized light before 
CO was introduced into the electrochemical cell. The measurements were taken with s 
polarized light as the potential of the counter electrode was changed. In either case, the 
recorded data of the metasurface-active pixels was averaged to reduce the signal-to-
noise ratio. A baseline correction and Savitzky–Golay filter were applied to the spectra.  
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Figure 3.9. Schematic of the opto-electrochemical experimental set-up. The optical 
signals were monitored in an ATR geometry with an FTIR spectrometer. The mid-IR light 
was polarized via a linear polarizer and recorded with a focal plane array detector (FPA). 
To minimize reflection losses at the air-CaF2 interface, a CaF2 prism was used that was 
configured to have its sidewalls perpendicular to the Poynting vector of incident light. 
Simultaneously, the electrochemical experiments were performed via cyclic voltammetry. 
A counter electrode (CE) applied a potential compared to the working electrode (WE) in 
the electrochemical cell and was measured in comparison to a reference electrode (Ref.). 
The working electrode was the metallic film of the metasurface. Gases were introduced 
and expelled via tubes connected to the electrochemical cell.  

 

Cyclic voltammetry was performed via the classical three-electrode system, consisting of 
a saturated calomel electrode (E = 0.244 VSHE), a platinum wire as a counter electrode, 
and the platinum sample as working electrode. The IMAC chamber was equipped with a 
liquid-nitrogen-cooled focal plane array detector composed of 64 × 64 mercury cadmium 
telluride detectors. Each detector collected its own interferogram, which was then 
converted into a spectrum via a Fourier transform (see Section 3.3.2). To discern the 
pixels attributed to absorption coming from the metasurface arrays, each spectrum was 
integrated around the spectral range of the metasurface-driven resonances (between 
1600 to 2800 cm−1). The integration procedure delivered a pixelated two-dimensional 
absorbance heat map showing a strong contrast between the metasurface arrays and the 
unstructured Pt film.  

Prior to the first characterization, the samples were cleaned via electrochemical cycling. 
A cyclic voltammogram (20 mV s−1) was recorded to confirm the cleanliness of the 
electrode surface. For each sample, the resonance was measured in 
K2CO3 (0.5M, pH 11.9) electrolyte saturated with either Ar, CO, or CO2. Each spectrum 
was recorded with a resolution of 4 cm−1 and the final absorbance heat map resulted from 
an average of 32 scans for the results shown in Chapter 5 and 10 scans for the results 
shown in Chapter 6. The signal enhancement factor of the nano-slot metasurfaces was 
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obtained by dividing the maximum value(s) of the differential absorbance peak(s) 
corresponding to the vibrational mode(s) of CO measured by our metasurfaces by the 
peak differential absorbance value measured on a pure Pt layer (30 nm) without 
nanostructures. 

The adsorption of CO during the transition from Ar to CO-saturated electrolyte 
(0.5M K2CO3) was studied using the nano-slot metasurface with the best overlapping 
resonance with the vibrational mode of CO adsorbed in a top site configuration. Cleaning 
and background acquisition protocols were the same as described above. Carbon 
monoxide slowly flowed into the electrochemical cell and spectra were acquired regularly 
during the transition from Ar to CO-saturated electrolyte at the open circuit potential 
(OCP). 

The oxidation of CO during potential sweeps was investigated after 2 h of CO bubbling. 
For the results shown in Chapter 5, a cyclic voltammogram, with a slow scan rate 
(0.25 mV s−1), from the OCP to + 1700 mVRHE and back to −100 mVRHE was performed 
and a spectrum was acquired every 100 mV. For the results shown in Chapter 6, after 
bubbling CO for 2 hours, cyclic voltammetry was performed from +1650 mVRHE to -85 
mVRHE, using a scan rate of 0.25 mV.s-1.  

For the results shown in Chapter 6, finally, the electrolyte was saturated with CO2, which 
decreased the pH to approximately 8. After 2h of gas bubbling, cyclic voltammograms 
were measured with a slow scan rate of 0.25 mV s−1, from the OCP to + 1425 mVRHE and 
then back to +25 mVRHE. SEIRAS spectra were acquired in intervals of 100 mV. 
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4. Metallic and All-Dielectric Metasurfaces 
Sustaining Displacement-Mediated Bound 
States in the Continuum  

The results presented in this chapter are published in Ref.:[20]  

Berger, L. M., Barkey, M., Maier, S. A., Tittl, A., Metallic and All-Dielectric Metasurfaces 
Sustaining Displacement-Mediated Bound States in the Continuum. Adv. Optical 
Mater. 2023, 2301269. DOI: 10.1002/adom.202301269 

Ref.[20] is an open-access article distributed under the terms of the Creative Commons 
CC BY license, which permits unrestricted use, distribution, and reproduction in any 
medium, provided the original work is properly cited. 

 

 

Typically, metasurfaces featuring BICs are based on all-dielectric resonators arranged 
into a periodic array that break the in-plane inversion symmetry to offer both high-Q 
factors and strong near-field enhancement, enabling state-of-the-art technologies for 
sensing[7,34] and enhanced light-matter interactions.[36] In Chapter 2 we outlined a set of 
features characteristic to BICs and q-BICs by which they can be identified. A similar effect 
emerges for symmetric metasurfaces sustaining BICs at normal incidence when the angle 
of incidence is tuned.[37] A few studies[38–41] have been conducted introducing an emerging 
class of BIC-based metasurfaces that can unlock a finite-Q factor q-BIC resonance by 
relative displacement tuning while preserving the in-plane inversion symmetry. Another 
desired aspect of metasurfaces is control over the ratio of their radiative to intrinsic loss 
rates γext/γint that allows, for instance, transitioning between electromagnetically induced 
transparency and absorption.[42] Quasi-BICs allow easy control over the radiative Q factor 
(see Chapter 2 for the definition of the radiative Q factor) by tailoring the radiative loss 
rate by changing the asymmetry parameter α. 

Apart from a few exceptions,[43,44] studies on nanophotonic or plasmonic metasurfaces 
yielding high-Q resonances have exclusively focused on (near) normal incidence or 
angle-multiplexed illumination with experiments focusing on refractive microscope 
objectives.[45] Unsurprisingly, most conventional metasurfaces based on q-BICs or other 
nanophotonic or plasmonic principles feature resonances that shift strongly with the 
angle.[45] While this feature has been exploited for angle-multiplexed sensing,[45] these 
metasurfaces cannot be used for applications requiring angular robustness (i.e., an 
optical response that does not vary with incidence angle), such as conformal optical 
devices, flexible substrate technology, displays, and photonic devices using focused 
light.[43]  

https://doi.org/10.1002/adom.202301269
https://creativecommons.org/licenses/
https://creativecommons.org/licenses/
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Figure 4.1. The displacement-mediated quasi-BIC metasurface. (a-b) Schematic of the 
superlattice metasurface made of periodic arrangements of all-dielectric and metallic (a) 
positive and (b) inverse beams. (c-d) The unit cell of the displacement-mediated q-BIC 
metasurface from the (c) top and side view. The three beams making up the superlattice 
have the dimensions wx × wy × h. They are separated in y from each other by a distance 
d1 and to the next set of three beams by a distance d2 and in x by a distance d3. (d) The 
unit cell of the tilted ellipses metasurface. The ellipses with a height h are defined by a 
long axis a and a short axis b. The BIC is converted into a leaky resonance by breaking 
the in-plane inversion symmetry by tilting the ellipses under an angle φ with respect to 
the y-axis giving an asymmetry α = sin(φ). (e) The unit cell of the gold nanohole 
metasurface consisting of cylindrical holes with a radius r and a height h. The dimensions 
of all unit cells are defined by px × py. 

 

To date, there are only very few mentions of angular robust metasurfaces in the 
literature,[43,46,47] with a further paucity of works aimed at a theoretical understanding of 
angular robustness.[48,49] For example, one study proposed a gold-based metasurface 
featuring a resonance that can be excited at a small range of angles wherein it shows 
angular robustness.[37] However, the proposed metasurface requires femtosecond laser 
writing in photoresist to make structures with different heights, which is difficult with 
electron beam lithography. A fundamental and systematic study on angular-robust BIC-
driven metasurfaces is still missing. 
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Refractive objectives require multiple glass elements with different Abbe numbers and 
refractive indices to control chromatic aberrations.[135] This strongly limits the wavelength 
range in which refractive objectives can operate and makes them unsuitable for 
broadband sensing or white light applications.[135] In contrast, reflective microscope 
objectives use mirrored surfaces to focus light, a process inherently independent of 
wavelength within a larger spectral range, with the advantage of high-numerical aperture, 
large working distance, and no chromatic aberration.[136–138] Therefore, reflective optical 
systems are the objectives of choice when broadband achromatic focusing is required, 
especially in the near to mid-IR range.[139] The main drawback of reflective objectives in 
connection with optical metasurfaces is the difficulty of realizing angular robustness within 
the operational range of polar and azimuthal angles.[43]  

In this chapter, we experimentally realize for the first time metasurfaces that can convert 
a BIC into a guided-mode resonance in the IR through relative displacement tuning while 
maintaining the in-plane inversion symmetry. We demonstrate the tolerance of this 
resonance toward changes in the angle of incident light, showing strong performance in 
combination with a high-numerical aperture (NA) reflective objective. We investigate both 
metallic and all-dielectric, positive (Figure 4.1a) and inverse (Figure 4.1b), displacement-
mediated quasi-BIC metasurfaces. By inverting the structure, we mean that the material-
filled parts of the positive structure become air (or other surrounding material) while the 
parts that were air (or surrounding material) become structural material. We confirm 
Babinet’s principle (see Chapter 2 for a theoretical description of Babinet’s principle), 
which allows for a straightforward implementation of an inverse (positive) structure if the 
positive (inverse) one is already understood, thereby broadening its range of applications.  

4.1 Analytical Description of the Superlattice 

Unlike conventional q-BIC-based platforms, our metasurfaces do not break the in-plane 
inversion symmetry. Instead, the BIC is converted into a leaky resonance by detuning the 
displacement of three equally spaced beams (wx × wy × h) forming the unit cell (Figure 
4.1c) to adjacent unit cells in y. A displacement asymmetry parameter α can be defined 
as 

𝛼𝛼 =
𝑝𝑝𝑦𝑦
𝑝𝑝𝑦𝑦0

− 1, (4.1) 

𝑝𝑝𝑦𝑦0 = 3𝑑𝑑1 + 3𝑤𝑤𝑦𝑦, (4.2) 

where py0 is the unit cell length in y (py) when the distance between the beams within the 
unit cell d1 and the distance between two beams of adjacent unit cells d2 are the same. 
Since the beams are made of silicon or gold in air or air in silicon or gold (Figure 4.1c) our 
metasurface can be regarded as a superlattice.[38] As outlined in Chapter 2, the term 
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superlattice denotes a planar two-dimensional structural arrangement of unit cells 
characterized by alternating periodicities of two different materials. 

Three superlattice metasurfaces, one silicon-based and two gold-based, are 
experimentally compared to two conventional metasurfaces used in the mid-IR spectral 
region, the Si-based tilted ellipses (Figure 4.1d) and gold nanohole (Figure 4.1e) 
metasurfaces. Both periodically arranged all-dielectric tilted ellipses and metal nanohole 
metasurfaces have led to cutting-edge breakthroughs in biospectroscopy,[7,45,140,141] 
catalysis,[16,142] higher harmonic photon generation,[143,144] and more exotic light-matter 
effects[145,146]. Consequently, they serve as a valuable platform for comparison. We 
numerically investigate the angular behavior of our metasurfaces and confirm the correct 
operation of our metasurfaces under near-normal incidence illumination. Then, the 
feature of angular robustness is explored by illuminating the samples under a reflective 
microscope objective. We complete our studies by performing a detailed comparison of 
performance metrics between the metasurfaces, with special attention to the relative 
changes in the resonances as the range of incidence angles is increased.    

4.2 Numerical Design of the Superlattice  

The unit cell of our displacement-mediated q-BIC metasurfaces (Figure 4.1c) forms the 
basis for the numerical simulations. When α is varied for the positive silicon superlattice 
(Figure 4.2a) a BIC above the Rayleigh anomaly is converted into a leaky resonance 
when the incident light is polarized with the electric field parallel to the long axis of the 
beams (Figure 4.2b). The RA is a phenomenon associated with light diffracted parallel to 
the surface of a periodic structure.[147] When a resonance occurs on the spectrally higher 
frequency side of the RA the resonance lifetime and electric near-field enhancement are 
strongly reduced.[74] Therefore, we will limit our investigations to the modes appearing on 
the spectrally longer wavelength side of the RA. Since the RA is proportional to the unit 
cell size  

Δ𝛼𝛼 ∼ Δ𝜆𝜆RA, (4.3) 

where λRA is the center wavelength of the RA. For α < 0.3, the q-BIC resonance is 
spectrally significantly separated from the RA and yields strongly modulating sharp 
resonances (Figure 4.2c).  



75 
 

Figure 4.2. Numerical design of the all-dielectric (Si) displacement-mediated q-BIC 
metasurface. (a) Schematics of the unit cell of the positive silicon superlattice including 
the polarization of the normal incident light considered in the simulations, where E and H 
are the incident electric and magnetic field vectors, and k is the Poynting vector. Φ rotates 
the field vectors around the k axis. (b) The numerical reflectance spectra of the positive 
silicon superlattice, with wx = 3.85 µm, wy = 1.1 µm, d1 = d3 = 275 nm, h = 650 nm, 
recorded while varying α from 0 to 0.5 when Φ is 0° (left half) and 90° (right half). At Φ = 
90° the q-BIC (pink-dashed line) appears around 8 µm and spectrally shifts closer to the 
RA with increasing α. (c) Selected reflectance spectra showing the q-BIC resonance at α 
= 0.1, 0.2, 0.3. (d) Electric near-field distribution |E/E0| for α = 0.1 at z = h/2, including 
schematic electric field vectors (black arrows), with a local maximum of 39. (e) 
Schematics of the unit cell of the inverse silicon superlattice similarly to (a). (f) The 
numerical reflectance spectra of the inverse silicon-based superlattice with the parameter 
definitions provided in (b) while varying α from 0 to 0.5 when Φ is 0° (left half) and 90° 
(right half). At Φ = 90° the q-BIC (pink-dashed line) appears on the longer wavelength 
side of the RA. (g) Selected reflectance spectra showing the q-BIC resonance at α = 0.1, 
0.2, 0.3. (h) Electric near-field distribution |E/E0| for α = 0.05 at z = h/2, including schematic 
electric field vectors (white arrows), with a local maximum of 8. 
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The numerical multipolar expansion of the positive silicon superlattice performed by Shi 
et al.[38] confirmed the nature of the q-BIC and revealed the primary contributing modes 
as the toroidal dipole and magnetic quadrupole modes. At α = 0.1, a maximum local 
electric field enhancement |E/E0|max of 39 is obtained, where E0 and E is the incident and 
local electric field at z = h/2 (Figure 4.2d). This value shares an inverse relationship with 
α. Electric charge accumulates in an alternating fashion around the short edges of the 
beams.  

The mechanism of q-BIC formation can be understood from the electric near-field plots. 
At the BIC condition, each adjacent beam has the local electric field confined to its core 
polarized along its long axis but in opposing directions to impede far-field radiation via 
cancellation of dipole moments. When a collection of beams is periodically displaced, the 
electric field in the central beam remains the same while the electric field of the outer two 
beams is pressed towards the outer edges of the beams, where the field scatters into the 
far field (Figure 4.2d).  

We find that for the superlattice made of silicon, there is an inverse structure that works 
similarly to its positive counterpart. However, to the best of our knowledge, there is no 
analytical theory linking the physical properties of two inverse all-dielectric structures. The 
unit cell of the inverse silicon-based superlattice with the same parameters as its positive 
counterpart (Figure 4.2e), similarly to it, produces a q-BIC resonance for α ≠ 0 for light 
polarized with its electric field aligned parallel to the long axis of the beams (Figure 4.2f). 
Both the positive and inverse all-dielectric superlattice feature a q-BIC resonance above 
the RA under the same polarization.  

Interestingly, as α is increased, the q-BIC resonance shifts to longer wavelengths faster 
than the RA, which opposes the behavior of its positive counterpart. Since the same 
definitions apply to the inverse as to the positive structure, the RA shift is proportional to 
equation (4.3). Compared to the positive silicon superlattice, the inverse’s q-BIC 
resonance maintains a similar albeit more symmetrical Fano-type lineshape (Figure 4.2g). 
Moreover, its resonance increases in strength and detunes from the BIC condition at a 
faster rate.  

For α = 0.05 the local electric near field reaches a maximum value of 8 which is 
considerably lower than for its positive counterpart with a maximum value of 39 at α = 0.1. 
The lower α for the inverse structure was taken due to the q-BIC resonance detuning 
faster from the BIC condition with increasing α. Due to the lower field enhancement, 
electric charge accumulates less around the short edges of the beams, compared to the 
positive silicon-based superlattice. The electric field vectors appear similar to the positive 
structure. Due to the significantly higher local electric near field, the positive structure is 
expected to be the better candidate for sensing applications. 
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Figure 4.3. Numerical design of the metallic (gold) displacement-mediated q-BIC 
metasurface. (a) Schematics of the unit cell of the positive gold superlattice including the 
polarization of the normal incident light considered in the simulations, where E and H are 
the incident electric and magnetic field vectors, respectively, and k is the Poynting vector. 
Φ rotates the field vectors around the k-axis. (b) The numerical reflectance spectra of the 
positive silicon superlattice, with wx = 2.31 µm, wy = 660 nm, d1 = d3 = 165 nm, h = 100 
nm, recorded while varying α from 0 to 0.5 when Φ is 0° (left half) and 90° (right half). At 
Φ = 90° the q-BIC (azure-dashed line) appears around 7.5 µm. (c) Selected reflectance 
spectra showing the q-BIC resonance at α = 0.1, 0.3, 0.5. (d) Electric near-field distribution 
|E/E0| for α = 0.3 at the air/CaF2 interface, including schematic electric field vectors (black 
arrows), with a local maximum of 378. (e) Schematics of the unit cell of the inverse silicon 
superlattice. (f) The numerical reflectance spectra of the inverse gold-based superlattice 
with the parameter definitions given in (b) while varying α from 0 to 0.5 when Φ is 0° (left 
half) and 90° (right half). At Φ = 0° the q-BIC (azure-dashed line) appears on the longer 
wavelength side of the RA. (g) Selected reflectance spectra showing the q-BIC resonance 
at α = 0.1, 0.3, 0.5. (h) Electric near-field distribution |E/E0| for α = 0.3 at the air/CaF2 
interface, including schematic electric field vectors (black arrows), with a local maximum 
of 32. 
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Changing the material of the beams from silicon to gold (Figure 4.3a), the numerical 
reflectance spectra look qualitatively similar between the positive all-dielectric and metal 
superlattice (Figure 4.3b). However, there are a few important differences. First, the q-
BIC resonance exhibits only small spectral shifts and grows significantly slower with 
increasing α compared to the positive silicon counterpart. Furthermore, while the RA shifts 
according to equation (4.3), the q-BIC resonance is spectrally located significantly further 
away from the RA, on its higher wavelength side. Since the losses are higher in gold than 
in silicon, the q-BIC resonances in gold modulate less with lower Q factors (Figure 4.3c), 
which is to be expected. However, these results appear very promising due to the 
symmetric line shape and high maximum local electric near-field enhancement of 378 
found for α = 0.3 (Figure 4.3d), which can be further increased by decreasing α. 

When α = 0, the positive and inverse gold superlattices (Figure 4.3e) become simple 
plasmonic rods and slots, respectively. Compared to previous plasmonic rod antenna 
geometries with a maximum achievable electric near-field enhancement of around 50,[52] 
our positive gold superlattice exceeds the obtained |E/E0|max by at least one order of 
magnitude. In this case, the BIC condition consists of canceling out magnetic dipoles that 
suppress the far-field radiation.     

The inverse gold superlattice (Figure 4.3e) features a q-BIC resonance for α ≠ 0 at normal 
incidence with the electric field vector polarized perpendicular to the long edge of the slots 
(Figure 4.3f). As Babinet’s principle predicts, a nanostructure’s line shape in reflection 
(transmission) should match its inverse’s in transmission (reflection) under a 90-degree 
change in polarization. For this reason, the line shape of the inverse gold superlattice is 
less symmetric (Figure 4.3g), as it matches the transmission spectrum of the positive gold 
superlattice under a 90-degree change in polarization (Figure 4.4a). In contrast, the 
inverse gold superlattice’s q-BIC resonance is significantly more symmetric in 
transmission (Figure 4.4b) compared to its positive counterpart (Figure 4.4a). 
Consequently, the inverse gold superlattice can be favorable for many applications 
requiring a symmetric resonance line shape in transmission, such as biosensing[7].  

Due to Babinet’s principle, the electric near field vector of the inverse gold superlattice 
(Figure 4.3h) is rotated by 90 degrees aligned parallel to the short axis of the slots in 
comparison to its positive counterpart (Figure 4.3d). Here, the BIC condition consists of 
canceling out electric dipoles. When α is increased the electric or magnetic dipoles no 
longer perfectly cancel and a scattering channel to the far field is opened. For α = 0.3 
|E/E0|max is 32 for the inverse gold superlattice, which is of the same order of magnitude 
as plasmonic slots.  

In general, it can be easily seen that the first two conditions of BICs are fulfilled by all 
metasurfaces studied in this work (Figure 4.2b, f, and Figure 4.3b, f). Moreover, the 
inverse square law between the radiative Q factor Qrad and α also holds true for all 
metasurfaces (Figure 4.5). Finally, the electric-near field plots (Figure 4.2d, h, and Figure 
4.3d, h) also show the opposing electric near-field vectors. Therefore, all conditions are 
met ensuring that the underlying resonances are q-BICs.   
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Figure 4.4. The simulated transmission spectra of the gold (a) positive and (b) inverse 
superlattice for α = 0.3 at normal incidence with the same parameters as provided in 
Figure 3. Schematics are included showing the unit cell and polarization of incident light.  

4.1 Numerical Analysis with a Focus on Angular Behavior 

A straightforward approach to predict how robust a structure’s resonance is towards 
changes in the angle of incident light is to track the resonance as the polar angle is varied 
for a fixed azimuthal angle for s  or TE and p  or TM polarized light, resulting in an angular 
dispersion plot (Figure 4.6a-e). Only for metasurfaces with a unit cell whose symmetry 
belongs to the rotational groups Cn, for n > 2, there is polarization independence of the 
structure at normal incidence illumination.[148,149] For non-normal angles of incidence the 
degeneracy of the modes is typically lifted.  

The properties extracted from the angular dispersion plots can predict a metasurface’s 
performance under a reflective objective. A reflective objective can be paired with a 
polarizer that will define the polarization of incident light and will allow for the range of TE 
to TM polarized light across a window of polar angles.[43] For this reason, two crucial 
factors affecting the performance of metasurface resonances under reflective objectives 
are the magnitude and direction of the angular-driven shift in the resonance position for 
TE and TM polarized light.   
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Figure 4.5. The inverse quadratic relationship between the radiative Q factor Qfac and α 
for the (a) positive and (b) inverse Si and (c) positive and (b) inverse gold metasurfaces. 
Schematics of the respective unit cells and for the polarization of incident light are shown. 

 

The angular dispersion of the main displacement-mediated q-BIC resonance emerging 
for Φ = 90° on the longer wavelength side of the RA was tracked (Figure 4.6a). 
Interestingly, there is a small resulting shift to shorter wavelengths in the resonance 
position of the displacement-mediated q-BIC resonance around λ ≈ 7.8 µm for TMx 
incident light for increasing polar angles θ. This shift is similar but smaller compared to 
silicon-tilted ellipses metasurfaces showing a resonance at around λ ≈ 6.6 µm (Figure 
4.6b). All-dielectric tilted ellipses produce a q-BIC mode for x-polarized incident light with 
an asymmetry parameter α = sin(φ), where φ is the angle that the major axis of the ellipses 
make with the y-axis, also called tilt angle.[87] Almost mirroring across the θ = 0° axis in 
the angular dispersion plot (Figure 4.6a) the displacement-mediated q-BIC mode shifts to 
shorter wavelengths at a slightly faster rate with increasing θ for TEy incident light until it 
meets its BIC point at around θ ≈ 50°.  
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Figure 4.6. Angle sweeps of the displacement-mediated q-BIC and conventional rival 
metasurfaces. (a-e) Illustrative schematic and corresponding angular dispersion plots 
(polar angle vs reflectance) for s  or TE and p or TM polarized light oriented to excite the 
primary resonance modes of the silicon (a) positive superlattice and (b) tilted ellipses 
metasurface, the gold (c) positive and (d) inverse superlattice and (d) nanohole 
metasurface. The polar angle was varied from 0° to 89°. The structural parameters 
underlying the polar angle dispersion plots are (a) α = 0.1, wx = 3.85 µm, wy = 1.1 µm, d1 
= d3 = 275 nm, h = 650 nm, (b) α = sin(20°), a = 3000 nm, b = 720 nm, px = 4650 nm, py 
= 3075 nm, h = 650 nm, (c-d) wx = 2.31 µm, wy = 660 nm, d1 = d3 = 165 nm, h = 100 nm, 
and (e) r = 1 µm, px = py = 5 µm, h = 100 nm.  

 

In contrast, the q-BIC mode of the silicon-tilted ellipses metasurface under TMx polarized 
incident light strongly shifts to longer wavelengths until it disappears (Figure 4.6b). 
Consequently, the relatively small and directionally similar (shift to shorter wavelengths) 
angular-driven shift in the TMx and TEy displacement-mediated q-BIC resonance position 
indicates a better performance under reflective objectives for the positive silicon 
superlattice over the silicon tilted ellipses metasurface. For the silicon superlattice, a 
second mode emerges for s polarized light with its BIC condition at θ = 0° (Figure 4.6a). 
This mode was numerically described by Shi et al.[38] Higher order modes on the shorter 
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wavelength side of the displacement-mediated q-BIC mode appear that are outside the 
scope of this article.  

The angular behavior of the gold superlattice follows the same pattern as the silicon 
superlattice, although the q-BIC resonance shifts less strongly to shorter wavelengths. 
The resonance of the positive (Figure 4.6c) and inverse (Figure 4.6d) gold superlattice 
can be excited for TEy and TMx and TEx and TMy polarized light, respectively. It gradually 
disappears with increasing θ. As for the silicon counterpart, the gold superlattice features 
an emerging q-BIC resonance for θ ≠ 0 for TEy and TMy polarized incident light for its 
positive and inverse variations, respectively. Higher order modes of the gold superlattices 
are spectrally more separated.  

The gold nanohole metasurface has a more complex band structure (Figure 4.6e). It 
produces a Fano resonance caused by multiple resonance interference at normal 
incidence illumination where the Q factor increases with decreasing radius r.[140] The 
degeneracy of the primary resonance mode at ca. 6.8 µm at normal incidence is lifted for 
θ ≠ 0 for TM polarized light. The upper branch strongly shifts to longer wavelengths due 
to the RA’s similar spectral shift with increased incidence angles according to 𝜆𝜆𝑅𝑅𝐴𝐴 =
𝑝𝑝𝐴𝐴,𝑦𝑦�𝑛𝑛� − sin�𝜃𝜃𝐴𝐴,𝑦𝑦�� (see Chapter 2),[150] where ñ is the refractive index of the substrate 
and px = py is the same for the nanohole metasurface. Under TE illumination the nanohole 
metasurface’s resonance shifts to shorter wavelengths. Therefore, both versions of the 
gold superlattices are expected to show superior performance over the nanohole array 
when switching from a refractive to a reflective microscope objective or for other 
applications requiring angular-robust resonances.   

4.1 Near-Normal Incidence Mid-IR Spectral Imaging  

Mid-IR spectral imaging with a low numerical aperture (NA = 0.15) focusing objective 
(Figure 4.7a) of the positive silicon superlattice produced the predicted appearance of the 
displacement-mediated q-BIC resonance for α > 0 (Figure 4.7b). The asymmetric line 
shape was predicted by the simulations (Figure 4.2c) but can be made more symmetric 
by appropriate parameter tuning. In contrast, the silicon tilted ellipses metasurface 
showed a symmetric q-BIC resonance emerging for α > 0 with a low baseline reflectance 
of less than ca. 12% (Figure 4.7c). This result was expected as tilted ellipses are a staple 
q-BIC-based platform of choice for biosensing in the literature.[7,45]  
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Figure 4.7. Near-normal incidence mid-IR spectral imaging of the all-dielectric 
superlattice and the tilted ellipses metasurface. (a) Schematic of the objective used and 
polarization of the incident light focused on the samples of the mid-IR spectral imaging 
microscope used for the following near-normal incidence optical measurements. (b) The 
measured reflectance spectra for the positive silicon superlattice for α ≈ 0, 0.1, 0.2, 0.3, 
0.4 showing the displacement-mediated q-BIC resonance appearing for α > 0. The 
adjacent scanning electron microscopy (SEM) images give the structural parameters of 
the structure as wx ≈ 3.7 µm, wy ≈ 1.1 µm, d1 ≈ d3 ≈ 120 nm, h ≈ 650 nm. (c) The measured 
reflectance spectra for the silicon tilted ellipses metasurface for α varied from 0 to ca. 
0.34. The adjacent SEM images give the structural parameters of the structure as a ≈ 3.3 
µm, b ≈ 760 nm, px ≈ 2.41 µm, py ≈ 3.12 µm, h ≈ 650 nm. Schematics of the relevant unit 
cell and the polarization of light are provided in the insets (b-c). The SEM images (a-b) 
show white discolorations between the resonator units which are due to a conducting 
layer (ESpacer 300Z) that was spin-coated on the all-dielectric metasurfaces to improve 
the image quality. 
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Figure 4.8. Near-normal incidence mid-IR spectral imaging of the gold superlattice and 
nanohole metasurfaces. (a-b) The measured reflectance spectra for the (a) positive and 
(b) inverse gold superlattice for α ≈ 0, 0.2, 0.4, 0.6, 0.8 showing the displacement-
mediated q-BIC resonance appearing for α > 0. The adjacent SEM images provided the 
structural parameters of the structure as (a) wx ≈ 2.3 µm, wy ≈ 680 nm, d1 ≈ d3 ≈ 100 nm, 
h ≈ 70 nm, and (b) wx ≈ 2.5 µm, wy ≈ 670 nm, d1 ≈ 630 nm, d3 ≈ 780 nm, h ≈ 30 nm. (c) 
The measured reflectance spectra and an SEM image for the gold nanohole metasurface 
for r ≈ 0.6, 0.8, 1, 1.2, 1.4 µm, px ≈ py ≈ 5 µm, h ≈ 30 nm. Schematics of the relevant unit 
cell and the polarization of light are provided in the insets (a-c).  

 

Near-normal incidence mid-IR reflectance spectra of the positive gold superlattice (Figure 
4.8a) produced a displacement-mediated q-BIC resonance with a symmetric line profile 
emerging when α > 0 as predicted by the numerical models (Figure 4.3b). As predicted 
by the simulations (Figure 4.3b, f), the q-BIC resonance of both the positive (Figure 4.8a) 
and inverse (Figure 4.8b) gold superlattice grew slower with α compared to the silicon 
version (Figure 4.7b). The asymmetric profile of the displacement-mediated q-BIC 
resonances for the inverse gold superlattice measured experimentally was expected from 
the simulations (Figure 4.3g). However, the overall quality of the resonances can be 
increased by improving the fabrication methods. Since the inverse structures were 
fabricated with a negative resist, which is significantly more sensitive to electron beam 
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exposure and strongly limits the achievable resolution, the distances between the inverse 
beams or slots had to be made very large, with d1 ≈ 630 nm and d3 ≈ 780 nm. Due to the 
larger gaps and unit cell, the RA was shifted to longer wavelengths cutting into and shifting 
the q-BIC resonance (Figure 4.8b). Moreover, negative resists suffer from a negatively 
impacting overcut profile that limited the inverse gold superlattice’s metal film thickness 
to maximally 30 nm. In contrast, its positive complementary structure was made with a 
thickness of 70 nm, which allowed for stronger resonances.  

The two gold superlattices produced cleaner line profiles compared with a gold nanohole 
metasurface (Figure 4.8c). The latter showed extra small modulations of the main 
resonance appearing at λ ≈ 7 µm, which are explained by the numerically modeled 
angular dispersion plots (Figure 4.6e). Objectives with a non-zero NA take in light from a 
range of angles. The measured spectrum is formed by the average light power 
transmitted by the objective, which depends on the range of angles with which it can 
accept incoming light. Therefore, the measured spectrum can be predicted by averaging 
the spectra corresponding to the range of admissible angles and weighing them according 
to their relative contribution or power with which they pass the objective. Even for small-
NA refractive objectives (Figure 4.8a), the measured spectrum is affected by the relative 
contributions it receives from light arriving across a small range of angles. The small 
modulations in the spectrum close to the resonance of the gold nanohole metasurface 
were caused by its main resonance at normal incidence splitting for small angular 
changes (Figure 4.8c).  

4.1 Relative Change of Relevant Figures of Merit under a 
Reflective Objective 

The numerical angular dispersion plots predicted a better performance for the superlattice 
compared to all-dielectric tilted ellipses or metal nanohole metasurfaces (Figure 4.6a-e). 
Using a reflective microscope objective mounted on a Fourier-transform IR (FTIR) 
spectrometer (Figure 4.9a), we measured the metasurfaces and compared the results 
with those measured under near-normal incidence (refractive objective, NA = 0.15) using 
mid-IR spectral imaging (Figure 5a).  

To quantify the performance of the metasurfaces under a switch from a refractive to a 
reflective objective (NA = 0.4), we examine the change in relevant properties or 
parameters of metasurface-driven resonances, such as the resonance position λres, the 
modulation in reflection ΔR, the Q factor Q, and the ratio of coupling constants γext/γint.  
Specifically, we introduce a relative change figure of merit (FOM) for the relevant 
resonance parameters as 
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𝐶𝐶 =
𝑥𝑥2 − 𝑥𝑥1
𝑥𝑥1

, (4.4) 

where x1 and x2 are the resonance parameters under the refractive and reflective 
objectives, respectively.  

With this procedure, the relative change of the resonance position (Cλres), the Q factor 
(CQ), the modulation in reflection (CΔR), and the coupling condition (Cγext/γint) can be 
quantified. The closer C is to zero, the better the angular-robust performance of the 
metasurface is when a switch from a refractive to a reflective objective is performed. To 
obtain a final performance metric 𝐶𝐶̅ to compare the metasurfaces with each other, the 
relative change FOMs were averaged to a single value. The results are summarized in 
Table 4.1.  

The silicon-based tilted ellipses metasurface demonstrated a strong and symmetric 
resonance at near-normal incidence illumination (Figure 4.7c), which was expected from 
the literature.[7,45,151] However, the signals strongly deteriorated when the switch from 
near-normal incidence illumination with a refractive objective to the reflective objective 
was performed (Figure 4.9b), as predicted by the numerical simulations (Figure 4.6b). 
The largest sources of deterioration in the resonance parameters came from the reduced 
modulation in reflection and γext/γint, each at -0.93. The Q factor decreased at -0.6 and λres 
at -0.02. When the polarization was rotated by 90° no resonance was measured. The 
switch led to an overall performance 𝐶𝐶̅ of -0.62. This means that by switching the objective 
from refractive to reflective, the performance of the resonance decreased by 62%. 
Conversely, 38% of the original resonance parameters remained intact during the 
increase in the range of incident angles. Consequently, we can quantitatively compare 
two metasurfaces by evaluating the percentage difference between their performances 
at maintaining their resonance during the objective switch 1-𝐶𝐶̅ according to equation (4.2).  

In comparison, the positive silicon superlattice (Figure 4.9c) performed significantly better, 
with 𝐶𝐶̅ at -0.43 compared to -0.62. Hence, we find that the silicon superlattice performed 
50% better than the tilted ellipses. Furthermore, the Q factor decreased from 31 to 19 at 
-0.93. Similar to the ellipses, the largest and smallest sources of deterioration of the 
resonance parameters were Cγext/γint and Cλres with -0.73 and -0.02, respectively. The 
silicon superlattice resonance was more robust with respect to maintaining its modulation 
in reflectance, with CΔR at -0.57 compared to -0.93. Additionally, as predicted by the 
numerical angular dispersion plots (Figure 4.6a), a smaller second resonance appeared 
at longer wavelengths under the reflective objective. For y-polarized illumination, the 
resonance was still visible which can be attributed to an imperfect polarizer. 
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Figure 4.9. Comparison of the superlattice metasurfaces to traditional platforms under a 
reflective microscope objective. (a) Schematic of the reflective objective used in the 
Fourier-transform infrared spectrometer indicating the angular stability of the 
metasurfaces and the definition of the polarization of incident light. (b-f) Comparison of 
the effect on the metasurface-driven resonances in reflectance by moving from a near-
normal incidence illumination polarized to excite the primary resonance (black line) to a 
reflective objective polarized with Φ = 0° (azure or orange dashed-dotted line) and 90° 
(blue or red dashed line). The metasurfaces shown are the silicon (b) tilted ellipses and 
(c) silicon superlattice, gold (d) nanohole, (e) inverse and (f) positive superlattice. The q-
BIC resonance of the inverse gold superlattice (e) is indicated (black arrows). Schematics 
of the relevant unit cells are provided in the insets (b-f). 
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Table 4.1. Comparative summary of the results of the different metasurfaces under the 
refractive and reflective objectives. The final performance metric 𝐶𝐶̅ for the different 
metasurfaces was highlighted by appropriately splitting the table.

 

For the gold nanohole metasurface, switching from the refractive to the reflective objective 
had the biggest impact out of the structures analyzed here (Figure 4.9d). The 
metasurface-driven resonance that appeared under near-normal incidence vanished 
under the reflective objective. Hence, 𝐶𝐶̅ was -1. Due to symmetry, the nanohole 
metasurface is invariant towards rotations of the polarization by 90° and only one 
polarization had to be measured. In contrast, the resonance of the inverse gold 
superlattice was measured with the reflective objective with y-polarized light (Figure 4.9e), 
with 𝐶𝐶̅ at -0.48. Compared to the tilted ellipses, the inverse gold superlattice performed 
37% better. Similarly to all other metasurfaces studied here, the smallest source of 
relative change in the resonance parameters of the inverse gold superlattice came from 
the change in resonance position, at -0.03. Unlike the other metasurfaces, the Q factor 
contributed to the deteriorating 𝐶𝐶̅ the most with -0.83, where the Q factor decreased from 
24 to 4.  

The best results were achieved with the positive gold superlattice (Figure 4.9f). Under x-
polarized illumination, the highly symmetric displacement-mediated q-BIC resonance only 
marginally deteriorated at -0.17, with the Q factor decreasing at only -0.05 from 20 to 19. 
The largest contribution to 𝐶𝐶̅ was CΔR at -0.38, although the modulation in reflection with 
the reflective objective still exceeded 20%. The performance was 118%, 46%, and 59% 
better than the tilted ellipses, silicon superlattice, and gold inverse superlattice, 
respectively. A second resonance appeared at longer wavelengths, as predicted by the 
numerical angular dispersion plots (Figure 4.6c), similar to its silicon counterpart (Figure 
4.9c).  

Type Objective λres 
(nm) ~ΔR Q γext/γint Cλres CΔR CQ Cγext/γint 

 

𝑪𝑪� 

Tilted 
ellipses 

Refractive 6764 0.75 65 2.08 
-0.02 -0.93 -0.6 -0.93 -0.62 

Reflective 6615 0.05 26 0.14 

Silicon pos. 
superlattice 

Refractive 7761 0.70 31 1.27 
-0.02 -0.57 -0.39 -0.73 -0.43 

Reflective 7623 0.30 19 0.34 

Gold 
nanoholes 

Refractive 7217 0.40 15 0.36 
-1 -1 -1 -1 -1 

Reflective - 0 0 0 

Gold inv. 
superlattice 

Refractive 9050 0.30 24 0.38 
-0.03 -0.67 -0.83 -0.37 -0.48 

Reflective 8742 0.10 4 0.24 

Gold pos. 
superlattice 

Refractive 7576 0.40 20 0.23 
-0.01 -0.38 -0.05 -0.22 -0.17 

Reflective 7474 0.25 19 0.18 



89 
 

The lower quality resonance of the inverse gold superlattice compared to its positive 
counterpart can be explained by fabrication limitations due to the negative resist, which 
required a thinner gold film to allow for a working lift-off and larger gaps between the slots 
and yielded rounder edges (Figure 4.7b, scanning electron microscopy (SEM) images). 
The quality of the resonance and its angular stability can be improved further by structural 
optimizations and superior fabrication (see previous discussion in Section 4.4). Higher Q 
factors can easily be achieved for all metasurfaces by decreasing α.  

4.2 Conclusion 

In summary, we have investigated positive and inverse, metal and all-dielectric 
superlattices and found that they produce displacement-mediated q-BIC resonances that 
can be described by a displacement asymmetry parameter α. Numerical models revealed 
that an inverse all-dielectric superlattice can produce a displacement-mediated q-BIC 
resonance under the same polarization as its positive counterpart. Furthermore, the 
numerical analysis revealed that Babinet’s principle applies to the displacement-mediated 
q-BIC mode for metal superlattices. Numerical investigations of the angular dependence 
of the q-BIC resonance position successfully led to conclusions on the angular stability of 
the superlattice variations. The experimental realization of the superlattices confirmed 
that under near-normal incidence, a displacement-mediated q-BIC resonance emerges 
for α ≠ 0. The silicon positive, gold positive, and inverse superlattice metasurfaces were 
fabricated and tested under a reflective microscope objective and compared to two 
conventional platforms used for sensing: silicon-based tilted ellipses and gold nanohole 
metasurfaces. We quantified the performance of the metasurfaces by their relative 
change in their resonance parameters when the range of angles was increased by a 
switch in microscope objectives. This switch corresponds to an increase in the range of 
angles and a test of their angular robustness.  

The strong performance of the fabricated superlattice metasurfaces compared to rivaling 
platforms was attributed to better angular robustness predicted by numerical angular 
dispersion plots. Despite the strong resonances of the silicon tilted ellipses and gold 
nanohole metasurfaces at near-normal incidence, their resonance parameters 
deteriorated at -0.62 and -1, respectively. The best performance was achieved with the 
positive gold superlattice, which performed 118%, 46%, and 59% better than the tilted 
ellipses, silicon superlattice, and gold inverse superlattice, respectively, and was 
characterized by a highly symmetric line shape. The numerical models showed that a 
maximum local electric near-field enhancement of ca. 378 can be achieved for α = 0.3.  

We anticipate that our experimental results will be useful for the wider research 
community working with hyper-spectral imaging, FTIR spectroscopy, and laser materials 
processing. Our results on the angular robustness of the superlattice predict that our 
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metasurfaces can be adopted by researchers working on conformal optical devices, 
displays, and photonic devices using focused light. In particular, we anticipate that the 
positive gold superlattice will be used in biospectroscopy and sensing due to the 
externalized and high electric near-field enhancement and symmetric resonance profile.  

4.3 Experimental Section  

4.3.1 Numerical Simulations 

The simulations were performed in CST Studio Suite 2021 using the finite-element 
frequency-domain Maxwell solver. CaF2 was simulated with a refractive index, n, of 1.35, 
the surrounding medium as air with n = 1, silicon with n = 3.48, and gold using the data 
given in Ref.[129] An impedance-matched open port with a perfectly matched layer 
introduced linearly polarized light at an azimuthal and polar angle (Figure 4.1b) through 
the air boundary into the system. The same port was placed on the opposite side to 
transmit the transmitted power. The reflectance was recorded by comparing the reflected 
power to the introduced power. The unit cell (Figure 4.1c) was defined and then simulated 
as an infinite periodic array via Floquet boundaries. A field monitor recorded the electric 
near-field distribution. The value of the highest field enhancement of the system was 
evaluated within the volume of the numerical model. To extract the radiative and total Q 
factor, central wavelength, and γext/γint of the resonances, the measured spectra were 
fitted in reflectance (Figure 4.9) using temporal coupled mode theory.[16]  

4.3.2 Metasurface Fabrication 

With CaF2 as the substrate for all fabricated metasurfaces, there were two fabrication 
protocols, one for the positive and one for the inverse metasurfaces. The metasurfaces 
were made 100 by 100 µm2 in size. The CaF2 windows were cleaned in an acetone bath 
in an ultrasonic cleaner followed by oxygen plasma cleaning. For the gold-based 
metasurfaces, the substrate was directly spin coated with resist. For the silicon-based 
metasurfaces, first a 650 nm thick amorphous silicon layer was deposited at 180 °C via 
plasma-enhanced chemical vapor deposition. For the positive metasurfaces, the 
substrate was spin-coated with positive tone resist (PMMA 950 K A4), baked at 180 °C 
for 180 s, and with a conducting layer (ESpacer 300Z). For the inverse metasurfaces, the 
substrate was spin-coated first with an adhesion promoter (Surpass 4000), then with a 
layer of negative tone resist (ma-N 2403), which was baked at 100 °C for 60 s, and finally 
with a conducting layer (ESpacer 300Z).  
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The metasurface patterns were created by defining the unit cell and reproducing it in 
the x and y-directions. Then, the patterns were written via electron-beam lithography 
(Raith Eline Plus) with an acceleration voltage of 20 kV for the positive and 30 kV for the 
inverse metasurfaces, each with an aperture of 20 µm. Since the positive (inverse) 
metasurfaces were made with positive (negative) resist the different acceleration voltages 
were used to facilitate the lift-off procedure. The exposed resist was developed at room 
temperature in a 7:3 isopropanol:H2O solution for 50 s for the positive, and in ma-D 525 
for 70 s for the inverse metasurfaces.  

For the gold-based metasurfaces, the patterned and developed surface was then coated 
with a titanium adhesion layer (2 nm at 0.4 Å s−1) and a gold film (70 nm for the positive, 
30 nm for the inverse metasurfaces at 1 Å s−1) using electron-beam evaporation. Finally, 
an overnight lift-off at 80 °C in Microposit Remover 1165 for the positive, and mr-REM 
700 for the inverse metasurfaces concluded the top-down fabrication process. Residual 
mr-REM 700 was removed in a water bath and by oxygen plasma cleaning.  

For the silicon-based metasurfaces, an etching hard mask was created by electron beam 
evaporation of a 20 nm silicon dioxide layer and a 40 nm Cr layer onto the patterned 
resist, followed by a lift-off process as described above. The hard mask was then 
transferred to the Si film via inductively coupled reactive ion etching using chlorine and 
fluorine chemistry. After etching, the Cr and silicon dioxide layers were removed using a 
Cr wet etch and a final ICP-RIE step, respectively. All resists, solutions, and the 
conducting layer was from micro resist technology GmbH, Germany. Mid-IR Spectral 
Imaging with a Refractive Microscope Objective 

The near-normal incidence optical responses of the fabricated metasurfaces (Figure 4.7 
and Figure 4.8) was characterized with a mid-IR spectral imaging microscope Spero from 
Daylight Solutions Inc., USA, using a low-numerical aperture objective (NA = 0.15) with a 
low 4× magnification and a 2 mm2 field of view. The Spero microscope is equipped with 
four tunable quantum cascade lasers continuously covering the mid-IR spectral range 
from 948 to 1800 cm-1 (5.56 to 10.5 µm) with a step size of 0.5 cm-1. The measurements 
were conducted in reflection mode and normalized to the reflection signal of a plain gold 
mirror. The hyperspectral reflectance data corresponding to the metasurfaces were then 
averaged to reduce noise.  

4.3.3 FTIR Imaging with a Reflective Microscope Objective 

A VORTEX 80V FTIR (Bruker) paired with a HYPERION 3000 microscope (Bruker) was 
used to measure the spectra of the metasurfaces with a reflective microscope objective 
(Newport) with a NA = 0.4 and 15× magnification (Figure 4.9). The spectra were recorded 
with a liquid nitrogen-cooled mercury cadmium telluride detector in reflection mode. The 
range of polar angles taken in by the reflective objective was between 12° and 23.6°. 
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5. Improved In Situ Characterization of 
Electrochemical Interfaces Using 
Metasurface-Driven Surface-Enhanced IR 
Absorption Spectroscopy 

The results presented in this chapter are published in Ref.:[55] 

Berger, L. M., Duportal, M., Menezes, L. de S., Cortés, E., Maier, S. A., Tittl, A., Krischer, 
K., Improved In Situ Characterization of Electrochemical Interfaces Using Metasurface-
Driven Surface-Enhanced IR Absorption Spectroscopy. Adv. Funct. Mater. 2023, 33, 
2300411. https://doi.org/10.1002/adfm.202300411 

Ref.[55] is an open-access article distributed under the terms of the Creative Commons 
CC BY license, which permits unrestricted use, distribution, and reproduction in any 
medium, provided the original work is properly cited. 

 

 

As motivated in the introduction of this dissertation, electrochemical reactions underpin 
many technologies ubiquitous for a future carbon-zero world such as green-hydrogen 
generation for long-term sustainable energy storage[152] and CO2 degradation to combat 
the current trends of climate change.[153] Unfortunately, in general, the monitoring, and 
therefore understanding, of many electrochemical reactions remains a challenge. In 
particular, resolving the electrochemical CO2 reduction reaction with high efficiency, 
selectivity, and sensitivity remains an issue[50] especially due to the competition with the 
hydrogen evolution reaction at high current densities.[154] During the CO2RR to desired 
carbon products, a compulsory step to the key intermediate CO is still not fully understood 
and requires further investigation.[155] In particular, the vibrational mode of top-site CO 
adsorption configurations on platinum (COlinear) at 2033 cm-1 has proven difficult to detect 
by using conventional unstructured working electrodes in a three-electrode 
electrochemical cell.[156–160]  

For the detection and characterization of molecules, optical spectroscopy, mass 
spectrometry, chromatography, and fluorescence microscopy are often used.[161] 
Provided that analyte concentrations are high enough, optical spectroscopy methods, 
such as IR or Raman spectroscopy, are highly advantageous because they allow for the 
retrieval of the spectral fingerprint of molecules via the detection of their rotational or 
vibrational modes. Unfortunately, during electrochemical reactions, most adsorbed 
intermediates occur in low concentrations and limit their detection with conventional 
spectroscopic techniques.[102,103] SEIRAS is a derivative technique from conventional 

https://doi.org/10.1002/adfm.202300411
https://creativecommons.org/licenses/
https://creativecommons.org/licenses/
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infrared spectroscopy based on the enhancement of the local electromagnetic near fields. 
To increase the sensitivity of SEIRAS during electrochemical reactions typically a rough 
metal surface is chosen to enhance the local electromagnetic near fields.[162] Rough and 
highly disordered metallic nm-sized edges coming from perforations and extrusions in the 
metallic film locally confine and enhance the electromagnetic near fields. Unfortunately, 
this approach is random, does not allow for spectral tailoring of plasmonic hotspots, and 
consequently generates a relatively weak electromagnetic near-field enhancement. Even 
after improvements in the sensitivity of SEIRAS using an ATR geometry,[102,103] the 
characterization of CO adsorption on catalysts is still hampered by weak signal 
traces.[118,163,164] 

We overcome the challenge of detecting weak signal traces by taking inspiration from 
other fields of nanophotonics. In biomolecular sensing, a plethora of alternatives are used 
to improve molecular detection using controlled and tunable electromagnetic near-field 
enhancement via the excitation of resonances through tailored system parameters on the 
nanoscale. Examples are plasmonic nanoparticles, non-plasmonic nanogap dimers,[165] 
metasurfaces based on plasmonics[13] or exotic phenomena like quasi-bound states in 
the continuum,[7] waveguides[166] or 2D-integrated[167] platforms, among others.[168] 
Plasmonic-based sensors have become the method of choice in label-free detection of 
biomolecules. They can be used either as 1) refractive index sensors or 2) by coupling 
the resonances to the molecular modes and analysing the perturbation of the intensity 
either in reflection or transmission,[104] termed perturbed intensity sensing here.  

In fact, some recent progress has been made to integrate plasmonic structures for 
refractive index sensing with electrochemistry.[104,169,170] There are also recent examples 
of plasmonic structures for perturbed intensity sensing for surface enhanced Raman 
spectroscopy used to monitor electrochemical reactions[171] or to study the mechanism of 
an electrocatalytic reaction.[172] Literature of plasmonic imaging provides other examples 
of electrochemical reactions of single nanoparticles,[173] plasmonics-supported and 
electrochemical monitoring of molecular interactions focused on fluorescence and 
confocal microscopy,[174,175] and plasmon-accelerated electrochemical reactions.[22,176] 
However, to the best of our knowledge, the integration of nanostructured metasurfaces 
for perturbed intensity sensing in SEIRAS has not been shown before in combination with 
electrochemistry. 
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Figure 5.1. Numerical design of the catalytic metasurface. (a) Schematic for the Pt-based 
nano-slot metasurface for the in-situ integrated nanophotonic-electrochemical study of 
CO oxidation. As the potential between the working electrode (WE) and the reference 
electrode (Ref.) is swept the presence of adsorbed CO is monitored via the detection of 
the linear vibrational mode of CO at 2033 cm-1 with a FTIR spectrometer. The nano-slot 
metasurface enhances the electromagnetic near-fields of TE polarized light in an ATR 
configuration coming in at an azimuthal angle ϕ = 0° and polar angle θ = 72° w.r.t. the Pt 
film (xy-plane). (b) Sketch of the Pt on CaF2 nano-slot unit cell. Two CO model layers 
were included parallel to the long edges of the slot (magenta) with dimensions l × h × t. A 
1 nm thick Ti adhesion layer was used in the fabrication of the structures but is not 
considered in the numerical simulations due to its negligible effect on the resonance 
position. The geometrical parameters of the unit cell for (c), (d), (e) are h = 30 nm, w = 
200 nm, l = 1380 nm, py = 1400 nm, px = 1600 nm. In (c) no CO model layer was included. 
(c) Electric near field intensity (taken at h = 30 nm) of the unit cell including arrows (black) 
showing the direction of the electric field inside the slot. The maximum near field intensity 
is 560. (d) The simulated reflectance spectrum of the metasurface with (pink) and without 
(blue) the CO model layer (t = 5 nm). The spectrum includes the Rayleigh anomaly (RA). 
(e) The differential absorbance with no CO (blue) compared to a 2.6 Å thick CO layer 
(pink) showing clearly visible absorption bands.  
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In this chapter, we experimentally demonstrate the in-situ detection of the CO vibrational 
mode at 2033 cm-1 emerging during the electrochemical conversion of CO into CO2 using 
a platinum nano-slot metasurface on a CaF2 substrate (Figure 5.1a). By coupling its 
resonance to the molecular vibrational mode and analyzing the perturbation of the 
intensity in reflection, the characteristic molecular signal traces were amplified. We 
perform SEIRAS in an ATR geometry to further improve the sensing performance while 
maintaining free accessibility of the electrode surface for reactants and products, and to 
minimize the contribution of the electrolyte to the IR spectrum.[102,103] We confirm the 
detection of adsorbed CO via the observation of the typical Stark shift and resolve a so 
far scarcely studied[177–179] effect due to the decrease of the CO coverage on the surface 
of platinum during the electrochemical oxidation. Furthermore, we show that a second 
peak emerges at 2086 cm-1, which we attributed to the effect of the crystal orientation. 
Finally, we establish a methodology for designing similar nanophotonic-electrochemical 
platforms. 

5.1 Results and Discussion 

5.1.1 Description and Numerical Design of the Catalytic Metasurface 

We started the implementation of our electrochemical sensing platform with the numerical 
design of the chosen nano-slot metasurface geometry. The structure consisted of a unit 
cell composed of a single slot in an otherwise connected platinum film submerged in water 
on CaF2 (Figure 5.1b). The material of choice was platinum as it could fulfill all 
requirements, namely to function as a working electrode, support strong metasurface-
driven resonances, and adsorb CO on its surface.[180] Moreover, Pt is a catalytic material 
for many reactions, making this platform very useful not only for the CO oxidation reaction 
but also for other reactions.  

The decision on the inverse structure (i.e. the slots), was made to preserve a connected 
metallic film that could carry electrical current. As described in Section 2, the nano-slots 
feature nanorod-like resonances as predicted by Babinet’s principle. Babinet’s principle 
predicts that if a structure features a resonance under a certain polarization of the incident 
light its inverse structure will feature a similar resonance in reflection (transmission) under 
a 90-degree change in polarization as long as their geometrical parameters are the 
same.[52] Nano-slots can be tuned to enhance the electric and magnetic near-fields due 
to the excitation of a magnetic dipole aligned parallel to the long axis of the slot.[52] 
Consequently, a strong extended hot spot of the electric field is compressed inside the 
slot. Therefore, compared to resonant rod-type antennas, the inverse counterparts have 
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been shown to feature superior detection of molecular signal traces due to linearly instead 
of exponentially decaying electromagnetic near-fields and single hot spots being more 
extended.[52] The slots can only be excited with TE or s polarized light.[52] 

Notably, we modeled adsorbed CO by including an artificially created material covering 
the inside walls parallel to the long axis of the slot. The permittivity of a material suffices 
to numerically model its interaction with light. Using the Lorentz oscillator model, the real 
and imaginary parts of the permittivity were as[181] 

𝜀𝜀𝑟𝑟 = 1 +
𝜔𝜔𝑝𝑝2(𝜔𝜔0

2 − 𝜔𝜔2)
(𝜔𝜔02 − 𝜔𝜔2)2 + 𝑖𝑖2𝜔𝜔2 

(5.1) 

𝜀𝜀𝑖𝑖 =
𝑖𝑖𝜔𝜔𝑝𝑝2𝜔𝜔

(𝜔𝜔02 − 𝜔𝜔2)2 + 𝑖𝑖2𝜔𝜔2,  
(5.2) 

respectively, where ωp is analogous to the plasma frequency in the Drude-Sommerfeld 
model, ω0 is the frequency of the absorption band, ω is the frequency, and 𝑖𝑖 is the 
damping constant. We modified the baseline of εr to be around 1.332, which is the 
refractive index squared used for the surrounding medium (water) due to a negligible shift 
in the refractive index due to CO.[182] To model COlinear at 2033 cm-1 the parameters used 
were 𝜔𝜔𝑝𝑝2 = 1 × 1024 s-2, 𝜔𝜔0 = 60.95 × 1012 s-1 (corresponding to 2033 cm-1), and 𝑖𝑖 = 1 ×
1011 s-1 (Figure 5.2). 

 

Figure 5.2. The real (blue) and imaginary (red) parts of the permittivity of the artificial 
material modeled to represent top-site adsorbed CO on platinum.  
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The choice of the parameters of the unit cell was guided by Huck et al.[52] and modified in 
accordance with fabrication constraints. Huck et al.[52] optimized a gold nano-slot 
metasurface in the NIR for normal incidence illumination in air for high-Q factors and 
electric near fields. The Q factor relates the initial energy stored in a resonator to the 
energy dissipated in one radian of the cycle of oscillation.[183]  

Based on our simulations, the nano-slot metasurface achieved a resonance with a 
modulation in the absorbance of over 82% and a Q factor of 6.3. Furthermore, the 
metasurface numerically exhibited an electric near-field enhancement |E/E0|2 of 560. This 
value can be increased in future experiments by decreasing the width of the slots[52] but 
was limited here due to fabrication constraints. The maximum electric near-field 
enhancement occurred inside the slots close to the faces parallel to its long axis (Figure 
5.1c), with its electric field pointing orthogonally to it. The parameters of the unit cell of 
the nano-slot metasurface are defined in Figure 5.1b, where px and py are the unit cell 
lengths in x and y. l, w, and h are respectively the length, width, and height of the slot, 
and t is the thickness of the molecular layer used to model adsorbed CO. The gap g 
between two slots in x is g = px – l. Huck et al.[52] found that the highest Q factor and 
electric near field enhancement occurs when w is small, py = g = λres/2, where λres is the 
central wavelength of the resonance. However, to satisfy the experimental conditions the 
nano-slot metasurface was simulated in water instead of air and for an angle of incidence 
θ = 72°. 

Under these conditions, tuning the resonance to 2033 cm-1 ≈ 4.92 µm led to the 
appearance of a Rayleigh anomaly such that λRA > λres, where λRA is the central 
wavelength of the RA. As discussed in Chapter 2, the RA is a phenomenon associated 
with light being diffracted parallel to the surface of a periodic structure.[147] When λRA > 
λres, the resonance lifetime and electric near-field enhancement are strongly reduced.[74] 
Consequently, a metasurface where λRA > λres exhibits poor sensing performance. For 
this reason, g was reduced to 220 nm to push the resonance on the evanescent side of 
the RA (Figure 5.1d). 

As discussed in Chapter 2, in coupled-resonator systems, the excitation efficiency of a 
resonator significantly depends on the ratio of its losses to external radiation γext, i.e. light 
scattering, and intrinsic material absorption γint, which strongly depends on the system 
design and parameters chosen[42]. When γext ~ γint, the system is critically coupled and 
the second oscillator will result in a dip in the absorption cross-section. SEIRAS 
performance can be maximized by utilizing a system that is close to the critical coupling 
condition.[42,44] The absorbance spectrum was fitted using temporal coupled-mode theory 
(see Section 2), showing that the nano-slot metasurface with the parameters given above 
is near the critical-coupling condition with γext/γint ≈ 1.2.  
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Figure 5.3. Testing the nanophotonic-electrochemical platform. (a) A schematic showing 
the experimental setup used to perform SEIRAS in an ATR geometry. A continuous mid-
IR collimated linearly polarized light source illuminated the nano-slot metasurface from 
below at an angle of ca. 72°. A focal plane detector array was used to collect the signal. 
(b) Experimental absorbance spectra of three Pt nano-slot metasurfaces in CO-saturated 
0.5M K2CO3 aqueous electrolyte with resonance positions around the ideal position for 
COlinear with slot lengths l 1.33 µm (black, ideal) and two detuned resonance positions 
with slots length of 1.13 µm (blue) and 1.53 µm (red). The other parameters are h = 30 
nm, w = 200 nm, py = 1440 nm, and g = px – l = 220 nm. The resonance position of COlinear 
is indicated by the black-dashed line. The numerically modeled resonance positions at 
2312 cm-1, 2066 cm-1, and 1876 cm-1 (yellow) are shown for comparison. (c) The 
differential absorbance of the CO signal after baseline correction for the blueshifted, 
matched, and redshifted resonances. (d) Scanning electron microscopy images 
corresponding to the nano-slot metasurfaces used in (b) and (c). 

 

Thus, when the resonance overlapped with the vibrational mode of adsorbed CO at 2033 
cm-1, the coupling between the two resonators led to a small peak in the reflectance 
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spectrum (Figure 5.1d). t was set to 5 nm as an example to visualize the modulation of 
the resonance. The differential absorbance, defined as log(𝐼𝐼0/𝐼𝐼), where I and I0 are the 
reflectance measured with and without a CO model molecular layer, respectively (Figure 
5.1c), was used to extract the signal traces of adsorbed CO. To obtain a more realistic 
expectation for the differential absorbance resulting from adsorbed CO on the nano-slot 
metasurface, the CO layer was modeled with a thickness of 2.6 Å (Figure 5.1e) in 
agreement with the literature.[184] 

5.1.2 Metasurface Characterization 

First, the effect of the metasurface-driven resonance position on the coupling with COlinear 
was studied in an ATR geometry using a focal plane array detector (Figure 5.3a). To test 
our nanophotonic-electrochemical platform, we first tuned the resonance position to 
match COlinear in 0.5M K2CO3 saturated with carbon monoxide. Then, we detuned the 
resonance to the blue and red spectral regions by decreasing and increasing the slot 
length 𝑙𝑙 by 200 nm from 1.33 µm, respectively (Figure 5.3b). There is good agreement 
between the numerically and experimentally obtained resonance positions, with a 
discrepancy of less than 40 cm-1. As predicted by the simulations, a dip was observed in 
the resonance lineshape attributed to COlinear. The Q factor of the experimentally 
measured metasurface-driven resonance matching COlinear (Figure 5.3b) was 2.9, which 
was slightly lower than the simulated value. The smaller experimental Q factor was due 
to fabrication imperfections compared to the ideal numerical model.[151] Following these 
results, slots with a length of ca. 1.33 µm were found to match COlinear on platinum. 
According to the literature,[156–160,185] COlinear was expected to be spectrally located 
between 2020 cm-1 and 2080 cm-1. Based on our experiments, COlinear was located at 
2033 cm-1. 

The differential absorbance highlights a more intense and well-defined COlinear signal for 
the sample that had the best spectral overlap (Figure 5.3c). Two peaks were observed at 
2033 and 2086 cm-1. The CO signals had a Fano-type line shape due to the narrow 
discrete COlinear interfering with the broad spectral line of the metasurface-driven 
resonance.[186] The redshifted sample yielded a highly asymmetric CO signal due to the 
strong off-resonance coupling between the resonance and COlinear.[187] In addition, the 
redshifted sample presented a strong peak around 1843 cm-1, which was attributed to a 
second configuration of adsorption, the CO bridge (CObridge).[156,157,159,185] The scanning 
electron microscopy images showed good quality in the fabrication of the nanostructures 
(Figure 5.3d). For the next part of this work, the electrochemical behavior of the sample 
with matching spectral overlap of its resonance with COlinear is studied.  
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Figure 5.4. Electrochemical and spectroscopic response of the nanophotonic platform at 
the OCP during a gas transition from an Ar-saturated electrolyte to a CO-saturated one. 
(a) The evolution of the OCP of the platinum nano-slot metasurface during the transition 
from an argon-saturated (Arsat ≈ 1000 mVRHE) to a CO-saturated electrolyte (COsat ≈ 260 
mVRHE). (b) FTIR spectra taken with s polarized light of the Pt nano-slot 
metasurface/electrolyte interface in Arsat and COsat. The heat map represents the 
integrated area below the resonance line between 2600 and 1800 cm-1 collected by an 
array of 64 by 64 detectors. (c) The evolution of the differential absorbance COlinear peaks 
during the CO bubbling process. (d) Comparison of COlinear signals obtained in COsat after 
80 min of CO bubbling with a pure Pt layer (p polarized light) and with the nanophotonic-
electrochemical platform (s polarized light).  

5.1.3 CO Adsorption at the Open Circuit Potential 

Here, we follow in situ the CO adsorption during the saturation of an electrolyte at open 
circuit potential and characterize the CO adsorption by performing SEIRAS concurrently 
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with electrochemical cyclic voltammetry. The transition from the argon-saturated (Arsat) to 
the CO-saturated (COsat) electrolyte is accompanied by a shift of the OCP due to a change 
of the equilibrium determining redox reaction (Figure 5.4a). At the equilibrium potential of 
the Ar-saturated electrolyte (ca. 1000 mVRHE) CO is oxidized and the OCP drops towards 
negative values, where CO adsorbs on the Pt surface.  

The SEIRAS measurements were taken in 0.5M K2CO3 with and without CO using s 
polarized light (Figure 5.4b). Looking at the differential absorbance (Figure 5.4c), a 
distortion of the baseline appeared at 2460 seconds (725 mVRHE). Then, after 
approximately 2800 seconds (430 mVRHE) two clearly distinguishable COlinear peaks 
emerged. These peaks became more discernible with time as the coverage of adsorbed 
CO increased. As the intensity of the peaks stabilized, the maximum coverage of CO was 
reached.  

The CO signal obtained with the nano-slot metasurface compared to that obtained with a 
pure platinum layer (30 nm) at the OCP was increased by an estimated factor of 27 
(Figure 5.4d). Both samples were evaporated simultaneously. This ensured that both 
systems had the same material properties, such as surface roughness. For this reason, 
the 27-fold difference between the signals obtained with the two systems can be directly 
linked to the metasurfaces-driven enhancement provided by nanostructuring the surface 
of the working electrode.  

For adsorbed CO to interact with incident light, the orientation of the transition dipole 
moment of the CO vibrational mode relative to the electric field component needed to be 
non-zero.[188] Consequently, only the (interior) side walls parallel to the long axis of the 
slots can be considered active, representing a ratio of active to total surface of 3.6% 
compared to a smooth platinum layer. This led to an experimentally determined local 
signal enhancement of above 700.  

The second peak at 2086 cm-1 was only observed using the nano-slot metasurface. The 
most likely explanation could be that the higher resolution achieved with the nano-slot 
metasurface allowed for the deconvolution of this peak from the background, which was 
not possible in previous architectures based on a continuous Pt film. According to the 
literature, several possibilities exist. The first assumption is that CO could have adsorbed 
on different crystal orientations with different binding energies.[185,189] As reported by 
Cuesta et al.,[189] an adsorption on Pt(111) single crystals was found at around 2070 cm-

1,[177,189,190] while CO adsorbed on Pt(100) electrodes was detected between 2027 cm-1 
[191,192] and 2050 cm-1.[189,193] These two values are in good agreement with the ones 
observed here (2086 cm-1 and 2033 cm-1). Another possibility is the adsorption of CO on 
terraces (higher frequency band at 2086 cm-1), steps, and defects (lower frequency band 
at 2033 cm-1).[156,157,194] 
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5.1.4 CO oxidation on platinum 

The behavior of the nano-slot metasurface was evaluated during the electrochemical 
oxidation of carbon monoxide using electrochemical cyclic voltammetry. The anodic scan 
in CO-saturated electrolyte presented an initial state with a low current (Figure 5.5a, black 
line). When an applied potential of around 550 mVRHE was reached, the current density 
plateaued at around +25 µA.cm-2, which was attributed to CO oxidation and can be written 
as[195,196]  

H2O + ∗ → OHad + H+ + 𝑒𝑒−, (5.3) 

COad + OHad → CO2 + H+ + 𝑒𝑒−, (5.4) 

where * is a free adsorption site on platinum, and COad and OHad correspond to adsorbed 
CO and OH on Pt, respectively. At approximately 1150 mVRHE, the current density began 
to decrease. The origin of this decrease is still debated in the literature. One explanation 
attributes the decreasing current density to the competing adsorption of CO and OH on 
the Pt surface at higher potentials.[197] Another possibility is that the formation of a thin 
oxide or hydroxide Pt layer prevents the oxidation of CO. The latter assumption is 
supported by the reduction dip (from 860 to 620 mVRHE) of platinum in the argon-saturated 
electrolyte (Figure 5.5a-b). The behavior of the cathodic scan was similar, except that the 
onset of CO oxidation was shifted to more negative potentials resulting in a hysteresis. 
Moreover, a shift in the onset of the hydrogen evolution reaction in Arsat and COsat 
electrolytes was observed, highlighting the poisoning behavior of adsorbed CO on the 
platinum surface.[198]  

Similarly to our FTIR measurements in COsat electrolyte under OCP (Figure 5.4c), two 
COlinear peaks were also found during the electrochemical potential sweeps (Figure 5.5c-
d). There was a spectral shift during the anodic and cathodic scan (between 50 and 550 
mVRHE), which was attributed to either a higher π-back-donation from the metal to 
CO[179,199] and/or to the Stark shift. A Stark shift results from the interactions between the 
surface electric field and the dipole moment of the adsorbates.[199–201] During the anodic 
scan (Figure 5.5e), the most intense peak showed a blueshift of 53 cm-1.V-1 in agreement 
with the literature.[177–179,200,202] The second peak showed a blueshift of 33 cm-1.V-1. 
Between 650 and 750 mVRHE a redshift was observed, which was not well documented 
in the literature.[178,194,199,203] The redshift was attributed to a decrease of the CO coverage 
due to its oxidation into CO2, decreasing the dipole-dipole interactions.[194,204] The 
observation of the coverage effect was possible here due to the high resolution reached 
with the nano-slot metasurface. It was not resolved with a continuous platinum film. At 
higher anodic potentials, the COlinear peaks disappeared due to CO oxidation.  
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Figure 5.5. The behavior of the Pt nano-slot metasurface during cyclic voltammetry in 
0.5M K2CO3 saturated with CO at 0.25 mV.s-1. Evolution of the current density with the 
potential during the (a) anodic (from OCP to 1700 mVRHE) and (b) cathodic (from 1700 
mVRHE to -100 mVRHE) scan in COsat electrolyte (black line). For comparison, the green 
line depicts CVs in an Arsat electrolyte. Evolution of SEIRAS spectra using s polarized 
light with the (c) anodic and (d) cathodic scans acquired every 100 mV. Evolution of the 
position and area of the COlinear peak during the (e) anodic and (f) cathodic scans. 
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Since CO only oxidizes at the Pt surface, the electrolyte remained saturated with CO, 
highlighting that there was no contribution of dissolved CO to the infrared signal. During 
the anodic scan, there was a slight increase in the area of the first peak (~2033 cm-1), 
while the area of the second peak slightly decreased. This behavior could be explained 
by a surface migration of adsorbed CO to a more stable position.[158,178,179,191] 
Alternatively, the reconstruction or roughening of the Pt surface with electrical 
polarization[205,206] could have led to a modification of the surface microstructure and CO 
adsorption energy.[207] Looking at the spectra obtained during the cathodic scan (Figure 
5.5f), the second peak (~2086 cm-1) almost disappeared. This supports the assumption 
that the cause was the platinum surface modification at high-applied potentials. At high 
cathodic potentials (150 to 50 mVRHE), a decrease of the CO peak was observed and 
attributed to the hydrogen evolution reaction,[202] indicating that the adsorption of 
hydrogen displaces adsorbed CO.  

5.2 Conclusion 

To the best of our knowledge, we have developed the first hybrid nanophotonic-
electrochemical platform for SEIRAS based on a platinum nano-slot metasurface. The 
resonance of the metasurface was numerically modeled, giving a maximum electric near-
field intensity enhancement of 560. The resonance was tuned to couple with and enhance 
the CO vibrational mode at 2033 cm-1. The principle behind the sensing improvement due 
to the electric near-field enhancement was tested by fabricating on-resonance and 
detuned metasurfaces and carefully analyzing the resonance. The numerical simulations 
and SEIRAS experimental results were in good agreement. Two peaks were resolved for 
COlinear, which could be attributed to the adsorption of CO on Pt(111) and Pt(100). COlinear 
was best observed with a spectrally overlapping resonance leading to an experimental 
signal improvement of more than 27 over a conventionally used platinum film. During the 
electrochemical oxidation of CO, a classic Stark effect was observed. Moreover, thanks 
to the high resolution provided by the nano-slot metasurface, a redshift of COlinear was 
observed, linked to a decrease in the coverage of adsorbed CO due to its oxidation. We 
anticipate our proof-of-concept nanophotonic-electrochemical platform for SEIRAS to 
guide new system designs and material combinations suitable to characterize different 
electrochemical interfaces, reaction products, and short-lived intermediates.  
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5.3 Experimental Section 

5.3.1 Numerical Simulations 

The simulations were performed in CST Studio Suite 2021 using the finite-element 
frequency-domain Maxwell solver. CaF2 was simulated using a refractive index, ñ, of 1.4, 
the surrounding medium as water with ñ ≈ 1.33 and platinum using the data given by 
Rakić et al.[129] The inside walls perpendicular to the electric field were covered with a 
model material to represent COlinear at ~2033 cm-1. The titanium adhesion layer was not 
simulated as including it did not lead to substantial spectral shifts in the resonance 
position. An impedance-matched open port with a perfectly matched layer introduced 
linearly polarized light at an angle of 72° across the CaF2 layer toward the nano-slots. At 
72°, the light was totally internally reflected at the CaF2-Pt interface. Therefore, the 
boundary opposite to the open port was set as a perfect electric conductor. The unit cell 
was defined and then simulated as an infinite periodic array via Floquet boundaries. A 
field monitor was placed at the center of the slot in the xy-plane. The highest field 
enhancement was found slightly above the apex of the slots. The value of the highest 
field enhancement of the system was evaluated within the volume of the numerical model. 
To extract the Q factor and coupling ratio γext/γint, the simulated resonance was fitted in 
reflectance (Figure 5.1d, blue curve) using temporal coupled-mode theory according to 
Hu et al.[16]. 

5.3.2 Metasurface Fabrication 

CaF2 was chosen as the substrate due to its transparent nature in the mid-IR spectral 
range, low solubility, and high chemical stability. The measurements shown in Figure 5.4 
and Figure 5.5 used metasurface arrays with at least 2200 by 2700 unit cells, resulting in 
a pattern area of approximately 13.3 mm2. This ensured that there were more than 
enough unit cells for the measured resonance to correspond to the mode of the infinite 
periodic array used for the numerical simulations. After sample cleaning (acetone bath in 
an ultrasonic cleaner followed by oxygen plasma cleaning) the substrate was spin-coated 
first with an adhesion promoter (Surpass 4000), then with a layer of negative tone 
photoresist (ma-N 2403) which was baked at 100 ºC for 60s, and finally with a conducting 
layer (ESpacer 300Z). The metasurface patterns were created by defining the unit cell 
and reproducing it in the x and y-directions. Then, the patterns were written via electron-
beam lithography (Raith Eline Plus) with an acceleration voltage of 30 kV and an aperture 
of 20 µm. The exposed resist was developed in ma-D 525 for 70 s at room temperature. 
The patterned surface was then coated with a titanium adhesion layer (1 nm at 0.4 Å.s-1) 
and a platinum film (30 nm at 2 Å.s-1) using electron-beam evaporation (PRO Line PVD 
75, Lesker). Finally, an overnight lift-off in mr-REM 700 concluded the top-down 
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fabrication process. A pure 30 nm thick platinum film on 1 nm titanium on CaF2 functioned 
as a reference for the in-situ SEIRAS measurements.  

5.3.3 In-Situ SEIRAS and Electrochemical Measurements 

SEIRAS was performed using a Vertex 80 coupled with an IMAC chamber from Bruker. 
Each sample was mounted on a VeeMax III (purged with N2) from PIKE Technologies in 
an ATR geometry with a light polarizer, an electrochemical Jackfish cell, and a CaF2 prism 
beveled at 72°. A classical three-electrode system was used with a saturated calomel 
electrode (E = 0.244 VSHE), a platinum wire as the counter electrode, and the platinum 
film as the working electrode. The IMAC chamber was equipped with a focal plane array 
detector composed of 64 x 64 mercury cadmium telluride detectors (a total of 4096 
detectors), which resulted in a heat map of the studied sample. Each detector collected 
its own spectrum. The active slot covered area was detected by integrating the spectra 
between 1600 to 2800 cm-1 (Figure 5.4b, inset). Finally, an average was determined using 
the spectra of the detectors that probed the resonance. A baseline correction was applied 
to the average as well as a Savitzky–Golay filter to smoothen the data.  

For the characterization of the resonance, its position was determined using three 
samples composed of arrays with different nanostructure sizes. For each sample, the 
resonance was measured in K2CO3 (0.5M, pH 11.9) electrolyte saturated with Ar and then 
saturated with CO. Prior to the first characterization, a cyclic voltammogram (20 mV.s-1) 
was recorded in order to confirm the cleanliness of the electrode surface. Then, an initial 
background was acquired using p polarized light and the Fano resonance was 
characterized using s polarized light. Each spectrum was recorded with a resolution of 4 
cm-1 and the final heat map resulted from a collection of 32 scans. The enhancement of 
the nano-slot metasurface was obtained by comparing the spectra corresponding to 
COlinear obtained on the metasurface with those obtained on a pure Pt film (30nm) without 
nanostructures. 

The adsorption of CO during the transition from Arsat to COsat electrolyte (0.5M K2CO3) 
was studied using the nano-slot metasurface with the best overlapping resonance with 
COlinear. Cleaning and background acquisition protocol were the same as described 
above. Carbon monoxide was slowly flown into the electrochemical cell and spectra were 
acquired regularly during the transition from Arsat to COsat at the OCP.  

The oxidation of CO during potential sweeps was investigated after 2 hours of CO 
bubbling. A cyclic voltammogram, with a slow scan rate (0.25 mV.s-1), from the OCP to 
+1700 mVRHE and back to -100 mVRHE was performed and a spectrum was acquired every 
100 mV. 
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6. Multi-Band Metasurface-Driven Surface-
Enhanced IR Absorption Spectroscopy for 
Improved Characterization of In-Situ 
Electrochemical Reactions 

The results presented in this chapter are currently under peer review for publication and 
are published as a preprint in the pre-print archive arXiv in Ref.[208] 

Duportal, M., Berger, L. M., Maier, S. A., Tittl, A., Krischer, K., Multi-band metasurface-
driven surface-enhanced infrared absorption spectroscopy for improved characterization 
of in-situ electrochemical reactions. arXiv preprint arXiv:2307.10951 2023. 
https://doi.org/10.48550/arXiv.2307.10951 

Note: M.D. and L.M.B. contributed equally to this work. 

Ref.[208] is a pre-print distributed under the terms of the Creative Commons CC BY-SA 
4.0 license, which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

 

 

The study of intermediates occurring during electrochemical reactions remains a 
challenge due to low surface coverages and short lifetimes. In Chapter 5, we showed that 
a precisely nanostructured platinum metasurface as a nanophotonic-electrochemical 
platform based on ATR-SEIRAS can amplify a characteristic signal trace of COlinear during 
CO oxidation.[55] However, the reported nanophotonic-electrochemical platform only 
featured one resonance and could therefore only spectrally target and enhance one 
molecular vibrational mode. Moreover, little attention has been paid to the involvement of 
bridge-site configurations of CO on Pt during the CO2RR. The few studies that were 
conducted focused on acidic media.[209–212] A fundamental and systematic study of bridge-
site configurations during the CO2RR in alkaline media is still missing. 

 

https://doi.org/10.48550/arXiv.2307.10951
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Figure 6.1. Concept and numerical design of the multi-band nanophotonic-
electrochemical platform. (a) Schematic of the multi-band platinum-based nano-slot 
metasurface to study in-situ CO2 reduction. (b) Schematic showing the chemical structure 
of the two adsorption configurations of CO on platinum. (c) Schematic illustrating the 
metasurface in an electrochemical chamber filled with electrolyte that was illuminated 
from below in an ATR geometry. (d) The resonances stemming from two metasurface 
arrays on Pt. The shared geometrical parameters were h = 30 nm, w = 180 nm, py = 1420 
nm, px – l = 230 nm with the slot length being swept from (blue) l = 1370 nm to (red) l = 
1580. (e) Sketch of the unit cell. A 1 nm thick Ti adhesion layer was utilized in the 
structure's fabrication for improved adhesion of Pt on CaF2. 

 

In this chapter, we demonstrate multi-band metasurface-driven ATR-SEIRAS for the 
improved characterization of in-situ electrochemical reactions (Figure 6.1a). We used a 
platinum nano-slot metasurface featuring two arrays that spectrally targeted two 
characteristic molecular vibrations of the CO2RR: on-top (COlinear) and bridged bound 
(CObridge) CO molecules, respectively (Figure 6.1b). For each vibrational mode, a unique 
array featuring a spectrally targeted resonance locally enhanced the electric near fields 
and thereby the corresponding molecular signal traces. SEIRAS was performed in an 
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ATR geometry (Figure 6.1c) to maintain free accessibility of the electrode surface and 
minimize the contribution of the electrolyte to the IR spectrum.  

6.1 Numerical Design of the Catalytic Multi-Band Nano-Slot 
Metasurface. 

We start the implementation of our catalytic multi-band nano-slot metasurface by defining 
the fundamental unit cell for the numerical simulations consisting of a solitary slot within 
a continuous platinum film immersed in water on CaF2. The parameters of the unit cell of 
the nano-slot metasurface are defined in Figure 6.1e, where px and py are the unit cell 
lengths in x and y. The geometrical parameters of the unit cell can be changed to tune 
the resonance strength and position of the metasurface. As the goal of our investigations 
was a multi-band signal enhancement, the unit cell parameters were separately tuned to 
two resonance frequencies matching the vibration frequencies of two different adsorption 
configurations of CO on platinum. Specifically, the goal was a straightforward approach 
to create two adjacent nanostructured arrays on platinum that would each enhance one 
of the two vibrational frequencies.  

A common approach to achieving this is to scale all geometrical dimensions of the system 
at the same time, used for example in biosensing[7] and catalysis[16]. However, constraints 
in the fabrication with negative resists limited the unit cell length in y to a minimum of 1.4 
µm due to proximity effects. Proximity effects arise due to the scattering of electrons in 
the resist and substrate due to exposure to an electron beam.[213] We found that the slots 
merged and the quality of the lift-off procedure decreased as the unit cell length in y was 
decreased below 1.4 µm.  Therefore, we simplified the resonance tuning protocol, 
allowing only the slot length to change and taking into account a shift of approximately 80 
cm-1 between simulation and experiment. By increasing the slot length from 1370 nm to 
1580 nm while leaving all other parameters unchanged the metasurface-driven 
resonance was redshifted by ~150 cm-1 (Figure 6.1d), corresponding to the spectral 
separation of the vibrational modes.  

The Rayleigh anomaly was tuned to the higher frequency side of the resonance to ensure 
optimal sensing performance. To improve the characterization of the resonances, the 
fitting model was adapted specifically for total internal reflection (see Experimental 
section). The Q factor and coupling ratio γext/γint were obtained by fitting the simulated 
resonance in reflection using temporal coupled-mode theory (see Experimental Section). 
Based on our simulations, the multi-band nano-slot metasurface achieved a modulation 
of approximately 84% and 88% in reflection, a Q factor of 4.3 and 5.0, and a ratio of 
external to intrinsic coupling of 2.6 and 2.1 for the higher and lower frequency resonances, 
respectively. Our system can be further optimized by maximizing the modulation in 
reflection or absorption to push it toward its critical coupling condition.  
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Figure 6.2. Characterization of the multi-band nano-slot metasurface. (a) Heat map of 
the metasurface obtained by integrating the SEIRAS signal from 1600 to 2800 cm-1. (b-
c) SEM pictures of the (b) high and (c) low-frequency arrays, indicated in (a) via blue and 
red-dashed boxes, respectively. (d-e) Resonances with and without CO for the (d) high 
and (e) low-frequency arrays in 0.5M K2CO3. (f-g) Comparison of the differential 
absorbance obtained with the (f) high and (g) low-frequency array with an unstructured 
Pt film (30 nm thick, inset) and with the multi-band nano-slot metasurface.  

6.2 Multi-band Metasurface Characterization.  

According to the literature, the vibrational modes of COlinear and CObridge were expected 
to occur at ~2050 cm-1 [156–160] and ~1850 cm-1 [156,157,159,214], respectively. First, we 
characterized the optical properties of our multi-band metasurface in electrolyte saturated 
with Ar and CO using SEIRAS. An example of the heat map obtained by integrating the 
IR spectra collected by the focal plane array detector is provided in Figure 6.2a. The two 
pink-colored areas correspond to the two metasurface-arrays designed to enhance CO 
detection. The quality of the fabricated slots was verified by scanning electron microscopy 
images (Figure 6.2b-c). The signal received by the high-frequency array (Figure 6.2a, 
bottom array) was averaged, resulting in a resonance that was spectrally positioned at 
~2030 cm-1 in Ar-saturated electrolyte (Figure 6.2d). On the other hand, the average 
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signal from the low-frequency array (Figure 6.2a, right array) produced a resonance 
located at ~1860 cm-1 (Figure 6.2e). In both cases, the system presented a near critically-
coupled behavior between the metasurface-driven resonances and the vibrational modes 
of CO,[55] leading to a dip in the high and low-frequency resonances at 2046 cm-1 and 
1848 cm-1, respectively.  

To extract the signal of COlinear and CObridge more clearly, then, the reflectance spectra 
with, R, and without, R0, adsorbed CO were converted into their differential absorbance, 
− ln 𝑅𝑅

𝑅𝑅0
, to separate the metasurface-driven resonance from the CO signals (Figure 6.2f-

g). Furthermore, a comparison of the differential absorbance in the regions of COlinear and 
CObridge, obtained on an unstructured Pt film (30 nm thick) and with our multi-band nano-
slot metasurface, indicated that the high-frequency array exhibited a signal enhancement 
of 41. This signal enhancement is higher than the enhancement reported in our previous 
work,[55] attributed to an improved lift-off procedure. The signal enhancement provided by 
the low-frequency array cannot be reliably estimated, as the CObridge signal was not clearly 
distinguishable on the unstructured Pt film. The CObridge signal could only be observed 
here with the multi-band metasurface due to its high signal-enhancing properties. 

6.3 Behavior in CO saturated electrolyte.  

As a proof of concept, the behavior of the multi-band nano-slot metasurface in 0.5M 
K2CO3 saturated with CO was provided here by using electrochemical voltammetry. A 
cathodic scan was conducted with a rate of 0.25 mV.s-1 starting at 1650 mVRHE, as shown 
in Figure 6.3a. As already observed in the literature,[55,195,196] the increase in the current 
around 950 mVRHE followed by a plateau corresponds to the oxidation of CO into CO2, 
which was limited by CO diffusion from the bulk of the electrolyte to the Pt surface. Then, 
the following decrease in current at 350 mVRHE indicates the end of the region where CO 
was oxidized. Finally, the slight drop in current around 0 mVRHE was attributed to the 
hydrogen evolution reaction. SEIRAS spectra were acquired at intervals of 100 mV during 
a cathodic scan. The potential regions in which CO was or was not detected are shown 
as red and blue regions, respectively.  

The evolution of the IR spectrum with the electrical polarization of the high (Figure 6.3b) 
and low-frequency (Figure 6.3c) arrays shows the successful detection of COlinear and 
CObridge, respectively. The vibrational modes appeared as peaks in the differential 
absorbance spectra. Regarding the behavior of COlinear, a spectral shift of approximately 
63 cm-1.V-1 was observed (Figure 6.3d) from 450 mVRHE to -50 mVRHE, which is in line 
with the literature[55,177,179,200,215] and can be attributed to either a higher π-back-donation 
from the metal to CO[179,199] and/or to the Stark shift.[199–201] Additionally, a significant 
spectral redshift attributed to the decrease of the dipole-dipole interactions as the 
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coverage decreased[204,216] was resolved from 650 to 450 mVRHE (Figure 6.3d), thanks to 
the high resolution achieved with our platform.  

Concerning the behavior of CObridge on the low-frequency array, a distinct peak was 
resolved exhibiting a similar behavior as COlinear. However, the observed Stark shift in this 
case was smaller, resulting in approximately 21 cm-1.V-1. This difference in Stark shift 
between COlinear and CObridge was observed in the literature.[200,215] However, the origin of 
this difference is still controversial as other authors suggested that both configurations 
should provide the same Stark shift.[217,218] Our observations can be explained by the 
smaller IR cross-section of CObridge compared to COlinear.[217] When CO is adsorbed 
linearly on the platinum surface, it strongly binds to the Pt atoms,[219] which could explain 
the larger Stark shift. Furthermore, the electric field from the metal surface could have 
affected COlinear more significantly, leading to a larger change in its vibrational frequency. 
On the other hand, the configuration of CObridge may have resulted in a weaker interaction 
with the metal surface.[219] In that case, the electric field from the metal surface could have 
had a smaller impact on this configuration, resulting in a smaller Stark shift. 

At higher potentials, a redshift with decreasing coverage was observed next to a 
broadening of the peak from 550-750 mVRHE, which needs further investigation. A Fano-
type asymmetric peak was observed at the same position as COlinear due to the off-
resonance coupling between the resonance of the low-frequency array and the vibrational 
mode of COlinear.[220] Interestingly, the area of the COlinear peak slightly decreased from 
650 mVRHE to -50 mVRHE, while the area of the CObridge peak showed a continuous 
increase (Figure 6.3e). The area and intensity of the CO peaks were related to the 
coverage of COlinear and CObridge, suggesting a transfer from COlinear to CObridge as the 
cathodic potential increased. According to some authors,[215,219] the competition between 
CO and hydrogen adsorption on Pt in the cathodic region could have been responsible 
for this transition. Furthermore, the barrier for CO diffusion from a top site to a bridge site 
was theoretically predicted to be very small.[221] These findings can explain the increase 
in the area of the peak attributed to CObridge to the detriment of the COlinear peak area, 
which decreased. 

To conclude, our multi-band nano-slot metasurface selectively and simultaneously 
enhanced and detected with high accuracy the behavior of COlinear and CObridge. In the 
next section, the study focuses on the behavior of adsorbed CO during the CO2 reduction 
reaction. 
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Figure 6.3. Cathodic polarization of the multi-band metasurface in 0.5M K2CO3 saturated 
with CO. (a) Evolution of the current density during the cathodic polarization at 0.25 mV.s-

1. (b-c) Evolution of the IR spectra with the potential acquired by the arrays optimized for 
(b) COlinear and (c) CObridge detection. (d-e) Evolution of the (d) position and (e) area of 
peaks with the potential. 

6.4 Reduction of CO2.  

The cathodic scan of the cyclic voltammetry of the multi-band metasurface in 0.5M K2CO3 
saturated with CO2 showed a dip around 400 mVRHE (Figure 6.4a), which could be 
attributed to the chemisorption of hydrogen.[222–224] A second peak appeared around 250 
mVRHE, which was attributed to CO2 reduction.[160] The drop in the current starting at 0 
mVRHE was due to the hydrogen evolution reaction. The positive current peak observed 
after reversing the scan direction stemmed from the hydrogen oxidation reaction.[200] 
Finally, a small oxidative peak was observed around 550 mVRHE and was attributed to the 
oxidation of the previously formed CO.[197] Looking at the IR spectra of the high-frequency 
array optimized for COlinear during the cathodic scan (Figure 6.4b), a peak was observed 
around 200 mVRHE. This peak indicated the presence of adsorbed CO, which is directly 
correlated to the reduction peak observed in the voltammogram. Moreover, this peak 
became more pronounced and more defined with higher cathodic polarizations.  
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Figure 6.4. Cyclic voltammetry of the multi-band metasurface in 0.5M K2CO3 saturated 
with CO2. (a) Evolution of the current density during the polarization at 0.25 mV.s-1. A 
zoom-out of the current density is shown. (b-c) Evolution of IR spectra with the potential 
acquired on the (b) high-frequency array optimized for COlinear and (c) low-frequency array 
optimized for CObridge detection during the cathodic scan. (d-e) Evolution of IR spectra 
with the potential acquired on the (d) high-frequency array optimized for COlinear and (e) 
the low-frequency array optimized for CObridge detection during the anodic scan. 

 

Moving to the low-frequency array optimized for CObridge detection, at the highest applied 
cathodic polarization (0 mVRHE) a small peak became discernible at around 1785 cm-1 in 
the IR spectra (Figure 6.4c). This peak was hardly above the detection limit despite the 
high resolution achieved with our multi-band nanophotonic-electrochemical platform. It 
appeared at significantly higher cathodic potentials (200 mV difference) than the COlinear 
peak obtained with the high-frequency array. Our findings suggest that CObridge was not 
significantly involved in the CO2 reduction process on Pt. Some authors[157,225] have 
suggested that the favorable configuration of adsorption of CO on Pt is COlinear. Moreover, 
the literature suggests that CObridge formation occurred once the CO coverage 
approached its maximum limit, where a transfer from COlinear to CObridge takes place.[215,219]  

During the anodic scan, the COlinear peak maintained a constant amplitude (Figure 6.4d) 
but exhibited a classic Stark shift between 0 to 400 mVRHE, followed by an intensity 
decrease and a small redshift attributed to a reduced coverage around 500 mVRHE. Then, 
the peak disappeared, which can be directly correlated with the oxidation peak observed 
in the voltammogram (Figure 6.4a). In contrast, the peak attributed to CObridge 
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disappeared at 100 mVRHE (Figure 6.4e), supporting our conclusion that CObridge was not 
significantly involved in the CO2 reduction on platinum in an alkaline environment. The 
distortion of the baseline at around 2000 cm-1 was attributed to the strong off-resonance 
coupling between the metasurface-driven resonance of the low-frequency array and the 
vibrational mode of COlinear.[220] Thanks to the high resolution and signal enhancing 
properties provided by our nanophotonic-electrochemical platform, Figure 6.4 suggests 
that CObridge was not significantly involved in the reduction of CO2 in alkaline electrolyte. 
This is noteworthy because CObridge was detected in acidic electrolyte during the 
CO2RR.[209–212] The difference in the CO adsorption behavior between alkaline and acidic 
media could be due to a modification of the competition with the hydrogen evolution 
reaction. In fact, in an alkaline environment, the Heyrovsky reaction is often considered 
the dominant pathway, which differs from the Volmer-Tafel mechanism observed in acidic 
media.[226–228] The Heyrovsky reaction involves the formation of hydroxide ions near the 
Pt surface, which could interact with adsorbed CO2 and CO to favor the formation of 
COlinear. These considerations are in agreement with our observation that CObridge did not 
significantly participate in the CO2RR in K2CO3, i.e., in an alkaline environment.  

6.5 Conclusion 

We have developed a multi-band nanophotonic-electrochemical platform enabling 
enhanced simultaneous in-situ characterization of two adsorption configurations of CO 
on Pt during the electrochemical reduction of CO2. Our platform provided an 
enhancement over conventional systems by a factor of over 40. Crucially, our platform 
was able to detect CObridge, which could not be detected here with an unstructured Pt film. 
Using a straightforward and easily reproducible methodology, we numerical modeled, 
fabricated, and tested our platform. COlinear and CObridge were characterized in CO-
saturated electrolyte, highlighting a transition from top to bridge-site configurations at high 
cathodic potentials and demonstrating the high resolution provided by our platform. The 
vibrational modes of CO were confirmed via their typical Stark shift. Our final experimental 
tests focused on the characterization of the CO2RR. Interestingly, we found that during 
the CO2RR in an alkaline environment, CObridge does not play a significant role, whereas 
COlinear was successfully detected. This finding could be attributed to the competition with 
the hydrogen evolution reaction in alkaline environments. We anticipate that our multi-
band nanophotonic-electrochemical platform provides a new strategy to study 
electrochemical reactions with low coverage or transient features by providing a higher 
resolution than conventional systems for multiple IR-active vibrational modes.  
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6.6 Experimental Section 

6.6.1 Numerical Simulations. 

The numerical simulations in this study utilized CST Studio Suite (2021), which uses the 
finite-element frequency-domain Maxwell solver. For the simulation of CaF2, a refractive 
index of 1.4 was used, while the surrounding medium was represented by water with a 
refractive index of 1.33. Platinum was modeled using its experimental complex refractive 
index data.[129] To introduce linearly polarized light at an angle of incidence of 72° into the 
system, an impedance-matched open port with a perfectly matched layer was employed. 
Since light experienced total internal reflection at this angle at the CaF2-Pt interface, the 
boundary opposite to the open port was set as a perfect electric conductor. The unit cell 
was defined and simulated as an infinite periodic array using Floquet boundaries.  

6.6.2 Analytical analysis of resonances. 

The resonances were characterized in terms of their radiative γrad and intrinsic γint 
damping rates, from which their total Q factor could be determined as 𝑄𝑄𝑖𝑖𝑜𝑜𝑖𝑖 = 𝜋𝜋0

2(𝛾𝛾𝑟𝑟𝑟𝑟𝑟𝑟+𝛾𝛾𝑖𝑖𝑖𝑖𝑡𝑡), 
where ν0 is the central wavenumber.  We employed temporal coupled-mode theory[229] 
according to Ref.[230] describing a resonator with a single port that supports reflected 
waves and a single resonance coupling to the far field via the coupling constant 𝑖𝑖 =
�2𝑖𝑖𝑟𝑟𝜋𝜋𝑟𝑟. Additionally, an intrinsic loss channel introduced damping to the resonance at a 
rate γint. The reflectance spectra R were fitted by 

𝑅𝑅 = 1 −
4𝑖𝑖rad𝑖𝑖int

(𝜈𝜈 − 𝜈𝜈0)2 + (𝑖𝑖rad + 𝑖𝑖int)2
, 

where ν is the wavenumber.  

6.6.3 Multi-band Metasurface Fabrication. 

The multi-band metasurface fabrication was similar to the protocol provided in Ref.[55] 
Instead of one array, two arrays were fabricated ~500 µm apart to fit within the window of 
the focal plane array of the FTIR spectrometer. The arrays were each approximately 3×2 
mm in size, which had to be large as the FTIR spectrometer did not have and did not 
need a focusing microscope objective. We chose CaF2 as the substrate due to its 
transparent properties within the mid-IR spectral range, as well as its high chemical 
stability and low solubility. Before the experiments, the substrate underwent a thorough 
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cleaning process, involving an acetone bath in an ultrasonic bath, followed by oxygen 
plasma treatment. Subsequently, the substrate was spin-coated with an adhesion 
promoter (Surpass 4000), followed by a layer of negative-tone photoresist (ma-N 2403). 
The photoresist was baked at 100 °C for 60 s, and a conducting layer (ESpacer 300Z) 
was deposited using spin-coating. The metasurface patterns were generated by defining 
a unit cell and replicating it in both the x and y-directions. Electron-beam lithography 
(Raith Eline Plus) was employed to write the patterns, utilizing an acceleration voltage of 
30 kV and an aperture of 20 µm. The exposed resist was developed in ma-D 525 for 70 
s at room temperature. Thereafter, a titanium adhesion layer (1 nm at 0.4 Å s−1) and a 
platinum film (30 nm at 2 Å s−1) were deposited on the patterned surface using electron-
beam evaporation (PRO Line PVD 75, Lesker). Finally, the fabrication process was 
completed by an overnight lift-off in mr-REM 700. For the in-situ SEIRAS measurements, 
a pure 30 nm thick platinum film on a 1 nm titanium layer on CaF2 was utilized as a 
reference. 

6.6.4 Surface-Enhanced Infrared Absorption Spectroscopy Measurements.  

SEIRAS was conducted using a Vertex 80 spectrometer equipped with an IMAC Focal 
Plane Array macro imaging accessory from Bruker. A specular reflection unit (VeeMax III 
from PIKE Technologies) paired with a CaF2 prism and light polarizer introduced light at 
72° w.r.t. an electrochemical jackfish cell, thereby enabling the attenuated total internal 
reflection geometry. A focal plane array detector (64 × 64 mercury-cadmium-telluride 
detectors) was used to characterize the optical properties of the multi-band nano-slot 
metasurface. By integrating the measured (absorbance) signal across the spectral range 
corresponding to the metasurface-driven resonances (1600-2800 cm−1), a pixelated two-
dimensional heat map of the sample was created to identify the pixels corresponding to 
the nanostructured arrays (Figure 6.2a). Then, the pixels corresponding to each array 
were averaged to construct the final spectra. The samples were cleaned via 
electrochemical cycling. Prior to each measurement, an initial background was acquired 
using p polarized light. The metasurface-driven resonances were measured in situ using 
s polarized light. Each spectrum was acquired at a resolution of 4 cm−1 and by averaging 
10 scans. The data was treated by applying a baseline correction and Savitzky-Golay 
filter. The enhancement provided by the multiband metasurface was determined by 
comparing the area of the peaks associated with the vibrational modes of COlinear and 
CObridge to the corresponding measurement performed on an unstructured Pt film (30 nm). 

6.6.5 Electrochemical Measurements.  

A classical three-electrode system was implemented by using the Pt multi-band 
metasurface as the working electrode, a Pt wire as the counter electrode, and a saturated 
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calomel electrode (E = 0.244 VSHE) as the reference electrode. The electrolyte was a 0.5 
mol.L-1 K2CO3 solution (pH 11.9), saturated with either Ar, CO, or CO2. Before the first 
characterization, the cleanliness of the electrode surface was verified by performing a 
cyclic voltammogram at a scan rate of 20 mV s−1 in Ar-saturated electrolyte.  

The behavior of the nano-slots was characterized in CO-saturated electrolyte. After 
bubbling CO for 2 hours, cyclic voltammetry was performed from +1650 mVRHE to -85 
mVRHE, using a scan rate of 0.25 mV.s-1.  

Finally, we saturated the electrolyte with CO2, which decreased the pH to approximately 
8. After 2h of gas bubbling, cyclic voltammograms were measured with a slow scan rate 
of 0.25 mV s−1, from the OCP to + 1425 mVRHE and then back to +25 mVRHE. SEIRAS 
spectra were acquired in intervals of 100 mV. 
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7. Conclusion and Outlook 

In this work, novel metasurface concepts and functionalities were investigated. We 
demonstrated the versatility of metasurfaces in two key areas, at the interface to 
electrochemistry and towards angular-robust sensing.  

We explored novel concepts of BIC-driven metasurfaces, finding that displacement-
mediated BIC-driven metasurfaces provided angular-robust operation, an important 
feature required for broadband sensing. In particular, we investigated positive and 
inverse, metal and all-dielectric superlattices and found that they produce displacement-
mediated q-BIC resonances that can be described by a displacement asymmetry 
parameter α. Numerical models revealed that an inverse all-dielectric superlattice can 
produce a displacement-mediated q-BIC resonance under the same polarization as its 
positive counterpart. Furthermore, the numerical analysis revealed that Babinet’s 
principle applies to the displacement-mediated q-BIC for metal superlattices. Numerical 
investigations of the angular dependence of the q-BIC resonance position successfully 
led to conclusions on the angular stability of the superlattice variations. The experimental 
realization of the superlattices confirmed that under near-normal incidence, a 
displacement-mediated q-BIC resonance emerged for α ≠ 0. The silicon positive, gold 
positive, and inverse superlattice metasurfaces were fabricated and tested under a 
reflective microscope objective and compared to two conventional platforms used for 
sensing: silicon-based tilted ellipses and gold nanohole metasurfaces. The performance 
of the metasurfaces was quantified by their relative change in their resonance parameters 
when the range of angles was increased by a switch in microscope objectives. This switch 
corresponds to an increase in the range of angles and a test of their angular robustness.  

The strong performance of the fabricated superlattice metasurfaces compared to rivaling 
platforms was attributed to better angular robustness predicted by numerical angular 
dispersion plots. Despite the strong resonances of the silicon-tilted ellipses and gold 
nanohole metasurfaces at near-normal incidence, their resonance parameters 
deteriorated by 62% and 100%, respectively. The best performance was achieved with 
the positive gold superlattice, which performed 118%, 46%, and 59% better than the tilted 
ellipses, silicon superlattice, and gold inverse superlattice, respectively. Furthermore, it 
showed the advantageous characteristic of having a highly symmetric resonance 
lineshape. The numerical models showed a maximum local electric near-field 
enhancement of 378 for α = 0.3. This value can be further increased by decreasing α. 

Furthermore, we showed that metasurfaces can simultaneously function as a working 
electrode and optical sensor. First, we developed the first hybrid nanophotonic-
electrochemical platform for SEIRAS based on a platinum nano-slot metasurface, 
targeting, at first, the detection of only one vibrational mode at 2033 cm-1 corresponding 
to adsorbed CO in top sites on Pt. The metasurface-driven resonance was numerically 
modeled, yielding a maximum electric near-field intensity enhancement of 560. The 
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resonance was tuned to couple with and enhance the CO vibrational mode at 2033 cm-1. 
To validate the principle behind the sensing improvement, we fabricated both on-
resonance and detuned metasurfaces and carefully analyzing the resonance. The 
numerical simulations and SEIRAS experimental results were in good agreement. Two 
peaks were resolved for COlinear, attributable to adsorption of CO on Pt(111) and Pt(100). 
COlinear was best observed with a spectrally overlapping resonance, leading to an 
experimental signal improvement of more than 27 compared to conventional platinum 
films. Additionally, during the electrochemical oxidation of CO, a classic Stark shift was 
observed. Leveraging the high resolution provided by the nano-slot metasurface, a 
redshift in COlinear was observed and linked to a reduced coverage of adsorbed CO due 
to its oxidation. 

Finally, we customized the single-band nanophotonic-electrochemical platform to 
simultaneously characterize multiple vibrational bands and studied the more significant 
electrochemical reduction of CO2. Remarkably, this platform outperformed conventional 
systems by an impressive factor of over 40. Notably, it enabled the detection of the 
CObridge configuration, which remained undetected here with an unstructured Pt film. 
Using a straightforward and easily reproducible methodology, we numerical modeled, 
fabricated, and tested our platform. The COlinear and CObridge configurations were 
characterized in CO-saturated electrolyte, revealing a transition from top to bridge-site 
configurations at high cathodic potentials and showcased the superior resolution of our 
platform. Moreover, the vibrational modes of CO were confirmed via their characteristic 
Stark shift. Finally, during the characterization of the CO2RR in an alkaline environment, 
we found that the CObridge configuration did not play a significant role, whereas the COlinear 
was successfully detected.  

We anticipate that the promising results shown in this work will encourage future 
generations of researchers to continue exploring the interface between nanophotonics 
and emerging scientific domains and applications. In particular, we anticipate that our 
efforts towards angular-robust sensing will be useful for the wider research community 
working with hyper-spectral imaging, FTIR spectroscopy, and laser materials processing. 
Our results on the angular robustness of the superlattice predict that our metasurfaces 
can be adopted by researchers working on conformal optical devices, displays, and 
photonic devices using focused light. In particular, we anticipate that the positive gold 
superlattice will be used in biospectroscopy and sensing due to the externalized and high 
electric near-field enhancement and symmetric resonance profile. Moreover, we 
anticipate that both our single and multi-band nanophotonic-electrochemical platforms for 
SEIRAS will guide new system designs and material combinations to characterize new 
electrochemical reactions with low coverages, weak signals, and transient features, by 
providing a higher resolution than conventional systems.  
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