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Abstract  

Multiple sclerosis (MS) is a multifactorial neurological condition that is progressive and disabling. During 

the last decades, over 12 treatments with varying mechanisms were marketed for the relapsing-remitting 

phenotype, the most common subtype at MS diagnosis. The unpredictability of the individual disease 

courses and response to treatments is a challenge routinely faced in clinical practice. Individualized 

prognostic and treatment response prediction by multivariable models can support medical decisions. 

Well-conducted prediction studies in MS indicate poor to moderate predictability of efficacy outcomes.  

To complement the prognostic literature in MS, this study aimed to predict response to fingolimod and 

identify important prognostic predictors. Time-to relapse and other efficacy and safety endpoints were 

predicted by repurposing placebo and fingolimod 0.5 mg arms from two randomized controlled trials. 

Models based on Cox proportional hazards were developed with data from the FREEDOMS trial (n=843) 

by allowing transformation tree, transformation forest, elastic net, and grouped lasso methods to 

compete in a nested cross-validation. In addition to the treatment arm, 80 baseline predictors and 

treatment by predictor interactions were considered as candidate variables in the models. 

Reproducibility of the models with the highest cross-validated area under the receiver operating curve 

(AUC) were evaluated by external validation with the data from the FREEDOMS II trial (n=713). 

The final model predicting relapse risk was an elastic net regression with main terms for treatment and 

four predictors. In the external validation, it had a moderate two-year AUC of 0.68 (95% confidence 

interval: 0.63-0.72), but the predictions were overestimating the actual risk. There was almost no 

heterogeneity in the predicted treatment response (variability 0.001) and all participants were predicted 

to have 0.21 to 0.31 absolute relapse risk reduction with fingolimod compared to placebo. The final 

model predicting new or enlarging T2 magnetic resonance imaging (MRI) lesions had an AUC of 0.74 

(0.70-0.78), moderate calibration, but lack of variability in the predicted treatment response. The model 

predicting confirmed disability progression had an AUC of 0.59 (0.54-0.64) and non-significant 

heterogeneity in the predicted treatment response. The safety outcome of serious adverse events or 

trial discontinuation was not predictable with sufficient discrimination. The model predicting infections or 

neoplasms had an AUC of 0.69 (0.63-0.74), but poor calibration and non-significant heterogeneity in the 

predicted treatment response. Many important predictors of the efficacy outcomes were related to 

(para)clinical disease activity or disability. Unexpected influential predictors included concomitant 

metabolism and nutrition disorders for relapse, musculoskeletal and connective tissue disorders for 

confirmed disability progression, and gastrointestinal disorders for safety. 

The two-year predictability of relapse and new or enlarging lesions in T2 MRI were moderate to good 

and the predicted change in their risk as response to fingolimod was a decrease for all patients, lacking 

heterogeneity. Following further satisfactory external validations, models for these disease activity 

outcomes can be used for prognostic prediction in clinical care. The predictability of disability and safety 

outcomes were poor and it remains unclear whether the change in their risk as response to fingolimod 

is heterogeneous. 
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1. Introduction 

This monographic dissertation, reported according to the Transparent Reporting of a Multivariable 

Prediction Model for Individual Prognosis Or Diagnosis statement1, starts with setting the medical 

(Section 1.1) and methodological (Section 1.2) context of the research question in this introductory 

Chapter. The current knowledge on the epidemiology and etiology of the health condition of interest, 

multiple sclerosis, is summarized in Section 1.1.1. This is followed by the introduction of pharmaceutical 

treatment options and relevant clinical endpoints in Section 1.1.2, and going deeper into the treatment 

of interest, fingolimod, in Section 1.1.3. A similar narrowing approach is followed to introduce prognostic 

and treatment response prediction starting with its definition and importance in Section 1.2.1. The state-

of-the-art prediction-relevant methods of development and validation are summarized in 1.2.2 and the 

current state of the scientific literature on prognostic and treatment response prediction in multiple 

sclerosis is summarized in Section 1.2.3. The bottom-line of this Chapter and the gap in the literature, 

which this thesis aims to fill, are summarized in Section 1.3. 

1.1 Multiple sclerosis 

1.1.1 Disease and epidemiology 

Multiple sclerosis (MS) is a chronic inflammatory disease of the central nervous system (CNS), the main 

sign of which is demyelination and axonal degeneration in the brain and the spinal cord.2 The disease 

typically starts in young adulthood, between 20 to 40 years of age, and is potentially not only disabling 

but also progressive.3-5 Like other autoimmune diseases that are considered to be partially linked to 

immunological mechanisms mediated by the X-chromosome6, MS is two to three times more common 

in women and its symptoms become milder during pregnancy.3,7 MS is the most prevalent progressively 

debilitating neurological condition in young adults.8 The worldwide age-standardized prevalence of MS 

was estimated to be 30.1 cases (95% uncertainty interval 27.5-33.0) per 100 000 in 2016. The 

prevalence is highest in developed regions with 164.4 cases (153.2-177.1) in North America and 127.0 

(115.4-139.6) cases in Western Europe.9 Also, the disease prevalence has been increasing in many 

regions since the 1990, at least partly due to earlier and better diagnosis, and longer survival.10 The 

disparity in prevalence between regions have been attributed to many factors including the latitude and 

sunlight exposure, other undetermined environmental exposures in the developed regions, and 

underdiagnosis in developing regions.9 

The inflammatory mechanisms involved in the pathogenesis of MS are neither singular nor simple to 

disentangle. This is evident in the various mechanisms of action of the approved drugs for this indication. 

Different drugs interfere with the pathways related to effector T cells, regulatory T cells, B cells, or 

immune cell migration.11 The activation of both the innate and adaptive immune systems, linked to not 

only hereditary but also environmental factors, have been associated with MS. Increased immune cell 

population in the CNS is followed by an attack to the myelin producing oligodendrocytes, which then 

leads to the destruction of the myelin sheath of the neuronal axons and appearance of plaques visible 

by neuroimaging. Additional injury to the axons and the neuronal body can occur and may be measured 

in the white as well as the gray matter. In the progressive forms of MS, immunity-independent 

mechanisms like oxidative stress are also thought to play a role.7 
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Figure 1 Timeline and risk factors of multiple sclerosis  

A simplified disease history of a typical relapsing-remitting multiple sclerosis (RRMS) patient, who is initially 

diagnosed with clinically-isolated syndrome (CIS) and who progresses to secondary progressive phenotype 

(SPMS). Predictors of MS diagnosis (left) and prognosis (right) according to the current literature are represented 

above the timeline. MRI: magnetic resonance imaging. 

Being an autoimmune disease, MS is thought to manifest in genetically susceptible people who are 

exposed to triggers.12 The genetic loci of the human leukocyte antigen complex have been identified as 

the most influential on the risk of MS development. Other identified susceptibility loci, mutations of which 

probably act through epigenetic mechanisms, have been also related to immune cell function.7 Immune 

activation via exposure to herpesviruses (particularly Epstein-Barr virus), arguably at a certain 

developmental stage, and dietary habits affecting the microbiome and metabolism have been linked to 

the probability of developing MS. In contrast, vitamin D and exposure to sunlight required for its 

conversion to an active form, have been shown to exert a protective effect against developing MS. 

Taking its multifactorial etiology into account11, the current state of the research indicates that, like many 

complex diseases, MS is the result of an interaction between genetic predisposition and environment.13 

However, it is unclear whether the genetic component can explain the heterogeneity in disease trajectory 

or its mildness whereas environmental factors seem to influence the disease also post-diagnosis.11 

Although MS is thought to have a considerable initial subclinical phase11, its diagnosis necessitates 

clinical ques.14-18 The disease clinically manifests by acute neurological attacks affecting one or more 

functional systems and gradual development or worsening of disability. The development of 

neuroimaging techniques has led to the identification of disease activity by observing not only clinical 

symptoms but also lesions (scleroses) within the CNS.17,19 MS is categorized into subtypes based on 

observed signs, symptoms, and the pace of disability progression. An initial neurological attack without 

any obvious reason and without (para)clinical evidence of dissemination in time and space (multiplicity) 

to confirm an MS diagnosis is called clinically isolated syndrome (CIS), a subcategory likely to develop 

into MS.18 The majority of people affected by MS initially present with a relapsing-remitting subtype 

(RRMS, Figure 1), characterized by intermittent neurological attacks and evidence of demyelination, 

which may recover or leave residual neurological deficits.3 After varying number of years from RRMS 

onset or sometimes right from the start, the disease settles into a relatively stable lifelong course with 

gradual accumulation of disability, at which point it is called secondary progressive MS (SPMS) or 

primary progressive MS (PPMS), respectively. The disease course, its severity, and its (para)clinical 

Initial neurological 
episode 

Further neurological attacks (with recovery 
or residual disability), lesions in cranial MRI 

Irreversible and gradual 
disability worsening 

~ 0-2 years ~ 3-10 years lifelong ~ 20-40 years 

• Sunlight 
• Vitamin D 
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(Epstein-Barr) 
• Dietary habits 
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• Age 
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manifestations are highly heterogeneous20,21 and largely remain unpredictable22,23 for people with all MS 

subtypes, but especially for those with RRMS. 

Although there are established diagnostic paraclinical and biological markers in MS18, like the presence 

of gadolinium-enhanced (Gd-enhanced) T1 lesions in cranial magnetic resonance imaging (MRI) scans 

or absence of anti-aquaporin-4 antibodies, widely accepted prognostic and predictive markers are 

lacking.21,24 Hence, risk factors for the highly active (a.k.a. aggressive, malignant) disease phenotype 

remain as potential candidates when the aim is prognostic or treatment response prediction. Although 

a consensus definition is lacking25, the operationalization of highly active disease is usually based on 

severity and frequency of clinical or radiological disease activity, and speed of disability worsening.4,26,27 

1.1.2 Treatment landscape 

Even though MS is still an incurable disease, from 1995 to 2022, 14 immunotherapies have been 

granted marketing authorization by the European Medicines Agency (EMA).4,28 Most of these so-called 

disease-modifying therapies (DMT) belong to the Anatomical Therapeutic Chemical (ATC) classification 

subgroup of immunosuppresants and are primarily indicated for the RRMS subtype. Initially, injectable 

therapies were approved. Interferon beta preparations were marketed in the 1990s, followed by 

glatiramer acetate and a monoclonal antibody, natalizumab, in 2000s. Fingolimod, a sphingosine-1-

phosphate (S1P) receptor modulator, was the first oral treatment to be marketed for the treatment of 

RRMS, followed by other oral therapies such as dimethyl fumarate and teriflunomide. Starting in 2010s, 

more S1P receptor modulators (ozanimod, ponesimod), monoclonal antibodies (alemtuzumab, 

ocrelizumab, ofatumumab), and other immune-modifying therapies (cladribine) have been approved for 

use in the treatment of MS. This section is concentrated on the 12 DMTs approved for the RRMS 

phenotype because it is not only the subtype with the greatest number of treatment options but also the 

focus of this thesis. 

In phase III clinical trials, the efficacies of the DMTs have been demonstrated with endpoints based 

primarily on relapses, usually operationalized as annualized relapse rate (ARR) within a time span of 1 

to 3 years.29,30 Also common are operationalizations of relapse by proportion of relapse-free participants 

or time-to-first relapse. Although it varies in the literature, the definition of a relapse mostly comprises of 

a specific timeframe (e.g. neurological symptoms lasting more than 24 hours), independence from 

previous relapses (e.g. 30 days’ gap) or other non-MS related possible triggers (e.g. without fever or 

sign of infection), and relation to neurological findings or disability score changes.31 A secondary efficacy 

outcome common in interventional trials of DMTs is disability worsening, which is usually defined by 

relapse-independent measurement of Expanded Disability Status Scale (EDSS)32,33 that needs to be 

confirmed with a repeated measurement at 3 or 6 months.31 Additionally, MRI-based outcomes of new 

or enlarging T2 hyperintense or Gd-enhanced T1 lesions are common secondary endpoints in pivotal 

trials.33,34 However, these can be primary endpoints in phase II trials because MRI-based event rate is 

higher than the rate of clinical endpoints and its surrogacy to relapse rate has been demonstrated at the 

population level for many drugs.35,36 Outcomes formed from different components, such as no evidence 

of disease activity and its variants, have also been used in efficacy studies.31,33,37 When asked to order 

the importance of different outcomes, people with MS prioritize disability progression, relapses, and 

serious adverse events (SAE) over others. MRI changes, which are common surrogates in clinical trials, 

rank as the least important outcome for MS patients.38 

Of the DMTs approved for the RRMS indication, interferon beta and glatiramer acetate, a.k.a first-line 

therapies, have moderate efficacy and are relatively safe. The remaining therapies (natalizumab, 

fingolimod, alemtuzumab, teriflunomide, dimethyl fumarate, cladribine, ocrelizumab, ozanimod, 

ofatumumab, ponesimod), a.k.a. second-line, are more potent leading to a higher chance of not only  
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Figure 2 Overview of multiple sclerosis treatments 

Efficacy and safety overview of disease-modifying therapies approved by the European Medicines Agency (EMA)28 

for people with relapsing-remitting multiple sclerosis. The data is based on surface under the cumulative ranking 

(SUCRA) probabilities in a network meta-analysis of randomized controlled trials.39 Higher SUCRA values indicate 

higher effect. The SUCRA is provided for illustrative purposes only and its limitations, such as not accounting for 

magnitude or uncertainty of the effect, should be borne in mind. I.B.: interferon betas, G.A.: glatiramer acetate, NA: 

natalizumab, FI: fingolimod, AL: alemtuzumab, TE: teriflunomide, D.F.: dimethyl fumarate, CL: cladribine, OC: 

ocrelizumab, OZ: ozanimod, OF: ofatumumab, PO: ponesimod. *For simplicity, SUCRAs of dosages or formulations 

were averaged: five different formulations of Interferon-beta, subcutaneous or intramuscular, and two different 

approved dosages of glatiramer acetate. **Only the approved adult maintenance dosages are reported: 14 mg for 

teriflunomide, and 0.92 mg for ozanimod. 

success in disease control but also potentially serious adverse reactions. However, this dichotomization 

into first or second-line is a simplification and the list of therapies exhibit a range of efficacy and safety 

profiles (Figure 2). A different framework in which the therapies are considered within three efficacy 

categories was incorporated into the clinical guideline by the German Neurological Society. In this 

framework, fingolimod is considered to be in the middle category.27 

The current treatment guidelines and position statements recommend early initiation of DMTs in patients 

diagnosed with RRMS4, especially if disease activity has been observed recently or during the last two 

years, to be more specific.40 Yet, which treatment to choose in treatment-naïve patients is less clear. In 

case of favorable disease characteristics, not to initiate a treatment but monitoring carefully is also an 

option which may be preferred by the patients.4,27 The current treatment paradigm tends to focus on two 

strategies. The first is the conservative step-wise escalation approach, which has been the mainstream 

until recently but currently is recommended for patients with low to moderate disease activity. In this 

strategy, the patient is initially treated with a moderate efficacy treatment until a persisting or recurring 

exacerbation of the disease activity is observed, after which the patient is switched to a stronger but 

riskier treatment.27,41 The second strategy of induction, sometimes referred to as “hard and early” 

approach, is typically reserved for otherwise healthy patients with highly active disease, the 

operationalization of which is not universal.27 In this strategy, the patient is treated aggressively with a 
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high efficacy treatment starting from diagnosis40,41, which may lead to a better control of disease 

symptoms as well as serious adverse reactions. In case of a perceived lack of efficacy while on a 

second-line DMT, the recommendation is to switch to another second-line DMT.4,41 

Choosing a treatment strategy boils down to prioritizing safety by escalation versus efficacy by 

induction.42 Some proponents of the latter approach also advocate for de-escalation either to a milder 

treatment or discontinuing altogether when the disease is under control and presents a stable course 

for a period of time24, especially in the elderly for whom safety concerns of the DMTs are paramount 

and their effectiveness questioned.43 The German Neurological Society guideline also considers drug 

discontinuation when the disease is under control with moderate efficacy treatment.27 To prevent 

irreversible disability while minimizing undesired effects, using the “right treatment at the right time” is 

the aspired objective in MS.44 

There are some responder and some non-responder RRMS patients to all available therapies.11 

Identifying them, preferably prior to treatment, is the challenge that is yet to be overcome. Conventional 

subgroup analyses of clinical trials form the first step to individualizing therapies by finding effect 

heterogeneity in patients so that both patients and physicians are better informed during treatment 

decisions.45 With the intention to find groups of patients that would benefit from a DMT irrespective of 

the specific treatment, subgroup analyses from clinical trials of different DMTs were meta-analyzed.46 

The effect of treatment within subgroups relative to its overall effect were statistically combined. The 

included subgroup analyses originated from six blinded placebo-controlled randomized controlled trials 

(RCT) of the drugs natalizumab, fingolimod, dimethyl fumarate, teriflunomide, and glatiramer acetate. 

The relative treatment effect on relapse rate was significantly greater in younger (less than 40 years of 

age in all except less than 38 in one study) participants compared to older participants. Baseline Gd-

enhanced MRI activity, and EDSS lower than 3.5 were also found to be significantly interacting with the 

treatments’ effect on relapse rate. In the meta-analysis for the outcome of disability progression, the 

only factor significantly interacting with the treatment effect was found to be age. 

The safety of DMTs may also be heterogeneous. Different therapies may have adverse effects in some 

of the patients but not others. Owing to their main therapeutic action of immune suppression, all DMTs 

induce a risk of leukopenia/lymphopenia and many of them also introduce an increase in risk of 

infections and neoplasms to varying degrees.4,47,48 The degree of the risk and its particularities (like 

category of infection) depend on the mode of action of the individual therapies.47 

Despite the availability of many DMT options49, small number of head-to-head comparisons leads to 

difficulty in treatment decision making. Recent network meta-analyses based on systematic reviews of 

RCTs30,39,50 perpetuate the existing knowledge that the intravenous treatments (alemtuzumab, 

natalizumab, and ocrelizumab) have the highest efficacy, but fail to agree about the acceptability of 

DMTs. The multiplicity and recency of treatment options with different modes of action and safety-

efficacy profiles49,51 have been the motivation for researchers in the MS field to investigate ways for 

supporting treatment decisions by scoring or predicting treatment response, in particular treatment 

efficacy and effectiveness. 

1.1.3 Fingolimod 

Fingolimod is the first oral DMT approved in 2010 by the Food and Drug Administration (FDA) in the 

United States and in 2011 by the EMA in Europe. It is considered to be a continuously-used treatment 

option with high efficacy4 for the treatment of patients with RRMS. In the US, fingolimod is used as first-

line treatment52, whereas in the EU, it is indicated as second-line after treatment failure with other 

therapies or first-line in patients with a rapidly evolving disease course.53 As an S1P receptor modulator, 



   

 

Study Eligibility criteria at baseline Arms Patients (n, median) Results 

FREEDOMS54  RRMS (McDonald 2005 criteria) 

 aged 18-55y 

 EDSS <6.0 

 1 relapse in 1y or 2 relapses in 2y pre-

randomization 

 3m gap after interferon beta or 

glatiramer acetate 

 6m gap after natalizumab 

1:1:1 

daily placebo (comparator) 

daily fingolimod 0.5 mg 

daily fingolimod 1.25 mg 

1272 participants (ITT) 

1033 completed the trial 

age 37y 

disease duration 6.7y 

EDSS score 2.0 

At 2y 

ARR reduction  

fingolimod 0.5 mg 54%, 1.25 mg 60% 

3m CDP HR 

fingolimod 0.5 mg 0.70, 1.25 mg 0.68 

FREEDOMS II55  Same as FREEDOMS Same as FREEDOMS 1083 participants (ITT) 

778 completed the trial 

age 41y 

disease duration 8.9y 

EDSS score 2.5 

At 2y 

ARR reduction  

fingolimod 0.5 mg 48%, 1.25 mg 50% 

3m CDP HR 

fingolimod 0.5 mg 0.83, 1.25 mg 0.72 

TRANSFORMS56 Same as FREEDOMS except for gap 

requirement after interferon beta or 

glatiramer acetate 

1:1:1 

weekly interferon beta-1a 30 µg 

(comparator) 

daily fingolimod 0.5 mg 

daily fingolimod 1.25 mg 

1292 participants (ITT) 

1153 completed the trial 

age 36y 

disease duration 6y 

EDSS score 2.0 

At 1y 

ARR reduction  

fingolimod 0.5 mg 39%, 1.25 mg 52% 

3m CDP HR 

fingolimod 0.5 mg 0.71 

 

Table 1 Overview of pivotal fingolimod trials  

Multi-country, pivotal, double-blind randomized controlled trials leading to marketing authorization of daily fingolimod 0.5 mg. Statistically significant results (p<0.05) are in bold. Data 

curated from trial reports and Gilenya summary of product characteristics.53 RRMS: Relapsing-remitting multiple sclerosis, ITT: Intention-to-treat, y: year(s), m: month(s), EDSS: 

Expanded disability status scale, CDP: Confirmed disability progression, HR: Hazard ratio. 
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fingolimod’s primary mechanism of action is redistribution of lymphocytes by retaining them in lymphoid 

organs, which results in a decrease in the amount of lymphocytes crossing to the CNS and hence a 

decrease in inflammatory activity.54 

Fingolimod’s marketing authorization was based on three phase III multi-site and multi-country RCTs, 

two of which had placebo as comparator whereas the third had an active comparator, interferon beta.53 

Initially, two of these trials (FREEDOMS and TRANSFORMS), were planned and commenced by the 

sponsor. They were followed by a third one (FREEDOMS II) as a result of a request by the FDA, so it 

took place mainly in the United States and addressed the issues raised by the FDA.55 All three trials had 

similar eligibility criteria (Table 1). They included patients diagnosed with RRMS according to the 

McDonald 2005 criteria. The patients had to be aged between 18-55 years, have an EDSS score lower 

than 6.0, and have active disease demonstrated by at least one relapse during 1 year or two relapses 

during the 2 years prior to randomization. Those with an active infection, macular edema, 

immunosuppression, or any other clinically significant systemic disease were excluded.54-56 Also 

excluded were those with a relapse or corticosteroid treatment during 30 days before baseline or 

natalizumab use during 6 months before baseline. An additional requirement for enrollment to the 

placebo-controlled studies were at least 3 months of gap after interferon beta or glatiramer acetate 

use.54,55 

FREEDOMS and FREEDOMS II were double-blind three-arm trials in which the patients were 

randomized to receive daily placebo, fingolimod 0.5 mg, or fingolimod 1.25 mg (1:1:1) for 2 years. 

Following baseline, scheduled visits and neurological examinations occurred at 2 weeks,1 month, 2 

months, 3 months, and every 3 months afterwards. MRI scans were taken at baseline and at months 6, 

12, and 24 following baseline. The primary hypothesis was that compared to placebo, those on 

fingolimod (separately for both doses) had a lower ARR at 24 months in the intention-to-treat (ITT) 

population. This was tested by a negative binomial model of the number of relapses explained by the 

treatment arm, adjusting for logarithm of time under study (by an offset term), country, number of 

relapses in the 2 years prior to the study, and EDSS score at baseline. As key secondary endpoints, 

time-to disability progression confirmed at 3 or 6 months (CDP) between treatment arms were compared 

with log-rank tests and Cox proportional hazards (PH) regressions adjusting for country, age, and EDSS 

score at baseline. Time-to relapse was also analyzed with Cox PH regression as a secondary analysis. 

Time-to relapse and CDP were also described with Kaplan-Meier curves stratified by treatment arm. 

Secondary endpoints based on MRI scans included being free of Gd-enhanced T1 lesions or being free 

of new or enlarging T2 lesions at 6, 12, and 24 months and were analyzed with adjusted logistic 

regressions. Safety data were only described in frequencies per treatment arm and not statistically 

tested. Statistical tests were performed with an alpha value of 0.05 in a hierarchical testing framework 

to account for the multiplicity of the hypotheses.54,55 

In FREEDOMS, 1272 patients were randomized, of which 1033 completed the study. These numbers 

were respectively 1083 and 778 in FREEDOMS II. In the FREEDOMS trial, the ARRs were significantly 

lower, 54% and 60% relative reductions respectively, for the 0.5 mg and 1.25 mg daily dosing of 

fingolimod compared to placebo. Similarly, in the FREEDOMS II trial, the respective relative reductions 

in ARRs were 48% and 50% in the fingolimod arms. In both studies, times-to first relapse were 

significantly longer in the fingolimod arms than in the placebo arms. In terms of secondary endpoints, 

the risk of 3-month CDP was lower in fingolimod arms significantly in the FREEDOMS trial (hazard ratio 

(HR) 0.70 and 0.68 for 0.5 mg and 1.25 mg) but non- or borderline significantly in FREEDOMS II (HR 

0.83 and 0.72). In both trials, all tested inflammatory endpoints based on MRI scans were significantly 

lower in participants receiving fingolimod than those receiving placebo.54,55 In the FREEDOMS trial 

report54, the number of adverse events are evaluated to be close among treatment arms, except for 
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slightly higher risk of lower respiratory tract infections, bradycardia, macular edema, and increase of 

alanine aminotransferase in fingolimod arms. In FREEDOMS II55, respiratory tract infections, herpes 

infections, and basal cell carcinoma risks were slightly increased in fingolimod arms. Hypertension, 

increased liver enzymes, and lymphopenia were other adverse events reported slightly more frequently 

for participants receiving fingolimod. 

In the three-arm phase III RCT with active comparator, TRANSFORMS, patients were randomized to 

daily fingolimod 0.5 mg, 1.25 mg, or weekly intramuscular interferon beta-1a 30 µg (1:1:1) for a period 

of 12 months.56 Endpoints were similar to those in the FREEDOMS trials except for the observation 

timespan. A total of 1292 patients were randomized, of which 1153 completed the study. Fingolimod, at 

both doses, was significantly superior to interferon beta-1a in reducing the ARR, elongating time-to first 

relapse, reducing the number of new or enlarging T2 lesions and Gd-enhanced T1 lesions. There was 

no significant difference between the treatment arms in terms of 3-month CDP. In terms of safety, 

bradycardia and atrioventricular block were the most commonly reported SAEs, which were common in 

the 1.25 mg fingolimod arm. In the TRANSFORMS trial report56, four deaths in the 1.25 mg fingolimod 

arm are mentioned: two during the study respectively due to viral infections of varicella zoster and herpes 

simplex encephalitis, and two after the study respectively due to pneumonia and metastatic breast 

cancer. 

Due to similar efficacy observed with the investigated doses of fingolimod daily 1.25 mg and 0.5 mg, but 

a dose-dependent increase in reported adverse events, fingolimod eventually received marketing 

authorization only for the lower dose of daily 0.5 mg. As expected from drugs with immunosuppressant 

mode of action47,57, infections and neoplasms are listed among fingolimod’s safety risks and warnings.53 

A Cochrane review synthesizing the results from six RCTs until February 2016 concluded that there was 

moderate evidence on efficacy of fingolimod in reducing the inflammatory disease activity compared to 

placebo, as measured by relapses and MRI, but there was little to no evidence on its efficacy in 

prevention of disability progression.58 

In a systematic review on the infection risk of fingolimod, the pooled results from 12 RCTs showed a 

significant and robust risk increase (16%) in those receiving fingolimod as compared to placebo or an 

active comparator (one of interferon beta, glatiramer acetate, or natalizumab).59 In subcategories of 

infection, the risk was significantly high for lower respiratory tract and herpes virus infections. Incidence 

of cancer on fingolimod has been meta-analyzed.60 However, its result is less interpretable because a 

long time span is required to observe cancer cases, the reported measures were not based on a 

comparator group but were rather absolute, and both cohort studies and RCTs were included. 

Observational studies on the risk of cancer with fingolimod use have reported conflicting results.61-63 

For the subgroup analyses of fingolimod, the groups were pre-specified based on baseline demographic 

variables, treatment history, and disease characteristics. Additionally, five patient groups were defined 

post-hoc by a combination of patients’ disease activity and previous treatment history.64 The same 

clinical efficacy outcomes (ARR and 3-month CDP) and the same modeling methods (respectively 

negative binomial and Cox PH) as in the main trial reports were used in the subgroup analyses. 

However, with the intention to address the small sample size of some subgroups and possible 

collinearity between subgroup variables and adjustment variables, the variables adjusted for were 

reduced in the subgroup analyses compared to the main analysis. In the subgroup analyses of the 

FREEDOMS trial daily fingolimod 0.5 mg treatment was found to have the greatest ARR reduction in 

those younger than 40 years-old and in men. The greatest and statistically significant reductions in risk 

of 3-month CDP were observed in men, treatment-naïve patients and in patients with a more severe 

course of disease at baseline in terms of higher EDSS, higher number of relapses, and higher T2 lesion 

volume.64 In the pooled subgroup analysis of FREEDOMS and FREEDOMS II trials, the factors that 
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interact with fingolimod’s effect on ARR reduction were in line with those from the FREEDOMS trial only. 

Subgroups with more active disease (measured by number of relapses or Gd-enhanced T1 lesions), 

with a higher disability (measured by EDSS), or with previous treatments at baseline had higher than 

average ARRs.65 

1.2 Prognostic and treatment response prediction 

1.2.1 Definition and significance 

Prognosis is the possible outcome of a health condition that can be observed over time.66 The outcome 

in question is usually binary as a future disease state, but may also be numeric. Although the average 

prognosis or the average treatment effect in a patient population may be of interest, more informative 

and useful is taking patient characteristics into account to derive individualized probabilistic 

predictions.67 As a pillar of personalized medicine, the main question of interest in a prognostic study is 

“What is the risk of an outcome over a specified period of time based on individual characteristics at 

baseline?”.68,69 

Individual variables can be investigated to determine if they (independently) predict a future health 

outcome, i.e. if they are prognostic. The simplest prognostic prediction model can be formed by 

stratifying the patient population into two groups by the value of a single prognostic variable being below 

or above a threshold and assigning absolute event (1.0) and improbable event (0.0) probabilities to 

resulting groups.70 However, predicting prognosis as a combination of multiple covariates is expected 

to outperform single prognostic factors71,72, especially in diseases with complex mechanisms like MS. 

An extension of the simple framework is combining multiple predictors with logical operators to predict 

absolute event classifications or counting multiple logical statements to create a gradient of risk. Many 

expert-based clinical prediction rules, including the (modified) Rio score in the MS field, are formed like 

this.73 In comparison, statistical methods to prognostic modeling allow representation of a more complex 

and fine-tuned functional relationship from a combination of prognostic factors to the outcome.74 

One of the main purposes of prognostic research is to inform the clinician and the patient about what to 

expect from the future of the disease, based on which treatment and life decisions can be made. Another 

goal of prognostic research is stratifying patients based on expected disease severity and forming 

subgroups for clinical trials or selecting which patients to prioritize in resource-limited settings.75 

Prognostic models can also be used as summary measures of confounder for adjustment in 

interventional or observational studies.69,72 Prognosis research may also allow for discovery of new 

predictors or, as a by-product, may enhance the understanding of disease processes.76 

Even though methods of explanatory and prognostic studies may overlap, the evaluation and 

interpretation of their results should be in line with the differences in their aims.68,77 In prognostic 

research, one is interested in the accuracy of predictions for individuals and there is no concept of a 

“confounder” whereas in explanatory research one is interested in causal effect estimates of individual 

factors accounting for possible confounders.68 Determining the best treatment course for a patient may 

rely only on the prognosis of the patient regardless of incorporating the effect of treatment in the 

prediction. Or it may rely on, as has been done traditionally, the marginal treatment effect observed in 

clinical trials representing the population of interest. But, a more comprehensive approach should take 

into account the individual characteristics alongside their effect on the heterogeneity in response to the 

treatments. Thus, individualized treatment response prediction is the intersection of prognostic 

prediction and counterfactual (causal) thinking for the treatment of interest. 
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During prediction of heterogeneous treatment effects, the question of interest becomes “What is the 

expected change (or difference) in risk with the new treatment compared to the standard (or no) 

treatment based (conditional) on individual characteristics at baseline (pre-treatment)?”.67,78 The 

framework becomes counterfactual in the sense that the question requires prognostic prediction under 

both treatment regimens during the same timeframe, which is impossible to observe in a single 

individual.75,79-81 Treatment response prediction is essentially a comparative question ideally requiring a 

randomized, or an unconfounded, framework. The simplest version of treatment response prediction is 

the traditional subgroup analysis in clinical trials. Such analyses look for patient characteristics according 

to which the effect of treatment varies. It should be noted that the goal of this thesis is prediction of 

treatment response in patients naïve to the treatment in question, which is different than the frameworks 

distinguishing responders and non-responders after the fact based on the observed response of patients 

that were on treatment.73 

1.2.2 Methodology 

A prognostic prediction model first and foremost requires predictability, an unknown possibility for 

accurate prognosis. Not all outcomes in the future can be prognosticated with a desired accuracy. This 

intrinsic predictability of an outcome is the upper limit of any prediction endeavor and cannot be 

overcome by scientific efforts. Also important is the prognostic value present in the available variables. 

Factors that occur after the time point of prognostication and very close to the outcome, or unknown 

factors may play a bigger role in the process, rendering an outcome less predictable. The candidate 

variables are somehow measured and the validity of such measurements also factors in to the success 

of a prognostic prediction model. The choice of prognostic predictors and their valid operationalization 

require previous scientific research and subject-area (medical) expertise to rely on. Finally, how well a 

chosen functional form can represent the real-life process of generating the outcome from the available 

predictors determines the success of predictions from a prognostic model. Only this final point is under 

the control of the modeler but even when the best model under the given conditions is found, the 

performance of the resulting model may or may not be deemed useful for a clinical purpose, which is to 

be judged by those considering to use it in clinical practice.82 

In prognosis research, the question of “when” becomes critical. The time point of prognostication and 

the time horizon of outcome determination need to be clearly defined. In this longitudinal framework, a 

prospective cohort study is the ideal design. Prognostic research has been categorized into the following 

consecutive phases: 1) Development 2) Validation (and updating) 3) Impact 4) Implementation.68,74,83 

The bulk of the literature is composed of development studies, and a small proportion is comprised of 

validation studies. Impact studies are very rare. This has been the status quo for a long while.83 All the 

first three phases of prognostic prediction modeling research are prerequisites to clinical implementation 

and the scarcity of validation and impact studies prevents realization of clinical benefit from this research 

field. In this thesis, development and validation phases are conducted and hence are explained in 

dedicated subsections below. 

Once the predictions from a developed prognostic model are found to be sufficiently valid for its intended 

use across different populations, an impact study – a comparative and usually a randomized 

interventional endeavor – is conducted to evaluate whether the use of the prognostic model during 

clinical decision making actually adds value to routine care by improving disease area relevant patient 

outcomes or reducing care costs.72,74 Even when its positive and clinically relevant impact can be 

demonstrated, widespread implementation and uptake of a clinical prediction model into clinical practice 

require not only user-friendly interface for model application but also ease of predictor collection.83 
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1.2.2.1 Development 

Development of a prediction model encompasses preprocessing of the data, including dealing with 

missing, and identification or selection of important predictors. Ideally, the candidate predictors should 

be selected via domain knowledge and be limited in number, especially for small sample sizes. Yet, 

statistical criteria and methods for variable selection, or modeling methods that intrinsically select 

variables can be employed. Using predictors (and outcomes) with standard definitions and objective 

measurements reduces the variance during the model development process, increasing the chances of 

generalizability. Also, predictors should precede the intended time point of prognostication. The outcome 

and its timing should be clinically significant, relevant to patients, and well-defined. Any variable that 

precedes the outcome in a causal graph, either directly or as surrogates of causal variables, are 

candidates to consider.71 For facilitating adaptation by the healthcare providers and financiers alike, 

predictors that are easy and cheap to measure should be preferred.74 

The development of a prediction model is the process of establishing a function from the selected 

predictors to the target outcome, which tends to be binary in prognostic research. Traditional methods 

used for this purpose have been logistic regression and Cox PH regression, depending on whether the 

event status or time-to-event is of interest.84 In such a scenario, the model development process is about 

finding the coefficients of the predictors and establishing the baseline risk. Recently, machine learning 

methods like random forest or support vector machine have gained popularity.85 These methods usually 

make less assumptions but are more data hungry due to this freedom. Yet, the models developed by 

traditional methods are more interpretable. The simpler and easier to interpret a prognostic model, the 

higher its chance of being accepted by healthcare providers and being used in the clinical practice.86 

Data dependency of the modeling process tends to make the models overoptimistic within the dataset 

they are developed from. As noted before, model parsimony is desired: the less number of predictors 

the better.86,87 However, there usually tends to be a high number of candidate predictors. This makes 

analytical variable selection, which itself is data dependent, desirable.82 Any transformation of the 

predictors (e.g. interaction or higher order terms) uses degrees of freedom and increases the chance of 

overfitting to the development dataset. Another consideration that affects the overfitting of a model to a 

given dataset is the sample size.88 The effective sample size is measured by the number of events 

relative to the number of considered variables (EPV), including all estimated parameters, i.e. the 

degrees of freedom.89 It has been shown that the lower the EPV, the higher the overoptimism is, resulting 

in higher variability of estimated performance measures. The effect of EPV on performance measures 

is only slightly affected by varying the sample size and event rate combination.90 The rule of thumb for 

a reliable model development is at least 10 events per considered predictor, although this blanket 

recommendation has been challenged.89 Regardless, the main litmus test for a developed model is its 

evaluation in an independent dataset. If sufficient performance can be demonstrated in external 

validation, the way a model is developed becomes less relevant.91 

It is recommended that prognostic models include the received treatment as a predictor, at least as main 

effect, which would assume a uniform effect of treatment across the population.67,68,92 However, when 

the aim is to predict individualized treatment response, taking into account only the main effect would 

mean the same expected change in relative risk for treatment in all patients regardless of their individual 

characteristics. Thus, a model aiming to predict individualized treatment response includes interactions 

between the treatment and covariates to find how the treatment effect is heterogeneous by predictor 

values.79,80 

The traditional subgroup analyses of RCTs use (ideally multiplicity-adjusted) univariate statistical tests 

to find out whether (ideally a limited number of) selected treatment covariate interactions are significant. 
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Statistical significance is taken to indicate a change in treatment effect in these subgroups.88,93,94 

Secondary analyses of RCTs for subgroup identification has the potential to have an inflated risk both 

for Type II errors due to low power of interaction detection and for Type I errors if many predictors are 

tested without taking into account the multiplicity. Also, the subgroups are usually formed with one 

variable at a time, or in a few narrowly-defined groups, followed by reporting of separate effect estimates 

for each. This is unlike how an individual patient is treated in the clinic where their many baseline 

characteristics may belong to different subgroups, maybe even with conflicting effect estimates, and an 

anticipated individual treatment response cannot be deduced from the existing subgroup analyses.75,95 

Also, subgroup analyses focus on maximizing the treatment effect heterogeneity, which does not 

necessarily translate to optimizing individual or population outcomes.75 The uses, limitations, and 

possible dangers of traditional subgroup analyses have been extensively discussed elsewhere.96-99 

In the spirit of the traditional subgroup analysis, treatment response prediction based on a combination 

of variables in the joint probability space has been presented as or intermingled with novel and more 

advanced methods of identifying subgroups.79,80,100 For instance, a tree-based model can be used to 

perform the univariate split by also including higher-level interactions between variables but arrive at a 

subgroup based on the splits.45 The goals of confirmatory, exploratory, descriptive, and predictive 

subgroup analyses should be differentiated.87 Group-level or individual-level treatment effect 

heterogeneity can also be differentiated.95 The data-driven discovery of the latter is the focus of this 

thesis and risk prediction modelling is used to approach it. 

Treatment effect heterogeneity, even though not existing at the relative scale, can exist in the absolute 

scale, which is more relevant to a patient.84,95 For instance, if the relative risk of experiencing a relapse 

within the next year under treatment A is 0.5 compared to placebo, this would translate to 40% absolute 

risk reduction for somebody with a baseline risk of 80% while it would mean 5% absolute risk reduction 

for somebody with a baseline risk of 10%. Thus, prognostic models identifying those under high risk 

might be useful for the decision to treat or not, even under the assumption of uniform relative treatment 

effect.95,101,102 This approach to prediction of treatment effect heterogeneity has been called “risk-based 

method”.103 Yet, models that also take into account the predictors that modify the treatment effect, if they 

exist, are of greater interest.100 Prognostic factors and treatment effect modifiers are not necessarily the 

same set; however, an overlap is not unexpected.71,101,104 Although conceptually useful, a strict 

distinction between prognostic predictors, which may modify the treatment effect at the absolute scale, 

and treatment response predictors, which are likely to be also prognostic, can be misleading. Both are 

relevant for evaluating the risk of individuals in the process of treatment decisions.94,105 

Prognostic predictors have an effect on the risk of an outcome regardless of the treatment, whereas 

treatment response predictors modify the effect of treatment and are hence treatment specific. Using a 

single model simultaneously fit to treatment and control groups to find out the effect estimates for both 

prognostic and treatment response predictors (by including the main and treatment interaction terms) is 

the mainstream option to prediction of treatment effect heterogeneity.79 This approach has been called 

“global outcome modeling”45 or “treatment effect modeling”.103 Alternatively, prognostic models can be 

constructed separately in the treatment and control groups, intrinsically taking into account the treatment 

interaction.80 To predict treatment response for individuals, the risk of an event under new treatment and 

under standard treatment needs to be predicted in a counterfactual dataset - keeping all other covariates 

the same. The difference between these potential outcome predictions can then be considered the 

predicted benefit from the new treatment compared to the standard treatment.45,93 Once this difference 

is calculated, others have gone further to model this predicted difference with a tree method (for example 

virtual twins79) or other non-parametric methods.80 Other alternatives include focusing more on the 

treatment effect with interaction or model-based trees/forest. Another approach called “optimal 
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treatment regime” rather aims to optimize the binary treatment decision based on a model of treatment 

response45,103 deeming the absolute risk or treatment effect irrelevant. Yet another proposed approach, 

called “local modelling”, aims to model only the interactions, or the predictive part, omitting the 

prognostic component altogether.45 Many novel statistical methods have been proposed for the problem 

of predictive subgroup identification. Yet, more methodological research is warranted in the field to 

determine recommendations for treatment response prediction modeling and methods for its 

evaluation.45,78,103,106 

As argued by VanderWeele and colleagues75, for optimizing treatment decisions, the method used and 

whether the final chosen model includes interaction terms are irrelevant as long as the model is good at 

predicting outcomes under alternative treatments conditional on the predictors. When the goal is 

treatment response prediction, the ideal study design is an RCT to ensure that there is a comparator 

and that treatment assignment is not confounded. Methods have been proposed in the causal inference 

literature to use observational data for this purpose107, but they entail unverifiable assumptions.81,94 The 

sample size requirement for the development of a treatment response prediction model is at least as 

much as a prognostic prediction model becuase it requires finding the difference in a pair of 

counterfactual outcome predictions. Identifying subgroups of patients with a combination of factors that 

would (not) benefit from treatment requires setting a threshold of how much difference from the marginal 

treatment effect is required to deem a subgroup or the observed heterogeneity clinically relevant. 

1.2.2.2 Validation 

Validation of a developed model is the evaluation of generalizability and transportability of its predictions 

to patient populations different than that is used in its development.82,108 Underperformance in a 

validation sample is usually due to the differences between the development and validation samples 

caused by ommitting important predictors from the model or varying definitions and measurement 

methods in the samples. An alternative explanation to differences in validation performance can also be 

random variation, particularly when sample sizes are small. 

In prognostic modeling, the goal is to optimize prediction for new observations, rather than existing 

data.82,88,108 Thus, prevention of overfitting to the model development dataset becomes paramount. 

Evaluation of the prediction model in the training data, a.k.a. apparent validation, is likely to give 

overoptimistic results. Given a dataset, resampling methods exist which evaluate a prediction model’s 

performance in a sample similar to the population of model development.90 These may not only give 

unbiased estimates of the model performance but also rank different modeling methods109 and tune the 

model complexity in partitions of previously unseen data. A basic method to assess the reproducibility 

of the predictive power via internal validation110 is randomly splitting a proportion of the data (e.g. 2/3) 

for training the model and using the rest to test the performance of the model. However, this method is 

suboptimal in the sense that it reduces the effective sample size for both of the steps, increases the 

standard error of the results, and introduces a chance factor by a single split.90,109,111 A modification to 

the random split framework splits the data into k parts (e.g. k=3) and uses the kth part as test set while 

training the model in the rest. This repetition of the training/testing framework, a.k.a. k-fold cross-

validation decreases the variability of the results and gives unbiased estimates with increasing k. 

Another more computer intensive method is using bootstrapping to develop the model in samples 

generated with replacement from the development set and evaluating the model in the main set or 

observations not included in the bootstrapped sample. Repetition of this bootstrapping procedure many 

times also gives unbiased performance estimates with low variability.90 Although one can tune the 

parameters or get an unbiased performance estimate within a single dataset by cross-validation or 

bootstrapping, the final prediction model is generated by applying the chosen modeling method to the 
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whole development dataset using the optimal parameters and, if the modeling method does not have it 

intrinsically, using shrinkage methods to account for overoptimism.90,109 

Internal validation based on resampling methods can be helpful during model development but is 

insufficient for providing a complete picture of a model’s expected performance, especially if the 

developed model is intended to be used in different settings. Ideally, the aim of a prediction model is for 

it to be generalizable to patients other than it was developed in, demonstration of which requires 

evaluating the model in samples from a different setting, in terms of location, time, or data collection 

scheme. This is called external validation and is the ideal indicator of transportability of a prediction 

model. Confidence in a prediction model increases when its results are robust across diverse settings 

that are likely to have related populations.110,112 Demonstrating good predictive performance in external 

validation is also recommended for treatment response predictions.113 The performance of a prediction 

model is expected to be worse in external compared to internal validation.74,114 A satisfactory 

performance of a prediction model in multiple external validation studies is sufficient for its success and 

when that is demonstrated, how the model was developed may eventually be considered irrelevant.72,115 

The validation performance of a model can be assessed by different measures depending on the type 

of the outcome and the intention of the researchers. Goodness-of-fit measures commonly minimized in 

statistical modelling, like mean squared error for continuous outcomes or its equivalent Brier score for 

binary outcomes, can be used to give an overview of the model’s performance when calculated in the 

validation dataset.69,108 The Brier score, a strictly proper score70,116, is the average squared distance 

between model predictions and the actual outcome for all observations. Because it measures loss, better 

predictions give lower Brier score and it is expected to be 0 for perfect model fit.69,84 For choosing the 

best prediction model, the discrimination measure c-statistic, or its equivalent area under the receiver 

operating curve (AUC), is a natural choice. It evaluates how well the model distinguishes patients with 

high risk from those with low risk or, how well the rank of predictions correlates with the rank of those 

with or without the event.90,112 C-statistic takes values between 0.5 to 1.0, respectively corresponding to 

no and perfect discrimination. As a rank statistic, c-statistic is independent of the scale of predictions, 

be it probabilities or any other score. 

Another paramount measure of performance in prediction modeling is calibration, which is indicative of 

bias in predictions and measures how well the predicted probabilities match the actually observed 

probabilities.108,112 Having a well-calibrated model is hence critical for its use in the clinical setting where 

treatment decisions depend not on the ranking of the patients but rather on the individual patient’s risk 

of experiencing an outcome. Calibration is usually demonstrated with a graph in which the predictions 

are plotted against the observations and their agreement is assessed either by a line or in binned groups 

of patients. For a well-calibrated model, the line or points, respectively, are expected to lie close to the 

diagonal line with a slope of 1.86 In the data that the model was developed, calibration is expected to be 

almost perfect by definition. The intercept (ideally 0) and the slope (ideally 1) of the line in the calibration 

plot further give information about how well a model predicts.69,115 

If need be, a prediction model with a good discriminatory power can be recalibrated to fit the 

observations in a new dataset. However, no simple action can recover a model with low discriminatory 

power109 and model revision is warranted by re-estimation or including new variables.83 Hence, model 

and hyperparameter choices may depend only on discrimination in the development dataset but 

evaluation of the model quality should assess both discrimination and calibration in external validation. 

It should be noted that which performance measure values are acceptable or clinically significant 

remains to be determined by the medical experts for the disease-area in question and statistical criteria 

or p-values from tests (e.g. Hosmer-Lemeshow test for calibration) tend to be less relevant.112 
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A model that has good discrimination and calibration is not necessarily useful in the clinic if it does not 

perform better than blanket strategies at the risk threshold relevant for the decision making.94 Let us 

assume a model predicting conversion from RRMS to SPMS within the next 5 years and which has a 

good AUC of 0.8 and good calibration. Let us also assume the model predicts the probability in the 

range of 30-60% and there is a moderately effective but very safe treatment option to prevent this 

conversion. Because conversion to SPMS in the short term, say with a prevalence 40%, is an outcome 

that physicians and patients would like to avoid, especially if there is a safe treatment, they would choose 

treatment even when the risk is only 10%. Then, the model is useless because one can simply treat 

every RRMS patient. However, if this treatment had serious side effects, then patients may be more 

reluctant to choose it and would require, say, 50% conversion risk to be treated with it. Then, the 

discriminative power of the model would be beneficial to sort out which patient has lower and which 

patient has higher risk than 50%. In the absence of such a high performing model, another model for 

the same outcome having an AUC of 0.6 and moderate calibration, can be useful if it can detect those 

patients with higher than 50% probability better than random decision to treat or not based on the 

prevalence. So, a model with moderate discriminative or overall performance may be very useful if the 

decisions based on it is beneficial in the risk range that is relevant for evaluating interventional options.117 

Hence, to investigate the advantages of a prediction model in detecting true positives and true negatives, 

i.e. those who have the disease and those who do not, the sensitivity and specificity at a fine-grid of 

threshold points between the theoretical range of probabilistic cutoffs from 0% to 100% can be 

calculated. The sensitivity and specificity can then be combined with the event probability, i.e. the cutoff, 

to calculate the net benefit of the probabilistic model. Such net benefit can be visualized with plotting a 

decision curve in which the benefits of intervention to all or intervention to none are compared with 

intervention according to a prognostic score, generated by a model or a single biomarker, at varying risk 

thresholds.118 An intervention may be a surgery, a drug, or any preventive measure that has its own 

benefits and costs. A risk threshold in the range of 0%-100%, or equivalently an event probability, at or 

above which an intervention would be desired but below which no action would be taken is chosen 

taking into account the potential benefits and harms of available interventions. Any decision-making 

based on probabilistic models first requires the decision of such a threshold. This choice should be done 

by area experts, preferably in consultation with patient groups. Then, the usefulness of blanket vs. 

model-based decisions can be compared at that risk threshold.119 

The performance measures described above are useful for choosing, optimizing, and evaluating 

prognostic prediction models. Unfortunately, there are no established performance measures when the 

aim is to choose, optimize, and evaluate a scoring system for treatment response prediction and it is an 

active area of research.113,120,121 The difficulty of this task arises from the fact that one cannot observe 

the effect of both treatments at the individual level due to the impossibility of observing counterfactual 

outcomes simultaneously.81 Once calculated, the distribution of the expected treatment benefit per 

individual can be described by summary statistics or graphs for interpreting the extent of treatment effect 

heterogeneity.93 C-for-benefit has been proposed as a novel measure for the evaluation of treatment 

response prediction scores, but it is limited in the sense that it assumes independence of outcomes 

under the alternative treatments given the score and has been argued not to be a proper scoring 

rule.113,121 Thus, in this thesis, the focus is on optimizing and evaluating performance measures for the 

prognostic prediction of a model that contains both main terms and treatment interaction terms for 

selected baseline covariates. This decision entails the assumptions that such a model, if it performs 

well, is expected to also give reliable results when the difference in risk predictions under compared 

treatments is calculated, and that the set of variables considered are prognostic or predictive.122 
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1.2.3 Prognostic and treatment response prediction in multiple sclerosis 

There is a great interest in prognostic prediction in MS due to the heterogeneity of the patient profiles, 

unpredictability of the disease course, and multiplicity of the treatment options.20,49,123,124 Because RCTs 

only provide group-level effect estimates, an individualized approach with informative predictors is 

desired by healthcare professionals and patients.20,125 In terms of treatment, the questions faced by the 

clinicians and patients alike are whether the patient needs to be treated or is expected to have a mild 

disease, to which treatment option the patient is likely to give the best response, and how much risk of 

experiencing a serious adverse reaction the patient has. At the time of diagnosis or treatment decision, 

a patient who is expected not to have a significant disability during the next few decades, even when 

untreated, should be distinguishable from those that will need a wheelchair in a few years.20 Such 

concerns point towards the need to evaluate individual treatment decisions by balancing the benefits 

and risks.49 Predicting the probability of response and risk of SAEs with available DMTs at the individual 

level would optimize treatment decisions and thus is an aspirational goal in MS.44,49 

Although this interest in tailoring treatment decisions is sometimes framed as a biomarker discovery 

challenge, it is also a prognostic prediction challenge that requires application of appropriate study 

design and statistical methods. The lack of very strong predictors in MS makes prediction dependent on 

multivariable models.49 The prognostic prediction literature in MS has focused on demographic variables 

(e.g. age, sex), clinical assessments of disability and functioning (e.g. Multiple Sclerosis Functional 

Composite (MSFC), EDSS), and history of clinical symptoms (e.g. time since onset, number of relapses 

in the previous year) as predictors of MS prognosis. With the passage of sufficient time to accumulate 

one, history of treatment with DMTs has also been a predictor domain that is considered in prognostic 

modeling studies. Cerebrospinal fluid (CSF) based biomarkers (e.g. oligoclonal bands, immunoglobulin 

quotients, neurofilament levels) have also been suggested as prognostic but their longitudinal 

investigations for prognostic prediction remain limited.44 There are modeling instances based on omics 

(e.g. RNA, proteins) data, too, but finding a common thread among them to establish individual 

biomarkers is not possible. Comedications, concomitant diseases, non-CSF laboratory measurements 

(including that of vitamin D) and quality of life (QoL) measures have rarely been investigated in the 

prognostic modeling literature in MS even though they are considered to play a role in poor prognosis.124 

In addition to their established acceptance as diagnostic markers of MS starting with McDonald criteria17, 

measures derived from MRI have been extensively studied for their prognostic value and ability to 

predict treatment response.19 Number of lesions and lesion volumes from T2-weighted and Gd-

enhanced T1-weighted cranial images are the most commonly used and established biomarkers of 

prognosis early in the disease because they indicate demyelinating lesions.126 Changes in these 

measures are considered as important markers of a patient’s short and long-term prognosis throughout 

the disease, particularly for relapses.44 The predictive power of many other MRI derived measures, like 

brain atrophy or lesions in the spinal cord, have been investigated and proposed by the research 

community but these are not yet widely accepted and there are barriers to their implementation into 

routine clinical practice.19,44,127 Other types of imaging, like optical coherence tomography, and 

electrophysiological measurements have been studied but they are not investigated as widespread as 

MRI scans; so, more prognostic studies are warranted to demonstrate their value.22,44 

Treatment response predictors and treatment effect modifiers that have been investigated in MS are 

similar to the prognostic predictors. Pre-treatment disease activity measured by relapses or MRI, and 

fast progression of disability are considered predictors of response to first-line DMTs. The identification 

of treatment response predictors is most advanced for the DMT marketed the earliest: interferon 

beta.44,123 It should be noted that in the MS literature, biomarkers (or rules based on them) measured 

shortly after treatment initiation as surrogates of long-term treatment response have been incorrectly 
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termed treatment response prediction (e.g. Rio score73). These include post-treatment (e.g. 1-year) 

measurements of disease activity and neutralizing antibodies against interferon beta or natalizumab.44 

For methodological clarity, these are considered out of scope for this thesis. Sormani128 explains the 

differences between prognosis, treatment effect modification, and surrogacy. In short, prognosis is 

independent of treatment, whereas treatment effect modification and surrogacy can only be discussed 

with reference to a specific treatment and a control group. Variables measured prior to the start of 

treatment are candidate treatment response predictors while surrogate markers of treatment efficacy or 

safety are measured post-treatment. 

Due to infrequent external validations, high risk of bias during model development, considering non-

routine and difficult-to-collect predictors in the models, and low compliance with reporting guidelines22,23, 

the literature on prognostic prediction modeling in MS seems to be out of touch with the methodological 

requirements that would eventually lead to widespread clinical implementation of the prediction models. 

These are results from a systematic review on prognostic prediction models in MS.129 The systematic 

review, which had a last database search date of July 2, 2021 and forward/backward search date of 

August 16, 2021, identified 75 models. Of these, only 12 had any external validation and two 

(Bergamaschi 2001130 twice and Manouchehrinia 2019131 thrice) had more than one external validation. 

However, the development and validations of all externally validated models had high risk of bias in at 

least one domain evaluated by the Prediction model Risk Of Bias ASsessment Tool (PROBAST132). 

Also, reporting quality was found to be poor. Of the 75 model developments and 15 external validations 

identified in the systematic review, only one model development133 was evaluated to have low risk of 

bias in all domains and only two133,134 were evaluated to have low risk of bias in the analysis domain of 

the PROBAST. Although neither of these prognostic prediction models were validated externally, it is 

worthwhile to note their properties and performance (Table 2). 

In the prognostic prediction model development study that scored low for risk of bias in all domains of 

PROBAST, Pellegrini and colleagues133 pooled the individual-level data from the placebo arms of four 

phase III RCTs of interferon beta (one trial), natalizumab (one trial), and dimethyl fumarate (two trials). 

In the multiply imputed datasets of more than 1582 participants with RRMS, who were followed-up for 

more than 2 years, the authors used competing methods of regularized regressions (separately lasso, 

ridge, and elastic net), support vector machines, and random forests (conditional and unconditional). 

The hyperparameters of the modeling methods were tuned via resampling methods. The outcome of 

interest was time-to disability progression defined as a composite of disability measured by EDSS, 

MSFC components (timed 25-foot walk test, 9-hole peg test (9HPT), and paced auditory serial addition 

test (PASAT)), or visual function test 2.5% (VFT). They included 23 baseline predictors in the domains 

of demographics, MRI, symptoms, disability, QoL, treatment, and adjusting factor of study identifiers. All 

the modeling methods they fitted had bootstrap-corrected survival c-statistic of less than 0.65. The 

authors evaluated this performance as poor and changed their strategy to using the abovementioned 

six methods to select the three most important predictors (PASAT, QoL physical component, and VFT). 

These important predictors were then used in an unpenalized Cox PH regression to generate the final 

model, which had even a lower bootstrap-corrected survival c-statistic (0.59, 95% confidence interval 

(CI) 0.57-0.61) at 2-years and a calibration slope of 0.97. The authors reported the HR coefficients from 

the model without the baseline hazard and concluded that prognosis of disability progression in MS was 

unpredictable with common clinical and demographical baseline characteristics. 

In the other model development study that scored low for risk of bias in the analysis domain of 

PROBAST, De Brouwer and colleagues134 used longitudinal data from an international MS registry 

(MSBase). After exclusion due to low quality and missing values, they analyzed data from a total of 6682  



   

 

Study Data source Population Outcome Predictors Modeling method1 Evaluation Performance 

Pellegrini 

2019133 

placebo arms of 

4 RCTs 

1582 

participants 

with RRMS 

Disability 

progression 

(time-to-event 

follow-up over 2y) 

age, sex, ethnicity, Gd-enhanced T1 lesion 

number, T1 and T2 lesion volume, brain 

volume, brain parenchymal fraction, 1y and 

3y pre-study number of relapses, disease 

duration, time since last relapse, EDSS, 

T25FW, 9HPT, PASAT, VFT, SF-36 physical 

and mental component, prior treatment 

Predictor selection by 

regularized regressions, 

support vector machine, 

and random forests 

Cox PH regression 

Internal 

validation 

bootstrapping 

2y survival 

c-statistic (95% CI)2 

0.59 (0.57-0.61) 

calibration slope 

0.97 

De 

Brouwer 

2021134,13

5 

MS registry 

(MSBase) 

6682 

participants 

with MS 

6m CDP 

(2y) 

age, sex, disease subtype, disease duration, 

number of relapses within 3y prior to 

baseline, EDSS at baseline and closest to 3y 

prior, maximum EDSS within 3y prior, 

difference between maximum and minimum 

EDSS within 3y prior, number of visits within 

3y prior, last treatment, EDSS trajectories 

Random forests, 

Bayesian tensor 

factorization, recurrent 

neural networks (time-

aware and continuous-

time gated recurrent 

unit) 

Internal 

validation 

cross-

validation 

AUC (95% CI) 2 

0.66 (0.64-0.68) 

Chalkou 

2021136 

MS registry 

(Swedish) 

1752 2-year 

periods / 935 

participants 

with RRMS 

Relapse  

(2y) 

age, sex, EDSS, disease duration, months 

since last relapse, number of relapses 2y 

prior, prior MS treatment, number of Gd-

enhanced T1 lesions 

Bayesian mixed-effects 

logistic model 

Internal 

validation  

bootstrapping 

AUC 

0.65  

calibration slope  

0.91 

Kalincik 

2017137 

international MS 

registry 

(MSBase) 

9193 

participants 

with CIS and 

MS receiving 

interferon-beta, 

glatiramer 

acetate, 

fingolimod, 

natalizumab, 

mitoxantrone 

Repeating events: 

6m CDP, 6m 

confirmed disability 

regression, relapse 

Single events: 

conversion to 

SPMS, treatment 

discontinuation  

Continuous: 

change in the 

cumulative disease 

burden 

age, sex, cerebral MRI, spinal MRI, 1st 

symptom, ARR, 1y pre-baseline number of 

relapses, on-treatment relapses, relapse 

phenotype, relapse type within the last 2y, 

relapses that affect daily living within the last 

1y or 2y, severe relapse within the last 1y or 

2y, relapses with poor recovery within the 

last 1y or 2y, EDSS, EDSS trajectory, EDSS 

change, functional system scores, number of 

prior treatments, time since last prior 

treatment, most recent prior treatment, most 

active prior treatment, CSF 

Dimensionality reduction 

by generating principal 

components; 42 models: 

six on-treatment 

outcomes for 

subpopulations of seven 

treatments 

(Anderson-Gil) Cox PH 

for time-to-event 

outcomes and linear for 

the continuous 

External 

validation  

in a separate 

registry (only 

accuracy) 

 

Internal 

validation 

random-split3 

accuracy  

79-96% for repeating 

events 

31-47% for continuous 

3-42% for single events 

 

c-statistic3 (95% CI) 

relapse 0.56 (0.54-0.57) 

6m CDP 0.63 (0.61-0.66) 

6m confirmed disability 

regression 0.67 (0.63-71)  

Bovis 

2019138 

laquinimod and 

placebo arms of 

2 Phase III 

RCTs 

1982 

participants 

with RRMS 

3m CDP (follow-up 

up to 2y) 

age, sex, disease duration, number of 

relapses within 1y prior to baseline, EDSS, 

and presence of Gd-enhanced T1 lesions, 

T1 and T2 lesion volume, normalized brain 

volume 

Cox PH regression fit 

separately to treatment 

and control arms, then 

taking difference in 

coefficients for score 

External 

validation  

in a separate 

RCT 

(n=1456) 

score by treatment 

interaction p-value 

p<0.05 



   

 

Study Data source Population Outcome Predictors Modeling method1 Evaluation Performance 

Pellegrini 

2019139 

dimethyl 

fumarate and 

placebo arms of 

an RCT 

1123 

participants 

with RRMS 

ARR 

(follow-up over 2y) 

age, sex, ethnicity, 1y pre-study number of 

relapses, disease duration, time since last 

relapse, EDSS, T25FW, 9HPT, PASAT, 

VFT, SF-36 physical and mental component 

prior treatment 

Unpenalized and 

regularized (ridge, lasso, 

elastic net) negative 

binomial regressions fit 

separately to treatment 

and control arms, then 

taking difference in 

coefficients for score 

External 

validation  

in a separate 

RCT (n=976) 

score by treatment 

interaction p-value 

p<0.05 

Stühler 

2020140 

Registry of 

neurology 

practices 

(NeuroTrans 

Data) 

3433 

participants 

with RRMS 

receiving 

dimethyl 

fumarate, 

fingolimod, 

glatiramer 

acetate, 

interferon beta, 

natalizumab, 

teriflunomide 

ARR 

3m CDP 

age, sex, 1y pre-baseline number of 

relapses, disease duration, time since last 

relapse, disability, number of prior 

treatments, any prior second-line treatment, 

last treatment, duration of last treatment, an 

interaction term for last treatment with 

duration of last treatment, treatment initiated 

at baseline; further interaction terms of 

treatment initiated at baseline separately 

with any prior second-line treatment, gender, 

1-year pre-baseline number of relapses, and 

disease duration 

hierarchical Bayesian 

generalized linear 

models, negative 

binomial for ARR, 

logistic for CDP 

followed by propensity 

score-adjusted models 

with treatment term in 

patients that received 

the treatment predicted 

to have the greatest 

effect versus the 

patients that did not 

Internal 

validation 

random-split  

c-statistic 

ARR: 0.61 

CDP: 0.55 

 

 

beneficial, except for 

fingolimod, but mostly 

non-significant effects for 

the studied treatments,  

Chalkou 

2021122 

natalizumab, 

dimethyl 

fumarate, 

glatiramer 

acetate, placebo 

arms of 3 RCTs 

and placebo 

arms of 9 RCTs 

2000 

participants 

with RRMS 

Relapse  

(2y) 

age, sex, ethnicity, region, weight, volume of 

Gd-enhanced T1 lesions, 1y pre-study 

number of relapses, disease duration, time 

since last relapse, EDSS, T25FW, 9HPT, 

PASAT, VFT, actual distance walked, SF-36 

physical component and mental component, 

prior treatment 

Risk models by logistic 

regression penalized 

with lasso or 

unpenalized 

 

followed by network 

meta-analysis for 

treatment effect and its 

interaction with the score 

Internal 

validation 

bootstrapping 

c-statistic 

0.62 

calibration slope  

1.05 

interaction terms small 

and not significantly 

different from null 

Table 2 Overview of multivariable prediction models for multiple sclerosis 

Noteworthy prognostic prediction (first three rows) and treatment effect prediction models for multiple sclerosis (MS). 1)If multiple competing methods, the chosen one is in bold. 2)Calculated from 

reported standard error. 3)Reported in a separate publication.141 RCT: Randomized controlled trial, RR: Relapsing-remitting, y: years, Gd: Gadolinium, EDSS: Expanded disability status scale, 

T25FW: Timed 25-foot walk, 9HPT: Nine-hole peg test, PASAT: Paced auditory serial addition test, VFT: Visual function test, SF-36: 36-item short-form health survey, PH: Proportional hazards, 

CI: Confidence interval, m: months, CDP: Confirmed disability progression, CIS: Clinically isolated syndrome, SP: Secondary progressive, CSF: Cerebrospinal fluid, ARR: Annualized relapse rate. 
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participants with MS. The following predictor domains were considered at an assigned baseline: 

demographics, disease subtype, symptoms, disability, treatment, and EDSS trajectories. As competing 

methods in a nested cross-validation setting, the authors used random forests (features from only 

baseline or all features), Bayesian tensor factorization, and recurrent neural networks (separately time-

aware and continuous-time gated recurrent unit) to model CDP within 2-years based on changes in 

EDSS and confirmation within 6-months of the increase. All modeling methods had an AUC below 0.68. 

Although the authors presented the longitudinal methods as favorable, the difference in AUC between 

the methods utilizing all features or alternatively trajectories were at most 0.01. The AUC of the method 

of continuous-time gated recurrent unit recurrent neural network, the method initially favored by the 

authors, was 0.66 (95% CI 0.64-0.68).135 The authors did not provide the final model and concluded that 

model performance becomes better when clinical patient history data is used in prognostic prediction of 

disability progression. It should be noted that an overlapping set of co-authors performed a related 

analysis with the data from the same registry, which is yet reported as a pre-print.142 The quality of the 

work is unclear at this early stage. The main differences between the original and new analyses are 

inclusion of functional system scores as predictors, considering treatment and relapse trajectories as 

predictors, using multiple observations per patient, and performing a type of validation by leaving centers 

out. Results revealed the highest achieved AUC of 0.72 and important predictors of EDSS, functional 

system scores, and disease duration.  

Another methodologically sound prognostic prediction model developed by Chalkou and colleagues136 

was published after the search period of the systematic review. From a cohort study (Swedish MS 

Cohort), they included 1752 2-year periods of 935 RRMS patients and applied multiple imputation to 

missing data. By a literature review, they selected predictors in the domains of demographics, disability, 

symptoms, treatment, and MRI to predict relapse as a binary outcome during a 2-year follow-up. They 

used a Bayesian mixed-effects logistic model with random intercept and slope terms for individual 

patients, who may have multiple 2-year observations included, and a Laplace prior distribution for 

shrinkage of the estimated effects. The performance estimates they reported were bootstrap-corrected 

for the optimism calculated via a fixed-effect model due to computational constraints. The corrected 

AUC from the internal validation was 0.65 and the corrected calibration slope was 0.91. The authors 

reported the coefficients for normalized predictors from their model for all the imputed datasets 

individually in addition to providing a web-application. They interpreted their results in the context of 

previously reported models predicting relapses that had AUCs in the range of 0.60-0.70 and suggested 

that the poor discriminatory performance of their model could point to the fact that reliable predictors for 

relapses may yet to be discovered. The authors also analyzed the benefit of the model with a decision 

curve, from which they concluded that the prediction model would be useful for decision-making when 

the event probability threshold for considering intervention is between 15 and 30%. Although this is a 

narrow range, probability of relapse predicted by the reported model was in this range for almost half of 

the patients in their study. 

Methodology for prediction modeling of prognosis is much more established than that of treatment 

response.72,78,94,101 This is also true in terms of the methodology to systematically review and critically 

appraise them. Hence, the status of this research topic in MS is more difficult to access and evaluate. 

Yet, there are notable works that had the objective to predict response to treatments other than 

fingolimod in the context of RCT (dimethyl fumarate122,139, laquinimod138, and natalizumab and glatiramer 

acetate122) and to multiple marketed treatments in registry datasets.137,140 

Using a subset of the RCTs included in the prognostic modeling study by a similar author list133, 

Pellegrini and colleagues139 developed a treatment response prediction model. From one phase III RCT, 

they used the placebo arm compared to the pooled arms of twice and thrice daily frequency of dimethyl 
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fumarate to increase power, despite only twice daily is eventually approved and is available in the 

market. This dataset was used to develop the individualized treatment decision score model via cross-

validation. The same treatment arms from another phase III RCT was used to externally validate the 

score. The authors did a complete case analysis of 1123 and 976 participants with RRMS, respectively 

in the development and validation datasets. The outcome of interest was ARR observed during follow-

up of over 2 years and the considered baseline predictors similar to that in the prognostic modeling 

study133 except the MRI domain. The performance criterion used for model (and variable) selection was 

the area under the AD(q) curve, which is the average treatment effect difference as a function of the 

quantile of patients who have predicted treatment effect difference less than c, a cut-off in the range of 

possible predictions. Minimization of AD(q) was expected to correspond to a better model due to the 

fact that low ARR ratios favored the treatment. The authors made use of a method143 based on fitting 

prognostic regression models separately to the patients in the treatment and control arms and deriving 

an individualized treatment response score model as the difference in coefficients of the control arm 

from the treatment arm. Pellegrini and colleagues used a negative binomial link with observed time as 

offset in competing modeling methods of fully unpenalized and many regularized methods (ridge, lasso, 

elastic net), of which the hyperparameters were optimized by cross-validation. The best performing 

method was the unpenalized full model. This result is not surprising because when the maximum 

likelihood is penalized during modeling, the difference in treatment response predictions from a full 

model with treatment interactions fit to the study population is not equivalent to those from models fitted 

separately to the treatment arms.102 To assess whether the score they derived is actually an effect 

modifier, the authors reported p-values from a model explaining the outcome with the treatment, the 

score, and their interaction in the external validation dataset. The interaction term was statistically 

significant (p<0.05) and the observed ARR reduction was significantly higher in high responders (25th 

percentile) versus standard responders (75th percentile) as predicted by the score. The authors 

evaluated important variables by a conditional random forest algorithm and reported good QoL physical 

component, young age, good visual function, no treatment history, and lower EDSS score as variables 

influential on greater treatment response. The authors reported the full model, discussed the 

unexpectedness of the important treatment response predictors, and presented their approach as proof-

of-concept. 

A team of authors138 intersecting with that of Pellegrini and colleagues139, used the same methodology143 

to derive an individualized treatment response score by optimizing AD(q) in three placebo-controlled 

Phase III RCTs of laquinimod, a drug that was discontinued at phase III of its development process for 

the RRMS indication and was never marketed. The outcome of interest was time-to 3-month CDP 

measured by increase in EDSS and the baseline predictor domains they considered in this complete 

case analysis were demographics, symptoms, disability, and MRI. They fitted a total of 511 Cox 

regressions with all the possible predictor combinations to the treatment arms in order to select variables 

in one RCT (training) of 1101 participants and chose the best models with scores that gave the lowest 

p-values for the treatment score interaction in a Cox PH model consecutively in the training RCT, test 

RCT of 881 participants, and their combination. The third RCT with 1456 participants was used for 

external validation. The final selected model that was externally validated revealed older age, female 

sex, lower number of relapses within 1 year prior to baseline, higher normalized brain volume, and 

presence of Gd-enhanced T1 lesions as predictors of better response to laquinimod in terms of disability 

progression. The treatment by score interaction term was statistically significant (p<0.05) in the external 

validation dataset. The authors reported the model coefficients alongside a constant to replace baseline 

hazard, and concluded by recommending their methodology be used in the trials of other approved 

drugs so that subgroups of responders can be identified. 
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Using three of the RCTs included in the prognostic modeling by Pellegrini and colleagues139 in addition 

to placebo arms from nine different RCTs, Chalkou and colleagues122 aimed to predict individualized 

treatment response. They used individual participant data in a network meta-analysis context and 

performed complete case analysis. Their method was based on risk modeling (i.e. main terms of 

predictors only) in a total of 2000 participants with RRMS receiving natalizumab, dimethyl fumarate, 

glatiramer acetate, or placebo. The outcome of interest was relapse, as binary, during a follow-up period 

of 2 years. They considered a total of 31 predictors in a lasso framework and 14 prespecified predictors 

in a full-model approach as two-alternatives to their baseline risk model with a logit link. The predictors 

that were selected by lasso or prespecified were from the domains of demographics, MRI, symptoms, 

disability, QoL, treatment. They internally validated the two developed risk models, which had very close 

bootstrap-corrected c-statistics, 0.62 for the full model and 0.60 for lasso. But, calibration of the full 

model was better demonstrated by a calibration slope of 1.05 as opposed to 1.54. When the individual 

risk scores generated from these models were used in fixed-effects network meta-analysis that includes 

treatment by score interaction, the effect of the three investigated treatments turned out to be statistically 

significant whereas the coefficients of the interaction terms were found to be small in effect and not 

significantly different from null. In this methods-oriented study, the authors reported that natalizumab 

had higher benefit than the other drugs in most risk groups except similar benefit in lower risk patients 

(less than 30% relapse risk). The authors reported all coefficients from the risk models and estimated 

coefficients for the treatment main term and treatment by score interaction term. They concluded that 

this RRMS-specific modeling approach was not ready for implementation in clinics without external 

validation. They also commented that even though the c-statistics of the risk models were low and the 

interaction terms were not significant, these were not necessarily limiting factors to detect treatment 

effect heterogeneity at the absolute scale. 

Although the ideal setting for treatment response prediction requires a control group and preferably 

randomization to prevent confounding factors, two large studies that utilize registry data to predict 

response to multiple DMTs, including fingolimod, do so in a global outcome prediction framework and 

can be considered prognostic, at the very least. Kalincik and colleagues137 used data of 9193 CIS and 

MS patients with complete minimum data from the MSBase registry. Subgroups by seven DMTs of 

interferon beta, glatiramer acetate, fingolimod, natalizumab, and mitoxantrone were formed and 

randomly split to 90% training and 10% test to develop the prediction models. The models were 

externally validated in 2945 patients from the Swedish MS Registry. Three time-to-event outcomes (over 

6-month CDP, over 6-month confirmed disability regression measured by EDSS, and relapse) were 

conceptualized as repeating with an Anderson-Gil PH model. Two time-to-event outcomes (conversion 

to SPMS, and discontinuation of treatment) were considered terminal events in a Cox PH model. A linear 

model was used to represent the remaining continuous outcome of change in the cumulative disease 

burden, which was operationalized as the AUC of disability measured with EDSS. Without giving details 

to how or why, the authors reported that the attempt to model adverse events were unsuccessful. As a 

result, they had 42 models: six on-treatment outcomes for seven DMT subpopulations. They considered 

many predictors (over 70 degrees of freedom) measured prior to the treatment that the subgroup was 

formed of, in the domains of demographics, MRI, symptoms, disability, treatment, and CSF. For 

dimensionality reduction, principal component analysis was employed in the total dataset, and three 

components were created to include in prediction models separately in subgroups for each drug. 

Another two “adjustment components” were formed by the center, number of visits and EDSS 

measurements pre-treatment, and treatment start date. As evaluation, the authors reported accuracy at 

4-years in test and external validation sets. Regardless of the treatment subgroup, the performance was 

reported to be similar in the test and external validation datasets. In the external validation dataset, the 

accuracy was evaluated to be very good (79-96%) for the repeating events, which had arbitrary 
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definitions for detection of the event, moderate (31-47%) for the continuous outcome of change in 

cumulative disability, and low (3-42%) for single events of conversion to SPMS and treatment 

discontinuation. The authors also evaluated important prognostic and treatment response predictors of 

disability progression based on results from univariate models within each subgroup.  

Kalincik and colleagues137 concluded that their models were useful and were going to be implemented 

into a software tool to aid physicians and patients in their decision-making. Yet, the way that they 

represented the predictions from the models by comparing predictions under different treatment 

conditions has been criticized by methodological experts.144 The rationale behind the criticism was that 

between-treatment comparison is inherently biased in a non-randomized setting because the prediction 

models probably cannot adjust for the effect of known and unknown confounding factors in treatment 

assignment. Especially the use of separate models for the different treatments would make the output 

from the models incomparable. The critics argued against the use of a tool based on the study by 

Kalincik and colleagues.137 Also problematic was separate baseline hazards between treatments due to 

the modeling in subgroups rather than the whole population which precludes any adjustment for 

confounding between treatment decisions.145 An overlapping set of authors141 went on to assess the 

added prognostic value from another predictor, the multiple sclerosis severity scale combining EDSS 

and disease duration, to three of their original treatment effect prediction models. This update study had 

its own methodological pitfalls, but interestingly c-statistics in a random split data were reported for the 

original models, which were moderate: 0.56 (95% CI 0.54-0.57) for relapse, 0.63 (95% CI 0.61-0.66) for 

CDP, and 0.67 (95% CI 0.63-71) for confirmed disability regression. 

The other treatment response prediction modeling study based on registry data is also implemented into 

a software tool.146 Stühler and colleagues140 included 3433 RRMS patients with complete data, randomly 

split to 90% training and 10% test sets, from a German registry of neurology practices to predict 

treatment response under different drugs at the time of a treatment switch. The two on-treatment 

outcomes of interest were ARR, conceptualized as count in a negative binomial model, and over 3-

month CDP measured by EDSS and conceptualized as binary in a logistic model. The included 

predictors, which were selected based on medical expertise, were in the domains of demographics, 

symptoms, disability, treatment, and adjustment factors of duration of treatment initiated at baseline as 

an offset and center as random intercept. Due to low number of patients on other DMTs, patients using 

one of the following six treatments were included: dimethyl fumarate, fingolimod, glatiramer acetate, 

interferon beta, natalizumab, and teriflunomide. The authors used hierarchical Bayesian generalized 

linear models with non-informative priors to develop what they called “prognostic” prediction models with 

the above mentioned predictors. In a more complex model they called “predictive”, they additionally 

included interaction terms with treatment initiated at baseline. The authors reported the eight most 

important terms and the direction of their effect, from the “predictive” models for both outcomes. Apart 

from the intercept, last treatment, the duration of last treatment, and their interaction terms were 

dominant in these lists. Also reported were the calibration plots for predictive models per outcome and 

per treatment, which they evaluated to be good for lower values but not as good for higher values. Cross-

validated c-statistic in the training set revealed little difference between the performance of prognostic 

(CDP: 0.56, ARR: 0.65) and predictive (CDP: 0.58, ARR: 0.65) models, leading the authors to question 

whether treatment interaction terms were adding any predictive value at all. The performance of the 

predictive models in the random-split test set was worse (c-statistic for CDP: 0.55, ARR: 0.61). The 

authors also evaluated the predictive models in propensity score-adjusted generalized linear models 

with the treatment term in a subgroup of patients that received the treatment predicted to have the 

greatest effect on them versus the patients that did not. Although underpowered to detect a significant 

difference in many cases, the results overall showed beneficial effects for the studied DMTs, except for 

fingolimod. The authors concluded that the developed models were robust, accurate, and generalizable. 
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They suggested that these models would be updated with new predictors and incoming data regularly 

but warranted external validation. In another publication, an intersecting list of authors report comparable 

and improving discriminatory performance of their prediction models in updates of data from the same 

registry.146 

Because Stühler and colleagues140 used commonly available predictors and reported their methods 

relatively well, there was an initiative147 to externally validate their models. However, this was not 

possible because the details of the full model were not reported in the publication and the authors did 

not want to share the model with outside parties. This was probably due to the fact that these models 

are trademarks and have been designated as a medical device.146 Still, the authors were responsive 

about the details of their methods and rather than external validation, the replicability of their methods 

are currently being evaluated in an independent cohort by applying the same variable definitions and 

model development strategy in a similarly selected group of treated patients from OFSEP, a French MS 

registry.148 

The primary motivation and funding for this thesis was an MS Use Case within a medical informatics 

project149 that aimed to make routine care data available to researchers. The goals of this Use Case 

were to predict the disease course and treatment success and to identify biomarkers that allow 

individualizing treatment decisions.150 To this end, a treatment decision score was developed151 using 

the routine care data from Klinikum Rechts der Isar in collaboration with the physicians and 

methodologists in Technical University of Munich. A total of 475 adult CIS and RRMS patients, who 

were newly-diagnosed and treated for at most 6 months at the time of their first available T2 MR image 

(baseline) were included. A total of 65 predictors were used from the domains of demographics, 

symptoms, disability, MRI, CSF, non-CSF laboratory, and others (fatigue and depression). The target 

outcome was the probability of having no new or enlarging lesions in T2 MR images between month 6 

and month 24 (treatment success) under no treatment or first-line treatment options, fingolimod not 

included. Approximately 60% and 40% of the participants received no or first-line treatment. Taking into 

account the irregularities in timing of consecutive images in the routine care, the model was developed 

with a transformation forest. The base for the transformation forest was an interval-censored time-to-

event model with the independent variable of treatment as none or first-line. The cross-validated AUC 

was 0.62 and the top five important predictors were from the domains of MRI (presence of periventricular 

lesions, number of T2 MRI lesions), CSF (CSF-specific oligoclonal bands, IgA to albumin quotient), or 

symptoms (relapses from categories any other than numbness, paresis, optic neuritis, or neurological 

symptoms). The expected benefit from using the developed score was up to 20% increase in probability 

of treatment success. There is an ongoing multicenter prospective cohort study, ProVal-MS (German 

Clinical Trails Register152 study ID:  DRKS00014034), to externally validate this treatment decision score 

in a similar group of patients and the initial results from the external validation are expected to be 

available in 2024. 

1.3 Current knowledge and the gap 

RRMS is a debilitating disease, inflicting young adults. Its clinical manifestation is heterogeneous among 

patients and difficult to predict from onset. In addition, more than a dozen treatment options with varying 

safety and efficacy profiles complicate clinical decision making. Prognostic or treatment response 

prediction could benefit healthcare providers and patients alike. Multivariable modeling has been used 

for this purpose, but mostly with suboptimal methods. The few noteworthy prediction modeling studies 

point to the limits of our knowledge. When the outcomes of interest are related to efficacy (based on 

relapse, disability, or MRI), the current methodologically sound literature in RRMS patients suggests 

poor to moderate discriminatory performance (c-statistic around 0.55-0.70) of prognostic prediction 
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models developed using demographic, disability, relapse, and MRI-based predictors - regardless of the 

inclusion of treatment interaction terms or not. It is unclear whether there is treatment effect modification 

relevant for decision making or a prognostic model would be sufficient to address treatment effect 

heterogeneity. Treatment response prediction by multivariable modeling in RCT contexts has been 

employed for a handful of DMTs, which do not include fingolimod. Additionally, evaluation of whether 

safety-related outcomes can be predicted by multivariable models is a gap, addressing of which would 

be valuable for individualized treatment decisions. 
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2. Objectives 

Given the calls for research on personalizing medicine in multiple sclerosis based on pooled clinical trial 

data and lack of established or commonly adapted predictive models to this end, we sought to predict 

prognosis and response to fingolimod by reusing data collected in Phase III randomized clinical trials. 

2.1 Primary objective 

The aim of this thesis was to develop, externally validate, and evaluate multivariable statistical models 

predicting response to fingolimod within 2 years of treatment initiation based on the predictors from 

various domains measured at study baseline. The primary endpoint of interest was time-to-first 

confirmed relapse. 

2.2 Secondary objectives 

Exploratory aims were: 

 To develop, externally validate, and evaluate multivariable statistical models predicting other 

efficacy endpoints of CDP, and new or enlarging T2 lesions 

 To develop, externally validate, and evaluate multivariable statistical models predicting safety 

endpoints of SAEs and treatment discontinuation, and infections and neoplasms 

 To identify variables predictive of all the investigated efficacy and safety endpoints 
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3. Methods 

This Chapter aims to report in detail the methods used to realize the objectives. Information on the 

design and population of the trials used as data source in this thesis are provided in Sections 3.1 and 

3.2, respectively. The baseline predictors considered and the definition of the six outcomes targeted in 

the prediction model can be found in Sections 3.3 and 3.4. These are followed by details of statistical 

methods used for data description in Section 3.5.1. Missing imputation, modeling and optimization 

methods used in the prediction model development, as well as methods to assess important predictors 

are reported in Section 3.5.2. The statistical measures used for evaluating the prediction models via 

external validation are reported in Section 3.5.3. 

3.1 Study design 

For this thesis (referred to as “study”), datasets from two phase III double-blind placebo-controlled RCTs 

(referred to as “trial(s)”) were repurposed (Figure 3). The dataset of the FREEDOMS trial54 was used 

for model development, whereas the FREEDOMS II trial55 was used for external validation. These trials 

are summarized in the Introduction. In short, the primary objective of both trials was to compare the 

relapse rate in RRMS patients under treatment with fingolimod or placebo for 24 months. Secondary 

endpoints of the trials included disability progression, lesions in MRI, and safety. Approvals from 

institutional review boards and patient informed consents were in place. Results from these trials and 

their conventional subgroup analyses are reported in detail elsewhere.54,55,64,65 

The data from the FREEDOMS trials were made available to researchers by their sponsor, Novartis, via 

the data sharing platform Clinical Study Data Request.153 To access the datasets, a research proposal 

was submitted to this platform in 2019 (Proposal Number: 11223) and was deemed appropriate after 

evaluation by the Independent Review Panel and the sponsor. Following the data sharing agreement 

between the sponsor and our research institution, the trial datasets were accessed in 2020 via the 

secure research environment of Clinical Trial Data Transparency System and all data manipulation and 

analysis took place within that system. Due to the anonymized nature of the data shared by the sponsor, 

this project was deemed exempt from ethics committee approval by the Ethics Committee of LMU 

Munich (Project Number: 19-838). 

3.2 Study population 

Participant recruitment to the FREEDOMS trial took place between January 2006 and August 2007 in 

22 countries. Participants to the FREEDOMS II were recruited from 8 countries between June 2006 and 

March 2009. Respectively in FREEDOMS and FREEDOMS II, the ITT population comprised of 1272 

and 1083 participants randomized to daily receive fingolimod 0.5 mg or 1.25 mg or placebo (1:1:1). The 

eligibility criteria of both trials were almost identical. The analysis population in this study was the ITT 

population, which includes all participants who were included after the screening visit, were randomized 

to and took at least one dose of study medication. In the analysis, the participants were grouped to the 

treatment they were assigned to, irrespective of what they actually received. For this study, included 

were only patients randomized to the arms with the approved dose of daily 0.5 mg fingolimod and 

placebo. Although using the total study population would have increased the power, as argued by 
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Figure 3 Overview of methods 

Employed methods to develop and externally validate prediction models in the randomized controlled trial datasets 

of FREEDOMS and FREEDOMS II. CV: cross-validation, AUC(t): time-dependent area under the receiver operator 

characteristic curve, P@24m: risk of event at 24-months, FTY: fingolimod 0.5 mg, Pl: placebo 

Pellegrini and colleagues139, the rationale behind this exclusion decision was that including the 

unapproved dosage in the model was irrelevant at best and erroneous at worst if the prediction model 

would be implemented in the clinic to make decisions regarding only the marketed dosage. 

3.3 Predictors 

The randomized treatment (drug) was conceptualized as a binary variable with categories of placebo or 

fingolimod (0.5 mg). As candidate predictors, a total of 80 variables were considered, in addition to the 

drug. These were collected at randomization (baseline) visit or, if a baseline value was missing, the 

screening visit, which, according to the trial protocol, took place earliest 45 days before baseline. The 

selection covered a wide range of domains from the common clinical (e.g. EDSS score, disease 

duration) or MRI parameters (e.g. number of Gd-enhanced T1 lesions) to those less investigated in MS 

prediction modeling, like comedications (grouped by ATC e.g. dermatologicals) or QoL measures 
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(dimensions of EQ-5D-3L154). Table 3 gives an overview of the domains, number, and the list of 

variables considered. The comedication and concomitant disease variables with low number of positive 

participants were pooled to form combined variables. Except from age (eight categories of 5 year-

windows from 16-55 years), all considered categorical variables had only two categories (yes/no) and 

were dummy-coded. Because the objective was to develop a treatment response model, the utilized 

modeling methods implicitly or explicitly included interaction terms of treatment with all the considered 

predictors. Including all levels and the interaction terms, the total number of terms considered in the 

regression models was 175. 

3.4 Outcomes 

Because the objective was to develop a treatment response model for prediction of multiple clinically 

relevant outcomes, the following events were defined. 

Primary event: 

1) Relapse: confirmed relapse, defined as in the source trial54 

Secondary events: 

2) New/enlarging lesions (T2 MRI): new or enlarging lesions in T2-weighted MRI scans measured 

during regular study visits 

3) Confirmed disability progression (3m CDP): disability progression, as defined in the source 

trial54, measured by EDSS during regular study visits and confirmed 3 months after its onset 

4) Safety: safety outcome defined as a composite of SAE, discontinuation of the trial due to an 

adverse event, or death 

5) Immunosuppressant safety (Immune safety): immunosuppressant-related safety outcome 

defined as an adverse event from the system organ classes (SOC) of infections and infestations 

or neoplasms, as coded by medical dictionary for regulatory activities (MedDRA) 

6) Safety and efficacy (Composite): clinical efficacy and safety outcome defined as a composite of 

any of confirmed relapse (event 1), disability progression confirmed after 3 months (event 3), 

SAE, discontinuation of the trial due to adverse event, or death (event 4). 

Many participants discontinued the source trials, leading to considerable amount of unobserved 

outcome values at 24 months (no event until day 765 and no visits between 676-765 days). Hence, to 

take different times of censoring into account, endpoints in this study were defined as time-to-first event 

since the randomization visit up to the 24-month visit. One month was considered to last 30 days. 

Although the desired time point of prediction was day 720, the prediction model was developed using 

the data available up to day 765 to make the predictions more stable.84 The observations from 

participants without event were censored on the first of the trial participant’s last visit day or day 765, 

which was considered to be the last acceptable day for a 24-month visit. The censoring in this study 

does not necessarily reflect the censoring definition in the source trial reports, which, for instance, have 

used a definition based on scheduled visits as a prerequisite of a censoring visit for time-to CDP.64 

3.5 Statistical methods 

The statistical analysis was performed in R version 4.2.0. The list of all packages used and their versions 

are available in Appendix A.  
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Domain # Predictors 

Drug 1 Drug 

Demographic 4 Age; Sex; Race; Body Mass Index (kg/m2) 

Clinical 13 EDSS score (total) 

EDSS functional system scores: Bowel and bladder; Brainstem; Cerebellar; Cerebral 

(or mental); Pyramidal; Sensory; Visual (or optic) 

MSFC: Mean of timed 25-foot walk; Mean of 9-hole peg test; Paced auditory serial 

addition test 

Visual acuity: Decimal score left; Decimal score right 

Symptoms 3 Duration of MS since 1st symptom; Number of months since recent relapse; Number of 

relapses in the last 2 years 

MS drug 

history 

4 Number of prior MS treatments 

Prior DMT use: Glatiramer acetate; Interferon beta; Natalizumab or other MS treatment 

MRI 4 Number of Gd-enhanced T1 lesions; Total volume of Gd-enhanced T1 lesions (mm3); 

Total volume of T1 hypointense lesions (mm3); Total volume of T2 lesions (mm3) 

QoL 

EQ-5D-3L 

6 Anxiety/Depression; Mobility; Pain/Discomfort; Self-care; Usual activities; Visual analog 

scale 

Comedications 

classified by 

anatomical 

therapeutic 

chemical (ATC) 

11 Alimentary tract and metabolism; Blood and blood forming organs; Cardiovascular 

system; Dermatologicals; Genitourinary system and sex hormones; Systemic hormonal 

preparations, excluding sex hormones and insulins; Musculoskeletal system; Nervous 

system; Respiratory system; Various  

Combined: Antiinfective for systemic use or Antineoplastic and immunomodulating 

agents or Antiparasitic products, insecticides and repellents or Sensory organs 

Concomitant 

diseases 

classified by 

system organ 

from medical 

dictionary for 

regulatory 

activities 

(MedDRA) 

19 Congenital, familial and genetic disorders; Endocrine disorders; Eye disorders; 

Gastrointestinal disorders; General disorders and administration site conditions; 

Immune system disorders; Infections and infestations; Investigations; Metabolism and 

nutrition disorders; Musculoskeletal and connective tissue disorders; Neoplasms 

benign, malignant and unspecified (including cysts and polyps); Nervous system 

disorders; Psychiatric disorders; Renal and urinary disorders; Reproductive system and 

breast disorders; Respiratory, thoracic and mediastinal disorders; Skin and 

subcutaneous tissue disorders; Vascular disorders 

Combined: Blood and lymphatic system disorders or Cardiac disorders or Ear and 

labyrinth disorders or Hepatobiliary disorders or Injury, poisoning and procedural 

complications or Pregnancy, puerperium and perinatal conditions or Social 

circumstances or Surgical and medical procedures 

Laboratory 16 Hematology: Absolute Basophils (10^9/L); Absolute Eosinophils (10^9/L); Absolute 

Lymphocytes (10^9/L); Absolute Monocytes (10^9/L); Absolute Neutrophils (10^9/L); 

Mean Cell Hemoglobin (fmol); Mean Cell Volume (fL); White Blood Cell (total, 10^9/L) 

Biochemistry: Albumin (g/L); Alkaline phosphatase (serum, U/L); Creatinine (µmol/L); 

Bilirubin (direct/conjugated, µmol/L); Gamma Glutamyltransferase (GGT), U/L); SGOT 

(AST, U/L); SGPT (ALT, U/L); Bilirubin (total, µmol/L)  

Table 3 Overview of candidate predictors 

The 80 predictors considered in the development of the prediction model.  
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3.5.1 Dataset description 

The treatment arms in the model development and external validation datasets were separately 

summarized using median and (interquartile) range for continuous predictors, and by frequencies and 

proportions for categorical predictors. Also summarized was proportion of missing observations per 

predictor. The number of events were reported and the outcomes were described using Kaplan-Meier 

curves stratified by treatment groups. For sample size considerations during model development, events 

per variable were calculated by dividing the number of observed events to the total number of terms 

considered in regression models. Only for descriptive purposes, the events were considered as binary 

and the 24-month event status was plotted as presence of the event until last visit date or no recorded 

event but a visit between study days 676 and 765. The missing outcome was also summarized 

accordingly. The timing definition of 90 days around the 24-month visit supposed to happen on day 720 

was chosen to reflect a conservative approach and is in line with the trials’ visit definition for vital sign 

and laboratory measurements. It is not necessarily the same as the definition of study discontinuation 

in the original trial reports. 

3.5.2 Model development 

3.5.2.1 Modeling methods 

Four modeling methods, all of which are based on Cox PH regression, were considered. The outcomes 

were conceptualized as time-to-first event rather than as binary or as count with an offset for time in 

study. This choice was motivated by the fact that the drop-out rate by month 24 was non-negligible in 

the trial reports. Of those randomized, 81% in FREEDOMS and 72% in FREEDOMS II were reported to 

have completed the study.54,55 Distribution of reasons for study discontinuation were different in the 

active and placebo arms and a systematic review evaluated the source trials to be at risk of attrition 

bias.58 Complete case analysis is not recommended in clinical prediction modeling84 and imputation of 

the outcome by a certain method (e.g. based on a random forest or generalized linear models) would 

bring their own assumptions in the relationship of the outcome to the predictors and would thus interfere 

with the model optimization. Also, count models have the assumption of constant incidence rate across 

time, which does not necessarily reflect the observation of time-dependent ARRs in placebo arms of MS 

clinical trials.155,156 The semi-parametric Cox PH model is very much related to logistic regression and 

Poisson regression84 but does not require time-independent incidence rate, imputation of missing 

outcomes, or pre-specification of the shape of the time-dependent baseline risk.157 One of its main 

assumptions is non-informative censoring, which means that censoring mechanism is independent of 

the outcome mechanism conditional on the covariates accounted for in the model. Also, a lack of 

predictor by time interaction terms entails an assumption of proportionality of the hazards over time, or, 

stated otherwise, time-constant effect of coefficients at the multiplicative scale. Like all generalized linear 

regression models, unless higher-order or interaction terms are included, Cox PH model has the 

assumptions of additivity and linearity of the predictor effects on the outcome at log-scale.84 Another 

motivating factor in choosing time-to first event was the fact that these methods use the available 

information much more efficiently by taking into account also the time of event occurrence or censoring 

in addition to mere presence or absence.157 For example, time-to first relapse was shown to have 

comparable power to ARR within conditions similar to that of the FREEDOMS trials and is considered 

to be a viable alternative endpoint.158 The power of time-to-event analysis is expected to be higher in 

situations where the event rate is lower, like CDP, and binary outcomes tend to waste information.157,159 
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Two of the considered methods relied on recursive partitioning based on conditional transformation 

models (R packages tram and trtf). Conditional transformation models are a class of semi-parametric 

regression models that use transformation functions to allow the whole distribution of an independent 

variable be explained by predictors.160 This gives the transformation models a capacity to represent and 

predict not just the mean, as in a traditional regression, but also higher moments of the outcome 

distribution.161 Model-based recursive partitioning are tree methods in which the score function, closely 

related to a model’s likelihood, is used as the splitting criterion. This allows the terminal nodes to be 

differentiated in terms of the model fit. In a time-to-event setting, this splitting criterion based on 

transformation models also allows deviations from the proportional hazards assumption.162 When the 

regression model on which the tree is based contains explanatory variables, the tree that is formed can 

detect effect modification or subgroups of differential effect with respect to the splitting variables.163 A 

transformation model-based tree can detect differing conditional distributions in its nodes. The limitations 

of a single tree are that interactions can only be represented in step structures by the splits, and the 

variability is high.163,164 When trees are generalized to a random forest, smoother interactions can be 

represented, stability increases due to the regularization brought by randomness165, and aggregation of 

many trees further reduces variability and brings stability.105,166,167 Tree methods have the advantage of 

dealing with high-dimensionality and implicitly handling missing data by randomly assigning an 

observation with a missing value of the splitting variable to one of the children nodes with a probability 

of population distribution in the nodes.168 In this study, the base model for tree methods was a Cox PH 

regression, baseline hazard of which was parameterized with degree five Bernstein polynomials.162 This 

base transformation model contained treatment as the only explanatory variable so that the tree and the 

random forest would predict heterogeneity in treatment effect. 

The other two considered methods were Cox PH regression models regularized with either an elastic 

net penalty167,169 (R package glmnet) or a grouped lasso combined with ridge penalty170 (R package 

grpreg). Regularizing regression models is recommended when the goal is prediction because it reduces 

the chance of overfitting by decreasing variance at the price of increasing bias.77,84,167 Compared to 

ensemble methods, like random forest, the direction and extent of the predictors’ influence on the 

outcome are easier to interpret with regularized regression methods. Yet, care is needed when 

interpreting the coefficient estimates in absolute terms because the regularization is expected to not 

only have introduced bias by shrinkage but also may have chosen one of the correlated predictors 

arbitrarily. Irrespective of whether the penalties have in-built variable selection (e.g. lasso) or not, 

regularized regressions are also able to deal well with high dimensionality even when the number of 

predictors is greater than the sample size and there is no unique solution to the ordinary likelihood 

estimation. The regularization of regression models is especially deemed important when treatment 

interaction terms are included in a prediction model, for which the conventional RCT is expected to be 

underpowered.78 The elastic net penalty is a combination of lasso and ridge penalties, both of which 

were shown to be not superior than the other in all scenarios.169 Elastic net ensures sparsity by predictor 

selection (characteristic of lasso penalty) while also ensuring that the coefficients of correlated predictors 

are shrunk comparably (characteristic of ridge penalty), introducing something similar to a grouping 

effect for correlated variables.169 Grouped lasso applies a lasso penalty to predictor groups defined by 

the researcher and an additional ridge penalty can be introduced for further shrinkage of the individual 

predictors within the groups.170 The dataset used in the regularized Cox PH regressions was formed of 

treatment, all predictors, and all possible treatment by first-degree predictor interactions. The main term 

for treatment was kept unpenalized to ensure its inclusion in the final model. The used R functions 

standardized the predictors before fitting the regularized regressions but their output were in the original 

scale. In the grouped lasso method, predictor main terms and their interaction with treatment were 

penalized together to ensure that they are both selected or dropped.171 
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The missing values in the datasets for the transformation model-based tree and forest were imputed by 

a random forest based method172 (R package missForest), even though it was necessary for neither 

modeling nor predicting. The motivations behind this decision were making the comparison between 

tree methods and regularized Cox PH regressions comparable, and making the variable importance 

straightforward.173 Missing imputation by iterative random forest fits to the complete data to predict the 

missing values in the predictors was used to create a single dataset. However, the fact that many trees 

are used to average the prediction can be considered to introduce multiplicity.172 For the regularized 

Cox PH regressions, the missing data were imputed with predicted mean matching or logistic regression 

by chained equations174 (R package mice), rather than a random forest based imputation method. 

Equation based missing imputation was chosen to ensure compatibility with the modeling methods and 

the future possibility of exporting the imputation method with fixed-chain equations175 alongside the final 

prediction models. The dataset for the regularized regression with grouped lasso combined with ridge 

penalty was imputed once because the function could not handle weighting of the observations. The 

dataset for the regression with elastic net regularization was imputed 5 times. The multiple imputation 

was followed by stacking the imputed datasets. In order to take the uncertainty into account during 

modeling, a weight was assigned to each observation proportional to the amount of observed 

information divided by the number of imputations.176 The outcome information was used during all 

imputations by including day of event or censoring and the Nelson-Aalen estimate of the cumulative 

hazard at that day in the dataset for imputation.177 All imputations were performed separately in training, 

test, and external validation datasets. 

3.5.2.2 Model optimization 

In order to choose the best performing method and its parameters, nested k-fold cross-validation was 

applied in the model development dataset.84,111,167 Folds were balanced in terms of the treatment arm 

(using R package caret). The tuning parameters of the competing models were optimized in the inner 

loops specific to the method within a training set of size n*(k-1)/k, where k was set to 5. The model 

optimized within and fitted to the training set was used for generating predictions in the remaining 

patients of the outer loop, i.e. the test set. The best model was chosen by evaluating the discrimination 

performance in the test set of each fold and comparing the average performance of the competing 

methods across folds. The discrimination was assessed by cumulative time-dependent AUC(t)70,178-180 

between baseline (day 0) and the average performance at three time-points: 6 months, 1 year, and 2 

years, defined as days 180, 360, and 720. In order to check whether a performance measure that takes 

the actual predictions into account would give different results than the rank-statistic measure of AUC(t), 

the time-dependent Brier score, Brier(t), was also estimated for all models and time points as a sensitivity 

analysis. 

Although the modelling method of choice was chosen by an overall discriminative measure in the test 

set of the outer loops, the parameter tuning was performed in the 5-fold inner-loops. For the model-

based tree methods, parameters that maximized the log-likelihood in a 5-fold cross-validation within the 

training set were chosen. The tuning parameters of the tree controlled its depth. The considered 

alternatives were combinations of four values (between 0.05 and 0.20 with increments of 0.05) for the 

significance level for variable selection (alpha), and three values (between 5 and 15 with increments of 

5) for the minimum acceptable number of observations at a terminal node. Hence, there were 12 

possible combinations. The tuning parameters of the forest controlled the variability and the depth of its 

trees.181 The considered alternatives were combinations of two values (square-root or one-third of the 

number of candidate predictors) for the number of predictors considered at each split, and the same 

three values as in the tree method for the minimum acceptable number of observations at the terminal 
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nodes of the trees forming the forest. The number of trees in the forest were set to 100. The function 

defaults (trafotree and traforest, respectively) were used for the remaining parameters.  

For the tuning of regularized regressions, 5-fold cross-validation was implemented to find the alpha, 

mixing parameter of (grouped) lasso and ridge penalties, which minimized the error. There were 10 

candidate alpha values between 0.1-1 with 0.1 increments, where alpha=0 imposes only a ridge penalty 

and alpha=1 imposes only a lasso penalty. The penalty parameter (lambda) that minimizes the error in 

a 5-fold cross-validation was chosen from 100 different values and was implemented by default by the 

R functions for the elastic net regression maximizing the partial likelihood and for the grouped lasso 

regression minimizing the deviance. The limited range of tuning parameter alternatives for random forest 

compared to those of regularized regression was not expected to pose a problem due to the low 

tunability of the random forest algorithm compared to that of elastic net.182 A similar argument does not 

hold for the tree algorithm, which is expected to have higher variability compared to random forest.167,182 

3.5.2.3 Variable importance 

Separately for each outcome, the important variables from all the models developed in the training set 

of the outer cross-validation loops were recorded. Hence, for each modeling method and outcome 

combination, there were five sets of important variables. Any variable, as main term or as interacting 

with treatment, that was selected in or was considered important in at least two of the folds were 

considered important for that modeling method. Any variable that was found to be important for more 

than two modeling methods was considered to be important overall. Drug was not evaluated in this 

framework because it was either unpenalized in the regularized Cox PH regressions or integral to the 

base models of the transformation tree and forest. 

The predictors selected via the lasso penalty, i.e. those with non-zero coefficients in the model 

developed in the training dataset, were considered important in the regularized Cox PH regressions. 

Similarly, the predictors selected by the tree as splitting variables in the training dataset were deemed 

important. In contrast to the other methods, the variable importance from the random forest was 

assessed in the test dataset. Based on the model developed in the training dataset, the mean of the 

difference in log-likelihood in the test set was calculated as is and after randomly permuting the individual 

predictors three times. Because the permutation-based importance is expected to vary around zero for 

non-informative predictors, the predictors that had importance greater than the absolute value of the 

(negative) minimum importance among the predictors were considered important.166 

3.5.3 External validation 

Separately for each outcome, the modeling method with the best average discrimination performance 

in the test sets of the outer loops of the nested cross-validation was chosen. The final model was 

generated by fitting the chosen modeling method to the whole development dataset. Final tuning 

parameters and the structure of the final model was described. The structure comprised of the baseline 

hazard and coefficients for regularized Cox PH regressions and a tree for the transformation model-

based tree. A random forest is, unfortunately, not describable or neatly publishable. It can only be 

exported as a software object, which has the risk of compromising the privacy of the data that generated 

the model.111 

Once formed, the final models were evaluated in the external validation dataset. The predictions in the 

external validation dataset were described by median and range. Cumulative AUC(t) and Brier(t), 

alongside their 95% CI, were plotted as a function of months since baseline using R package 

riskRegression.70,183,184 Because the Brier score depends on the prevalence of the outcome, predictions 
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from a non-informative null model was used as a reference in the plot and in scaling the Brier score to 

take values between 0-100%. The higher the scaled Brier score is, the better the predictions are.69,84 

Also, receiver operating characteristic and calibration curves were plotted for all participants and by arm 

at three landmark times: 6 months (180 days), 12 months (360 days), and 24 months (720 days). 

Calibration curves were formed by creating 10 quantile bins for both arms, and individually for the 

treatment arms. The calibration-in-the-large was estimated by the coefficient of the intercept in a Poisson 

regression model of actual outcomes, adjusting for the expected number of events until censoring.185 

Calibration slope was estimated by the coefficient of the linear predictor in a Cox regression model of 

the actual outcome, adjusting for the baseline hazard.84 

Also in the external validation dataset, the usefulness of the final prediction models was evaluated by 

decision curve analysis and treatment effect risk curves. Treatment effect predictions in the external 

validation dataset were described by median and range. With the decision curves, the net benefit of 

using the 24-month predictions from the model was compared to intervention to all or intervention to no 

patients for different decision thresholds representing the range of event risks at which treatment would 

be considered. The concept of intervention in this context is not necessarily fingolimod treatment, but 

rather any treatment regime, or preventive measure to decrease the risk of the specific outcome. 

Assuming that the default decision would be intervening with all the patients, the number of avoided 

interventions at different decision thresholds was visualized using the R package dcurves.186 Then, 

expected treatment benefit, defined as decrease in the risk of outcomes, was estimated for all 

participants and was used to summarize the distribution of risk given treatment effect with the R package 

TreatmentSelection.186 The extent to which there is treatment effect heterogeneity in response to 

fingolimod captured by the prediction model can be investigated by the range of treatment effect 

distribution and the risk given different treatments as a function of the population at increasing treatment 

effect quantiles. Like the number of avoided treatments, the treatment effect measures were calculated 

assuming the standard of care to be treating all. Also assumed was the threshold for model-based 

treatment decision to be any predicted benefit from fingolimod compared to placebo (i.e. treat if 

P(outcome under fingolimod) < P(under placebo)). The estimated treatment effect measures include 

proportion recommended treatment (fingolimod), empirical estimates186,187 of average benefit of (no) 

treatment in those recommended (no) treatment, decrease in rate of outcomes under marker-based 

treatment compared to standard of care, variance in estimated treatment effect, and total gain defined 

as the integral of the difference between the treatment effect curve and the model-independent overall 

treatment effect. 
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4. Results 

This Chapter follows the order laid out in Section 3.5, statistical methods. The sample size and event 

rates in the model development and validation datasets are described in Section 4.1.1. The population 

characteristics of the datasets are summarized and compared in Section 4.1.2. The cross-validated 

performance measures within the model development dataset and the final model for each outcome are 

reported in Section 4.2. The variables found to be important in outcome prediction are highlighted in 

Section 4.3. The external validation performance of the final models, evaluated first by discrimination 

and calibration, and then by decision and treatment response analyses, are reported in Sections 4.4.1 

and 4.4.2, respectively. 

4.1 Dataset description 

4.1.1 Sample size and outcome description 

The model development dataset was comprised of 843 participants, 425 of whom were in the active arm 

randomized to fingolimod 0.5 mg, and 418 of whom were in the control arm randomized to placebo. 

During follow-up, 331 (39%) participants in the model development dataset experienced a relapse, 

leading to a low EPV of 1.9 (Table 4), considering the degrees of freedom in the modeling process to 

be 175. Among all the outcomes, the number of participants that experienced an event (relative 

frequency, EPV) ranged from 119 (14%, 0.7) for the safety endpoint to 635 (75%, 3.6) for the 

immunosuppressant safety. The external validation dataset was comprised of 713 participants, 358 of 

 

 Development External Validation 

 
n participants 

843 

n fingolimod 

425 

n terms 

175 

n participants 

713 

n fingolimod 

358 

Outcome 
Events 

(% participants) 

Events 

Fingolimod 

(% events) 

EPV 
Events 

(% participants) 

Events 

Fingolimod 

(% events) 

Relapse 331 (39) 115 (35) 1.89 235 (33) 81 (34) 

T2 MRI 525 (62) 207 (39) 3.00 417 (58) 168 (40) 

3m CDP 166 (20) 72 (43) 0.95 170 (24) 80 (47) 

Safety 119 (14) 54 (45) 0.68 128 (18) 72 (56) 

Immune safety 635 (75) 319 (50) 3.63 570 (80) 295 (52) 

Composite 469 (56) 192 (41) 2.68 405 (57) 188 (46) 

      

Table 4 Number of events 

Event frequencies in the model development and external validation datasets, overall and in the active arms of 

fingolimod 0.5 mg. EPV: Events per variable, number of variables based on total number of main effect and 

interaction terms considered in regression modeling. T2 MRI: New/enlarging lesions, 3m CDP: Confirmed disability 

progression, Immune safety: Immunosuppressant safety, Composite: Safety and efficacy.  
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Figure 4 Outcome frequencies 

Frequencies of outcomes conceptualized as binary at 24 months per trial arm. Fingolimod/placebo frequencies in 

the development dataset: 425/418, in the external validation dataset: 358/355. FTY720: fingolimod 0.5 mg, T2 MRI: 

New/enlarging lesions, 3m CDP: Confirmed disability progression, Immune safety: Immunosuppressant safety, 

Composite: Safety and efficacy; yes: event present, no: event absent, NA: missing outcome. Upper figure: 

Development dataset; Lower figure: External validation dataset. 

whom were randomized to fingolimod 0.5 mg, and 355 of whom to placebo. The number of events in 

the external validation dataset were sufficient, i.e. above 100, for all outcomes. During follow-up, a total 

of 235 (33%) participants in the external validation dataset experienced a relapse. Similar to the model 

development dataset, the frequency of participants that experienced a safety event was the lowest at 

128 (18%) and that experienced an immunosuppressant safety event was the highest at 570 (80%). 

In the model development dataset, 112 (13%) participants did not have a 24-month visit defined as a 

visit between 676 and 765 days, whereas in the external validation dataset, 148 (21%) participants did 

not have a visit within this time-window. The visual description of the outcomes when conceptualized as 

binary at month 24 (Figure 4) reveal that the outcomes most inflicted by missing at month 24 are CDP 

and safety, due to low event numbers. Based on those events that were observed, the proportion of 

events in the fingolimod 0.5 mg arm to the total number of events ranged from 35% for relapse to 50% 

for immunosuppressant safety in the development dataset. In the external validation dataset, it ranged 

from 34% for relapse to 56% for the safety outcome. 
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The time-to-event outcomes used in this study are visualized by Kaplan-Meier curves stratified by arm 

(Figure 5). These crude graphs revealed that in the model development dataset, the probability of being 

event-free was most of the time higher in those treated with fingolimod 0.5 mg compared to those treated 

with placebo with respect to all outcomes, although the curves were not so well-separated for CDP and 

safety-related outcomes. Similarly, in the external validation dataset, fingolimod 0.5 mg looked superior 

to placebo for the outcomes of relapse and new or enlarging T2 MRI lesions. However, the curves were 

much less differentiated for the CDP outcome and being event-free seems somehow likelier in the 

placebo arm for safety-related outcomes. Another observation that the Kaplan-Meier curves hinted at 

was the pattern of visit frequency in the outcome of new or enlarging T2 MRI lesions. Because this event 

can only be observed during a visit with imaging, the event times, and hence steep drops in survival, 

are visibly concentrated around months 6, 12, and 24. In a subtler way, the Kaplan-Meier curve for CDP 

revealed similarly visible steps every 3 months. 

4.1.2 Baseline description 

Description of the participants by all predictors measured at baseline is provided in Table 5. Irrespective 

of the study or the arm, majority of the participants (over 70%) were female and in their 30s or 40s at 

baseline. Compared to the participants in the model development dataset, those in the external 

validation set were more likely to be female (81% / 77% vs. 71 / 70% in control / active arms), were 

slightly older with a longer disease duration (9.2 / 8.6 vs. 7 / 6.7 years), and were more than twice as 

likely to have used glatiramer acetate (41% / 36% vs. 11% / 10%) or interferon beta (59% / 61% vs. 28% 

/ 30%) treatments prior to baseline. In all arms, the median EDSS score at baseline was 2 (interquartile 

range 1.5-3.5 in placebo arms and 1.5-3 in fingolimod 0.5 mg arms), the median number of relapses 

during the 2 years prior to baseline was 2 and the median time since recent relapse was about half a 

year. The participants in the development dataset had a higher load of T1 hypointense or T2 lesions in 

MRI but the participants in the external validation dataset had substantially more ongoing comedications 

and concomitant diseases in all groups defined respectively by ATC and MedDRA codes. 

On average 0.3% (median 0%, range 0-6.5%) of the values were missing per predictor in the model 

development dataset. Although proportion of missing values per predictor was negligible, these were 

distributed over the trial population. In the model development dataset, 132 participants had at least one 

missing value, indicating that a complete case analysis would have excluded a considerable proportion 

(16%) of the participants. Only two predictors in the development dataset had proportion of missing 

values greater than 5%: the concomitant disease of general disorders and administration site conditions 

(26 (6%) / 29 (7%) in placebo/active arms) and albumin (21 (5%) / 24 (6%)). On average, 0.3% (median 

0%, range 0-1.8%) of the values were missing per predictor in the external validation dataset. In the 

external validation dataset, 45 (6%) participants had at least one missing value. Of the 81 predictors, 

most had no missing at all in both the development (49 (60%)) and external validation (53 (65%)) 

datasets. The pattern of missing values is visually depicted in Figure 6. Values that are part of the same 

assessment (e.g. EDSS functional system scores) tended to be present or missing altogether for 

individual participants. 

In the model development dataset, there were three participants with a relapse distance greater than 24 

months and one participant with a relapse distance less than a month. In the external validation dataset, 

there were three participants with a relapse distance greater than 24 months and three participants with 

an EDSS score of 6 or 6.5. Participants with such protocol deviations were not excluded from this study 

as long as they were in the ITT group in the source trials. 
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Figure 5 a/b Kaplan-Meier curves 

Survival probability as a function of time in days per trial arm: active fingolimod 0.5 mg as FTY720 and control arm 

as Placebo. Numbers above the x-axis represent patients still under risk every 6 months. a) This page Model 

development dataset b) Next page External validation dataset. 
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Development External Validation 

Placebo  

 (n = 418) 

Fingolimod  

 (n = 425) 

Placebo 

 (n = 355) 

Fingolimod 

 (n = 358) 

Characteristic 
Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Demographic 

Age  

21 - 25 (ref. 16 - 20) 
0 (0) 37 (9) 0 (0) 35 (8) 0 (0) 13 (4) 0 (0) 19 (5) 

Age  

26 - 30 
 54 (13)  75 (18)  33 (9)  20 (6) 

Age  

31 - 35 
 82 (20)  77 (18)  53 (15)  56 (16) 

Age  

36 - 40 
 83 (20)  85 (20)  75 (21)  64 (18) 

Age  

41 - 45 
 74 (18)  65 (15)  73 (21)  77 (22) 

Age 

46 - 50 
 55 (13)  51 (12)  60 (17)  74 (21) 

Age 

51 - 55 
 27 (6)  27 (6)  44 (12)  44 (12) 

Body Mass Index 

 (kg/m2) 
0 (0) 

23.9 (21.4-27, 

15.6-43.4) 
0 (0) 

24.1 (21.3-27.2, 

17.2-49.1) 
2 (1) 

26.7 (22.7-31.3, 

16.9-56.6) 
0 (0) 

27 (23.7-31.1, 

13.9-50.8) 

Race 

non-Caucasian 

 (ref. Caucasian) 

0 (0) 19 (5) 0 (0) 19 (4) 0 (0) 45 (13) 0 (0) 39 (11) 

Sex 

Female (ref. Male) 
0 (0) 298 (71) 0 (0) 296 (70) 0 (0) 288 (81) 0 (0) 275 (77) 

Clinical 

EDSS score  

(total) 
0 (0) 2 (1.5-3.5, 0-5.5) 0 (0) 2 (1.5-3, 0-5.5) 3 (1) 2 (1.5-3.5, 0-6) 3 (1) 2 (1.5-3, 0-6.5) 

EDSS functional system scores 

Bowel and bladder 3 (1) 0 (0-1, 0-3) 2 (0) 0 (0-1, 0-3) 7 (2) 0 (0-1, 0-4) 6 (2) 0 (0-1, 0-3) 

Brainstem 3 (1) 0 (0-1, 0-3) 2 (0) 0 (0-1, 0-3) 7 (2) 0 (0-1, 0-4) 6 (2) 0 (0-1, 0-4) 

Cerebellar 3 (1) 1 (0-2, 0-4) 2 (0) 1 (0-2, 0-4) 7 (2) 1 (0-2, 0-3) 6 (2) 1 (0-1.2, 0-4) 



   

 

Development External Validation 

Placebo  

 (n = 418) 

Fingolimod  

 (n = 425) 

Placebo 

 (n = 355) 

Fingolimod 

 (n = 358) 

Characteristic 
Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Cerebral (or mental) 3 (1) 0 (0-1, 0-3) 2 (0) 0 (0-1, 0-3) 7 (2) 1 (0-2, 0-3) 6 (2) 0 (0-2, 0-3) 

Pyramidal 3 (1) 1 (1-2, 0-5) 2 (0) 1 (1-2, 0-4) 7 (2) 1 (0-2, 0-4) 6 (2) 1 (0-2, 0-4) 

Sensory 3 (1) 1 (0-2, 0-4) 2 (0) 1 (0-2, 0-3) 7 (2) 1 (0-2, 0-4) 6 (2) 1 (0-2, 0-5) 

Visual (or optic) 3 (1) 0 (0-1, 0-3) 2 (0) 0 (0-1, 0-3) 7 (2) 0 (0-1, 0-3) 6 (2) 0 (0-1, 0-4) 

MSFC 

Mean of timed 25-

foot walk 
2 (0) 

5.1 (4.2-6.3, 2.5-

91.5) 
1 (0) 

5 (4.2-6.2, 2.1-

35.4) 
5 (1) 

5.2 (4.3-6.3, 2.5-

46) 
3 (1) 

5.1 (4.4-6.2, 2.7-

23) 

Mean of 9-hole peg 

test 
2 (0) 

20.8 (18-24.3, 

9.9-99.2) 
2 (0) 

20.4 (18.2-23.5, 

11-67.4) 
5 (1) 

20.8 (18.7-23.9, 

11.8-63.9) 
3 (1) 

20.8 (18.5-24.2, 

9.3-64.6) 

Paced auditory 

serial addition test 
3 (1) 50 (42-56, 0-60) 2 (0) 52 (44-57, 4-60) 6 (2) 51 (41-56, 0-60) 5 (1) 51 (42-56, 0-60) 

Visual acuity 

Decimal score left 7 (2) 1 (1-1, 0-1.7) 4 (1) 1 (1-1, 0-1.6) 3 (1) 1 (0.8-1, 0.2-1.5) 6 (2) 1 (0.8-1, 0.1-1.5) 

Decimal score right 5 (1) 1 (1-1, 0-1.7) 0 (0) 1 (1-1, 0-1.6) 2 (1) 1 (0.8-1, 0.1-1.5) 3 (1) 1 (0.8-1, 0.1-1.5) 

Symptoms 

Duration of MS 

since 1st symptom  

(years) 

0 (0) 7 (3-12, 0.3-32.2) 0 (0) 
6.6 (2.8-11.3, 0.3-

34.9) 
1 (0) 

9.2 (4.9-15.2, 0.2-

40.1) 
0 (0) 

8.6 (4-15, 0.2-

49.1) 

Number of months 

since recent relapse 
0 (0) 

5.2 (3.3-8.2, 1.2-

62.9) 
0 (0) 

5.2 (3.5-8, 0.4-

85.6) 
1 (0) 

5.7 (3.5-9.1, 1.4-

28) 
0 (0) 6 (3.6-9.4, 1.3-26) 

Number of relapses 

in the last 2 years 
0 (0) 2 (1-3, 1-10) 1 (0) 2 (1-3, 1-11) 1 (0) 2 (1-3, 1-14) 0 (0) 2 (1-3, 1-8) 

MS drug history 

Number of prior MS 

treatments 
0 (0) 0 (0-1, 0-4) 0 (0) 0 (0-1, 0-4) 0 (0) 1 (0-2, 0-5) 0 (0) 1 (0-2, 0-5) 

Prior DMT use 

Glatiramer acetate 0 (0) 44 (11) 0 (0) 42 (10) 0 (0) 146 (41) 0 (0) 129 (36) 

Interferon beta 0 (0) 115 (28) 0 (0) 127 (30) 0 (0) 209 (59) 0 (0) 218 (61) 



   

 

Development External Validation 

Placebo  

 (n = 418) 

Fingolimod  

 (n = 425) 

Placebo 

 (n = 355) 

Fingolimod 

 (n = 358) 

Characteristic 
Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Natalizumab or 

other MS treatment 
0 (0) 54 (13) 0 (0) 50 (12) 0 (0) 48 (14) 0 (0) 41 (11) 

MRI 

Number of Gd-

enhanced T1 

lesions 

2 (0) 0 (0-1, 0-26) 1 (0) 0 (0-1, 0-84) 1 (0) 0 (0-1, 0-46) 1 (0) 0 (0-1, 0-33) 

Total volume of Gd-

enhanced T1 

lesions 

 (mm3) 

2 (0) 
0 (0-101.5, 0-

2970) 
1 (0) 

0 (0-82.7, 0-

6849.8) 
1 (0) 

0 (0-77.3, 0-

4060.1) 
1 (0) 

0 (0-94.4, 0-

5570.3) 

Total volume of T1 

hypointense lesions 

 (mm3) 

2 (0) 

811.2 (205.9-

2301.9, 0-

20955.9) 

1 (0) 

814 (218.2-

2402.1, 0-

22377.8) 

1 (0) 
377.5 (75.8-1387, 

0-17362.2) 
1 (0) 

343.4 (54.4-

1293.4, 0-

23937.3) 

Total volume of T2 

lesions 

 (mm3) 

2 (0) 

3416.2 (1291.8-

8342.7, 0-

37147.8) 

1 (0) 
3303.3 (1208.1-

7895, 0-47147.6) 
1 (0) 

2702.4 (987.1-

6996.5, 0-

69202.6) 

2 (1) 

2356.2 (777.5-

6123.1, 0-

54369.4) 

Quality of Life (EQ-5D-3L dimensions) 

Anxiety / 

Depression 
2 (0) 1 (1-2, 1-3) 1 (0) 1 (1-2, 1-3) 3 (1) 1 (1-2, 1-3) 3 (1) 1 (1-2, 1-3) 

Mobility 2 (0) 1 (1-2, 1-2) 1 (0) 1 (1-2, 1-2) 3 (1) 1 (1-2, 1-2) 4 (1) 1 (1-2, 1-2) 

Pain / Discomfort 2 (0) 2 (1-2, 1-3) 1 (0) 1 (1-2, 1-3) 3 (1) 2 (1-2, 1-3) 3 (1) 2 (1-2, 1-3) 

Self-care 2 (0) 1 (1-1, 1-2) 1 (0) 1 (1-1, 1-2) 3 (1) 1 (1-1, 1-2) 3 (1) 1 (1-1, 1-2) 

Usual activities 2 (0) 1 (1-2, 1-3) 1 (0) 1 (1-2, 1-3) 3 (1) 1 (1-2, 1-3) 3 (1) 1 (1-2, 1-3) 

Visual analog scale 3 (1) 
79 (65-90, 24-

100) 
1 (0) 80 (70-90, 0-100) 4 (1) 

80 (70-90, 20-

100) 
5 (1) 

80 (70-90, 20-

100) 

Comedications 

Alimentary tract and 

metabolism 
0 (0) 89 (21) 0 (0) 91 (21) 0 (0) 205 (58) 0 (0) 210 (59) 

Blood and blood 

forming organs 
0 (0) 15 (4) 0 (0) 18 (4) 0 (0) 78 (22) 0 (0) 73 (20) 



   

 

Development External Validation 

Placebo  

 (n = 418) 

Fingolimod  

 (n = 425) 

Placebo 

 (n = 355) 

Fingolimod 

 (n = 358) 

Characteristic 
Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Cardiovascular 

system 
0 (0) 68 (16) 0 (0) 77 (18) 0 (0) 181 (51) 0 (0) 188 (53) 

Dermatologicals 0 (0) 13 (3) 0 (0) 14 (3) 0 (0) 157 (44) 0 (0) 148 (41) 

Genito urinary 

system and sex 

hormones 

0 (0) 131 (31) 0 (0) 133 (31) 0 (0) 211 (59) 0 (0) 206 (58) 

Systemic hormonal 

preparations, 

excluding sex 

hormones and 

insulins 

0 (0) 18 (4) 0 (0) 10 (2) 0 (0) 30 (8) 0 (0) 42 (12) 

Musculo-skeletal 

system 
0 (0) 37 (9) 0 (0) 26 (6) 0 (0) 185 (52) 0 (0) 190 (53) 

Nervous system 0 (0) 128 (31) 0 (0) 118 (28) 0 (0) 255 (72) 0 (0) 253 (71) 

Respiratory system 0 (0) 19 (5) 0 (0) 22 (5) 0 (0) 106 (30) 0 (0) 115 (32) 

Various 0 (0) 30 (7) 0 (0) 32 (8) 0 (0) 72 (20) 0 (0) 66 (18) 

Antiinfective for 

systemic use or 

Antineoplastic and 

immunomodulating 

agents or 

Antiparasitic 

products, 

insecticides and 

repellents or 

Sensory organs 

0 (0) 22 (5) 0 (0) 16 (4) 0 (0) 102 (29) 0 (0) 119 (33) 

Concomitant diseases 

Congenital, familial 

and genetic 

disorders 

0 (0) 13 (3) 0 (0) 15 (4) 0 (0) 16 (5) 0 (0) 19 (5) 



   

 

Development External Validation 

Placebo  

 (n = 418) 

Fingolimod  

 (n = 425) 

Placebo 

 (n = 355) 

Fingolimod 

 (n = 358) 

Characteristic 
Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Endocrine 

disorders 
0 (0) 18 (4) 0 (0) 9 (2) 0 (0) 29 (8) 0 (0) 34 (9) 

Eye disorders 0 (0) 42 (10) 1 (0) 55 (13) 0 (0) 88 (25) 0 (0) 76 (21) 

Gastrointestinal 

disorders 
0 (0) 33 (8) 0 (0) 30 (7) 0 (0) 102 (29) 0 (0) 96 (27) 

General disorders 

and administration 

site conditions 

26 (6) 13 (3) 29 (7) 15 (4) 2 (1) 30 (8) 1 (0) 36 (10) 

Immune system 

disorders 
0 (0) 46 (11) 0 (0) 44 (10) 0 (0) 151 (43) 0 (0) 158 (44) 

Infections and 

infestations 
0 (0) 34 (8) 1 (0) 37 (9) 0 (0) 80 (23) 0 (0) 75 (21) 

Investigations 0 (0) 10 (2) 0 (0) 19 (4) 0 (0) 42 (12) 0 (0) 41 (11) 

Metabolism and 

nutrition disorders 
0 (0) 46 (11) 0 (0) 45 (11) 0 (0) 63 (18) 0 (0) 74 (21) 

Musculoskeletal 

and connective 

tissue disorders 

0 (0) 49 (12) 0 (0) 43 (10) 0 (0) 128 (36) 0 (0) 118 (33) 

Neoplasms benign, 

malignant and 

unspecified (incl. 

cysts and polyps) 

0 (0) 11 (3) 0 (0) 19 (4) 0 (0) 88 (25) 0 (0) 74 (21) 

Nervous system 

disorders 
0 (0) 87 (21) 0 (0) 91 (21) 0 (0) 208 (59) 0 (0) 184 (51) 

Psychiatric 

disorders 
1 (0) 73 (17) 1 (0) 69 (16) 0 (0) 187 (53) 0 (0) 176 (49) 

Renal and urinary 

disorders 
0 (0) 24 (6) 1 (0) 21 (5) 0 (0) 83 (23) 0 (0) 69 (19) 



   

 

Development External Validation 

Placebo  

 (n = 418) 

Fingolimod  

 (n = 425) 

Placebo 

 (n = 355) 

Fingolimod 

 (n = 358) 

Characteristic 
Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Reproductive 

system and breast 

disorders 

0 (0) 12 (3) 0 (0) 20 (5) 0 (0) 47 (13) 0 (0) 49 (14) 

Respiratory, 

thoracic and 

mediastinal 

disorders 

0 (0) 19 (5) 0 (0) 26 (6) 0 (0) 70 (20) 0 (0) 70 (20) 

Skin and 

subcutaneous 

tissue disorders 

0 (0) 35 (8) 0 (0) 41 (10) 0 (0) 88 (25) 0 (0) 110 (31) 

Vascular disorders 0 (0) 35 (8) 0 (0) 26 (6) 0 (0) 62 (17) 0 (0) 51 (14) 

Blood and 

lymphatic system 

disorders or 

Cardiac disorders 

or Ear and labyrinth 

disorders or 

Hepatobiliary 

disorders or Injury, 

poisoning and 

procedural 

complications or 

Pregnancy, 

puerperium and 

perinatal conditions 

or Social 

circumstances or 

Surgical and 

medical procedures 

0 (0) 34 (8) 0 (0) 45 (11) 0 (0) 113 (32) 0 (0) 110 (31) 

Laboratory 

Hematology 



   

 

Development External Validation 

Placebo  

 (n = 418) 

Fingolimod  

 (n = 425) 

Placebo 

 (n = 355) 

Fingolimod 

 (n = 358) 

Characteristic 
Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Absolute Basophils 

(10^9/L) 
0 (0) 0.1 (0-0.1, 0-0.3) 0 (0) 0.1 (0-0.1, 0-0.2) 0 (0) 0.1 (0-0.1, 0-0.2) 0 (0) 0.1 (0-0.1, 0-0.2) 

Absolute 

Eosinophils 

(10^9/L) 

0 (0) 
0.1 (0.1-0.2, 0-

0.7) 
0 (0) 

0.1 (0.1-0.2, 0-

0.9) 
0 (0) 

0.1 (0.1-0.2, 0-

0.6) 
0 (0) 

0.1 (0.1-0.2, 0-

2.2) 

Absolute 

Lymphocytes 

(10^9/L) 

0 (0) 
1.8 (1.4-2.1, 0.7-

4.8) 
1 (0) 

1.8 (1.4-2.2, 0.6-

6.2) 
0 (0) 

1.8 (1.4-2.2, 0.6-

4.6) 
0 (0) 

1.8 (1.5-2.2, 0.8-

5.8) 

Absolute 

Monocytes 

(10^9/L) 

0 (0) 
0.3 (0.3-0.4, 0.1-

1.3) 
0 (0) 

0.3 (0.3-0.4, 0.1-

0.8) 
0 (0) 

0.4 (0.3-0.5, 0-

1.3) 
0 (0) 

0.4 (0.3-0.5, 0-

1.1) 

Absolute 

Neutrophils 

(10^9/L) 

0 (0) 
4 (3.2-5.1, 0.9-

11.6) 
0 (0) 

3.8 (3-4.7, 1.5-

11.1) 
0 (0) 

4.1 (3.4-5.5, 1-

15.2) 
0 (0) 

4.2 (3.5-5.2, 1.6-

11.9) 

Mean Cell 

Hemoglobin 

(fmol) 

3 (1) 
0.5 (0.5-0.5, 0.3-

0.6) 
4 (1) 

0.5 (0.5-0.5, 0.3-

0.6) 
0 (0) 

0.5 (0.4-0.5, 0.3-

0.6) 
0 (0) 

0.5 (0.4-0.5, 0.3-

0.6) 

Mean Cell Volume 

(fL) 
3 (1) 

92 (89-96, 69-

108) 
4 (1) 

92 (89-95, 70-

113) 
0 (0) 

93 (90-97, 71-

112) 
0 (0) 

93 (89-96, 65-

110) 

White Blood Cell 

(total, 10^9/L) 
0 (0) 

6.4 (5.5-7.7, 3-

14.6) 
0 (0) 

6.3 (5.2-7.5, 3-

14.2) 
0 (0) 

6.7 (5.6-8.2, 3.6-

17.9) 
0 (0) 

6.9 (5.8-8, 3.3-

14.8) 

Biochemistry 

Albumin 

(g/L) 
21 (5) 46 (44-48, 38-53) 24 (6) 46 (44-48, 38-55) 0 (0) 46 (44-47, 37-61) 0 (0) 46 (43-47, 31-55) 

Alkaline 

phosphatase 

(serum, U/L) 

0 (0) 
62 (49-75, 23-

141) 
0 (0) 

61 (51-74, 28-

141) 
0 (0) 

66 (54-81, 29-

161) 
0 (0) 71 (57-86, 1-159) 

Creatinine 

(µmol/L) 
0 (0) 

68 (61-75.8, 38-

124) 
0 (0) 

68 (60-78, 35-

117) 
0 (0) 

67.2 (61-75.1, 

41.5-114.9) 
0 (0) 

69 (61.2-79, 33.6-

114.9) 



   

 

Development External Validation 

Placebo  

 (n = 418) 

Fingolimod  

 (n = 425) 

Placebo 

 (n = 355) 

Fingolimod 

 (n = 358) 

Characteristic 
Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Missing  

n (%) 

Median (IQR, 

range), 

or n (%) 

Bilirubin 

(direct/conjugated, 

µmol/L) 

0 (0) 2 (2-3, 0-10) 0 (0) 2 (2-3, 0-7) 0 (0) 
1.7 (1.7-1.7, 0-

5.1) 
0 (0) 

1.7 (1.7-1.7, 0-

6.8) 

Gamma 

Glutamyltransferase 

(GGT, U/L) 

0 (0) 15 (11-21, 5-197) 0 (0) 15 (11-23, 4-193) 0 (0) 
16 (12-24.5, 5-

179) 
0 (0) 17 (12-25, 6-180) 

SGOT 

(AST, U/L) 
0 (0) 19 (16-22, 10-92) 0 (0) 18 (16-22, 10-75) 0 (0) 18 (16-21, 9-75) 0 (0) 18 (16-23, 8-58) 

SGPT 

(ALT, U/L) 
0 (0) 17 (13-24, 6-146) 0 (0) 16 (13-23, 5-89) 0 (0) 18 (14-24, 5-151) 0 (0) 18 (14-25, 7-109) 

Bilirubin  

(total, µmol/L) 
0 (0) 8 (6-11, 2-50) 0 (0) 8 (6-11, 2-34) 0 (0) 

6.8 (5.1-8.6, 1.7-

22) 
0 (0) 

6.8 (5.1-8.6, 1.7-

34.2) 

Table 5 Baseline characteristics 

Description of all predictors in model development and external validation datasets by arm. Median (interquartile range, range) for numerical variables, and frequencies (percentage) for categorical 

variables and missing values.  
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Figure 6 a/b Missing values 

Missing value pattern of predictors, and outcomes conceptualized as binary at 24 months. The rows, or participants, 

are represented in the x-axis. a) This page Model development dataset b) Next page External validation dataset. 

.  
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4.2 Model development 

Based on the cross-validated average cumulative AUC(t) (Table 6), the modeling methods with best 

discriminative power for predicting the relapse outcome were elastic net or grouped lasso and they had 

moderate performance (AUC(t)avg 0.69). Transformation forest did perform comparably (AUC(t)avg 0.64) 

but the transformation tree performed poorly (AUC(t)avg 0.50). The elastic net model was chosen as the 

preferred method predicting relapse due to the fact that it was more parsimonious with only five terms 

(Table 7) compared to the grouped lasso with 65 terms in the final model fits. It should be noted that the 

optimized alpha value in the elastic net was 1, indicating that only lasso penalization was used in the 

final model (Table 8). The predictors in the final model were all main terms: total EDSS score, total 

volume of Gd-enhanced T1 lesions, number of relapses in the last 2 years, and number of prior MS 

treatments, alongside the drug as fingolimod or placebo. The lack of treatment interaction terms in the 

best performing model led to question the extent to which time-to relapse was heterogeneous in 

response to fingolimod 0.5 mg, particularly at the relative scale. 

The cross-validated discrimination performance of the transformation tree varied very close to 0.50 for 

all investigated outcomes in this study, indicating that its performance was almost equivalent to random 

choice. Both the elastic net and grouped lasso methods performed the best also for predicting new or 

enlarging T2 MRI lesions (AUC(t)avg 0.71) and, although with poorer discrimination, immunosuppressant 

safety (AUC(t)avg 0.60). Elastic net was the simpler model for these outcomes (9 and 45 terms compared 

to 19 and 81 terms of grouped lasso), too, so it was chosen as the final model over grouped lasso or 

transformation forest that had performance close to the penalized regression algorithms. The 

coefficients and the baseline cumulative hazard for the final model fits of the chosen regression methods 

can be found in Appendix B. Inference about treatment effect neither was an objective of this study nor 

is appropriate with the methods used. Still, the coefficients of treatment revealed that it decreased the 

risk of the event with respect to all the four outcomes for which the final model was a regression, 

especially for relapse and new/enlarging lesions. 

In predicting time-to 3-month CDP, the transformation forest greatly outperformed the other methods 

(AUC(t)avg 0.67) with more than 0.1 difference in discriminative performance. Transformation forest had 

a very low discrimination ability (AUC(t)avg 0.54) for the safety outcome but it still was the best among 

the others. Because the safety and efficacy outcome was a composite of others for which the models 

had moderate or poor discriminative power, the performance of the methods for the composite outcome 

 

Method Relapse T2 MRI 3m CDP Safety 
Immune 

safety 
Composite 

Transformation tree 0.50 0.47 0.54 0.51 0.54 0.49 

Transformation forest 0.64 0.68 0.67 0.54 0.60 0.59 

Elastic net 0.69 0.71 0.56 0.51 0.60 0.61 

Grouped lasso 0.69 0.71 0.55 0.50 0.60 0.63 

 

Table 6 Cross-validated area under the curve 

Average cumulative time-dependent area under the curve at 6, 12, and 24 months estimated via cross-validation in 

the model development dataset. T2 MRI: New/enlarging lesions, 3m CDP: Confirmed disability progression, 

Immune safety: Immunosuppressant safety, Composite: Safety and efficacy.  
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Method Relapse T2 MRI 3m CDP Safety 
Immune 

safety 
Composite 

Transformation tree 3 3 0 2 2 2 

Elastic net 5 9 11 2 45 17 

Grouped lasso 65 19 35 17 81 25 

 

Table 7 Number of predictors in competing models 

The number of splits (transformation tree) or terms (elastic net and grouped lasso) in the model fits. The number of 

splits in transformation trees is not directly comparable to the number of terms chosen in penalized regression 

methods because the tree has an internal interaction structure. The random forest algorithm does not have variable 

selection, so the transformation forests had all 80 predictors in interaction with treatment for all the outcomes. T2 

MRI: New/enlarging lesions, 3m CDP: Confirmed disability progression, Immune safety: Immunosuppressant 

safety, Composite: Safety and efficacy. 

was somewhere in between. The grouped lasso, containing 25 terms, was the modeling method with 

the highest AUC(t)avg of 0.63 for predicting the composite outcome. 

The cross-validated AUC(t) at months 6, 12, and 24 are provided separately in Appendix B. The cross-

validated average Brier(t)avg demonstrated that the models with the lowest Brier(t)avg scores were the 

ones selected by using AUC(t)avg except for the safety model, Brier(t)avg score of which was only 0.001 

lower with elastic net compared to with transformation forest (Table 9). Hence, the results from the 

model development stage can be considered robust to the performance evaluation method. 

4.3 Variable importance 

For predicting relapse, the predictor total volume of Gd-enhanced T1 lesions was found to be important 

by all modeling methods during cross-validation and it was also selected by lasso penalty in the final 

model fit. The predictors that were deemed important by three of the four modeling methods during 

cross-validation were total volume of T2 lesions and the concomitant diseases from the SOC of 

metabolism and nutrition disorders. Yet, these predictors were not selected in the final model fit. The 

other predictors selected in the final model (total EDSS score, number of relapses in the last 2 years, 

and number of prior MS treatments) were chosen at least twice by both of the penalized regression 

methods during cross-validation.  

 

Outcome Method Parameters 

Relapse elastic net alpha=1, lambda=0.06 

New/enlarging lesions  elastic net alpha=0.1, lambda=0.59 

Confirmed disability progression transformation forest mtry=8, minbucket=10 

Safety transformation forest mtry=27, minbucket=15 

Immunosuppressant safety elastic net alpha=0.1, lambda=0.32 

Safety and efficacy grouped lasso alpha=0.6, lambda=0.07 

 

Table 8 Final methods and tuning parameters 

The final modeling methods chosen for each outcome and the tuning parameters of the final model.  
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Method Relapse T2 MRI 3m CDP Safety 
Immune 

safety 
Composite 

Transformation tree 0.224 0.292 0.118 0.086 0.220 0.243 

Transformation forest 0.199 0.208 0.115 0.085 0.215 0.231 

Elastic net 0.181 0.197 0.118 0.084 0.215 0.219 

Grouped lasso 0.182 0.210 0.122 0.085 0.240 0.218 

 

Table 9 Cross-validated Brier score 

Average time dependent Brier score at 6, 12, and 24 months estimated via cross-validation in the development 

dataset. T2 MRI: New/enlarging lesions, 3m CDP: Confirmed disability progression, Immune safety: 

Immunosuppressant safety, Composite: Safety and efficacy. 

The top three important predictors for predicting new or enlarging T2 MRI lesions were other MRI 

parameters. Total volume and number of Gd-enhanced T1 lesions were important irrespective of the 

modeling method and total volume of T2 lesions was found to be important by three of the four methods. 

These three predictors were also selected in the final model fit. Other predictors in the final model fit 

(age, duration of MS since 1st symptom, QoL: visual analog scale, and bilirubin) were chosen at least 

twice by both of the penalized regression methods during cross-validation.  

For predicting CDP, no splitting variable was selected by the transformation tree at least twice out of the 

five cross-validation folds, hinting that the structure of a tree may be too simplistic for modeling this 

complex outcome. The remaining three methods chose mean of 9HPT from the MSFC panel and the 

concomitant diseases from the SOC of musculoskeletal and connective tissue disorders as important to 

predict CDP. The single predictor deemed important by all methods for predicting the safety outcome 

was the concomitant disease of gastrointestinal disorders. In predicting immunosuppressant safety, no 

variable was found important by the transformation forest at least twice out of the five cross-validation 

folds. The remaining three methods found exposure to comedications of genito urinary system and sex 

hormones as important to predict the risk of infections or neoplasms. Finally, the single predictor that 

was deemed important to predict the composite safety and efficacy outcome by all methods was total 

volume of Gd-enhanced T1 lesions. Figure 7 and Figure 8 demonstrate how important variables were 

deduced for the transformation tree and forest algorithms. The list of all predictors deemed important by 

modeling method per each outcome are provided in Appendix B. 

4.4 External validation 

The final models were used to predict the probability of the outcomes in the external validation dataset 

based on the baseline predictors and the actual treatment arm. These predictions (Table 10 and Figure 

9) and the observed outcomes were used to evaluate the discrimination and calibration in Section 4.4.1 

and the net benefit of the models in Section 4.4.2. At month 24, median individual prediction for relapse 

risk was 0.42 (range 0.21-0.87). The highest predicted risk distribution was that of experiencing the 

immunosuppressant safety endpoint (median 0.86, range 0.59-1.00) whereas the lowest predicted risk 

distribution was that of experiencing the overall safety endpoint (median 0.16, range 0.06-0.34). 

Finally, the counterfactual outcomes were predicted assuming the participants were assigned to the 

treatment arm other than theirs. These were used to evaluate the predicted treatment response in 

Section 4.4.2 which was calculated in an individual patient by predicting the risk of an outcome  
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Figure 7 Variable importance from transformation forests 

Plots of variable importance from the transformation forest algorithm developed in the training set and evaluated by 

the log-likelihood based permutation importance in the test set of the five folds of cross validation. Dark green 

indicates the important predictors when the log-likelihood averaged over the folds of is considered. The predictors 

which were not important based on the average but were important in at least two folds are light green. Other 

predictors are represented in pink. CoDis: concomitant disease, CoMed: comedication.  



Results   

58 

 

 

Figure 8 Transformation trees 

Plots of transformation trees fit to all of the development dataset. None of these were chosen as the final model for 

the specific outcomes. The figures describe the survival probability in the subgroup belonging to the node per trial 

arm: active fingolimod 0.5 mg as FTY720 and control arm as Placebo. In some nodes (e.g. Node 5 of the tree for 

Relapse), the curves for the arms are indistinguishable when there is almost no difference in survival. MRI: Magnetic 

resonance imaging, CoDis: Concomitant disease, CoMed: Comedication.  
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Outcome 
Overall 

Median (range) 

FTY720 

Median (range) 

Placebo 

Median (range) 

Relapse 0.42 (0.21-0.87) 0.28 (0.21-0.71) 0.53 (0.42-0.87) 

New/enlarging lesions 0.68 (0.38-0.98) 0.47 (0.38- 0.87) 0.76 (0.69-0.98) 

Confirmed disability progression  0.22 (0.10-0.37) 0.23 (0.10-0.34) 0.22 (0.11-0.37) 

Safety 0.16 (0.06-0.34) 0.16 (0.06-0.33) 0.16 (0.07-0.34) 

Immunosuppressant safety  0.86 (0.59-1.00) 0.86 (0.59-1.00) 0.86 (0.70-0.99) 

Safety and efficacy  0.59 (0.39-1.00) 0.47 (0.39-0.69) 0.66 (0.58-1.00) 

 

Table 10 Predicted event probabilities 

Summary of predicted individual event probabilities at 24 months derived from the final models in the external 

validation dataset, overall and by treatment arms. FTY720: fingolimod. 

separately under placebo and under fingolimod 0.5 mg and taking their difference. At 24 months, median 

predicted individual reduction in relapse risk by daily fingolimod 0.5 mg compared to placebo (Table 11) 

was 0.25 (range 0.21-0.31). The highest median predicted individual risk reduction by fingolimod was in 

the risk of new or enlarging T2 MRI lesions (median 0.29, range 0.12-0.32). According to the summary 

measures of predicted individual risk change, the median response to daily fingolimod 0.5 mg compared 

to placebo was null (minimum and maximum almost symmetric around null) for CDP, safety, and 

immunosuppressant safety outcomes. 

4.4.1 Discrimination and calibration 

The discriminative performance of the final model predicting relapse in the external validation dataset 

was very close to the cross-validated performance in the model development dataset. The cumulative 

AUC at 24 months was 0.68 (95% CI: 0.63-0.72). The discrimination performances at months 6 and 12 

were similar (Table 12, Figure 10, and Figure 11). The improvement in Brier score (Table 13) was 7% 

at month 24 and the plots of monthly Brier score of the final relapse model compared to that of the null 

 

Figure 9 Predicted event probabilities 

Boxplots of predicted individual event probabilities at 24 months derived from the final models in the external 

validation dataset, P(Outcome | Drug & all predictors).  
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Outcome Median (range) 

Relapse 0.25 (0.21-0.31) 

New/enlarging lesions 0.29 (0.12-0.32) 

Confirmed disability progression  0.00 (-0.18-0.18) 

Safety 0.00 (-0.23-0.23) 

Immunosuppressant safety  0.00 (-0.13-0.12) 

Safety and efficacy  0.19 (0.10-0.45) 

 

Table 11 Predicted treatment response 

Summary of predicted individual response to fingolimod at 24 months derived from the final models in the external 

validation dataset. The predicted treatment response for an individual participant is calculated by predicting the risk 

of outcome when the drug is fingolimod 0.5 mg and taking its difference from the predicted risk of outcome when 

the drug is placebo. For example, for a patient with given baseline characteristics, the risk prediction for 

experiencing a relapse within the next 2 years can be 0.62 under placebo, but 0.38 under fingolimod. Then, the 

predicted treatment response of absolute relapse risk reduction for this patient would be 0.62-0.38=0.24. 

 

model revealed an overall fit which may not be significantly different than that of the null model. The 

calibration plot (Figure 11) and calibration-in-the-large (Table 14) (-0.17, 95% CI -0.3 - -0.04)) revealed 

significant overestimation (observed/expected 0.84) of the relapse risk by the model in the external 

validation dataset. The bins in the calibration plots varied around the diagonal line and the calibration 

slope (1.06, 95% CI 0.78-1.35) was very close to 1 indicating that a change in the predicted risk may 

lead to a slightly higher change in the actual risk. Interestingly, the predicted risks of the binned groups 

per treatment arm were completely separate while their estimated actual risk had small overlap, 

revealing the great influence of the drug in the final model. 

The external validation performance of the final model predicting new or enlarging lesions in T2 MRI 

(AUC at 24 months: 0.74, 95% CI 0.70-0.78) was also very close to the cross-validated performance in 

the model development dataset. The overall fit of the model for this outcome was not good but its 

discrimination performance was the best compared to the other outcomes. The improvement in Brier 

score was 12% at month 24 and the 95% confidence intervals of the final and null models for predicting 

new or enlarging T2 MRI lesions did not overlap after about 7 months. The calibration-in-the-large (-

0.08, 95% CI -0.18-0.01) revealed that the model slightly but non-significantly overestimated 

(observed/expected 0.92) the probability of having new or enlarging lesions. Similar to that of relapse,  

 

Outcome Month 6 Month 12 Month 24 

Relapse 0.65 (0.60-0.71) 0.68 (0.63-0.73) 0.68 (0.63-0.72) 

New/enlarging lesions 0.63 (0.58-0.69) 0.73 (0.69-0.76) 0.74 (0.70-0.78) 

Confirmed disability progression  0.74 (0.68-0.81) 0.65 (0.59-0.71) 0.59 (0.54-0.64) 

Safety 0.45 (0.37-0.53) 0.45 (0.39-0.52) 0.50 (0.44-0.55) 

Immunosuppressant safety  0.59 (0.54-0.63) 0.61 (0.56-0.66) 0.69 (0.63-0.74) 

Safety and efficacy  0.58 (0.53-0.62) 0.59 (0.55-0.63) 0.58 (0.53-0.63) 

 

Table 12 Area under the curve 

Cumulative time-dependent area under the curve with uncertainty (95% confidence interval) at 6, 12, and 24 months 

estimated for the final models in the external validation dataset.  
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Outcome Month 6 Month 12 Month 24 

Relapse 4% 6% 7% 

New/enlarging lesions 2% 10% 12% 

Confirmed disability progression  1% 3% 1% 

Safety -3% -3% -3% 

Immunosuppressant safety  0% 1% 5% 

Safety and efficacy  0% 2% 0% 

 

Table 13 Scaled Brier score 

Scaled time-dependent Brier scores at 6, 12, and 24 months in the external validation dataset showing percentage 

improvement in the Brier score by the final models compared to that of the null model. 

the confidence interval of the calibration slope (1.07, 95% CI 0.83-1.31) contained 1 indicating that a 

change in the predicted risk may lead to only a slightly higher change in the actual risk. Also similar to 

the relapse outcome, the predicted risk of the groups per treatment arm were completely separate 

although their actual risk overlapped, revealing how influential treatment was in the developed prediction 

model. Another interesting observation from the calibration plot was the very small range, about 15%, 

of predicted risk within treatment arms, although the actual risk had a range of about 50%. The 

observably large slope when stratified by treatment arms might indicate that conditional on treatment, 

one unit change in the predicted risk corresponded to a change that was greater than one unit in the 

actual risk. 

The transformation forest predicting CDP had a similar discrimination performance in the external 

validation compared to that in the development dataset at 12 months (AUC: 0.65, 95% CI 0.59-0.71). 

However, more pronounced was its increased performance to predict timespans closer to (AUC at 6 

months: 0.74, 95% CI 0.68-0.81) and decreased performance to predict timespans farther away than 

(AUC at 24 months: 0.59, 95% CI 0.54-0.64) the baseline. The Brier score of the final model was only 

marginally better than the null model (scaled Brier score 1%) and their monthly plots were almost 

overlapping. According to the calibration-in-the-large (0.17, 95% CI 0.02-0.32), significantly more 

(observed/expected 1.19), patients than predicted by the model experienced CDP in the external 

validation dataset. Unlike the calibration plots of relapse or new or enlarging lesions in T2 MRI, the 

predictions by treatment arms were not clearly separated. 

 

Outcome Calibration-in-the-large Calibration slope 

Relapse -0.17 (-0.3 - -0.04) 1.06 (0.78-1.35) 

New/enlarging lesions -0.08 (-0.18 - 0.01) 1.07 (0.83-1.31) 

Confirmed disability progression  0.17 (0.02 - 0.32) - 

Safety 0.07 (-0.11 - 0.24) - 

Immunosuppressant safety  -0.15 (-0.24 - -0.07) 0.66 (0.43-0.89) 

Safety and efficacy  0.07 (-0.03 - 0.16) 0.46 (0.18-0.74) 

 

Table 14 Calibration measures 

Calibration in-the-large and slopes of the final models in the external validation dataset, with uncertainty (95% 

confidence interval). Calculations for the slope are based on Cox models and estimated only for those methods 

with linear predictors. 
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Figure 10 a/b Area under the curve and Brier score over time 

Monthly time-dependent cumulative area under the curve (AUC(t)) and Brier(t) scores with uncertainty (95% 

confidence intervals) of the final models for all outcomes in the external validation dataset. The plots of Brier(t) 

contain the null models (null) as a reference to the final models (model). a) This page: Relapse, New/enlarging 

lesions (T2 MRI), and Confirmed disability progression (3m CDP) b) Next page: Safety, Immunosuppressant safety 

(Immune safety), and Safety and efficacy (Composite).  
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Figure 11 a/b Calibration and receiver operator characteristic plots 

Calibration (binned to ten predicted risk groups) plots and receiver operator characteristic (ROC) curves overall and 

stratified by trial arm (active fingolimod 0.5 mg arm as FTY720 and control arm as Placebo) at months 6, 12, and 

24 in the external validation dataset. Also provided are time-dependent area under the curve (AUC(t)) and Brier 

score (Brier(t)) as % at the respective time points. a) This page Relapse; b) Next page. New/enlarging lesions (T2 

MRI).  
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Figure 11 c/d Calibration and receiver operator characteristic plots 

Calibration (binned to ten predicted risk groups) plots and receiver operator characteristic (ROC) curves overall and 

stratified by trial arm (active fingolimod 0.5 mg arm as FTY720 and control arm as Placebo) at months 6, 12, and 

24 in the external validation dataset. Also provided are time-dependent area under the curve (AUC(t)) and Brier 

score (Brier(t)) as % at the respective time points. c) This page Confirmed disability progression (3m CDP); d) Next 

page Safety. 
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Figure 11 e/f Calibration and receiver operator characteristic plots  

Calibration (binned to ten predicted risk groups) plots and receiver operator characteristic (ROC) curves overall 

and stratified by trial arm (active fingolimod 0.5 mg arm as FTY720 and control arm as Placebo) at months 6, 12, 

and 24 in the external validation dataset. Also provided are time-dependent area under the curve (AUC(t)) and 

Brier score (Brier(t)) as % at the respective time points. e) This page Immunosuppressant safety (Immune safety); 

f) Next page Safety and efficacy (Composite). 
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The final model for the safety outcome did not have any discriminative power in the external validation 

dataset: the AUC(t) for all time points contained 0.5 in their confidence interval (AUC at 24 months: 0.50, 

95% CI 0.44-0.55). Also, the Brier score of the final model was worse than the null model (scaled Brier 

score at 24 months: -3%). Although the uncertainty around calibration-in-the-large of the safety outcome 

contained 0 (0.07, 95% CI -0.11-0.24), the calibration plots showed a very narrow range of estimated 

actual risk and no observable correlation with predicted risk. 

The discriminative power of the immunosuppressant safety at 24 months was slightly better in the 

external validation dataset (AUC at 24 months: 0.69, 95% CI 0.63-0.74) compared to the cross-validated 

performance from the development dataset. Yet, the improvement in Brier score at month 24 was poor 

(5%) and the Brier score of the final model was not significantly different than that of the null. According 

to the calibration plot and the calibration-in-the-large (-0.15, 95% CI -0.24 - -0.07) the model significantly 

overestimated (observed/expected 0.85), the risk of infections or neoplasms in the external validation 

dataset. Also, the calibration slope was significantly lower than 1 (0.66, 95% CI 0.43-0.89), which means 

that the actual high risks are predicted to be even higher and the low risks are predicted to be even 

lower. Unlike the efficacy endpoints for which a regression was chosen as the final model, the effect of 

the treatment arm was not visible as clear separation in the predicted risk axis of the calibration plot. 

This was due to the facts that not only the coefficient of treatment in the final model for 

immunosuppressant safety was almost one tenth of that in the final models for relapse or new/enlarging 

lesions, but also, unlike the regression models for efficacy, there were predictors with greater coefficients 

than that of treatment in the final model for immunosuppressant safety. 

The model predicting the composite outcome performed worse than in the development dataset (AUC 

at 24 months: 0.58, 95% CI 0.53-0.63) but the lower boundary of the 95% CI of its AUC(t) was above 

0.50 for every monthly time point. Yet, the scaled Brier score at 24 months (0%) and its graph revealed 

lack of difference from a null model. The calibration-in-the-large (0.07, 95% CI -0.03 - 0.16) indicated 

that the model slightly but non-significantly underestimated (observed/expected 1.07) the risk of having 

the clinical efficacy or safety outcomes. A unit difference in the predicted risk corresponded to less than 

half unit difference in actual risk, as revealed by the calibration slope (0.46, 95% CI 0.18-0.74). 

4.4.2 Decision and treatment response analyses 

The decision curve analysis in the external validation dataset revealed that basing decisions on 

prognostic predictions from the relapse model would be informative between the risk thresholds of 

approximately 20 to 50% at 24 months (Figure 12). All patients willing to take the risk of an intervention, 

to avoid experiencing a relapse with 20% probability or less should be intervened with and no patients 

that would require at least 50% probability of relapse to take the risk of an intervention should be given 

one. Visual inspection of treatment effect modification by the treatment effect curves (Figure 13) that 

display predicted risk separately for the treatment arms, and the distribution of predicted treatment 

response revealed that daily treatment with fingolimod 0.5 mg was predicted to be superior to placebo 

across the board (Figure 13). All participants in the external validation dataset would be recommended 

fingolimod if the decision threshold was having any predicted benefit over placebo (Appendix B). This 

indicates that there was no qualitative heterogeneity in relapse risk in response to fingolimod, as 

expected by the lack of interaction terms in the final prediction model. The curves of risk conditional on 

treatment effect and their separate confidence intervals revealed very slight quantitative treatment 

heterogeneity, in which the risk of event with fingolimod 0.5 mg seem to increase less than with placebo 

as one covers the portions of the population with greater predicted treatment response. The empirical 

estimation of average benefit of fingolimod in those recommended was 0.22 (95% CI 0.15-0.30). The 
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predicted treatment response varies very narrowly (0.001) around the mean. The total gain from 

treatment response predictions over the marginal effect of fingolimod was the lowest for the relapse 

outcome (2.9%). 

The 24-month risk threshold range for which the model predicting new or enlarging lesions in T2 MRI 

was useful was wide but high (approximately 40 to 90%). If the risk tolerance is outside this range, 

blanket strategies of intervening to all or none should suffice. Similar to the relapse outcome, the 

variability of predicted treatment response on new or enlarging T2 MRI lesions was very low (0.001) and 

all patients would be recommended treatment with fingolimod. So, there was lack of observable 

heterogeneity in response to fingolimod, as indicated by non-overlapping curves of new or enlarging 

lesion risk given treatment effect and low total gain from treatment response predictions over the 

marginal treatment effect (3.4%). The empirical estimation for the average benefit of fingolimod in those 

recommended was 0.26 (95% CI 0.19-0.33). 

Although net reduction in interventions for the outcome of CDP at 24 months looked greater than that 

of the other efficacy outcomes, this was not due to a greater range of thresholds for which the prediction  

model was useful but rather due to the low incidence of the event, which made the strategy of no 

intervention a viable option. The model predictions for CDP were useful in a narrow risk range between 

approximately 25 to 35%. The mean predicted response to fingolimod was barely distinguishable from 

null and there was a qualitative heterogeneity of treatment effect where 52% (95% CI 48-56%) of the 

participants would be recommended daily fingolimod 0.5 mg as opposed to placebo according to the 

model predictions of CDP. There was some variability in predicted response to fingolimod (0.006). 

However, overlapping confidence intervals of the risk curves for CDP given treatment effect indicates 

that one cannot conclude a significant heterogeneity in treatment response. The total gain from model 

predictions compared to the average treatment effect was 6%. 

As expected from its lack of discriminatory power, the model for predicting safety risk at 24 months did 

not have any benefit over the blanket strategies of intervention to all or none. The predicted response 

to fingolimod had some variability (0.009) around null and there was a non-significant qualitative 

heterogeneity of treatment effect where 49% (95% CI 45-53%) would be recommended treatment based 

on model predictions. The total gain from predicting the treatment response with the model was 8% but 

this descriptive statistic should not lead to the conclusion that the model is useful just because its 

predictions reveal heterogeneous treatment response. The absolute model predictions for the safety 

risk are expected to be incorrect, as evidenced by the lack of discriminative power. 

The incidence of serious and non-serious infections and neoplasms was high in both the active and 

control treatment arms of the trials repurposed for this study. Hence, preventive measures would be 

recommended up to the threshold of approximately 75% event risk tolerance. For risk tolerance higher 

than 75%, the prediction model would be useful for decisions. The predicted treatment response 

distribution for the immunosuppressant safety outcome had some variability (0.005) and there was a 

non-significant qualitative heterogeneity where 49% (95% CI 45-53%) of the participants would be 

recommended fingolimod. The total gain from predicting the treatment response with the model as 

opposed to using average treatment effect was 6%. 

Finally, the composite of safety and efficacy had a narrow range of threshold probabilities where the 

model was useful: 55-65%. The interpretation of the decisions of intervention and evaluating a threshold 

is complicated due to its composite nature. The predicted response to fingolimod varied asymmetrically 

around its mean (0.19, range 0.1-0.45) and its variance was 0.012. The outcome risk given treatment 

showed significant interaction with the predicted treatment effect. The total gain from predicting the 

treatment response was 10% (95% CI 3%-18%), the highest among all outcomes. 



Results   

72 

 

 

Figure 12 a/b Decision curve analysis 

Expected net benefit under different strategies of intervention to all, none, or by model (left), and percent reduction 

in interventions using the model (right) for different risk thresholds a) This page: Relapse, New/enlarging lesions 

(T2 MRI), and and Confirmed disability progression (3m CDP) b) Next page: Safety, Immunosuppressant safety 

(Immune safety), and Safety and efficacy (Composite).   
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Figure 13 a/b Predicted treatment response 

Treatment effect prediction in the external validation dataset. Predicted risk under each treatment to investigate 

effect modification on the left, and distribution of predicted treatment effect on the right, a) This page: Relapse, 

New/enlarging lesions (T2 MRI), and Confirmed disability progression (3m CDP) b) Next page: Safety, 

Immunosuppressant safety (Immune safety), and Safety and efficacy (Composite).  
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5. Discussion 

This Chapter starts with reviewing the final model, its performance, and its comparison to other 

prediction models in the literature, initially for the primary outcome of time-to-relapse (Section 5.1), then 

for the rest of the outcomes (Section 5.2). Influential predictors per outcome are examined and put in 

the context of the current knowledge in Section 5.3. The strengths and limitations of this work, alongside 

their reasons and possible effects, are evaluated in Section 5.4. How the results from this thesis can 

have an impact on future scientific inquires or clinical decisions and which inspirational goals remain 

unaccomplished are discussed in Section 5.5. 

5.1 Predicting relapse 

The final model for predicting the relapse risk was parsimonious with only main terms selected by a 

lasso penalty. Discrimination performance in the external validation dataset measured by AUC at 24 

months was 0.68 (95% CI: 0.63-0.72), which was very close to the AUC estimated via cross-validation 

in the model development dataset. This performance is very similar to the internally validated c-statistics 

of 0.65136, of 0.62122, and of 0.65140 for models predicting relapse in similar studies. Although the 

discriminative performance of the final model in this thesis was moderate and significantly higher than 

0.5, the Brier score in the external validation dataset was not much better than that of the null model 

and the calibration assessment revealed overestimation of risk (observed/expected 0.84). Before 

application to new patients from other populations, the model may need recalibration. Basing 

interventional decisions on the relapse model seemed to be useful when the threshold relevant for 

decision making was between 20 and 50% event risk at 24 months, covering almost three-fourths of the 

predicted event probabilities.  

Luckily, for the primary outcome of relapse, a simple, robust, and easy to report model was selected via 

cross-validation. Although they may be more flexible, complex black-box algorithms like the random 

forest are more difficult to interpret and report.188 The best model predicting relapse was a regression 

rather than a tree-based method and no predictor by treatment interactions were selected in the final 

model. These indicate a lack of detectable heterogeneity in treatment response, at least as predictable 

by the commonly measured variables used in this study. Also, according to the counterfactual 

predictions and the assumption of no cost or harm, all participants in the external validation dataset 

would benefit from receiving daily fingolimod 0.5 mg rather than placebo. There was no qualitative 

treatment effect heterogeneity and only a very low variability of 0.001 in predicted treatment response. 

Hence, the individualized treatment response predictions by the model did not result in a relevant gain 

(2.9%) over the marginal treatment effect. The individual risk of relapse at 24 months was predicted to 

be lower with fingolimod for all, with predicted absolute risk reduction of 21 to 31% with fingolimod 

compared to placebo. 

The findings from other comparable studies predicting heterogeneity in treatment response for the 

relapse risk similarly point to possible lack of detectable or predictable qualitative heterogeneity, not only 

for fingolimod but for other marketed DMTs. Chalkou and colleagues136 reported that although the main 

terms for the DMTs they investigated (natalizumab, glatiramer acetate, dimethyl fumarate vs. placebo) 

and the prognostic risk score they developed were statistically significant in the meta-regression, the 

DMT by risk score interaction was not. Also, the study by Stühler and colleagues140, which included 

fingolimod alongside other five DMTs, revealed less than 0.01 difference in cross-validated c-statistic 
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from the prognostic model containing only main terms and the predictive model containing both main 

and treatment interaction terms. In contrast, Pellegrini and colleagues139 reported qualitative 

heterogeneity of response to dimethyl fumarate compared to placebo based on statistically significant 

interaction of treatment with the treatment response score they developed. This may be due to the fact 

that Pellegrini and colleagues139 chose the model that maximized the treatment effect heterogeneity as 

opposed to models by expert-view or by maximizing prognostic model fit. It remains unclear whether 

their treatment response model can be converted to a well-calibrated absolute risk that may be useful 

for individual decision-making. 

5.2 Predicting other outcomes 

The final model predicting new or enlarging T2 MRI lesions was developed with an elastic net penalty 

and only had main term effects. The 24 month AUC was 0.74 (95% CI: 0.70-0.78) at external validation 

and it was the highest for this outcome among others investigated in this study. This discrimination is 

much better than the cross-validated AUC of 0.62 from the model with a similar outcome.151 This 

discrepancy can be attributed to the difference in data source (RCT in this study vs. routine care by 

Hapfelmeier), the difference in the treatment included (fingolimod vs. first-line), or the difference in the 

outcome conceptualization (right- vs. interval-censored). The good fit of the final model in this study was 

also demonstrated by the highest scaled Brier score (12%) at 24 months. The calibration performance 

of the final model predicting new or enlarging T2 MRI lesions was moderate because the calibration plot 

was scattered around the diagonal when stratified by drug, precluding strong calibration.189 The model 

would be useful in decision making when the risk threshold is between 40 and 90%. Results from the 

treatment effect analysis in the external validation dataset for new or enlarging T2 MRI lesions was 

similar to that for relapse. In short, daily fingolimod 0.5 mg would be recommended to all participants, 

and there was very low variability in predicted treatment response with very low gain from model 

predictions. Although this non-clinical efficacy outcome was easier to predict with the existing predictors, 

there was no evidence of treatment effect heterogeneity. Also, it is unclear how this predictability can 

be translated into the clinic for decision making during which clinical outcomes are of primary interest. 

With a cross-validated AUCavg(t) of 0.67 for the 3-month CDP outcome, the transformation forest 

outperformed other methods by over 0.1 difference, which may be indicative of the need to include non-

linear or higher-order interactions to represent this disability endpoint. This discriminatory performance 

was comparable to the bootstrapped c-statistic of less than 0.65 for the prognostic model predicting 

disability progression133, cross-validated AUC of less than 0.69 for the prognostic model predicting 

CDP134,135, but better than the cross-validated c-statistic of 0.56 for the predictive CDP model140 in similar 

studies. The external validation revealed worse discriminatory performance for the CDP model 

developed in this study, especially as the prediction timeframe got longer, with an AUC of 0.59 (95% CI 

0.54-0.64) at 24-months. Also, the Brier score of the final model was very close to that of the null, making 

the quality of predictions from the model questionable. Although there seemed to be qualitative 

heterogeneity of treatment effect, as evidenced by 0.006 variance of predicted treatment response 

around null, the difference in risk given treatment was never significant between treatment arms. The 

null median predicted treatment response was unsurprising in the light of the reported results from the 

source trial, FREEDOMS II, in which fingolimod 0.5 mg failed to have a significant effect on the risk of 

3-month CDP.55 

In this study, a novelty was the aim to develop prognostic models to predict safety-related outcomes. 

The safety outcome, composed of any SAE or discontinuation of the trial due to an adverse event, could 

not be modeled with sufficient discriminatory power. The best performing method was transformation 
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forest and had a cross-validated AUC of 0.54. In the external validation dataset, the final model had an 

AUC of 0.50 at 24 months. This result points to the fundamental difficulties in modeling safety outcomes. 

If adverse events from multiple SOCs are pooled, the heterogeneity makes it harder to capture their 

different underlying mechanisms in a model. Yet, adverse events, especially serious ones, are expected 

to be not very common with marketed drugs. As one increases the granularity of grouping adverse 

events to better predict them, there are fewer events in each group and power decreases. Combining 

results from multiple safety-related models is an unaddressed methodological challenge. 

The more refined outcome of immunosuppressant safety, which is related to the main mechanism of 

action of all DMTs, including fingolimod, was more predictable than the overall safety outcome. The best 

performing method to predict an adverse event from the SOCs of infections and infestations or 

neoplasms was elastic net. It had moderate cross-validated performance with an AUCavg(t) of 0.60 and 

external validation performance with an AUC of 0.69 (95% CI 0.63-0.74) at 24 months. However, the 

overall fit and calibration performance in the external validation dataset were not satisfactory. There was 

some non-significant heterogeneity in the predicted treatment effect on immunosuppressant safety 

demonstrated by the variability of 0.005 and 6% gain from the predictions over the marginal treatment 

effect. 

Even though the eventual goal of personalized medicine is estimation of the net benefit that an individual 

expects, combining the results from separate models that predict efficacy and safety outcomes is a 

challenge.94 Forming a composite outcome as was done in this study is far from the ideal solution. It 

assumes that all events contributing to the composite outcome have the same weight or value and that 

a single model is feasible despite potentially different biological mechanisms behind them. Grouped 

lasso was the selected method to predict the outcome formed as a composite from relapse, 3-month 

CDP, and safety. The model had low discriminatory performance of AUC 0.58 (95% CI 0.53-0.63) at 24 

months in the external validation dataset. The overall fit was not different from a null model, according 

to the Brier score improvement of 0%. The predicted treatment response for the composite outcome 

was the most heterogeneous, as indicated by its variance of 0.012 and high total gain of 10% from 

predicting the response to fingolimod compared to using its marginal effect. The interpretation of the 

results and model usefulness is challenging for composite outcomes.33 

5.3 Important predictors 

The variable that had the greatest influence in the final model predicting time-to relapse was the drug. 

Being assigned to the active treatment arm of daily fingolimod 0.5 mg, as opposed to placebo, increased 

time-to relapse. In addition to the drug, only four predictors were selected by the lasso penalty in the 

final model and all were main terms. These had the same direction of effect and were also selected by 

the logistic regression with lasso penalty in the risk score developed by Chalkou and colleagues.122 

Included in the list were established predictors indicative of disability, as total EDSS score, and 

symptoms, as number of relapses in the last 2 years, which were used as adjustment factors in the 

primary analysis of ARR in the source trials of FREEDOMS and FREEDOMS II. Higher disability or 

disease activity, as demonstrated by baseline EDSS or pre-baseline number of relapses, increased the 

risk of and decreased the time-to first relapse, confirming the results from the trials’ conventional 

subgroup analysis.65 Another predictor selected in the final model and deemed important by all modeling 

methods was total volume of Gd-enhanced T1 lesions, an MRI-related marker considered to detect new 

inflammatory activity19 and surrogate of ARR for many DMTs.36 Lasso penalty is expected to select only 

a single one of correlated variables. Hence, the selection of total volume of Gd-enhanced T1 lesions 

may hint that it may be capturing something beyond the pre-baseline number of relapses. As expected 
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from the results of the trials’ conventional subgroup analyses, higher volume of Gd-enhanced T1 lesions 

increased the risk of relapse.65 Also confirming the results from the subgroup analyses, the last variable 

that predicted time-to relapse in the final model was the number of prior MS treatments. Exposure to 

higher number of DMTs before the trial meant higher risk of experiencing a relapse during the trial. The 

mechanism by which these two are related is not easy to disentangle. Maybe the number of prior MS 

treatments reflects highly active disease beyond the number of relapses, EDSS, and MRI measures. 

Or, maybe, the residual rebound effect from previous treatments lasts longer than the wash-out period 

of 3 to 6 months as foreseen by the eligibility criteria of the source trials. Unsurprisingly, another 

surrogate MRI marker of ARR, total volume of T2 lesions36 was important in predicting time-to relapse 

across methods during cross-validation, although it was not selected in the final model. Interestingly, a 

predictor deemed important for relapse risk across methods was the concomitant diseases from the 

SOC of metabolism and nutrition disorders. One possible explanation is that the bioavailability of 

fingolimod (and hence its comparator placebo) may be different in those with metabolic disorders.190 

Another explanation may be an unobserved underlying mechanism that effect both experiencing 

metabolic or nutritional disorders and future relapse risk. Age or sex, which were significant in subgroup 

analyses of fingolimod trials64,65, were not found to be influential independent predictors by the methods 

employed in this study. 

In line with the results from the source trials54,55, daily fingolimod 0.5 mg decreased the risk of 

experiencing new or enlarged T2 MRI lesions compared to placebo in the final prediction model. The 

drug was the most influential variable followed by, unsurprisingly, other MRI markers: total volume of 

Gd-enhanced T1 lesions, number of Gd-enhanced T1 lesions, and total volume of T2 lesions. Like a 

self-fulfilling prophecy, higher volume or number of MRI lesions at baseline predicted shorter time-to 

new or enlarged T2 lesions. Age categories and disease duration were also in the final model. Other 

important but unexpected variables that were selected by the elastic net penalty in the final model were 

visual analog scale (QoL), and bilirubin, increase of which increased the risk of new or enlarging T2 

lesions. 

For predicting 3-month CDP, the best method was a transformation forest indicating that probably some 

higher order interactions and drug by predictor interactions were relevant. Mean of 9HPT from the MSFC 

panel, and concomitant diseases from the SOC of musculoskeletal and connective tissue disorders were 

deemed important by three modeling methods during cross-validation. Because CDP is a disability 

related outcome measured by EDSS, it is unsurprising that according to the finally selected method of 

transformation forest, total EDSS score and EDSS system score of the cerebral (or mental) functions 

were important predictors in at least two of the cross-validation folds. The same argument can be made 

for the 9HPT measuring hand dexterity.191 When the baseline EDSS score is greater than 4.0, the main 

determinant of its change is ambulatory functions33, which may be a reason for concomitant 

musculoskeletal and connective tissue disorders to predict CDP. These four predictors found important 

in this study do not intersect with those reported by other comparable prediction studies with disability 

outcomes.133,138 There may be many reasons for such a discrepancy. Primarily, interaction with 

fingolimod treatment in a global outcome prediction framework via a model-based tree is unique to this 

study, whereas Bovis and colleagues138 specifically modeled CDP as a response to another DMT, and 

Pellegrini and colleagues133 modeled prognosis of a composite measure of disability in only placebo 

arms by multiple methods, including support vector machines. Either these methodological differences 

caused non-overlapping lists of important predictors, or there are many but weak (or differently 

measured) predictors of (differently measured) disability increasing the randomness of which ones are 

found important in different studies. Similar to this study, the pre-print by De Brouwer and colleagues142 

also reports EDSS and functional system scores as high ranking in importance for predicting CDP. 

Especially worth noting in this study is the insignificance of disease activity indicators like MRI markers 
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for predicting 3-month CDP, compared to the high influence of MRI lesions on relapse and new or 

enlarging T2 MRI lesions. This observation is contradictory to the conventional subgroup analyses of 

the FREEDOMS trial64, in which number of relapses and T2 lesion volume was significantly interacting 

with treatment. Yet, results from this study is in line with the so called “clinico-radiological paradox” in 

MS34 and raises the question whether disease activity and disability progression may have different 

mechanisms. Other analyses based on trials of the same drug had similarly conflicting results.192 

The single predictor deemed important by all methods for predicting the safety outcome was the 

concomitant diseases from the SOC of gastrointestinal disorders. Hypothetically, the oral route of 

fingolimod’s administration may be the underlying mechanism by which patients with concomitant 

gastrointestinal disorders have different bioavailability of the drug and hence the risk of experiencing 

SAEs or discontinuing the study due to an adverse event. In predicting immunosuppressant safety, the 

predictor found important by three modeling methods was exposure to comedications of genito urinary 

system and sex hormones as important to predict risk of infections or neoplasms. Unless there is a drug 

interaction between fingolimod and this class of comedications, it is unclear how this predictor may be 

prognostic. 

5.4 Strengths and limitations 

Conducting this study was only possible because the sponsor of these trials, Novartis, put in place 

mechanisms and accepted our research proposal to share their data. Novartis has established further 

initiatives for advanced data sharing in the disease area of MS.193 Experts in the field of treatment effect 

prediction have been calling for data pooling opportunities94 because identification and prediction of 

treatment effect modification via multivariable modelling techniques require high sample sizes for 

sufficient power. In this study, data from the trials of a single drug were used not only to decrease the 

complexity of the prediction task but also to be able to conveniently investigate candidate predictors, 

like QoL, measured consistently with the same tool by a single sponsor. This study evaluated a single 

treatment option for MS patients although there are many. Forming a large randomized dataset 

compatible for prediction modeling is a challenge because the baseline characteristics collected and 

how they are recoded vary greatly between trials. 

The data source is both a limitation and a strength of this study. Compared to the patients that are 

encountered in routine clinical practice, RCT participants tend to be more homogenous due to the 

eligibility criteria.68 In the context of MS, RCT participants tend to have higher disease activity and less 

comorbidities.123 Even though patient selection into the trials may have hindered identification of some 

variables as predictors or forming a prediction model closer to the real world, randomization provides 

an unbiased way to predict heterogeneity in treatment response. In contrast, non-randomized settings 

would entail confounding by indication.67,145 Also, data quality and completeness is expected to be 

superior to any observational data that was collected for purposes other than prognostic prediction. Such 

secondary use of data is relatively common in MS prognostic prediction literature.129 

Regardless of being experimental or observational, secondary use of data brings challenges to 

prognostic modelling. Not all candidate prognostic factors are necessarily measured when the primary 

aim of data collection is different. In the source trials of FREEDOMS and FREEDOMS II, no CSF 

measurements were available. The range of measured MRI-related variables were readily available in 

routine practice, yet limited. For instance, measures on brain atrophy, which are thought to be related 

to disability progression123, could not be included as candidate predictors because at baseline there was 

only absolute brain volume but no % change over a period of time. Other MRI measures available at 

specialty centers or results from –omics analysis were not available either, although one can argue 
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against their inclusion anyways because these would make a prognostic prediction model difficult to use 

or implement in routine care. Although they are prognosis-wise promising, CSF or genetic markers have 

unfortunately not been investigated in well-conducted and sufficiently powered prediction modeling 

studies in MS. 

The limitations of the source trials are likely to inflict this study, too. According to a systematic review, 

the different reasons for drop-out in the arms of the source trials FREEDOMS and FREEDOMS II 

increased their risk of bias.58 This may have caused misspecification of the model. Also, if the 

discontinuations were related to the outcome, censoring may have been informative. Two years is a 

common timeframe for pivotal trials in MS. Yet, due to the chronicity of this lifelong disease and longer 

time required to observe disability-related outcomes, it may be considered short for prognostic 

purposes.123 What would happen after 2 years and whether the developed models would have predictive 

power beyond this timeframe could not be answered in this study.67 

Another strength of this study due to its data source is consideration of predictors that were not 

previously investigated. Because comedications and concomitant diseases are systematically recorded 

in RCTs, including the source trials of this study, groups of these could be investigated as candidate 

predictors of efficacy and safety outcomes. The important groups can further be investigated in future 

studies to identify which diseases or comedications, among many, can be confirmed to have predictive 

power. 

The participants randomized to the high dose of daily fingolimod 1.25 mg in the source trials were 

excluded from this study. Due to the randomized nature of the treatment assignment, it is unlikely that 

this decision caused any selection bias. On the contrary, the models developed are more fit to be further 

evaluated in real-world datasets because only the dosage available on the market was used.  

EPV in the model development dataset (1.9 for the primary outcome of relapse) was lower than 10, 

which is the minimum recommended value in the prognostic modeling literature.194 However, three of 

the four competing modeling methods had shrinkage either due to a penalty factor, in the case of 

regularized regressions, or due to an averaging over an ensemble, in the case of random forest. 

Shrinkage is expected to minimize overfitting to the training dataset, a problem exacerbated by low EPV. 

Eventually, models from these methods were chosen to have the best performance. The satisfactory 

performance of the model predicting relapse in the external validation dataset also makes the problem 

of low EPV in the development dataset less critical. The effective sample size (number of events) in the 

external validation dataset was satisfactory for relapse and other secondary endpoints. 

The outcomes of CDP and new or enlarging T2 MRI lesions, which are only observable during regular 

visits, could have been more correctly conceptualized as interval-censored rather than right-censored. 

However, modeling and evaluation methods for this type of outcome are either limited or non-existent. 

Because the optimization and evaluation process would become very different and these two outcomes 

were considered secondary, right-censored analysis was sought for all investigated outcomes. 

The two unverified assumptions for all the modeling methods were missing at random, based on which 

missing was imputed, and non-informative censoring, based on which time-to-event methods were used. 

If violated, the assumption about missing data is not expected to cause a major change in results 

because of the very low frequency of missing per predictor with median 0% and maximum 6.5% in model 

development dataset, and median 0% and maximum 1.8% in the external validation dataset. However, 

informative censoring due to missing outcome measurement could potentially distort the developed 

models or performance evaluations because, respectively, 13% and 21% of participants in the model 

development and external validation datasets were missing any 24-month visit. 
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Not investigating the assumptions of the modeling methods is not necessarily a limitation. When the 

objective is prediction rather than inference, the modeling assumptions become less relevant as long as 

the prediction performance is satisfactory.84 The investigation of and correction for any violated modeling 

assumptions are valuable only if predictions become more accurate. The assumption of proportional 

hazards in the penalized regression models was indirectly challenged by including an alternative 

competing method, the transformation forest, with the ability to detect non-proportional hazards.162 

The choice of competing modeling methods determines the possible functional forms that can be 

represented. In this study only generalized linear regressions and tree structures were investigated. This 

does not preclude other possible functional forms that may be better fitting to the data, e.g. support 

vector machines. Higher order terms or interactions between predictors, except those with treatment, 

were not included in the penalized regressions, assuming an additive, log-linear relationship between 

the predictors and the outcome.84 Yet, if this assumption was strongly violated, the random forest – 

being a method that is good at capturing higher-order relationships - would be expected to outperform 

the penalized regressions. It was the case for the CDP and safety outcomes but not others. Also, 

treatment interaction effects are expected to be weaker than prognostic ones and could be handled 

differently in the penalized regression.45,187 In this study, if the weaker treatment interaction effects were 

relevant to the prognostic performance, the grouped lasso or recursive partitioning methods would be 

expected to outperform elastic net because the discriminative power of prediction models is expected 

to decrease when true interactions are omitted.78 

The cross-validated discrimination performance of the transformation tree varied very close to 0.50 for 

all investigated outcomes in this study, indicating that none of the outcomes could be predicted well by 

the structure of a single decision tree. Similarly, a systematic review of 71 prediction modeling studies 

with competing methods found that when included as an alternative, trees always had worse 

performance than other machine learning methods. Authors of that systematic review concluded that in 

comparative studies with low risk of bias, machine learning methods on average did not outperform 

linear regression based methods in terms of the validated AUC.85 Their conclusion is in line with the 

results from this study. 

There are many ways of modeling differential treatment effects, statistical methods of which have been 

developed recently.45 These could well be applied to answer the questions posed in this study, too. 

However, head-to-head comparison of the performance of all these methods is missing. A study 

compared five of them in terms of their performance in recovering the underlying structure of simulated 

data and found that model-based recursive partitioning, the method on which transformation forests 

included in this study are based, was the best at detecting treatment predictor interactions under varying 

conditions compared to the others.195 

The well-known barriers to predicting individualized treatment response are also the limitations of this 

study. Evaluation of the predicted treatment response is constrained by the fact that it cannot be 

observed. The lack of known strong effect modifiers precludes selection of handful of predictors to 

include in the model based on medical expertise. This is compounded by the fact that RCTs are 

expected to be underpowered to detect multiple weak interactions in a modeling framework.103 Based 

on the results for the primary outcome of relapse, it is questionable whether the response to fingolimod 

is heterogeneous enough to require individualized predictions and, if it is, whether this can be predicted 

based on the collected variables.196 The deterministic assumption that the variability in the outcomes 

observed in the active arm in an RCT is necessarily a quality of the patient and cannot vary within the 

patient in a random manner is a strong one. In terms of prediction, a correct model generally does not 

exist and there may be subtle and higher term interactions, or unobservable or yet to be discovered 

predictors.84 
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In this study, the probabilistic predictions from the prognostic models were intentionally not categorized 

to create a decision rule or to define risk groups. This action should be medically justified and depend 

on weighing of benefits and harms of the outcomes, either by healthcare professionals or by patient 

representatives.84 

5.5 Implications 

The translation of a prediction model into clinical practice requires many stages, the initial of which was 

addressed in this study (Table 15). The primary aim was to develop a model predicting risk of relapse 

and to assess its reproducibility in an independent but similar group of patients. The result was a simple 

prognostic model with a moderate AUC of 0.68 in new patients at 24 months. The model can predict 

relapse risk in RRMS patients receiving no treatment (placebo) or fingolimod at time points up to 2 years. 

If the decision thresholds at which this model has high net benefit are considered clinically relevant by 

medical experts, it can be further externally validated, preferably in observational datasets that are more 

representative of patients encountered in routine care. A well-performing model can be useless in the 

clinic, whereas a poor-performing model very useful117, if predictions can help optimize the treatment 

procedures. Updating the model was not sought in this study. But, as indicated by the overestimation in 

the external validation dataset, recalibration may be necessary in a different clinical setting that the 

model is planned to be used.84 After demonstration of transportability by additional satisfactory external 

validations110,197, the model can be turned into a tool for impact analysis198 and implemented in 

healthcare settings.146,199 

Unless the harms or costs of treatment are taken into account, the predictions from the relapse model 

suggested treating all RRMS patients in the external validation set with daily fingolimod 0.5 mg to 

maximize the treatment effect both at the individual and the population levels. This may change when 

burdens are reflected in the threshold for accepting a treatment. The decision threshold is a medical 

question rather than a statistical one and should be addressed taking into account the purpose and 

context of using the treatment effect model.75 Treatment response prediction models differentiating 

patients that would benefit from a treatment as opposed to a comparator are only expected to be useful 

when the clinically relevant decision threshold range is close to the expected outcome from the 

treatment, in which case the model would separate those that benefit from those that are harmed. In the 

case of the relapse risk model, the range of the predicted individual response to fingolimod was between 

0.21 and 0.31 decrease in relapse risk at month 24. Whether this treatment effect range would be 

relevant in the clinic should be decided on a case-by-case basis. The goal of this study was not to find 

an algorithm for decision-making or replacing clinical judgement. The aim was to combine multiple 

prognostic factors and produce an estimated prediction of risk conditional on baseline factors, which 

may then be used to support treatment decisions.198,200,201 

Lipkovich45 suggests that qualitative interactions in which the experimental treatment is better than the 

standard treatment for a subgroup but worse for the rest is relatively rare. The lack of treatment 

interaction terms or interaction structure in the best performing model for predicting relapse risk at 24 

months supports the idea that there may not be a heterogeneity in response to fingolimod beyond the 

heterogeneity in baseline prognostic risk in untreated RRMS patients. Even the heterogeneity in 

baseline risk introduced little variability to the predicted treatment effect. These observations are also 

valid for the outcome of new or enlarging T2 MRI lesions, the final model of which had properties and 

performance very close to that of relapse, highlighting the close relationship between clinical and 

imaging-based disease activity in RRMS. 

 



    

 

Context Output Implication 

Clinical, 

Research 

Relapse model as a prognostic 

prediction tool 

Implementation in clinics for use as a decision support tool during care of RRMS patients, only after: 

1) decision thresholds of model benefit are found relevant by clinicians 

2) further external validation in datasets from various sources 

3) recalibration, if needed in a new setting 

4) impact analysis 

Clinical Prediction of response to fingolimod 

versus placebo from the relapse model 

 if ~21% reduction in two-year relapse risk in response to fingolimod outweighs its potential harms, then treat all RRMS 

patients* with fingolimod 

 if ~31% reduction in two-year relapse risk in response to fingolimod does not outweigh its potential harms, then do not treat 

similar RRMS patients* with fingolimod 

 if the decision threshold to treat with fingolimod lies between ~21 and 31% reduction in two-year relapse risk, calculate the 

predicted decrease in relapse risk with the relapse model 

Research Predictability and variability of response 

to fingolimod 

Future studies in RRMS patients and using different data sources and candidate predictors: 

 to confirm or rebut lack of variability of clinical and imaging-based disease activity in response to fingolimod 

 to investigate the predictability of disability and safety, and variability of the change in their risk in response to fingolimod 

Research Important predictors Future studies in RRMS patients and using different data sources to confirm or rebut the importance of: 

 concomitant metabolism and nutrition disorders for predicting relapse 

 concomitant musculoskeletal and connective tissue disorders for predicting CDP 

 bilirubin for predicting new or enlarging lesions in T2 MRI 

 concomitant gastrointestinal disorders for predicting overall safety 

 comedications of genito urinary system and sex hormones for predicting infections or neoplasms 

Research Further horizons for treatment response 

prediction in RRMS patients 

 modeling the predicted treatment response as an outcome 

 modeling dynamic treatment regimens 

 combining treatment benefits and harms as a function and optimizing it after weighing of the outcomes 

 

Table 15 Implications 

Clinical and research implications from the results of this study. *RRMS patients similar to those included in the FREEDOMS and FREEDOMS II trials. RRMS: Relapsing-remitting multiple sclerosis, 

CDP: Confirmed disability progression, MRI: Magnetic resonance imaging. 
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The PATH statement suggests careful interpretation of analysis of treatment effect heterogeneity when 

there is no established overall treatment effect on the particular outcome to begin with because 

identification methods are more likely to lead to over-optimistic results.78 This might be true for the 3- 

month CDP in this study, for which there may or may not be an overall treatment effect based on 

conflicting results from the source trials. There is no clear overall effect of treatment also on the safety-

related outcomes in this study. Hence, the results on observed treatment effect heterogeneity for these 

outcomes should be considered with caution. 

In light of the moderate prognostic performance of the final relapse prediction model in this and other 

well-conducted similar studies in RRMS patients122,136,140, medium term relapse risk may not be highly 

predictable. The results for predicting disability are even more discouraging.133,134,140 These results may 

indicate inherent non-predictability of these outcomes due to lack of true early predictors. A more 

optimistic interpretation might be that such true early predictors are yet to be identified. Future 

methodologically sound multivariable prognostic modeling studies in different data sources are likely to 

further shed light on this. 

Via its secondary objective, this study addressed the gap in evaluating laboratory measurements, 

concomitant diseases, and comedications as predictors of outcomes relevant for RRMS patients. Apart 

from expected markers of disease activity and severity, concomitant metabolism and nutrition disorders, 

and concomitant musculoskeletal and connective tissue disorders were found to be important in 

predicting the efficacy outcomes of relapse and CDP, respectively. Also, the lab measurement bilirubin 

was influential in predicting new or enlarging T2 MRI lesions. Concomitant gastrointestinal disorders 

were important for predicting the overall safety outcome and comedications of genito urinary system 

and sex hormones for predicting infections or neoplasms. These results can only be considered 

exploratory and further hypothesis-driven research is warranted for the confirmation of their 

importance.78,202 

There are various ways in which future work can add to what is put forward in this study. The predicted 

treatment response can become an outcome of its own and be modelled with different techniques79, 

even though this approach would bring another layer of modeling and increase the chance of error. As 

an alternative to no drug use (or placebo use), only fingolimod treatment at a single time point was 

considered in this study. During the clinical decision-making process for RRMS patients, there are many 

more alternative treatments and time points for decision. These can only be addressed in large 

heterogeneous datasets, which are likely to be observational and to bring potential biases. Still, future 

work on dynamic treatment regimens for a chronic condition like RRMS would be valuable.45,203 Finally, 

combining benefits and harms as a function and optimizing the function to balance them at the individual 

level, which may inevitably require weighting of the outcomes204, would be very relevant for clinical 

decision-making.
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Appendix A: R Session Info 
R version 4.2.0 (2022-04-22 ucrt) 

Platform: x86_64-w64-mingw32/x64 (64-bit) 

Running under: Windows Server >= 2012 x64 (build 9200) 

 

Matrix products: default 
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[1] LC_COLLATE=English_United States.1252  LC_CTYPE=English_United States.1252    

[3] LC_MONETARY=English_United States.1252 LC_NUMERIC=C                           

[5] LC_TIME=English_United States.1252     

 

attached base packages: 

[1] parallel  grid      stats     graphics  grDevices utils     datasets  methods   base      
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 [7] gridExtra_2.3             rio_0.5.29                riskRegression_2022.09.23 
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Appendix B: Additional Tables 
Variable Linear coefficient 

Relapse 

DrugFTY720 -0.83624597 

EDSS score (total) 0.08356831 

Total volume of Gd-enhanced T1 lesions 0.00027808 

Number of relapses in the last 2 years 0.08498321 

Number of prior MS treatments 0.00839243 

New/enlarging lesions 

DrugFTY720 -0.82102185 

Age21-25 0.09824895 

Age46-50 -0.0075754 

Number of Gd-enhanced T1 lesions 0.00865408 

Total volume of Gd-enhanced T1 lesions 0.00010987 

Total volume of T2 lesions 7.9628E-06 

Duration of MS since 1st symptom -0.00611288 

Quality of Life:Visual analog scale 0.00034345 

Lab:Bilirubin (direct/conjugated) BIOCHEM umol/L 0.01109491 

Immunosuppressant safety 

DrugFTY720 -0.08582944 

SexFemale 0.01653066 

Body Mass Index (kg/m^2) -0.00098386 

Age41-45 -0.02337666 

EDSS:Brainstem functions 0.0251405 

EDSS:Cerebellar functions -0.0282713 

Total volume of Gd-enhanced T1 lesions 1.7187E-05 

Prior Glatiramer acetate use=Yes 0.01035474 

Prior Natalizumab or other MS treatment use=Yes -0.03025864 

Visual acuity decimal score left 0.0845448 

Visual acuity decimal score right 0.21987833 

Quality of Life:Mobility -0.06567299 

Quality of Life:Anxiety / Depression 0.01138766 

Comedication:Dermatologicals=Yes 0.1159763 

Comedication:Genito urinary system and sex hormones=Yes 0.13824079 

Comedication:Systemic hormonal preparations, excluding sex hormones and 
insulins=Yes 

0.0814255 

Comedication:Various=Yes 0.1643258 

Concomitant Disease:Congenital, familial and genetic disorders=Yes 0.09221938 

Variable Linear coefficient 

Concomitant Disease:Endocrine disorders=Yes 0.0875366 

Concomitant Disease:Gastrointestinal disorders=Yes 0.14388149 

Concomitant Disease:Immune system disorders=Yes 0.09874599 

Concomitant Disease:Infections and infestations=Yes 0.28316262 

Concomitant Disease:Metabolism and nutrition disorders=Yes 0.10159298 

Concomitant Disease:Nervous system disorders=Yes 0.00271637 

Concomitant Disease:Renal and urinary disorders=Yes 0.02960597 

Lab:Alkaline phosphatase, serum BIOCHEM U/L 0.00109141 

Lab:Creatinine BIOCHEM umol/L -0.00219541 

Lab:Absolute Lymphocytes HEMA 10E9/L -0.04312727 

Lab:Absolute Neutrophils HEMA 10E9/L 0.0024971 

Lab:Mean Cell Volume HEMA fL -0.00423537 

DrugFTY720*Age21-25 -0.10833771 

DrugFTY720*Age36-40 0.1322695 

DrugFTY720*Age41-45 -0.01964259 

DrugFTY720*EDSS:Pyramidal functions -0.04478977 

DrugFTY720*EDSS:Cerebellar functions -0.00142819 

DrugFTY720*Total volume of Gd-enhanced T1 lesions 2.0288E-05 

DrugFTY720*Comedication:Musculo-skeletal system=Yes -0.0433899 

DrugFTY720*Comedication:Respiratory system=Yes 0.17076092 

DrugFTY720*Comedication:Various=Yes 0.02030373 

DrugFTY720*Concomitant Disease:Congenital, familial and genetic 
disorders=Yes 

0.0052955 

DrugFTY720*Concomitant Disease:Neoplasms benign, malignant and 
unspecified (incl cysts and polyps)=Yes 

0.02726856 

DrugFTY720*Concomitant Disease:Nervous system disorders=Yes 0.13832364 

DrugFTY720*Concomitant Disease:Respiratory, thoracic and mediastinal 
disorders=Yes 

0.32565868 

DrugFTY720*Lab:Bilirubin (direct/conjugated) BIOCHEM umol/L -0.00177145 

DrugFTY720*Lab:Gamma Glutamyltransferase (GGT) BIOCHEM U/L -0.00038623 

Safety and efficacy 

DrugFTY720 -0.5591239 

EDSS:Cerebellar functions 0.01634399 

DrugFTY720*EDSS:Cerebellar functions -0.00579678 

EDSS:Bowel and bladder functions 0.02290899 

DrugFTY720*EDSS:Bowel and bladder functions -0.00117191 

EDSS:Cerebral (or mental) functions 0.00142342 

DrugFTY720*EDSS:Cerebral (or mental) functions 0.00058645 

EDSS score (total) 0.00318225 

DrugFTY720*EDSS score (total) -0.00067104 

Number of Gd-enhanced T1 lesions 0.00335139 

DrugFTY720*Number of Gd-enhanced T1 lesions -0.00320212 



    

 

Variable Linear coefficient 

Total volume of Gd-enhanced T1 lesions 0.00048238 

DrugFTY720*Total volume of Gd-enhanced T1 lesions -0.0003717 

Number of relapses in the last 2 years 0.00495667 

DrugFTY720*Number of relapses in the last 2 years -0.00072299 

Number of prior MS treatments 0.05699765 

DrugFTY720*Number of prior MS treatments 0.02557324 

Quality of Life:Mobility 0.01072284 

DrugFTY720*Quality of Life:Mobility -4.1307E-05 

Comedication:Nervous system=Yes 0.06065012 

DrugFTY720*Comedication:Nervous system=Yes 0.02342168 

Comedication:Various=Yes 0.00297254 

DrugFTY720*Comedication:Various=Yes 0.1404988 

Concomitant Disease:Musculoskeletal and connective tissue disorders=Yes 0.08000896 

DrugFTY720*Concomitant Disease:Musculoskeletal and connective tissue 
disorders=Yes 

-0.00687186 

 

Table A1 Regression coefficients Coefficients in the final models by the outcomes 

for which a regression model was chosen as the best performing method. 

 

 

Day Relapse T2 MRI Immune safety Composite 

1 0.001039235 0 0.012176397 0.007753065 

2 0.005265211 0 0.030720957 0.013342154 

3 0.007393432 0 0.036978594 0.015587643 

4 0.010584958 0 0.044809043 0.018967465 

5 0.011656296 0 0.062300264 0.021227794 

6 0.013802592 0 0.073547114 0.023494985 

7 0.016940398 0 0.078418162 0.028046449 

8 0.021264894 0 0.081675686 0.03265238 

9 0.022354955 0 0.086557171 0.033810936 

10 0.023446849 0 0.096420195 0.034971777 

11 0.024542384 0 0.106279142 0.036137383 

12 0.024542384 0 0.111218315 0.036137383 

13 0.025640657 0 0.117879614 0.037306444 

14 0.025640657 0 0.124597379 0.037306444 

15 0.025640657 0 0.137937011 0.037306444 

16 0.026739701 0 0.148235708 0.039648871 

17 0.027825912 0 0.155152822 0.040821759 

18 0.028926622 0 0.160368307 0.041995702 

19 0.032241464 0 0.167339549 0.046706766 

20 0.032241464 0 0.174382362 0.046706766 

21 0.033337259 0.001504197 0.184871324 0.047889131 

22 0.035549945 0.001504197 0.190230946 0.051457777 

23 0.037789644 0.001504197 0.197392765 0.053851256 

24 0.038912351 0.001504197 0.206472335 0.055050591 

25 0.038912351 0.001504197 0.211953408 0.055050591 

26 0.040036955 0.001504197 0.220918392 0.058657636 

27 0.043418884 0.001504197 0.233796698 0.062279241 

28 0.043418884 0.001504197 0.239407995 0.062279241 

29 0.043418884 0.001504197 0.245046691 0.062279241 

30 0.045685734 0.001504197 0.246931781 0.065913172 

31 0.045685734 0.003016845 0.246931781 0.065913172 

32 0.047966061 0.003016845 0.250698411 0.068349078 

33 0.049111057 0.003016845 0.254459011 0.069570744 

34 0.049111057 0.003016845 0.264038197 0.070794359 

35 0.049111057 0.003016845 0.265940736 0.070794359 

36 0.05255885 0.003016845 0.269802277 0.075715332 

37 0.054867984 0.003016845 0.273676394 0.078190493 

38 0.054867984 0.003016845 0.273676394 0.078190493 

39 0.057187283 0.003016845 0.275593502 0.081922629 

40 0.058351559 0.003016845 0.279439158 0.083176406 

41 0.058351559 0.003016845 0.281392718 0.083176406 



   

 

Day Relapse T2 MRI Immune safety Composite 
42 0.058351559 0.003016845 0.283349272 0.083176406 

43 0.058351559 0.003016845 0.293165471 0.08443234 

44 0.05951751 0.003016845 0.293165471 0.086949348 

45 0.05951751 0.003016845 0.299115263 0.086949348 

46 0.05951751 0.003016845 0.303097323 0.086949348 

47 0.05951751 0.003016845 0.311098291 0.086949348 

48 0.060684865 0.003016845 0.315117166 0.08947391 

49 0.06183978 0.003016845 0.319148358 0.090739079 

50 0.063010683 0.003016845 0.319148358 0.092005992 

51 0.065342121 0.003016845 0.323193759 0.094544478 

52 0.065342121 0.003016845 0.325222841 0.094544478 

53 0.066518026 0.004516483 0.335408787 0.097091836 

54 0.066518026 0.004516483 0.34572146 0.097091836 

55 0.067695851 0.004516483 0.34572146 0.098367694 

56 0.068875406 0.004516483 0.34572146 0.09964621 

57 0.068875406 0.004516483 0.347794564 0.09964621 

58 0.068875406 0.004516483 0.354032844 0.09964621 

59 0.070058174 0.004516483 0.364360331 0.100928988 

60 0.070058174 0.004516483 0.368577201 0.100928988 

61 0.072414351 0.004516483 0.370690624 0.103504473 

62 0.073412968 0.004516483 0.381278146 0.10479648 

63 0.074606855 0.004516483 0.387666831 0.107394875 

64 0.075777295 0.004516483 0.387666831 0.108701558 

65 0.075777295 0.004516483 0.394104059 0.110011438 

66 0.078185136 0.004516483 0.394104059 0.112635633 

67 0.079377175 0.004516483 0.398430461 0.113951113 

68 0.079377175 0.004516483 0.402770471 0.113951113 

69 0.081797521 0.004516483 0.404945963 0.116587664 

70 0.081797521 0.004516483 0.40712577 0.116587664 

71 0.081797521 0.004516483 0.413659867 0.116587664 

72 0.081797521 0.004516483 0.415692772 0.116587664 

73 0.0854491 0.004516483 0.420098324 0.120557363 

74 0.087890229 0.004516483 0.4223073 0.123211778 

75 0.087890229 0.00604244 0.426710781 0.123211778 

76 0.09033665 0.00604244 0.428932284 0.125872737 

77 0.091562724 0.00604244 0.435620595 0.127206892 

78 0.092776012 0.00755234 0.44007284 0.128543643 

79 0.092776012 0.00755234 0.442319409 0.128543643 

80 0.094007303 0.00755234 0.444569684 0.129882958 

81 0.094007303 0.00755234 0.449080912 0.131224711 

82 0.096476984 0.00755234 0.449080912 0.133915552 

Day Relapse T2 MRI Immune safety Composite 
83 0.097715218 0.00755234 0.451341986 0.135264426 

84 0.097715218 0.00755234 0.462674851 0.137968956 

85 0.097715218 0.00755234 0.467245255 0.137968956 

86 0.097715218 0.00755234 0.469539413 0.140690282 

87 0.097715218 0.00755234 0.481074745 0.140690282 

88 0.098956531 0.00755234 0.488052136 0.142055671 

89 0.101430317 0.00755234 0.497419325 0.147540439 

90 0.10267841 0.00755234 0.502100977 0.148916102 

91 0.105181015 0.00755234 0.50914958 0.153059123 

92 0.105181015 0.00755234 0.511527977 0.160003444 

93 0.105181015 0.00755234 0.518670399 0.168408773 

94 0.105181015 0.009086933 0.518670399 0.169815975 

95 0.105181015 0.009086933 0.521070214 0.169815975 

96 0.105181015 0.010606351 0.523475203 0.169815975 

97 0.105181015 0.010606351 0.523475203 0.169815975 

98 0.105181015 0.012146688 0.5306861 0.172635433 

99 0.105181015 0.012146688 0.533108633 0.176886671 

100 0.105181015 0.012146688 0.535543769 0.178308163 

101 0.106442907 0.012146688 0.535543769 0.181158599 

102 0.106442907 0.012146688 0.537985039 0.181158599 

103 0.106442907 0.012146688 0.542882493 0.182587801 

104 0.107707067 0.012146688 0.545338498 0.185451441 

105 0.108974534 0.012146688 0.547774217 0.185451441 

106 0.110242924 0.012146688 0.552700062 0.18688542 

107 0.111512473 0.013696308 0.555155737 0.188320895 

108 0.111512473 0.013696308 0.557647179 0.188320895 

109 0.111512473 0.013696308 0.557647179 0.189758394 

110 0.114055242 0.015249722 0.557647179 0.192638755 

111 0.115328899 0.015249722 0.560142537 0.194081594 

112 0.115328899 0.015249722 0.562641829 0.196972593 

113 0.115328899 0.015249722 0.565145407 0.196972593 

114 0.116605234 0.015249722 0.567654448 0.198420891 

115 0.119152049 0.015249722 0.570170421 0.201332817 

116 0.119152049 0.015249722 0.572691836 0.201332817 

117 0.119152049 0.015249722 0.572691836 0.201332817 

118 0.120439195 0.015249722 0.575219179 0.202794255 

119 0.121728885 0.015249722 0.577752776 0.204257656 

120 0.121728885 0.015249722 0.580292262 0.204257656 

121 0.121728885 0.015249722 0.580292262 0.204257656 

122 0.121728885 0.015249722 0.582836425 0.205722627 

123 0.121728885 0.015249722 0.58538492 0.205722627 
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124 0.121728885 0.015249722 0.58538492 0.205722627 

125 0.121728885 0.015249722 0.587938309 0.205722627 

126 0.121728885 0.016806454 0.590496434 0.205722627 

127 0.121728885 0.016806454 0.595627622 0.207189097 

128 0.121728885 0.016806454 0.595627622 0.208657299 

129 0.123020095 0.016806454 0.598200815 0.210127802 

130 0.123020095 0.016806454 0.608516693 0.210127802 

131 0.123020095 0.016806454 0.611117992 0.210127802 

132 0.123020095 0.016806454 0.611117992 0.210127802 

133 0.123020095 0.016806454 0.613727143 0.210127802 

134 0.123020095 0.016806454 0.613727143 0.210127802 

135 0.124313081 0.016806454 0.613727143 0.211600349 

136 0.125591424 0.016806454 0.616349789 0.213074813 

137 0.130771661 0.016806454 0.616349789 0.218991924 

138 0.130771661 0.016806454 0.62161075 0.218991924 

139 0.131913382 0.018369385 0.62161075 0.218991924 

140 0.131913382 0.018369385 0.624255419 0.218991924 

141 0.133219576 0.018369385 0.626906199 0.221966324 

142 0.134349719 0.018369385 0.629529594 0.224952676 

143 0.134349719 0.018369385 0.632191563 0.224952676 

144 0.135644997 0.018369385 0.634859343 0.226451048 

145 0.135644997 0.018369385 0.634859343 0.226451048 

146 0.135644997 0.018369385 0.642857297 0.226451048 

147 0.138258419 0.018369385 0.648235375 0.229457065 

148 0.138258419 0.019936037 0.653648096 0.229457065 

149 0.14089917 0.019936037 0.653648096 0.232475688 

150 0.142223644 0.019936037 0.661814924 0.233989296 

151 0.142223644 0.019936037 0.661814924 0.233989296 

152 0.142223644 0.019936037 0.664551159 0.233989296 

153 0.146195976 0.019936037 0.675529158 0.238550399 

154 0.146195976 0.019936037 0.677920144 0.238550399 

155 0.148850306 0.021485927 0.686265809 0.241604708 

156 0.148850306 0.024631999 0.689058563 0.241604708 

157 0.150189527 0.026208685 0.689058563 0.24313722 

158 0.151532115 0.02778843 0.697467103 0.244673371 

159 0.151532115 0.02778843 0.703103596 0.244673371 

160 0.152876998 0.02778843 0.70589697 0.246211865 

161 0.152876998 0.030955825 0.70589697 0.246211865 

162 0.154224236 0.030955825 0.711587107 0.247753167 

163 0.155507045 0.034132478 0.711587107 0.250849286 

164 0.155507045 0.034132478 0.717270393 0.250849286 

Day Relapse T2 MRI Immune safety Composite 
165 0.156859781 0.038891066 0.723013789 0.252403106 

166 0.156859781 0.046892126 0.728745591 0.252403106 

167 0.156859781 0.051702365 0.734442752 0.253960258 

168 0.158215606 0.063010588 0.737366954 0.255519816 

169 0.163664151 0.087682633 0.749149415 0.261783765 

170 0.166390234 0.10770596 0.752112654 0.263357615 

171 0.167749739 0.10770596 0.761045787 0.264934518 

172 0.167749739 0.109408648 0.761045787 0.264934518 

173 0.167749739 0.11622925 0.761045787 0.264934518 

174 0.167749739 0.138714973 0.767036474 0.268095569 

175 0.167749739 0.156216223 0.770041023 0.268095569 

176 0.167749739 0.199427282 0.773028332 0.269682981 

177 0.169131934 0.232914745 0.778947759 0.272863832 

178 0.170515902 0.257958765 0.787989802 0.27605544 

179 0.174681897 0.28952233 0.794128182 0.280864382 

180 0.176074727 0.311837357 0.809514529 0.282471717 

181 0.176074727 0.336575567 0.815748964 0.282471717 

182 0.176074727 0.372727868 0.81887762 0.285693802 

183 0.18025732 0.437479046 0.825113655 0.293789793 

184 0.184479031 0.489273382 0.831436298 0.300318569 

185 0.184479031 0.506271167 0.837791198 0.300318569 

186 0.184479031 0.538596582 0.837791198 0.303599861 

187 0.185892525 0.561475299 0.837791198 0.305244351 

188 0.185892525 0.587615135 0.84097877 0.305244351 

189 0.187309322 0.614423717 0.84417449 0.308544014 

190 0.187309322 0.670020369 0.850589151 0.311858682 

191 0.187309322 0.7018128 0.850589151 0.311858682 

192 0.187309322 0.728565791 0.853767666 0.311858682 

193 0.188729287 0.746650796 0.853767666 0.313521152 

194 0.188729287 0.765104629 0.853767666 0.313521152 

195 0.188729287 0.777486701 0.860244106 0.313521152 

196 0.188729287 0.783794836 0.860244106 0.313521152 

197 0.188729287 0.799145349 0.863496364 0.315191 

198 0.188729287 0.808790066 0.863496364 0.315191 

199 0.188729287 0.815224644 0.863496364 0.315191 

200 0.188729287 0.828298925 0.863496364 0.315191 

201 0.188729287 0.834891297 0.863496364 0.315191 

202 0.19015496 0.8448357 0.863496364 0.31853893 

203 0.191582994 0.84816748 0.863496364 0.31853893 

204 0.191582994 0.84816748 0.863496364 0.31853893 

205 0.191582994 0.84816748 0.863496364 0.31853893 
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206 0.191582994 0.851513044 0.863496364 0.31853893 

207 0.191582994 0.854871521 0.863496364 0.31853893 

208 0.193014421 0.854871521 0.863496364 0.320217559 

209 0.194447909 0.854871521 0.870030399 0.321898728 

210 0.195883177 0.854871521 0.870030399 0.321898728 

211 0.197321548 0.854871521 0.87331145 0.32358263 

212 0.197321548 0.854871521 0.879904695 0.32358263 

213 0.198763304 0.85820022 0.883174788 0.325270051 

214 0.198763304 0.85820022 0.883174788 0.325270051 

215 0.20154676 0.85820022 0.883174788 0.32865382 

216 0.20154676 0.85820022 0.883174788 0.32865382 

217 0.20154676 0.85820022 0.886492771 0.32865382 

218 0.202995645 0.85820022 0.88981788 0.33035234 

219 0.202995645 0.85820022 0.893162357 0.33035234 

220 0.202995645 0.864984098 0.896517372 0.33035234 

221 0.204448341 0.86835763 0.896517372 0.332053639 

222 0.205905036 0.86835763 0.896517372 0.335469126 

223 0.205905036 0.86835763 0.899839322 0.335469126 

224 0.207365826 0.86835763 0.90316921 0.337183896 

225 0.208828874 0.86835763 0.90316921 0.337183896 

226 0.210294297 0.875252575 0.906548454 0.338902423 

227 0.211763034 0.875252575 0.91329034 0.340624539 

228 0.213234717 0.875252575 0.920068619 0.340624539 

229 0.214710024 0.875252575 0.920068619 0.344081195 

230 0.214710024 0.875252575 0.93037878 0.345815709 

231 0.214710024 0.875252575 0.933836816 0.345815709 

232 0.214710024 0.875252575 0.940743768 0.345815709 

233 0.216188927 0.875252575 0.940743768 0.347553719 

234 0.216188927 0.875252575 0.944236693 0.349295304 

235 0.216188927 0.875252575 0.947697227 0.349295304 

236 0.216188927 0.875252575 0.951212064 0.351039737 

237 0.217671612 0.875252575 0.951212064 0.352788171 

238 0.219139433 0.875252575 0.957699866 0.354541095 

239 0.219139433 0.875252575 0.957699866 0.354541095 

240 0.219139433 0.875252575 0.961242093 0.354541095 

241 0.222100438 0.875252575 0.964749839 0.358058776 

242 0.222100438 0.875252575 0.964749839 0.358058776 

243 0.222100438 0.875252575 0.964749839 0.359827677 

244 0.225074616 0.875252575 0.968316106 0.363375066 

245 0.225074616 0.875252575 0.968316106 0.363375066 

246 0.225074616 0.875252575 0.979072509 0.363375066 
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247 0.225074616 0.875252575 0.979072509 0.363375066 

248 0.226579141 0.875252575 0.982639996 0.365159857 

249 0.228086586 0.875252575 0.982639996 0.366947964 

250 0.228086586 0.875252575 0.982639996 0.368738998 

251 0.228086586 0.875252575 0.98626444 0.368738998 

252 0.231108453 0.875252575 0.993507317 0.370533862 

253 0.232623143 0.875252575 0.997167901 0.370533862 

254 0.232623143 0.875252575 0.997167901 0.370533862 

255 0.234139731 0.875252575 0.997167901 0.375940638 

256 0.235659144 0.875252575 0.997167901 0.379562523 

257 0.240236633 0.875252575 0.997167901 0.385025554 

258 0.241769104 0.875252575 0.997167901 0.388689548 

259 0.244828279 0.875252575 1.000838515 0.392374391 

260 0.244828279 0.878730327 1.008208019 0.394227114 

261 0.244828279 0.878730327 1.008208019 0.394227114 

262 0.244828279 0.878730327 1.011907276 0.394227114 

263 0.244828279 0.878730327 1.011907276 0.396082407 

264 0.244828279 0.878730327 1.015617679 0.396082407 

265 0.247922282 0.878730327 1.015617679 0.401665414 

266 0.247922282 0.878730327 1.03043503 0.401665414 

267 0.249472427 0.878730327 1.045438395 0.407280711 

268 0.251024904 0.878730327 1.053081265 0.409160448 

269 0.251024904 0.878730327 1.056919331 0.409160448 

270 0.252580877 0.878730327 1.060768805 0.411044696 

271 0.252580877 0.878730327 1.07238314 0.411044696 

272 0.25414037 0.88223318 1.076227044 0.414828002 

273 0.25414037 0.88223318 1.076227044 0.416726806 

274 0.25414037 0.885744415 1.076227044 0.416726806 

275 0.255704218 0.885744415 1.080129686 0.422457228 

276 0.257272901 0.885744415 1.080129686 0.42437396 

277 0.257272901 0.885744415 1.080129686 0.42437396 

278 0.260415987 0.885744415 1.080129686 0.428215062 

279 0.263530732 0.885744415 1.080129686 0.432070657 

280 0.263530732 0.885744415 1.080129686 0.432070657 

281 0.263530732 0.885744415 1.084050663 0.434005956 

282 0.265112996 0.885744415 1.084050663 0.435945969 

283 0.266698904 0.885744415 1.087983798 0.437890296 

284 0.266698904 0.885744415 1.091931795 0.437890296 

285 0.26828748 0.885744415 1.091931795 0.439838162 

286 0.26828748 0.885744415 1.095900281 0.439838162 

287 0.26828748 0.885744415 1.095900281 0.439838162 
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288 0.26828748 0.885744415 1.095900281 0.439838162 

289 0.26828748 0.885744415 1.095900281 0.439838162 

290 0.269858205 0.885744415 1.095900281 0.441793846 

291 0.271455629 0.885744415 1.095900281 0.443752993 

292 0.271455629 0.885744415 1.095900281 0.443752993 

293 0.273056728 0.885744415 1.095900281 0.445716653 

294 0.273056728 0.885744415 1.095900281 0.447683952 

295 0.274641814 0.885744415 1.099878955 0.451630569 

296 0.274641814 0.885744415 1.099878955 0.451630569 

297 0.274641814 0.885744415 1.103868968 0.451630569 

298 0.274641814 0.885744415 1.103868968 0.451630569 

299 0.274641814 0.885744415 1.107871891 0.453611137 

300 0.274641814 0.885744415 1.107871891 0.453611137 

301 0.274641814 0.885744415 1.107871891 0.453611137 

302 0.276250848 0.885744415 1.11188725 0.455596701 

303 0.276250848 0.885744415 1.11188725 0.455596701 

304 0.277864 0.885744415 1.11188725 0.455596701 

305 0.282723545 0.885744415 1.11188725 0.461578939 

306 0.282723545 0.885744415 1.11188725 0.461578939 

307 0.285977242 0.885744415 1.11188725 0.465588901 

308 0.285977242 0.885744415 1.11188725 0.467599905 

309 0.287588406 0.885744415 1.11188725 0.469615626 

310 0.287588406 0.885744415 1.11188725 0.469615626 

311 0.289224368 0.885744415 1.11188725 0.471636696 

312 0.289224368 0.885744415 1.115874532 0.471636696 

313 0.290864489 0.885744415 1.119921539 0.473662536 

314 0.290864489 0.885744415 1.123983652 0.473662536 

315 0.290864489 0.885744415 1.128012268 0.473662536 

316 0.290864489 0.885744415 1.136211398 0.475692517 

317 0.290864489 0.885744415 1.140332704 0.475692517 

318 0.290864489 0.885744415 1.140332704 0.475692517 

319 0.292508914 0.885744415 1.144469314 0.477726998 

320 0.294157427 0.885744415 1.144469314 0.479767252 

321 0.294157427 0.885744415 1.144469314 0.479767252 

322 0.294157427 0.885744415 1.144469314 0.479767252 

323 0.295809753 0.885744415 1.1486199 0.481812894 

324 0.297466309 0.889313572 1.1486199 0.485919243 

325 0.297466309 0.889313572 1.1486199 0.485919243 

326 0.297466309 0.889313572 1.152796442 0.485919243 

327 0.297466309 0.889313572 1.161136706 0.485919243 

328 0.297466309 0.889313572 1.161136706 0.485919243 

Day Relapse T2 MRI Immune safety Composite 
329 0.299126267 0.889313572 1.16535217 0.487979032 

330 0.299126267 0.889313572 1.16535217 0.487979032 

331 0.300791977 0.889313572 1.16535217 0.490047014 

332 0.300791977 0.889313572 1.16535217 0.490047014 

333 0.300791977 0.889313572 1.178079537 0.492118032 

334 0.300791977 0.889313572 1.178079537 0.492118032 

335 0.302440257 0.889313572 1.182350148 0.494193819 

336 0.302440257 0.889313572 1.186633294 0.494193819 

337 0.302440257 0.889313572 1.190934131 0.494193819 

338 0.302440257 0.889313572 1.190934131 0.494193819 

339 0.302440257 0.889313572 1.190934131 0.494193819 

340 0.302440257 0.889313572 1.190934131 0.494193819 

341 0.302440257 0.889313572 1.195250675 0.494193819 

342 0.305801916 0.889313572 1.208177003 0.49836661 

343 0.305801916 0.889313572 1.216947363 0.500460833 

344 0.305801916 0.889313572 1.216947363 0.500460833 

345 0.305801916 0.892908536 1.221249897 0.500460833 

346 0.307489706 0.903765512 1.221249897 0.50255819 

347 0.307489706 0.903765512 1.225676078 0.50255819 

348 0.307489706 0.907362304 1.234523434 0.50255819 

349 0.310877755 0.911015491 1.234523434 0.50677065 

350 0.310877755 0.925500009 1.243539023 0.508891537 

351 0.314264049 0.93290925 1.243539023 0.513143242 

352 0.317684341 0.940193624 1.243539023 0.517415221 

353 0.317684341 0.943950185 1.243539023 0.517415221 

354 0.317684341 0.962808709 1.248082538 0.517415221 

355 0.317684341 0.966609433 1.257225728 0.517415221 

356 0.319380374 0.970420807 1.261820482 0.517415221 

357 0.321101697 0.985829645 1.271048545 0.523859231 

358 0.322830001 1.021170992 1.285074625 0.532543416 

359 0.322830001 1.045326162 1.285074625 0.532543416 

360 0.322830001 1.049413074 1.289791115 0.534724492 

361 0.322830001 1.057654191 1.289791115 0.536910148 

362 0.322830001 1.057654191 1.289791115 0.539107224 

363 0.322830001 1.065970734 1.289791115 0.539107224 

364 0.322830001 1.091295851 1.299309969 0.539107224 

365 0.322830001 1.12133766 1.299309969 0.539107224 

366 0.322830001 1.143389338 1.299309969 0.539107224 

367 0.322830001 1.156951215 1.299309969 0.541320694 

368 0.322830001 1.161510142 1.299309969 0.543540742 

369 0.322830001 1.170682582 1.299309969 0.543540742 
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370 0.322830001 1.17987703 1.299309969 0.543540742 

371 0.324581072 1.189127069 1.308938522 0.545773181 

372 0.324581072 1.193821011 1.308938522 0.545773181 

373 0.326340041 1.203251213 1.313797902 0.548011208 

374 0.326340041 1.203251213 1.318675047 0.548011208 

375 0.326340041 1.203251213 1.318675047 0.548011208 

376 0.328101914 1.207989074 1.323568061 0.550254702 

377 0.329846251 1.207989074 1.328475898 0.552505193 

378 0.329846251 1.207989074 1.328475898 0.552505193 

379 0.329846251 1.212743739 1.328475898 0.552505193 

380 0.329846251 1.212743739 1.333402958 0.552505193 

381 0.331616085 1.212743739 1.333402958 0.554761289 

382 0.331616085 1.212743739 1.333402958 0.554761289 

383 0.333388533 1.217538274 1.333402958 0.55702118 

384 0.333388533 1.217538274 1.333402958 0.55702118 

385 0.333388533 1.217538274 1.338363639 0.559284778 

386 0.333388533 1.217538274 1.338363639 0.559284778 

387 0.333388533 1.217538274 1.338363639 0.559284778 

388 0.333388533 1.217538274 1.338363639 0.559284778 

389 0.333388533 1.217538274 1.338363639 0.559284778 

390 0.333388533 1.222363676 1.338363639 0.559284778 

391 0.333388533 1.222363676 1.343347672 0.559284778 

392 0.335165201 1.222363676 1.343347672 0.56155545 

393 0.336946238 1.222363676 1.348351862 0.563833329 

394 0.336946238 1.222363676 1.348351862 0.563833329 

395 0.336946238 1.222363676 1.348351862 0.563833329 

396 0.336946238 1.222363676 1.353374732 0.563833329 

397 0.336946238 1.222363676 1.358355549 0.563833329 

398 0.336946238 1.222363676 1.358355549 0.563833329 

399 0.336946238 1.222363676 1.358355549 0.563833329 

400 0.336946238 1.222363676 1.358355549 0.563833329 

401 0.336946238 1.222363676 1.358355549 0.563833329 

402 0.336946238 1.222363676 1.363419852 0.563833329 

403 0.336946238 1.222363676 1.368506322 0.563833329 

404 0.336946238 1.222363676 1.368506322 0.563833329 

405 0.336946238 1.222363676 1.378615462 0.563833329 

406 0.336946238 1.222363676 1.378615462 0.563833329 

407 0.338731179 1.222363676 1.378615462 0.56611975 

408 0.338731179 1.222363676 1.378615462 0.56611975 

409 0.338731179 1.222363676 1.378615462 0.56611975 

410 0.338731179 1.222363676 1.378615462 0.56611975 

Day Relapse T2 MRI Immune safety Composite 
411 0.338731179 1.227240993 1.378615462 0.56611975 

412 0.338731179 1.232143297 1.383783007 0.56611975 

413 0.338731179 1.237071694 1.394180523 0.56611975 

414 0.340522152 1.237071694 1.394180523 0.568416112 

415 0.340522152 1.237071694 1.399413337 0.568416112 

416 0.344097344 1.24202705 1.399413337 0.573029843 

417 0.344097344 1.24202705 1.404600585 0.573029843 

418 0.344097344 1.24202705 1.404600585 0.573029843 

419 0.344097344 1.24202705 1.404600585 0.573029843 

420 0.344097344 1.24202705 1.404600585 0.575355927 

421 0.344097344 1.24202705 1.404600585 0.575355927 

422 0.344097344 1.24202705 1.404600585 0.575355927 

423 0.344097344 1.24202705 1.404600585 0.575355927 

424 0.344097344 1.24202705 1.409806012 0.575355927 

425 0.344097344 1.24202705 1.409806012 0.575355927 

426 0.344097344 1.24202705 1.42033441 0.575355927 

427 0.344097344 1.24202705 1.425657267 0.575355927 

428 0.345908603 1.24202705 1.425657267 0.577687933 

429 0.345908603 1.24202705 1.425657267 0.577687933 

430 0.347723514 1.24202705 1.431002547 0.58002564 

431 0.349540962 1.24202705 1.436369089 0.582367654 

432 0.349540962 1.24202705 1.436369089 0.582367654 

433 0.349540962 1.24202705 1.44717616 0.582367654 

434 0.349540962 1.24202705 1.44717616 0.582367654 

435 0.349540962 1.24202705 1.44717616 0.582367654 

436 0.349540962 1.24202705 1.452580359 0.582367654 

437 0.349540962 1.24202705 1.452580359 0.582367654 

438 0.351366891 1.24202705 1.452580359 0.584723651 

439 0.351366891 1.24202705 1.452580359 0.584723651 

440 0.353198244 1.24202705 1.452580359 0.587087042 

441 0.353198244 1.24202705 1.452580359 0.587087042 

442 0.353198244 1.246965142 1.452580359 0.587087042 

443 0.353198244 1.246965142 1.458074538 0.589456183 

444 0.353198244 1.246965142 1.458074538 0.589456183 

445 0.353198244 1.246965142 1.458074538 0.589456183 

446 0.353198244 1.246965142 1.463616446 0.589456183 

447 0.353198244 1.246965142 1.469208236 0.589456183 

448 0.353198244 1.246965142 1.469208236 0.589456183 

449 0.353198244 1.246965142 1.469208236 0.594217305 

450 0.353198244 1.246965142 1.486155319 0.596604051 

451 0.353198244 1.246965142 1.497600524 0.596604051 
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452 0.355038208 1.246965142 1.503359232 0.601393464 

453 0.355038208 1.246965142 1.503359232 0.601393464 

454 0.355038208 1.246965142 1.51494939 0.601393464 

455 0.355038208 1.246965142 1.51494939 0.601393464 

456 0.355038208 1.246965142 1.51494939 0.603795761 

457 0.355038208 1.246965142 1.520787767 0.60620327 

458 0.355038208 1.246965142 1.526655834 0.608618916 

459 0.355038208 1.246965142 1.532545913 0.608618916 

460 0.355038208 1.246965142 1.532545913 0.608618916 

461 0.358708259 1.246965142 1.532545913 0.611042884 

462 0.358708259 1.246965142 1.544333922 0.613473304 

463 0.358708259 1.246965142 1.544333922 0.613473304 

464 0.358708259 1.246965142 1.544333922 0.613473304 

465 0.358708259 1.246965142 1.544333922 0.613473304 

466 0.358708259 1.246965142 1.544333922 0.615911185 

467 0.358708259 1.246965142 1.544333922 0.615911185 

468 0.358708259 1.246965142 1.544333922 0.615911185 

469 0.358708259 1.246965142 1.544333922 0.615911185 

470 0.358708259 1.246965142 1.544333922 0.615911185 

471 0.36056573 1.246965142 1.544333922 0.615911185 

472 0.36056573 1.246965142 1.544333922 0.615911185 

473 0.36056573 1.246965142 1.544333922 0.615911185 

474 0.36056573 1.246965142 1.544333922 0.615911185 

475 0.36056573 1.246965142 1.544333922 0.615911185 

476 0.36056573 1.246965142 1.544333922 0.615911185 

477 0.36056573 1.246965142 1.550313423 0.615911185 

478 0.36056573 1.246965142 1.550313423 0.615911185 

479 0.36056573 1.246965142 1.550313423 0.615911185 

480 0.362426366 1.246965142 1.550313423 0.618356306 

481 0.364292895 1.246965142 1.550313423 0.62327117 

482 0.364292895 1.246965142 1.550313423 0.62327117 

483 0.364292895 1.252038374 1.550313423 0.62327117 

484 0.364292895 1.252038374 1.550313423 0.62327117 

485 0.364292895 1.252038374 1.550313423 0.62327117 

486 0.366165027 1.252038374 1.550313423 0.625737275 

487 0.366165027 1.252038374 1.550313423 0.625737275 

488 0.366165027 1.252038374 1.550313423 0.625737275 

489 0.366165027 1.252038374 1.556324584 0.625737275 

490 0.366165027 1.252038374 1.556324584 0.625737275 

491 0.368000487 1.252038374 1.562360965 0.625737275 

492 0.368000487 1.252038374 1.562360965 0.625737275 

Day Relapse T2 MRI Immune safety Composite 
493 0.368000487 1.252038374 1.574506003 0.633180412 

494 0.369888036 1.252038374 1.574506003 0.635675067 

495 0.371778023 1.252038374 1.574506003 0.63817466 

496 0.371778023 1.252038374 1.574506003 0.63817466 

497 0.371778023 1.252038374 1.574506003 0.63817466 

498 0.373672365 1.252038374 1.574506003 0.640680849 

499 0.373672365 1.252038374 1.580619617 0.640680849 

500 0.373672365 1.252038374 1.586767256 0.640680849 

501 0.373672365 1.252038374 1.586767256 0.643193551 

502 0.373672365 1.252038374 1.598990682 0.643193551 

503 0.373672365 1.252038374 1.598990682 0.643193551 

504 0.373672365 1.252038374 1.605219484 0.643193551 

505 0.373672365 1.252038374 1.605219484 0.643193551 

506 0.373672365 1.252038374 1.611398208 0.643193551 

507 0.373672365 1.252038374 1.623988046 0.643193551 

508 0.373672365 1.252038374 1.623988046 0.643193551 

509 0.373672365 1.252038374 1.623988046 0.643193551 

510 0.373672365 1.252038374 1.623988046 0.643193551 

511 0.375572996 1.252038374 1.623988046 0.645712207 

512 0.375572996 1.252038374 1.623988046 0.645712207 

513 0.375572996 1.252038374 1.623988046 0.645712207 

514 0.375572996 1.252038374 1.623988046 0.645712207 

515 0.377455038 1.252038374 1.623988046 0.648238821 

516 0.377455038 1.252038374 1.623988046 0.648238821 

517 0.377455038 1.252038374 1.623988046 0.648238821 

518 0.379366596 1.252038374 1.623988046 0.650773542 

519 0.381284035 1.252038374 1.623988046 0.653315966 

520 0.381284035 1.252038374 1.623988046 0.655866199 

521 0.383208338 1.252038374 1.623988046 0.658425132 

522 0.383208338 1.252038374 1.623988046 0.658425132 

523 0.383208338 1.252038374 1.623988046 0.658425132 

524 0.383208338 1.252038374 1.623988046 0.658425132 

525 0.385115058 1.252038374 1.623988046 0.663566236 

526 0.387050741 1.252038374 1.630350127 0.666146478 

527 0.387050741 1.252038374 1.630350127 0.666146478 

528 0.387050741 1.252038374 1.630350127 0.666146478 

529 0.387050741 1.252038374 1.630350127 0.668735279 

530 0.387050741 1.252038374 1.649634474 0.668735279 

531 0.388990927 1.252038374 1.656134245 0.67133062 

532 0.388990927 1.252038374 1.662666162 0.67133062 

533 0.390934919 1.252038374 1.669225852 0.673932364 
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534 0.392860708 1.252038374 1.669225852 0.67654247 

535 0.392860708 1.252038374 1.669225852 0.679161386 

536 0.392860708 1.252038374 1.675735004 0.679161386 

537 0.394817545 1.252038374 1.675735004 0.681789588 

538 0.394817545 1.252038374 1.682359313 0.681789588 

539 0.394817545 1.252038374 1.695707841 0.681789588 

540 0.394817545 1.252038374 1.695707841 0.681789588 

541 0.394817545 1.252038374 1.695707841 0.684430016 

542 0.394817545 1.252038374 1.695707841 0.687076943 

543 0.394817545 1.252038374 1.695707841 0.687076943 

544 0.394817545 1.252038374 1.695707841 0.687076943 

545 0.394817545 1.252038374 1.702467903 0.689735606 

546 0.396784769 1.252038374 1.702467903 0.692399352 

547 0.396784769 1.252038374 1.702467903 0.69507846 

548 0.396784769 1.252038374 1.702467903 0.69507846 

549 0.396784769 1.252038374 1.716087075 0.69507846 

550 0.396784769 1.252038374 1.716087075 0.69507846 

551 0.396784769 1.252038374 1.716087075 0.69507846 

552 0.396784769 1.252038374 1.716087075 0.69507846 

553 0.396784769 1.252038374 1.716087075 0.69507846 

554 0.398761632 1.252038374 1.716087075 0.697765017 

555 0.400745263 1.252038374 1.716087075 0.700461001 

556 0.402734305 1.252038374 1.716087075 0.703165992 

557 0.402734305 1.252038374 1.716087075 0.703165992 

558 0.402734305 1.252038374 1.716087075 0.703165992 

559 0.402734305 1.252038374 1.716087075 0.703165992 

560 0.404727676 1.252038374 1.716087075 0.705878093 

561 0.404727676 1.252038374 1.716087075 0.708597553 

562 0.404727676 1.252038374 1.716087075 0.708597553 

563 0.404727676 1.252038374 1.729845149 0.708597553 

564 0.404727676 1.252038374 1.729845149 0.708597553 

565 0.40672493 1.252038374 1.729845149 0.714059944 

566 0.40672493 1.252038374 1.729845149 0.714059944 

567 0.40672493 1.252038374 1.729845149 0.714059944 

568 0.40672493 1.252038374 1.729845149 0.714059944 

569 0.40672493 1.252038374 1.729845149 0.714059944 

570 0.40672493 1.252038374 1.729845149 0.714059944 

571 0.40672493 1.252038374 1.729845149 0.716802641 

572 0.40872669 1.252038374 1.73677909 0.719550539 

573 0.40872669 1.252038374 1.73677909 0.722303762 

574 0.40872669 1.257222162 1.73677909 0.722303762 

Day Relapse T2 MRI Immune safety Composite 
575 0.40872669 1.257222162 1.73677909 0.722303762 

576 0.40872669 1.257222162 1.73677909 0.725063353 

577 0.40872669 1.257222162 1.743740625 0.725063353 

578 0.40872669 1.257222162 1.743740625 0.725063353 

579 0.40872669 1.257222162 1.750728824 0.725063353 

580 0.40872669 1.257222162 1.757747989 0.725063353 

581 0.40872669 1.257222162 1.757747989 0.725063353 

582 0.410741553 1.257222162 1.771875839 0.727829643 

583 0.410741553 1.257222162 1.771875839 0.727829643 

584 0.410741553 1.257222162 1.771875839 0.727829643 

585 0.410741553 1.257222162 1.771875839 0.727829643 

586 0.410741553 1.257222162 1.778983827 0.727829643 

587 0.414783544 1.257222162 1.778983827 0.73338739 

588 0.414783544 1.257222162 1.778983827 0.73338739 

589 0.414783544 1.257222162 1.778983827 0.736178065 

590 0.414783544 1.257222162 1.786132246 0.736178065 

591 0.41681368 1.257222162 1.793324155 0.738976601 

592 0.41681368 1.257222162 1.793324155 0.738976601 

593 0.41681368 1.257222162 1.793324155 0.738976601 

594 0.41681368 1.257222162 1.800560785 0.738976601 

595 0.41681368 1.257222162 1.800560785 0.738976601 

596 0.41681368 1.262418607 1.800560785 0.738976601 

597 0.41681368 1.262418607 1.800560785 0.738976601 

598 0.41681368 1.262418607 1.800560785 0.738976601 

599 0.41681368 1.262418607 1.807838473 0.738976601 

600 0.418851762 1.262418607 1.807838473 0.74178634 

601 0.418851762 1.262418607 1.807838473 0.74178634 

602 0.418851762 1.262418607 1.815153302 0.74178634 

603 0.418851762 1.262418607 1.815153302 0.74178634 

604 0.418851762 1.262418607 1.829922545 0.74178634 

605 0.418851762 1.262418607 1.837373513 0.74178634 

606 0.418851762 1.262418607 1.837373513 0.74178634 

607 0.418851762 1.262418607 1.844856643 0.74178634 

608 0.418851762 1.262418607 1.844856643 0.74178634 

609 0.418851762 1.262418607 1.852375459 0.74178634 

610 0.418851762 1.262418607 1.852375459 0.74178634 

611 0.420897222 1.262418607 1.852375459 0.74178634 

612 0.42295629 1.262418607 1.859842027 0.744605332 

613 0.425021056 1.262418607 1.859842027 0.744605332 

614 0.425021056 1.262418607 1.867448844 0.744605332 

615 0.425021056 1.262418607 1.875107341 0.744605332 
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616 0.425021056 1.262418607 1.875107341 0.744605332 

617 0.425021056 1.262418607 1.875107341 0.747432104 

618 0.429119545 1.262418607 1.882869933 0.75312615 

619 0.429119545 1.262418607 1.882869933 0.75312615 

620 0.429119545 1.262418607 1.890750864 0.75312615 

621 0.43121284 1.262418607 1.890750864 0.75312615 

622 0.43121284 1.262418607 1.890750864 0.75312615 

623 0.43121284 1.262418607 1.890750864 0.75312615 

624 0.43121284 1.262418607 1.890750864 0.75312615 

625 0.43121284 1.262418607 1.890750864 0.75312615 

626 0.43121284 1.262418607 1.890750864 0.75312615 

627 0.43121284 1.262418607 1.890750864 0.75312615 

628 0.435378046 1.262418607 1.890750864 0.758877161 

629 0.435378046 1.262418607 1.890750864 0.758877161 

630 0.439590939 1.262418607 1.890750864 0.767572526 

631 0.4417188 1.262418607 1.890750864 0.770487779 

632 0.4417188 1.262418607 1.890750864 0.770487779 

633 0.4417188 1.262418607 1.890750864 0.770487779 

634 0.4417188 1.262418607 1.890750864 0.773410795 

635 0.443852947 1.262418607 1.890750864 0.77634388 

636 0.44596667 1.262418607 1.890750864 0.782241869 

637 0.44596667 1.262418607 1.890750864 0.782241869 

638 0.44596667 1.262418607 1.890750864 0.782241869 

639 0.448116796 1.262418607 1.898676541 0.782241869 

640 0.448116796 1.262418607 1.898676541 0.782241869 

641 0.448116796 1.262418607 1.906647397 0.785224098 

642 0.450284625 1.262418607 1.906647397 0.788216548 

643 0.450284625 1.262418607 1.906647397 0.788216548 

644 0.450284625 1.262418607 1.906647397 0.791219481 

645 0.450284625 1.262418607 1.906647397 0.791219481 

646 0.450284625 1.262418607 1.906647397 0.791219481 

647 0.450284625 1.262418607 1.906647397 0.791219481 

648 0.450284625 1.262418607 1.906647397 0.791219481 

649 0.452477027 1.262418607 1.906647397 0.794245094 

650 0.452477027 1.262418607 1.906647397 0.794245094 

651 0.452477027 1.262418607 1.906647397 0.794245094 

652 0.454674152 1.267708091 1.906647397 0.797280753 

653 0.454674152 1.267708091 1.906647397 0.797280753 

654 0.454674152 1.267708091 1.906647397 0.797280753 

655 0.456856232 1.267708091 1.906647397 0.797280753 

656 0.456856232 1.267708091 1.906647397 0.797280753 
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657 0.456856232 1.267708091 1.906647397 0.797280753 

658 0.456856232 1.267708091 1.906647397 0.797280753 

659 0.456856232 1.267708091 1.906647397 0.797280753 

660 0.456856232 1.267708091 1.906647397 0.797280753 

661 0.456856232 1.267708091 1.906647397 0.797280753 

662 0.456856232 1.267708091 1.906647397 0.797280753 

663 0.458963501 1.267708091 1.906647397 0.800328819 

664 0.461186363 1.267708091 1.914660187 0.803385735 

665 0.461186363 1.267708091 1.914660187 0.803385735 

666 0.461186363 1.267708091 1.914660187 0.803385735 

667 0.463414857 1.267708091 1.914660187 0.803385735 

668 0.463414857 1.267708091 1.914660187 0.803385735 

669 0.465650377 1.267708091 1.914660187 0.8064491 

670 0.467889365 1.267708091 1.914660187 0.809520641 

671 0.470133917 1.267708091 1.914660187 0.809520641 

672 0.470133917 1.267708091 1.914660187 0.809520641 

673 0.470133917 1.267708091 1.914660187 0.809520641 

674 0.470133917 1.267708091 1.914660187 0.812600604 

675 0.470133917 1.267708091 1.914660187 0.812600604 

676 0.470133917 1.267708091 1.914660187 0.812600604 

677 0.470133917 1.267708091 1.914660187 0.812600604 

678 0.470133917 1.267708091 1.914660187 0.812600604 

679 0.472389678 1.267708091 1.914660187 0.815688536 

680 0.472389678 1.267708091 1.914660187 0.815688536 

681 0.472389678 1.267708091 1.914660187 0.818784604 

682 0.472389678 1.267708091 1.914660187 0.818784604 

683 0.474649699 1.267708091 1.930831193 0.821887916 

684 0.474649699 1.267708091 1.938989681 0.825000403 

685 0.474649699 1.267708091 1.938989681 0.825000403 

686 0.474649699 1.267708091 1.947202673 0.825000403 

687 0.476914745 1.267708091 1.947202673 0.828124411 

688 0.476914745 1.267708091 1.947202673 0.828124411 

689 0.481475805 1.267708091 1.955502282 0.834425215 

690 0.483766865 1.267708091 1.963848263 0.83759157 

691 0.486061325 1.267708091 1.963848263 0.8407646 

692 0.486061325 1.267708091 1.963848263 0.8407646 

693 0.486061325 1.267708091 1.97223691 0.8407646 

694 0.486061325 1.273046032 1.97223691 0.8407646 

695 0.488371479 1.273046032 1.97223691 0.843960571 

696 0.490691628 1.273046032 1.97223691 0.843960571 

697 0.490691628 1.278397546 1.97223691 0.843960571 
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698 0.490691628 1.278397546 1.97223691 0.843960571 

699 0.490691628 1.278397546 1.97223691 0.843960571 

700 0.490691628 1.278397546 1.97223691 0.843960571 

701 0.492968314 1.278397546 1.97223691 0.843960571 

702 0.495314903 1.278397546 1.97223691 0.843960571 

703 0.495314903 1.278397546 1.97223691 0.843960571 

704 0.495314903 1.278397546 1.97223691 0.843960571 

705 0.495314903 1.2837635 1.97223691 0.843960571 

706 0.495314903 1.2837635 1.97223691 0.847278613 

707 0.495314903 1.294867812 1.97223691 0.847278613 

708 0.495314903 1.30612756 1.989699157 0.847278613 

709 0.495314903 1.30612756 1.989699157 0.847278613 

710 0.495314903 1.31775835 1.989699157 0.847278613 

711 0.497818714 1.31775835 1.989699157 0.847278613 

712 0.500328999 1.323712747 1.998566942 0.850729612 

713 0.500328999 1.329729929 1.998566942 0.850729612 

714 0.500328999 1.335739127 1.998566942 0.850729612 

715 0.500328999 1.354250597 1.998566942 0.850729612 

716 0.500328999 1.366852275 2.007902547 0.850729612 

717 0.500328999 1.373238679 2.017421827 0.850729612 

718 0.500328999 1.373238679 2.037076935 0.854385644 

719 0.500328999 1.373238679 2.037076935 0.854385644 

720 0.500328999 1.379642124 2.037076935 0.854385644 

 

Table A2 Baseline hazard Baseline cumulative hazard functions from the final 

models by the outcomes for which a regression model was chosen as the best 

performing method. 
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Method Relapse T2 MRI 3m CDP Safety 
Immune 

safety 
Composite 

Month 6 

Transformation tree 0.491 0.495 0.527 0.504 0.552 0.484 

Transformation forest 0.670 0.652 0.699 0.498 0.597 0.620 

Elastic net 0.669 0.653 0.537 0.449 0.582 0.587 

Grouped lasso 0.672 0.656 0.526 0.434 0.575 0.604 

Month 12 

Transformation tree 0.508 0.475 0.535 0.527 0.529 0.498 

Transformation forest 0.614 0.706 0.658 0.563 0.579 0.554 

Elastic net 0.684 0.730 0.565 0.530 0.597 0.612 

Grouped lasso 0.685 0.721 0.554 0.528 0.584 0.623 

Month 24 

Transformation tree 0.491 0.447 0.550 0.504 0.529 0.490 

Transformation forest 0.647 0.689 0.660 0.565 0.617 0.604 

Elastic net 0.714 0.753 0.581 0.547 0.634 0.641 

Grouped lasso 0.721 0.745 0.573 0.544 0.644 0.652 

Table A3 Cross-validated monthly area under the curve Cumulative time-dependent area under the curve at 

6, 12, and 24 months estimated via cross-validation in the development dataset. T2 MRI: New/enlarging lesions, 

3m CDP: Confirmed disability progression, Immune safety: Immunosuppressant safety, Composite: Safety and 

efficacy. 

Method Relapse T2 MRI 3m CDP Safety 
Immune 

safety 
Composite 

Month 6 

Transformation tree 0.164 0.197 0.066 0.049 0.248 0.205 

Transformation forest 0.143 0.165 0.065 0.049 0.242 0.188 

Elastic net 0.138 0.166 0.066 0.049 0.244 0.187 

Grouped lasso 0.137 0.169 0.068 0.049 0.263 0.185 

Month 12 

Transformation tree 0.233 0.357 0.123 0.081 0.236 0.26 

Transformation forest 0.214 0.234 0.12 0.08 0.232 0.254 

Elastic net 0.192 0.222 0.123 0.08 0.231 0.236 

Grouped lasso 0.194 0.237 0.127 0.08 0.257 0.235 

Month 24 

Transformation tree 0.276 0.322 0.164 0.127 0.177 0.264 

Transformation forest 0.24 0.227 0.159 0.125 0.172 0.25 

Elastic net 0.213 0.205 0.164 0.124 0.171 0.233 

Grouped lasso 0.213 0.223 0.172 0.125 0.2 0.233 

Table A4 Cross-validated monthly Brier score Average time dependent Brier score at 6, 12, and 24 months 

estimated via cross-validation in the development dataset. T2 MRI: New/enlarging lesions, 3m CDP: Confirmed 

disability progression, Immune safety: Immunosuppressant safety, Composite: Safety and efficacy.



   

 

Transformation tree Transformation forest Elastic net Grouped lasso 

Relapse 

Total volume of Gd-enhanced T1 lesions 
Concomitant Disease: Metabolism and nutrition 
disorders 

_DrugFTY720.Age36-40 Age21-25 

 Quality of Life: Mobility 
_DrugFTY720.Comedication: Cardiovascular 
system=Yes 

Age26-30 

 Total volume of Gd-enhanced T1 lesions 
_DrugFTY720.Concomitant Disease: Metabolism 
and nutrition disorders=Yes 

Age31-35 

 Total volume of T2 lesions _DrugFTY720.Number of prior MS treatments Age36-40 

  Comedication: Blood and blood forming organs=Yes Age41-45 

  
Concomitant Disease: Metabolism and nutrition 
disorders=Yes 

Age46-50 

  EDSS score (total) Age51-55 

  EDSS: Bowel and bladder functions Comedication: Blood and blood forming organs=Yes 

  EDSS: Pyramidal functions Comedication: Cardiovascular system=Yes 

  Number of prior MS treatments Comedication: Dermatologicals=Yes 

  Number of relapses in the last 2 years Comedication: Musculo-skeletal system=Yes 

  Total volume of Gd-enhanced T1 lesions Comedication: Nervous system=Yes 

  Total volume of T2 lesions Comedication: Respiratory system=Yes 

   
Comedication: Systemic hormonal preparations, 
excluding sex hormones and insulins=Yes 

   Concomitant Disease: Endocrine disorders=Yes 

   
Concomitant Disease: Gastrointestinal 
disorders=Yes 

   
Concomitant Disease: General disorders and 
administration site conditions=Yes 

   
Concomitant Disease: Infections and 
infestations=Yes 

   
Concomitant Disease: Metabolism and nutrition 
disorders=Yes 

   
Concomitant Disease: Musculoskeletal and 
connective tissue disorders=Yes 

   
Concomitant Disease: Nervous system 
disorders=Yes 

   Concomitant Disease: Psychiatric disorders=Yes 

   
Concomitant Disease: Renal and urinary 
disorders=Yes 

   
Concomitant Disease: Skin and subcutaneous 
tissue disorders=Yes 

   Duration of MS since 1st symptom 

   EDSS score (total) 

   EDSS: Bowel and bladder functions 
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   EDSS: Cerebellar functions 

   EDSS: Pyramidal functions 

   Lab: Absolute Neutrophils HEMA 10E9/L 

   Lab: SGOT (AST) BIOCHEM U/L 

   Number of Gd-enhanced T1 lesions 

   Number of months since recent relapse 

   Number of prior MS treatments 

   Number of relapses in the last 2 years 

   Prior Glatiramer acetate use=Yes 

   Prior Interferon beta use=Yes 

   Prior Natalizumab or other MS treatment use=Yes 

   Total volume of Gd-enhanced T1 lesions 

   Total volume of T2 lesions 

New/enlarging lesions 

Number of Gd-enhanced T1 lesions Age 
_DrugFTY720.Concomitant Disease: 
Gastrointestinal disorders=Yes 

Comedication: Alimentary tract and 
metabolism=Yes 

Total volume of Gd-enhanced T1 lesions Number of Gd-enhanced T1 lesions Age21-25 Concomitant Disease: Endocrine disorders=Yes 

 Total volume of Gd-enhanced T1 lesions Age46-50 
Concomitant Disease: Infections and 
infestations=Yes 

 Total volume of T1 hypointense lesions Age51-55 
Concomitant Disease: Musculoskeletal and 
connective tissue disorders=Yes 

 Total volume of T2 lesions Duration of MS since 1st symptom Duration of MS since 1st symptom 

  Lab: Bilirubin (direct/conjugated) BIOCHEM umol/L Lab: Bilirubin (direct/conjugated) BIOCHEM umol/L 

  Number of Gd-enhanced T1 lesions Number of Gd-enhanced T1 lesions 

  Number of months since recent relapse Quality of Life: Visual analog scale 

  Quality of Life: Usual activities Total volume of Gd-enhanced T1 lesions 

  Quality of Life: Visual analog scale Total volume of T2 lesions 

  Total volume of Gd-enhanced T1 lesions  

  Total volume of T2 lesions  

Confirmed disability progression 

 
Concomitant Disease: Musculoskeletal and 
connective tissue disorders 

_DrugFTY720.Comedication: Cardiovascular 
system=Yes 

Comedication: Cardiovascular system=Yes 

 EDSS score (total) _DrugFTY720.Comedication: Various=Yes Comedication: Nervous system=Yes 

 EDSS: Cerebral (or mental) functions 
_DrugFTY720.Concomitant Disease: Metabolism 
and nutrition disorders=Yes 

Comedication: Respiratory system=Yes 
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 MSFC: Mean of 9-hole peg test 
_DrugFTY720.Concomitant Disease: Skin and 
subcutaneous tissue disorders=Yes 

Comedication: Systemic hormonal preparations, 
excluding sex hormones and insulins=Yes 

  _DrugFTY720.EDSS score (total) Comedication: Various=Yes 

  _DrugFTY720.Number of prior MS treatments 
Concomitant Disease: Congenital, familial and 
genetic disorders=Yes 

  _DrugFTY720.Prior Interferon beta use=Yes Concomitant Disease: Endocrine disorders=Yes 

  Age41-45 
Concomitant Disease: Gastrointestinal 
disorders=Yes 

  Comedication: Nervous system=Yes Concomitant Disease: Investigations=Yes 

  
Comedication: Systemic hormonal preparations, 
excluding sex hormones and insulins=Yes 

Concomitant Disease: Metabolism and nutrition 
disorders=Yes 

  Comedication: Various=Yes 
Concomitant Disease: Musculoskeletal and 
connective tissue disorders=Yes 

  Concomitant Disease: Endocrine disorders=Yes 
Concomitant Disease: Nervous system 
disorders=Yes 

  
Concomitant Disease: Gastrointestinal 
disorders=Yes 

Concomitant Disease: Skin and subcutaneous 
tissue disorders=Yes 

  Concomitant Disease: Investigations=Yes EDSS score (total) 

  
Concomitant Disease: Musculoskeletal and 
connective tissue disorders=Yes 

EDSS: Cerebral (or mental) functions 

  
Concomitant Disease: Nervous system 
disorders=Yes 

Lab: Absolute Neutrophils HEMA 10E9/L 

  
Concomitant Disease: Respiratory, thoracic and 
mediastinal disorders=Yes 

Lab: Albumin BIOCHEM g/L 

  Lab: Absolute Neutrophils HEMA 10E9/L MSFC: Mean of 9-hole peg test 

  Lab: Albumin BIOCHEM g/L Number of prior MS treatments 

  Lab: White Blood Cell (total) HEMA 10E9/L Quality of Life: Anxiety / Depression 

  MSFC: Mean of 9-hole peg test Quality of Life: Mobility 

  Number of prior MS treatments  

  Quality of Life: Anxiety / Depression  

  Quality of Life: Mobility  

  Quality of Life: Visual analog scale  

  Total volume of T1 hypointense lesions  

  Visual acuity decimal score left  

  Visual acuity decimal score right  

Safety 

Concomitant Disease: Gastrointestinal disorders Concomitant Disease: Gastrointestinal disorders _DrugFTY720.EDSS: Cerebral (or mental) functions 
Comedication: Systemic hormonal preparations, 
excluding sex hormones and insulins=Yes 

 
Concomitant Disease: Metabolism and nutrition 
disorders 

Age51-55 
Concomitant Disease: Gastrointestinal 
disorders=Yes 
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 Lab: Creatinine BIOCHEM umol/L 
Concomitant Disease: Gastrointestinal 
disorders=Yes 

Concomitant Disease: Metabolism and nutrition 
disorders=Yes 

 Quality of Life: Self-care Quality of Life: Anxiety / Depression 
Concomitant Disease: Nervous system 
disorders=Yes 

  Total volume of T2 lesions EDSS: Bowel and bladder functions 

   EDSS: Cerebral (or mental) functions 

   Lab: Absolute Eosinophils HEMA 10E9/L 

   Lab: Absolute Monocytes HEMA 10E9/L 

   Total volume of T2 lesions 

Immunosuppressant safety 

Comedication: Genito urinary system and sex 
hormones 

 _DrugFTY720.Age21-25 Age21-25 

  _DrugFTY720.Age36-40 Age26-30 

  
_DrugFTY720.Comedication: Musculo-skeletal 
system=Yes 

Age31-35 

  
_DrugFTY720.Comedication: Respiratory 
system=Yes 

Age36-40 

  _DrugFTY720.Comedication: Various=Yes Age41-45 

  
_DrugFTY720.Concomitant Disease: Congenital, 
familial and genetic disorders=Yes 

Age46-50 

  
_DrugFTY720.Concomitant Disease: Immune 
system disorders=Yes 

Age51-55 

  
_DrugFTY720.Concomitant Disease: Nervous 
system disorders=Yes 

Comedication: Blood and blood forming organs=Yes 

  
_DrugFTY720.Concomitant Disease: Respiratory, 
thoracic and mediastinal disorders=Yes 

Comedication: Cardiovascular system=Yes 

  _DrugFTY720.EDSS: Cerebellar functions Comedication: Dermatologicals=Yes 

  _DrugFTY720.EDSS: Pyramidal functions 
Comedication: Genito urinary system and sex 
hormones=Yes 

  
_DrugFTY720.Total volume of Gd-enhanced T1 
lesions 

Comedication: Respiratory system=Yes 

  Age36-40 
Comedication: Systemic hormonal preparations, 
excluding sex hormones and insulins=Yes 

  Age41-45 Comedication: Various=Yes 

  Comedication: Dermatologicals=Yes 
Concomitant Disease: Congenital, familial and 
genetic disorders=Yes 

  
Comedication: Genito urinary system and sex 
hormones=Yes 

Concomitant Disease: Endocrine disorders=Yes 

  
Comedication: Systemic hormonal preparations, 
excluding sex hormones and insulins=Yes 

Concomitant Disease: Eye disorders=Yes 

  Comedication: Various=Yes 
Concomitant Disease: Gastrointestinal 
disorders=Yes 

  
Concomitant Disease: Congenital, familial and 
genetic disorders=Yes 

Concomitant Disease: Immune system 
disorders=Yes 



   

 

Transformation tree Transformation forest Elastic net Grouped lasso 

  Concomitant Disease: Endocrine disorders=Yes 
Concomitant Disease: Infections and 
infestations=Yes 

  
Concomitant Disease: Gastrointestinal 
disorders=Yes 

Concomitant Disease: Metabolism and nutrition 
disorders=Yes 

  
Concomitant Disease: Immune system 
disorders=Yes 

Concomitant Disease: Neoplasms benign, 
malignant and unspecified (incl cysts and 
polyps)=Yes 

  
Concomitant Disease: Infections and 
infestations=Yes 

Concomitant Disease: Nervous system 
disorders=Yes 

  
Concomitant Disease: Metabolism and nutrition 
disorders=Yes 

Concomitant Disease: Psychiatric disorders=Yes 

  
Concomitant Disease: Nervous system 
disorders=Yes 

Concomitant Disease: Renal and urinary 
disorders=Yes 

  
Concomitant Disease: Renal and urinary 
disorders=Yes 

Concomitant Disease: Reproductive system and 
breast disorders=Yes 

  EDSS: Brainstem functions 
Concomitant Disease: Respiratory, thoracic and 
mediastinal disorders=Yes 

  EDSS: Cerebellar functions EDSS: Bowel and bladder functions 

  Lab: Absolute Lymphocytes HEMA 10E9/L EDSS: Brainstem functions 

  Lab: Absolute Neutrophils HEMA 10E9/L EDSS: Cerebellar functions 

  Lab: Alkaline phosphatase, serum BIOCHEM U/L EDSS: Pyramidal functions 

  Lab: Creatinine BIOCHEM umol/L Lab: Absolute Lymphocytes HEMA 10E9/L 

  Lab: Mean Cell Volume HEMA fL Lab: Absolute Neutrophils HEMA 10E9/L 

  Prior Glatiramer acetate use=Yes Lab: Alkaline phosphatase, serum BIOCHEM U/L 

  Prior Natalizumab or other MS treatment use=Yes Lab: Creatinine BIOCHEM umol/L 

  Quality of Life: Mobility 
Lab: Gamma Glutamyltransferase (GGT) BIOCHEM 
U/L 

  SexFemale Lab: Mean Cell Volume HEMA fL 

  Total volume of Gd-enhanced T1 lesions Number of Gd-enhanced T1 lesions 

  Visual acuity decimal score left Prior Glatiramer acetate use=Yes 

  Visual acuity decimal score right Prior Natalizumab or other MS treatment use=Yes 

   Quality of Life: Mobility 

   Racenon.Caucasian 

   SexFemale 

   Total volume of Gd-enhanced T1 lesions 

   Visual acuity decimal score left 

   Visual acuity decimal score right 

Safety and efficacy 



   

 

Transformation tree Transformation forest Elastic net Grouped lasso 

Total volume of Gd-enhanced T1 lesions 
Concomitant Disease: Metabolism and nutrition 
disorders 

_DrugFTY720.Age36-40 Comedication: Blood and blood forming organs=Yes 

 Total volume of Gd-enhanced T1 lesions _DrugFTY720.Comedication: Various=Yes Comedication: Nervous system=Yes 

  Comedication: Blood and blood forming organs=Yes Comedication: Respiratory system=Yes 

  Comedication: Nervous system=Yes Comedication: Various=Yes 

  
Concomitant Disease: Musculoskeletal and 
connective tissue disorders=Yes 

Concomitant Disease: Musculoskeletal and 
connective tissue disorders=Yes 

  EDSS: Bowel and bladder functions EDSS score (total) 

  EDSS: Cerebellar functions EDSS: Bowel and bladder functions 

  EDSS: Cerebral (or mental) functions EDSS: Cerebellar functions 

  Number of prior MS treatments EDSS: Cerebral (or mental) functions 

  Number of relapses in the last 2 years Number of Gd-enhanced T1 lesions 

  Quality of Life: Mobility Number of prior MS treatments 

  Total volume of Gd-enhanced T1 lesions Number of relapses in the last 2 years 

  Total volume of T2 lesions Quality of Life: Mobility 

   Total volume of Gd-enhanced T1 lesions 

   Total volume of T2 lesions 

Table A5 Important variables List of variables deemed important at least in two folds of the five-fold cross-validation by being selected in the model or, in the case of forest, by having a 

permutation importance greater than that expected from random variation. All lists omit the drug because it was included in the models by design. Also, the lists for the grouped lasso method omits 

the interaction terms because the method simultaneously selects the main terms and their interaction with treatment by design. Green the predictor is deemed important by all four methods; Yellow 

the predictor is deemed important by three methods; Gray the predictor is deemed important by two methods. 

  



   

 

 

Outcome 

Proportion 

recommended 

treatment 

Average benefit of 

no treatment in 

those 

recommended 

none 

Average benefit of 

treatment in those 

recommended 

Decrease in rate of 

outcomes under 

marker-based 

treatment 

Variance in 

estimated 

treatment effect 

Total gain 

Relapse 1 (1-1) 0 (0-0) 0.223 (0.154-0.296) 0 (0-0) 0.001 (0-0.01) 0.029 (0.016-0.096) 

New/enlarging lesions 1 (1-1) 0 (0-0) 0.259 (0.188-0.333) 0 (0-0) 0.001 (0-0.011) 0.034 (0.003-0.103) 

Confirmed disability progression 0.516 (0.478-0.555) 0.007 (-0.146-0.172) -0.032 (-0.153-0.09) 0.004 (-0.07-0.085) 0.006 (0.004-0.014) 0.061 (0.054-0.099) 

Safety 0.488 (0.452-0.527) 0 (-0.084-0.094) -0.083 (-0.172-0.005) 0 (-0.042-0.049) 0.009 (0.007-0.017) 0.075 (0.064-0.109) 

Immunosuppressant safety  0.489 (0.454-0.526) 0.077 (0.006-0.147) -0.045 (-0.139-0.045) 0.039 (0.003-0.075) 0.005 (0.002-0.015) 0.063 (0.036-0.112) 

Safety and efficacy  1 (1-1) 0 (0-0) 0.089 (0.011-0.169) 0 (0-0) 0.012 (0.002-0.034) 0.103 (0.033-0.18) 

Table A6 Measures of predicted treatment response Treatment effect measures derived from actual and counterfactual predictions from the final model in the external validation dataset, 

with their uncertainty (95% confidence interval). 

 



  Prognostic prediction in RRMS 

119 

Acknowledgements 

First and foremost, I am thankful to my supervisors. Prof. Dr. Ulrich Mansmann was an invaluable guide 

and had faith in me every step of the way. Prof. Dr. Martin Kerschensteiner and Dr. Heidi Seibold were 

always understanding of the challenges in the project and provided useful insights. I am also thankful to 

the PhD program coordinators, Dr. Annette Hartmann and Monika Darchinger, who patiently responded 

to my questions and supported my progress. I would also like to acknowledge formal and informal 

exchanges with all the other PhD students and colleagues who indirectly influenced me during this PhD. 

Last but not least, I am grateful to my family, partner, and my friends for their never-ending support.  

This thesis was only possible because Novartis, the sponsor of the FREEDOMS trials, provided the 

anonymous study data via the Clinical Study Data Request data sharing platform. I am thankful to all 

Novartis employees involved in the process. I would also like to acknowledge the contributions of Prof. 

Dr. Ulrike Held, my dear friend Dr. Kelly Reeve, and Dr. Joachim Havla in conceptualization of the data 

access application. Also detrimental to the success of this project was the diligent work of Mr. Josef 

Herker, who prepared the analysis dataset. 





  Prognostic prediction in RRMS 

121 

Affidavit 

 

 

 

 
Ön, Begüm Irmak 
________ 

_______________________________________________________________ 
Surname, first name 

 
 
Marchioninistr. 15 
_________________________________________________________________ 
Street 

 
 
81377, München, Germany 
_________________________________________________________________ 
Zip code, town, country 
 
 
I hereby declare, that the submitted thesis entitled:  

 

Prediction of prognosis and response to fingolimod in people with  

relapsing-remitting multiple sclerosis 

……………………………………………………………………………………………………………. 

 

 

is my own work. I have only used the sources indicated and have not made unauthorised use of services 

of a third party. Where the work of others has been quoted or reproduced, the source is always given. 

I further declare that the dissertation presented here has not been submitted in the same or similar form 

to any other institution for the purpose of obtaining an academic degree. 

 
 München, 18.12.2023           Begüm Irmak Ön 
 
 
__________________________                                        __________________________________               

place, date                                                                                                                    Signature doctoral candidate 
 

Affidavit 





  Prognostic prediction in RRMS 

123 

Confirmation of congruency 

 

 

 

 
 
Ön, Begüm Irmak 
________ 

_______________________________________________________________ 
Surname, first name 

 
 
Marchioninistr. 15 
_________________________________________________________________ 
Street 

 
 
81377, München, Germany 
_________________________________________________________________ 
Zip code, town, country 
 
 
I hereby declare, that the submitted thesis entitled:  

 

Prediction of prognosis and response to fingolimod in people with  

relapsing-remitting multiple sclerosis 

……………………………………………………………………………………………………………. 

 

is congruent with the printed version both in content and format. 

 

 

 München, 18.12.2023           Begüm Irmak Ön 
 

 
__________________________                                        __________________________________               

place, date                                                                                                                    Signature doctoral candidate 
 

Confirmation of congruency between printed and electronic version of 
the doctoral thesis 





  Prognostic prediction in RRMS 

125 

List of publications 

Published manuscripts 

Reeve K, On BI, Havla J, Burns J, Gosteli-Peter MA, Alabsawi A, Alayash Z, Götschi A, Seibold H, 

Mansmann U, Held U. Prognostic models for predicting clinical disease progression, worsening and 

activity in people with multiple sclerosis. Cochrane Database of Systematic Reviews. 

2023;2023(9)doi:10.1002/14651858.CD013606.pub2 

 

Seker BIO, Reeve K, Havla J, Burns J, Gosteli MA, Lutterotti A, Schippling S, Mansmann U, Held U. 

(Protocol) Prognostic models for predicting clinical disease progression, worsening and activity in  

people with multiple sclerosis. Cochrane Database of Systematic Reviews. 2020;(5) 

doi:10.1002/14651858.CD013606 

 

Hapfelmeier A, On BI, Mühlau M, Kirschke JS, Berthele A, Gasperi C, Mansmann U, Wuschek A, 

Bussas M, Boeker M, Bayas A, Senel M, Havla J, Kowarik MC, Kuhn K, Gatz I, Spengler H, Wiestler B, 

Grundl L, Sepp D, Hemmer B. Retrospective cohort study to devise a treatment decision score predicting 

adverse 24-month radiological activity in early multiple sclerosis. Therapeutic Advances in Neurological 

Disorders. 2023;16:1-25. doi:10.1177/17562864231161892 

 

Submitted manuscripts 

Sakr AM, Mansmann U, Havla J, Ön BI. “Framework for Personalized Prediction of Treatment Response 

in Relapsing-Remitting Multiple Sclerosis: A Replication Study in Independent Data” 

Under review by BMC Medical Research Methodology 

Manuscripts in preparation 

Buchka S, Ön BI, Havla J, Mansmann U. “Individual surrogacy of MRI T2 lesion information for future 

disease severity within recent MS Phase II and III trials: A multi-trial synthesis.” 

 

 

 


	Table of content
	Abstract
	List of figures
	List of tables
	List of abbreviations
	1. Introduction
	1.1 Multiple sclerosis
	1.1.1 Disease and epidemiology
	1.1.2 Treatment landscape
	1.1.3 Fingolimod

	1.2 Prognostic and treatment response prediction
	1.2.1 Definition and significance
	1.2.2 Methodology
	1.2.2.1 Development
	1.2.2.2 Validation

	1.2.3 Prognostic and treatment response prediction in multiple sclerosis

	1.3 Current knowledge and the gap

	2. Objectives
	2.1 Primary objective
	2.2 Secondary objectives

	3. Methods
	3.1 Study design
	3.2 Study population
	3.3 Predictors
	3.4 Outcomes
	3.5 Statistical methods
	3.5.1 Dataset description
	3.5.2 Model development
	3.5.2.1 Modeling methods
	3.5.2.2 Model optimization
	3.5.2.3 Variable importance

	3.5.3 External validation


	4. Results
	4.1 Dataset description
	4.1.1 Sample size and outcome description
	4.1.2 Baseline description

	4.2 Model development
	4.3 Variable importance
	4.4 External validation
	4.4.1 Discrimination and calibration
	4.4.2 Decision and treatment response analyses


	5. Discussion
	5.1 Predicting relapse
	5.2 Predicting other outcomes
	5.3 Important predictors
	5.4 Strengths and limitations
	5.5 Implications

	References
	Appendix A: R Session Info
	Appendix B: Additional Tables
	Acknowledgements
	Affidavit
	Confirmation of congruency
	List of publications

