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Zusammenfassung

Es ist anzunehmen, dass die Vielfalt der Galaxien im lokalen Universum aus sukzessiven
Generationen von Galaxienverschmelzungen hervorgegangen ist. Massereiche Ellipsen ste-
hen dabei an der Spitze der Hierarchie der Galaxienverschmelzungen. Auflerdem bergen
sie die grossten supermassereichen Schwarzen Locher.

Das Szenario der hierarchischen Verschmelzungen kann viele der beobachteten Eigen-
schaften von Ellipsen erklaren. Dennoch bleibt die genaue Zusammensetzung der Massen
in diesen Galaxien schleierhaft. Die Massenfunktion lokaler schwarzer Locher, und insbe-
sondere ihr oberes Ende, sind nicht bekannt. Auch wissen wir nicht, welcher Anteil der
Gesamtmasse einer Galaxie den Sternen und welcher der dunklen Materie zuzuschreiben
ist, da es hier stets eine unbekannte Fraktion an stellaren Objekten gibt, welche Masse
zur Galaxie beitragen, aber kaum oder gar kein Licht. Auf der einen Seite gibt es eine
unbekannte Anzahl an lichtschwachen Zwergsternen, und auf der anderen Seite einen un-
bekannten Bruchteil an Sternen, der zu Relikten kollabiert ist. Die urspriingliche massen
funktion (UMF) der Sterne umfasst diese Information. Verschiedene Studien der UMF
haben eine andere UFM in massiven Ellipsen als in weniger massereichen Galaxien wie
unserer Milchstraflie ermittelt. Doch meistens produzieren verschiedene Methoden wieder-
spriichliche Resultate fiir dieselben Galaxien.

Auf der Messung nicht-parametrischer Sichtliniengeschwindigkeitsverteilungen (SGV)
basierende dynamische Modelle kénnen geniitzt werden, um Galaxienmassen zu messen
und in einzelne Komponenten zu zerlegen. In dieser Dissertation messe ich die nicht-
parametrischen SGV von 9 + 1 Ellipsen bis zur Fluchtgeschwindigkeit des jeweiligen Poten-
tials mit unserem Code WINGIFT. Darauf basierend konstruiere ich fiir acht der Galaxien
Schwarzschild Orbit-Modelle. Dabei préesentiere ich hier die Entdeckung eines von nur
vier bisher dynamisch gemessenen Schwarzen Lochern mit Mgy > 1019M, sowie zwei
empirische Relationen zwischen Mgy und der zentralen Fldchenhelligkeit, sowie zentra-
len Oberflichendichte massiver Ellipsen. Mit diesen Relationen ldsst sich das obere Ende
der Massenfunktion lokaler schwarzer Locher in der Zukunft gezielt erforschen. Fiir sieben
der Galaxien présentiere ich dynamische Evidenz fiir interne Gradienten der UMF. Solche
intrinsischen Gradienten der UMF konnten die Diskrepanzen bisheriger auf verschiedenen
Methoden basierenden Messungen der UMF 16sen. Die gefundenen Gradienten suggerieren,
dass sich in den Zentren von Ellipsen sehr kompakte Regionen vorfinden (r < 1kpc), deren
stellare Populationen einen hoheren Anteil an entweder lichtschwachen Zwergsternen, oder
Relikten vorweisen als es fiir Populationen im Rest des Universums der Fall ist.
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Abstract

It is thought that most galaxies in the local universe are the outcome of several generations
of hierarchical mergers of progenitor galaxies. Massive early-type galaxies (ETGs) occupy
the top ranks of this hierarchy. They also harbour the biggest supermassive black holes
(SMBHS) in the local universe.

The merger framework can explain many of the observed properties of different kinds
of ETGs. However, the exact mass compositions of these objects remains elusive: For
once, the local SMBH mass function is poorly understood and barely sampled at the high
mass end. We also do not know how much galaxy mass is contributed by stars and how
much by dark matter, because an unknown fraction of stars are low-luminosity dwarf stars,
and another unknown fraction of more massive stars have turned into remnants — both of
these contribute a significant amount of mass to galaxies, but little or no light. The stellar
initial mass function (IMF) underlying the stellar population(s) of a galaxy encompasses
this information. Different studies, using different methods have claimed that the IMF in
massive ETGs is different from that of less massive galaxies like the Milky Way. But these
results have thus far remained overwhelmingly contradictory on the level of individual
galaxies.

Accurate measurements of non-parametric line-of-sight velocity distributions (LOSVDs)
in ETGs can be analysed with Schwarzschild orbit models to produce precise galaxy mass
decompositions. In this thesis, I measure the full non-parametric shape of LOSVDs all
the way to the escape velocity of each galaxy’s gravitation potential for a total of 9 +
1 massive ETGs using our kinematic fitting code WINGFIT. For eight of the galaxies I
construct Schwarzschild models based on these kinematics. I present the discovery of one
of so far only four SMBHs more massive than 10'°M,, with direct dynamical detections,
and two new SMBH-host scaling relations between Mgy and the central surface brightness,
as well as surface mass-density of massive galaxies. In the future, these empirical relations
can be used for a targeted sampling of the high mass end of the local SMBH mass func-
tion. For seven of the ETGs, I present dynamical evidence for internal radial gradients
of the IMF. Such gradients can potentially explain the contradictions between previous
IMF measurements from different methods. These measurements suggest that the centers
of ETGs contain very spatially concentrated regions (r < 1kpc) of stellar populations
with an enhanced fraction of either low-luminosity dwarfs or remnants relative to stellar
populations in the rest of the universe.
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Chapter 1

Introduction

1.1 Galaxy evolution and early-type galaxies (ETGs)

1.1.1 Sequencing external galaxies

Astronomers have developed many different classification schemes to categorize galaxies
with respect to different morphological frameworks (see Chapter 4.1 of Binney and Mer-
rifield, (1998 for a review). While most these classification schemes made no attempt to
endow these categorizations with physical significance — and all are based on the individual
judgement of the observer in one way or another — the famous Hubble sequence [Hubble
(1936)); lde Vaucouleurs| (1959)) of galaxies has been particularly popular due to its group-
ing of galaxies according to (visual) properties which are ostensibly linked to the physics
governing the intrinsic structure of these objects. The main aspect of the Hubble sequence
is the partition of galaxies into two main types: Galaxies which are smooth, fuzzy and
elliptical in apparent shape are designated by the letter E. Galaxies whose main bodies are
enormous disks with embedded spiral arms are designated by the letter S. Both types have
their own sub-sequence, with the spiral sequence forking into two parallel branches, S and
SB, one for “ordinary” spirals and one for barred spirals, where the spiral arms emerge
not from the bright center, but from an elongated bar structure piercing the center of the
galaxy, as is the case in our own Milky Way galaxy. Both branches are ordered by how
tight their spiral arms are wound in three tiers, numerated by the letters a to ¢, going from
galaxies with very tightly wound fuzzy spiral arms to galaxies with very loosely wound but
well-defined arms, S[B]a to S[B]c. The sub-sequence for elliptical galaxies, which in the
Hubble scheme ranks ellipticals by apparent ellipticity, was later revised by |Kormendy and
Bender| (1996)); [Faber et al.| (1997), introducing a “boxy” and a “disky” shape-sequence to
better reflect the physical properties of these galaxies (see below). The revised sequence is
shown in the top row of Figure [1.1]

Elliptical galaxies are connected to their spiral-armed counterparts via so-called lenticu-
lar galaxies S[B]0, which are similar in appearance to spirals, but their disks have no spiral
arms. They have roundish central concentrations of stars. Most spiral-armed galaxies
also have more ellipsoidal concentrations of stars in their central regions, called “bulges”



2 1. Introduction

ELLIPTICAL GALAXIES
® e

E(b)4 E(d)4 seo\ . SBa
Boxy Disky ( )

Box

Figure 1.1: Top row: Updated version of the Hubble tuning fork sequence by [Kormendy
and Bender| (1996). This image is taken from Figure 1 of that study. “Im” and “IBm”
indicate Magellanic irregulars. Bottom row: Schematic drawings taken from Bender et al.
(1988) (their Figure 5) illustrating boxy (left) and disky (right) deviations from perfect
ellipses for an example a4/a = £0.1.

or “pseudo-bulges”. Bulges, unlike pseudo-bulges, appear similar to small ellipticals and
are found in S[BJ0 and in spirals which are wound more tightly. Thus, when reading the
diagram from left-to-right, E-to-S, one could be led to believe that galaxy evolution flows
in the same direction. This is why Hubble named the elliptical galaxies “early-type galax-
ies” (ETG) and their spiral-armed counter parts “late-type galaxies” (LTG). As it turns
out, the opposite direction of evolution is closer to the truth: Today it is thought that all
galaxies are emergent from hierarchical trees of mergers, interactions and cannibalizations
among galaxies which give rise to the different galaxy morphologies which we observe in
the local universe. This framework is called hierarchical clustering (White and Rees, [1978;
Steinmetz and Navarro, 2002)). These clustering hierarchies lead to mergers which break
up disks and spiral arms and reassemble their stars in ellipsoidal configurations (Toomre,
1977 Joseph and Wrightl, |[1985; [Schweizer| 1990; |[Kauffmann et al.; |1993). Thus, LTG-like
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progenitors became ETGs E] For this reason, nowadays, this terminology has different as-
sociations, with “early-type” now referring to the fact that the stars in these galaxies tend
to be much older and redder with little or no star formation, whereas their “late-type”
counterparts have more diverse stellar populations, with older stars in bulges, but many
young, blue stars being born in spiral arms, disks and pseudo-bulges.

The work presented here is centered on ETGs, specifically. While in recent years our
understanding of ETGs has become quite comprehensive, in the sense that their relation to
the hierarchical clustering framework, as well as their general dynamic and spectroscopic
properties have been explored quite thoroughly, there still remain a lot of unanswered ques-
tions with respect to the details of their intrinsic mass components and their progenitors.
These are the primary concerns of this thesis. In the following I give an overview of our
current understanding of ETGs and the pertinent questions that remain.

1.1.2 The dichotomy of ETGs
Disky and Boxy ETGs

In the unrevised Hubble sequence, ETGs are ordered by increasing magnitudes of the
apparent ratio of their minor to major axis, b/a, or ellipticity ¢ = 1 — b/a from perfectly
round EO to strongly ellipsoidal E6 galaxies, whereby En is numbered by n = 10 x e. While
the Hubble sequence is still considered a useful grounded-in-physics classification of galaxies
which are LTGs [| this can no longer be said of ETGs. Compared to the large body of
work which has informed our understanding of ETGs since the introduction of the Hubble
sequence (e.g. Kormendy et al., 2009), the Hubble classification is insufficiently linked to
actual physics (this issue was notably raised at the 127th symposium of the international
astronomical union; Tremaine, 1987). The main issue is that the intrinsic ETG-by-ETG
flattening-differences are not in a 1:1 relation to the apparent range of axis-ratios E0-EG6,
since these are dependent on the inclinations under which these galaxies are viewed (e.g.
Sandage et al., [1970; Binney and de Vaucouleurs, [1981). Furthermore, while flattening is
often understood as the result of stronger rotation, in ETGs it is also a reflection of the
anisotropy of the stellar velocities along different axes within the galaxy.

For these reasons, Kormendy and Bender (1996) and Faber et al.| (1997) introduced the
revision of the Hubble sequence which I show in Figure 1.1, The revised sequence orders
ETGs not by axis ratio, but by velocity anisotropy, in order to create a more physical
morphological sequencing of these galaxies. At the heart of the revised sequencing of ETGs
lies a dichotomy, sometimes called the “E-E dichotomy”, between two different types of
morphology, galaxies whose apparent shape has more “disky” distortions from a perfect

1One should not make the mistake to think that today’s LTGs are themselves the progenitors of ETGs,
who were assembled long ago in a different environment at redshifts z = 2 (e.g. |Oser et al.| [2010)

2 At least to first order. In recent years a dazzling range of complexity in spiral galaxies has been found:
small disks in bulges, peanut-shaped bulges for bars, bulges hosting small extra disks, small bars inside
small disks inside a bulge and so on (see e.g. [Erwin et all [2021] for some instructive examples). Such
complexity can hardly be captured by a simple forking diagram.
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elliptical, and those which have more “boxy” distortions. Within these categories, galaxies
are ordered by the magnitude of this distortion, ranked from one to four, E(d)1-4 and
E(b)1-4, for boxy and disky ETGs, respectively. Below, I elaborate on the details of this
dichotomy of ETGs which is fundamental to our understanding of ETG formation.
Considering the formation channel of a particular ETG, in the galaxy clustering frame-
work, the shape of a galaxy is dependent on the morphology of its progenitors and the
particular geometries of their mergers. And yet, ETG morphology at first glance appears
rather uniform and predictable. An ETG’s size and brightness as parameterized by the
size and surface brightness at the effective radius r., with corresponding surface brightness
1., as well as the velocity dispersion o of the galaxy, all lie on one well-define plane in

parameter space:
ro 0(1.4i0.15)[£70.9i0.1). (1.1)

The plane is called the fundamental plane (FP) of ETGs (e.g. Djorgovski and Davis, (1987}
Faber et al., [1987; [Bender et al., 1992; [Kormendy et al., 2009)) and is directly linked to the
virial theorem of classical mechanics ]

However, fitting isophotes of surface brightness to galaxy images upon closer inspection
reveal that the apparent shapes of ETGs are more complex than mere ellipses: The actual
isophotes show small, but still significant distortions from perfect ellipses (e.g Lauer} [1985).
This can be put in terms of a Fourier expansion of such isophote distortions ¢ as a function
of azimuthal angle ¢ with respect to the galaxy center:

8(¢) =< 0>+ (ancos(ng) + b, sin(ng)). (1.2)

For ETGs, one generally finds four-fold symmetry of such a kind that a4 is the most
characteristic feature defining the distortions, d(¢) ~ a4 cos(4¢) (Though features like ag
are still necessary for a full description). If ay > 0, the isophote becomes more “disky” than
a perfect ellipse, and if a4 < 0, it becomes more boxy. This is illustrated in the bottom
row of Figure [I.I] Generally, a4 is on the order of one percent of the major axis a. In
the Kormendy and Bender| (1996) convention, ETGs are ordered by how strongly disky or
boxy they are, which is expressed in magnitudes of a4, such that these galaxies are ranked
E(d)n or E(b)n with n = 10ay.

Since many disky ETGs also host small gas-discs, and spirals host large gas-discs in
which their spiral arms are embedded, it is generally thought that the E(d)1-4 sequence
lies on a continuum with the S[B]0-S[B]c sequence. As explained earlier, it is thought that
ETGs are originated from the mergers of LTG-like progenitors. For the sequence of boxy
ETGs E(b) however, there appears to be a genuine dichotomy with the E(d) sequence.

3The FP is linked to the virial theorem governing the average energies in a stable system of particles
in a gravitational potential, 2 < Ey;, >= —U — M o 0?R. Assuming that ETGs have overall constant
stellar mass-to-light ratios M/L ~ const. (an assumption which I show not to be entirely accurate in
Chapter , we can use the virial theorem to formulate a chain of proportionalities: M o« 0?R o L o
I x R? - R o 02171, Correcting for the empirical relation M/L o L%32 (Cappellari et al., [2007) for
ETGs, R oc 0217989 which is consistent with the FP within two sigma. The small differences are due
to the simplifying assumptions.
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As shown in Kormendy and Bender| (1996)), empirically, a4/a can be used to separate
out galaxies whose stellar motions are dominated by ordered rotation, |v|/c > 1 from those
which are dominated by random motion, i.e. dispersion, |v|/o < 1: Disky ETGs, a4 > 0,
are generally dominated by ordered rotation along the major axis, whereas boxy ETGs
are supported by random motions and can have significant amounts of minor axis rotation
(Bender and Moellenhoff, [1987; Bender et al., [1988). Concerning the latter point, this also
means that we can extend this distinction to the intrinsic symmetry of the gravitational
potential of these galaxies: disky ETGs are overall axisymmetric, while boxy ETGs, a4 < 0,
may also show varying degrees of triaxiality which gives rise to minor axis rotation (Franx
et al., (1991} Tremblay and Merritt, |1995; |de Zeeuw and Franx, [1991]).

Emsellem et al. (2007, 2011) expanded on the |v|/o kinematic classification of ETGs
by introducing a recipe to classify ETGs by light-weighted averages over extended 2D
kinematic fields:

Nz rel> (1.3)

< TV 402 >
where A, is a proxy of the projected angular momentum per unit mass within the effective
radius 7. and the averages are 2D light-weighted averages. Plotting \. against apparent
ellipticity e. = (1 — b/a) produces a dichotomy of “slow-rotators” and “fast-rotators”,
separated by a line, A, = (0.31 £ 0.11),/€. with few galaxies in-between. The fast/slow
rotator categories for the most part follow the the disky/boxy dichotomy.

Finally, slow-rotating boxy galaxies are also overall more luminous (My < —22mag),
whereas fast-rotating disky ETGs are generally less luminous (My > —20.5 mag). However,
the most compelling evidence for a significant dichotomy of ETGs is found in the central
surface brightness profiles of these galaxies.

Cores and Power-laws

The centers of luminous, boxy ETGs are surprisingly faint. The surface brightness profiles
over galactocentric radius [*| of most ETGs can be described by a Sérsic law , log I oc r=/m
(Sersic, |1968; (Caon et al., [1993), with n being the so-called Sérsic index. However, there
are some E'TGS whose observed profiles diverge from a simple Sérsic law and which require
more complex descriptions: At large radii, for very massive/luminous ETGs, particularly
those sitting at the bottom of the large gravitational wells of galaxy clusters, so-called
brightest cluster galaxies (BCGs) often have extended stellar envelopes around their main
bodies. These are assembled from stars from minor and major mergers (i.e. mergers
with small satellite galaxies and mergers between full-sized galaxies) and accretion of sur-
rounding stars. This can for some galaxies raise I(r) at large radii above what would be

“more accurately, circularized radius, r = a*b, where a and b are the major and minor axes of photo-

metric ellipses

This is a generalization of the famous de Vaucouleurs law (de Vaucouleurs| [1948), log I o r~1/4 which
can describe many standard ETGs, but has since become outdated relative to the complexity of measured
ETG light profiles.
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encompassed by a single galaxy-wide Sérsic law (e.g. Kluge et al., 2020} |[Kluge and Bender,
2023).

At small radii, massive/luminous ETGs also diverge from a single Sérsic law: Typically,
on scales of a few parsec to kilo-parsec the light profiles of these galaxies break off from
steeper outer Sérsic laws into “cuspy cores”, shallow inner power-laws I o< 77 with v < 0.3.
Conventionally, these are simply called “cores”, even though the “cuspy” specifier, which
distinguishes these profiles from analytic cores, dlogI/logr = 0 is more accurate. The
light profiles of their less massive/luminous counterparts, by contrast, are almost unbroken
towards the smallest resolved radii, v 2 0.5. ETGs without cores are often simply called
“power-law” ETGs. Cores are in almost all cases found exclusively in boxy galaxies,
whereas central power-laws are associated with disky galaxies. The distinction between
cores and power-laws is sharp, nonetheless there is always the possibility of small cores
hiding behind instrumental resolution limits of galaxies which have thus far been assumed
to be power-laws.

Figure illustrates this dichotomy between the central surface brightness profiles of
both cored and coreless power-law ETGs. The dichotomy was first suggested by Nieto et al.
(1991b), but was later solidified by the photometric measurements of the Hubble Space
Telescope (HST) era (Crane et al., 1993; |Kormendy et al.,|1994; Ferrarese et al., 1994; Lauer
et all |1995; Gebhardt et al. [1996; Faber et al., [1997)). Furthermore, Kormendy| (1999);
Kormendy et al.| (2009), showed that “power-laws” are not unbroken, simple Sérsic profiles
down to the smallest radii. Instead, close to the study’s resolution limit, in the very center
these galaxies have an excesses of light, relative to an overall Sérsic law. This is why the
centers of these galaxies are sometimes called “cusps”, forming a cusp/core dichotomy, but
this is terminology is misleading since the “cores” are technically also cusps, just shallower.
The core/power-law convention suffers from the same problem, but is still more common.

For the central ~ 20" of local ETGs, the so-called Nuker-profile (Byun et al., [1996;
Lauer et al., 2005, 2007¢) can be used to characterize both types of ETGs in order to
quantify the properties of their central cores or power-laws:

I(r) = [0/ (@)”’ [1 I (E)“] o= O‘, (1.4)

T T

where 7, is the break radius, which for cored profiles designates the spatial extend of
the core, and [, the luminosity at r,. v is chiefly the slope of the light profile inside ry,
and [ the slope of the profile on the outside. The parameter « regulates the smoothness
or abruptness of the transition at r,. Cores have v ~ 0.05 — 0.3.

Later on (Graham et al. (2003) and Trujillo et al.| (2004b)) introduced the core-Sérsic
function, which unlike the Nuker law can be used to fit the whole galaxy light profile,
because this function includes an outer Sérsic function, in addition to an inner power-law:

Ir)="Tr <1+ (%b)a>gexp [—bn (ragg)il’ (1.5)
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Figure 1.2: Surface brightness profiles over galactocentric radius for cored and core-
less (power-law) ETGs from |[Kormendy| (1999). This is Figure 40 of that study. The
surface brightness is here shown in units of astronomical magnitudes over arcseconds,
1 o< —2.51log I. The radius and profiles are normalized at r.,. This radius is simply the
core radius r, for cored galaxies and the innermost radius up to which a single Sérsic law
could describe the profile of the galaxy for the coreless galaxies.

where

1
., 2ary | "
I'=1,2"a exp | by < “’) , (1.6)

Te

carrying on most of the parameters of the Nuker law, but with the addition of the Sérsic
index n (b, is a scaling factor carried over from a normal Sérsic law). The main draw-back
of this profile is that it is too rigid, if for example the galaxy is a BCG with an extended
stellar envelope. Since this is a profile fit for the whole galaxy this also biases the core
parameters 7y, I, and 4. In Chapter [2] I present a study of the BCG of Abel 85, Holm 15A,
whose exact core radius is difficult to define because of the extended stellar envelope which
makes the galaxy appear to have an almost unbroken exponential surface brightness profile,
n~ 1.

Besides the radius r, which one can derive from these two profiles to characterize the
size of a core, there is also the “cusp-radius” 7, which functions as a profile-independent
core radius. It is defined at the radius where dlogI/dlogr = —1/2 (Carollo et al., [1997).
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Typically 7, ~ 7, however some caution must be exercised when measuring this radius,
as it can in principle apply to any galaxy, including power-law ETGs and even spirals, or
any other object, even if there is no actual core. But, as I show in Chapter [2] for some
extreme galaxies, the core-transition can be so smooth that r;, is unfit to measure the core
size for both a core-Sersic and Nuker profile, and only 7, is of use.

Cores are of particular interest because their properties correlate with galaxy properties:
Cores are larger and less dense in brighter galaxies (e.g. Lauer, |1985; Kormendy, 1985; Nieto
et al 1991a)), and as explained above, they are essentially only found in boxy galaxies.
While there are different ways to construe the E-E dichotomy, i.e. to tie it to some set
of parameters along which ETGs split into two, the core/power-law ETG distinction is
especially rooted in physics, as it is inclination independent, unlike the fast/slow rotator
or boxy/disky distinction.

1.1.3 Supermassive Black Holes, core formation and ETG evo-
lution

It is generally thought that disky and boxy ETGs are the outcome of two types of major
mergers. Wet mergers, due to dynamical friction involved between components of gas and
between gas and stars, are driven by the dissipation of energy which in turn circularizes
orbits, producing an axisymmetric galaxy with isophotes which have disky distortions. Dry
mergers by contrast are dissipationless (no gaseous components) and driven by so-called
violent relaxation, the process by which a collisionless system consolidates a new dynamical
equilibrium in a changing gravitational potential, dF/dt = 0¢/0t. This is associated with
a re-distribution of stars in phase-space. In particular, more stars are put on so-called box-
orbits, the driving force behind boxy isophote distortions, and the build-up of triaxiality
(e.g. Bender and Moellenhoft, |1987; |[Nieto and Bender, |1989; Hopkins et al., [2009b)). Dry
mergers can also explain many of the kinematic substructures that are observed in real
boxy galaxies, such as decoupled cores, i.e. central regions whose rotation is flipped or
misaligned relative to the surrounding galaxy. This translation of the E-E dichotomy into
a dry/wet merger dichotomy can also explain the empirical range and trends of galaxy
velocity dispersion o: The Faber-Jackson relation of ETGs o o< L'/4, relating dispersion to
galaxy luminosity, saturates for the most luminous/massive galaxies (Lauer et al., 2007a;
Cappellari et al., [2013a; [Kormendy and Bender, 2013). The saturation of the relation
can be explained by the superposition of two separate empirical relations for cored and
power-law ETGs: ¢ o< L'/* for power-law ETGs, and the much shallower relation o oc L'/®
for cored ETGs (Kormendy and Bender| 2013)) — further evidence for the E-E dichotomy.
These differently sloped relations, in turn, can be explained by merger origin: o oc L4,
the normal Faber-Jackson relation, can be linked back to the virial theorem via empirical
scaling relations E] Generally, dry, and therefore dissipationless mergers are expected to
preserve o. However, numerical simulations of dry mergers indicate that in the case of

662r, o« M = M/L x L. Using the empirical relations r, oc L%7® (Kormendy and Bender, 2012) and
M/L o L%32 (Cappellari et al 2007), o oc LY/3.
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largely 1:1 (mass-wise) and close to head-on mergers, o increases slightly as in the o L'/8
relation (Boylan-Kolchin et al.; |2006; Hilz et al) 2012). This can be largely attributed to
the build up of radial orbital anisotropy through violent relaxation. But does this also
explain why boxy ETGs have cores and disky ETGs do not?

Considering just stars, gas, and dark matter halos, no: Numerical mergers simulations
of dry mergers show that existing bright central regions, i.e. power-law-like nucleus, sink
to the center of the forming remnant where they become the new bright center. If there
are two of them they even form a much larger bright central power-law (e.g.|[Rantala et al.,
2018)). For simulations of wet mergers, core-formation is even more suppressed. Here the
bright nucleus sinks to the bottom, too, and on top of that, angular momentum transfer
and dissipation transport gas to the center of the merger remnant on small timescales,
where starbursts are triggered which populate the center with blue, young new stars (e.g.
Barnes and Hernquist, [1996; Mihos and Hernquist, 1994; Hopkins et al., 2008, [2009a)).
Such merger-induced nuclear star bursts have also been observed in nearby mergers (e.g.
Kormendy and Sanders|, [1992; |Joseph and Wright|, [1985)). This, at least, is fully consistent
with the observed unbroken Sérsic profiles with central light excesses in E(d) galaxies.
But both formation channels are inconsistent with core-formation or even long-term core-
survival.

A way to resolve this issue is to account for the presence of supermassive black holes
(SMBHs), black holes with masses Mgy ~ 10° — 10'°M,. SMBHs are expected to reside
in the centers of most galaxies, and certainly all ETGs (Magorrian et al., [1998)). It is
unknown how these black holes, or rather their massive progenitors were formed, but they
seem to appear at the dawn of galaxy formation: At z > 2, and even z 2 6, there exist
ultra-luminous point sources (L 2> 10" L) called quasars, short for “quasi-stellar radio
sources”, which far outshine their host galaxies. The existence of objects so bright and yet
so compact can be explained by the accretion of large amounts of mass in the denser ancient
universe onto SMBHs and the radiation energy generated thereby. SMBHs are expected
to far outlast the current lifetime of the universe, and so they are expected to survive
“dormant” and dark in the less turbulent universe of today, in the centers of local galaxies
(e.g. Salpeter, (1964} Lynden-Bell, [1969; [Kormendy and Richstone, |1995; Richstone et al.|
1998; Kormendy and Ho, 2013; Wu et al., 2015)). Stellar dynamical modeling of ETGs,
which T introduce in Section [I.2] has been used to detect more than a hundred nearby
SMBHs by now (see Kormendy and Ho, [2013| and |Saglia et al., 2016 for review). The
many detections of central SMBHs have also led to the discovery of a number of empirical
relations between the properties of host galaxies and the masses of their respective central
SMBHs, Mgy, such as between Mpy and o, and Mgy and bulge/ETG mass and luminosity,
Mgy, Lp, (e.g McConnell and Ma) 2013; Kormendy and Ho, 2013} [Saglia et al., [2016)).
These three relations are shown in the top row of Figure [1.3]

Merger simulations which include central SMBHs, find that the SMBHs of merging
galaxies sink to the center of the forming galaxy where they also merge. In doing so, they
trigger a process called black hole binary “core-scouring”. This process is illustrated in
Figure . First suggested by Begelman et al.| (1980), it involves the ejection of stars from
the central regions of the merger remnant — first, during their descent to the center, the
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Figure 1.3: Empirical scaling relations between central SMBH mass, Mgy and various
galaxy properties for exemplary samples of ETGs. The top row shows scaling relations for
the global galaxy properties velocity dispersion o, bulge mass Mg, (=stellar mass of the
ETG) and K-band bulge luminosity L p, from Kormendy and Ho (2013)); McConnell and|
Maj (2013); Saglia et al|(2016) for ETGs from [Saglia et al.| (2016]). The bottom row shows
scaling relations for the core properties core-break radius ry, stellar surface mass density
in the core region ¥y and stellar mass deficit of the core M, geficit from Rusli et al.| (2013b));
'Thomas et al. (2016]); Mehrgan et al.| (2019)) for the cored ETGs from these studies.

SMBHs loose angular momentum in the form of kinetic energy to surrounding stars via
dynamical friction. Next, the SMBHs become gravitationally bound, and the binary enters
short-lived three-body interactions with nearby stars, during which the stars are slingshot-
ted to larger radii, shedding some of the binaries’ energy, which facilitates the hardening of
the binary. In this manner cores are excavated from the central regions of forming galax-
ies, which produces light profiles like those observed in real cored galaxies (e.g.
[Fullerton|, [1980} [Ebisuzaki et al., 1991} [Makino and Ebisuzaki, [1996; |Quinlan|, |[1996a; Faber|
ket all, 1997, Milosavljevi¢ and Merritt), 2001} [Volonteri et all, 2003} Milosavljevié et al.)
2002; Makino and Funato|, [2004; Trujillo et al., 2004al; [Merritt and Milosavljevid], 2005}
Merritt), 2006} [Merritt et all [2007; |Gualandris and Merritt], [2008; [Hopkins et al., 2009b;
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Figure 1.4: Snapshots from ETG-ETG, 1:1 merger simulations from Rantala et al.| (2018])
(images taken from their Figure 4). The snapshots show the central few kiloparsec of
the forming galaxy, where brighter green tones indicate higher concentrations of stars and
black disks the central SMBHs of the merging galaxies. From left-to-right, the sequence
moves from the initial stages of core scouring to the final hardening of the binary at the
simulation’s spatial resolution limit. By that point, the stellar density of the central regions
of the remnant has noticeably decreased as the binary SMBHs have slingshotted stars out
of the center.

Merritt], 2013; Rusli et al., [2013b; Rantala et al., [2018)).

Dynamical evidence of this process is found in the details of the orbital structure of cored
galaxies. Stellar dynamical orbit models (see Section give us insight into this orbit
structure. In particular we can compute radial profiles of the so-called orbital anisotropy
parameter

0y

p=1-—. (1.7)

T

where o, is the radial and o, = /(07 + 03)/2 is the tangential velocity dispersion, com-

puted from the galaxy-intrinsic dispersions oy and o4 in the two angular directions. These
radial and tangential dispersion measures refer to distributions of stellar motions along
orbits with fundamentally different geometries with respect to the galactic center. I here
refer to these orbit-groups as radial and tangential orbits. Schematic illustrations of these
orbit types are shown in Figure . Considering the B(r) profiles of real cored galaxies,
they consistently show a characteristic trend of increasing tangential orbits (8 < 0) inside
the core and closer to the very center and increasing radial orbits (5 > 0) outside of the
core towards larger radii (e.g. McConnell et al., 2012; Thomas et al.| 2014, [2016; Mehrgan
et al., 2019). This is also a direct prediction of core-scouring merger simulations (e.g.
Quinlan, 1996b; [Milosavljevi¢ and Merritt, 2001; Rantala et al., 2018, 2019; |[Frigo et al.|
2021)): Orbits on more radial trajectories take stars closer to the central SMBH binary than
tangential orbits and thus are more likely to be ejected from the core. These observations
match up excellently with these predictions in direct comparison of the full 5(r) profiles
(Thomas et al.l 2014; |Rantala et al., [2018,2019)) as can be seen in Figure .

Despite everything presented here, thus far, the local black hole mass function is poorly
understood, and at the high-mass end, for Mpy > 10'°M,, it is barely sampled at all.
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Figure 1.5: Schematic illustration of exemplary tangential (left, blue) and radial (right,
red) orbits.
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Figure 1.6: The dynamical “fingerprint” of SMBH-binary core-scouring in cored ETGs
from Thomas et al.|(2014). I show here the velocity anisotropy parameter §(r) over radius
scaled by core-radius for the ETGs (black) compared to numerical merger simulations
with core-scouring from Rantala et al.| (2018}, 2019) (red). Within and around the core, the
orbital distribution becomes more tangentially biased, outside, the radial bias increases.

Indeed, the most established SMBH scaling relation, Mgy — o, breaks down at the high-
mass end, because dry mergers only grow o by very little, whereas the masses of the SMBHs
simply add up. Fortunately, there are also various empirical relations tying central SMBHs
to core properties. I am showing three of these in the bottom row of Figure [1.3. Such
relations can be explained via the core-scouring formation channel: There are log-linear
relations between Mgy and core size, parameterized either by r;, or 7, and between Mpy
and central surface brightness/mass, o, %o (for the first time introduced in my study
Mehrgan et all 2019, which I present in Chapter [2). These relations indicate that the
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most massive SMBHs reside in the centers of the cores which are largest and faintest /least
dense (e.g. [Faber et al. [1997; |Lauer et al., [2007c; Rusli et al., |2013b; Kormendy and Ho,
2013; [Thomas et all 2016; Mehrgan et al., [2019)). /Thomas et al.| (2016) also showed a 1:1
relation between r, and rgop, the radius of the gravitational sphere-of-influence (SOI) of
the central SMBH, meaning the galactocentric radius at which the enclosed stellar and DM
mass of the galaxy is equal to Mgy. The proverbial “smoking gun” for the core-scouring
formation channel is the relation between Mpy and the central missing light of the core-
profile relative to inwards extrapolation of the outer Sérsic light profile, which was first
introduced by Kormendy and Bender| (2009) (see also Rusli et al., 2013b). This can be
translated to a log-linear relation with the missing stellar mass, M, geficis. A SMBH binary
displaces M, geficit on the order of its own mass per merger. Each merger then increases
M, geficit further. Additional scouring from ejected stars falling back into the center of the
forming remnant can increase the effectiveness of the scouring process (Gualandris and
Merritt, 2008]). All of this taken together, leads to the expectation that Mg for most
galaxies lies between roughly one to five times Mgy , which agrees well with observed
deficits (Merrittl, 2006; Ferrarese et al. 2006; Lauer et all 2007a; Mehrgan et al., 2019)).

The empirical scaling relations between core properties and Mgy hold enormous po-
tential for investigating the local black hole mass function, but they are based only on a
relatively small number of ETGs, and have previously never been used to select galaxies
for dynamical study. It is thus unknown if we can use these relations which are based
on very straight-forward observations of photometric properties to find SMBHs in some
targeted mass range. In Mehrgan et al. (2019), which I present in Chapter [2, we have for
the first time selected a galaxy, Holm 15A, for study specifically because of its extremely
large core (r, ~ 4kpc). This lead — as we had anticipated — to the discovery of the most
massive dynamically detected SMBH thus far with (4.0 4+ 0.8) x 10'%M, demonstrating
the utility of these still young scaling relations for future systematic sampling of the local
black hole mass function.

An important question that must be raised is whether or not the E-E dichotomy truly
constitutes a “dichotomy” in the stricter sense. Are we just overstating the difference of
some individual ETG properties, such as central surface brightness and rotation, whereas
the ETGs themselves are on one and the same continuous but forking track of galaxy
evolution (like the forking of spiral galaxies into barred and un-barred)? That is, are the
progenitors of boxy/cored and disky/power-law ETGs truly different? Naturally, core-
scouring would also occur during a wet merger, but the ensuing nuclear star bursts would
quickly “cover up” the core. This is why it is often said that the core/power-law dichotomy
can be traced back to the outcome of the last major merger of each galaxy, since in principle,
a previously cored ETG can be turned into a power-law ETG with one or several “unlucky”
encounters. However, this is not quite correct, as cored ETGs, are, as stated above, overall
more massive than power-law ETGs (if cores could become power-laws “by accident”, why
would there be mass segregation?). For this reason Kormendy et al.| (2009) also proposed
an addendum to the dry-merger-core scenario to better explain why we generally do not
find massive galaxies with cores that have been destroyed by chance encounters with gas-
rich galaxies: More massive galaxies can hold larger quantities of hot X-ray emitting gas
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— gas that has been super-heated by the energetic feedback processes of matter-accreting
SMBHs, so-called active galactic nuclei (AGN). In the presence of this medium, gas which
could be used for star formation is prevented from collapsing into stars. Indeed, cored ETGs
generally contain radio-loud AGN and hold on to hot X-ray emitting gas, whereas power-
law ETGs do not. This suggest that also the progenitors of ETGs are mass-segregated,
which could speak in favour of a deeper running dichotomy.

Here, however, we still lack knowledge of the stars making up these galaxies: If the
stars of the two types formed in radically different environments, their stellar populations
could have turned out very different — besides the fact that by now both their populations
are red and ageing. This is captured by the so-called stellar initial mass function, which
describes the distribution of stellar masses in a stellar population at time of formation. I
describe this topic in more detail in Section [I.3] In Chapter [ T investigate this property
of ETGs and present evidence that both more massive power-laws and cored ETGs have
in their central regions, on scales of 1kpc from the respective galaxy center, formed stars
in mutually similar ways but with a relative excess of dwarf or giant stars relative to the
stellar populations of LTGs such as the Milky Way.

In order to measure both stellar initial mass functions and SMBHs it becomes critical to
measure the total masses of ET'Gs and to decompose them into their principle components.
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1.2 The stellar dynamics of ETGs

Stellar dynamical modeling of ETGs is the principal method by which we uncover their
intrinsic mass composition. It consists of constructing mass-models for the motions of
stars moving in a shared gravitational potential, and optimizing these mass-models from
the fits to the kinematics. Stellar kinematics can be recovered from an analysis of galaxy
spectroscopy.

1.2.1 Stellar kinematical measurements

The stellar populations of distant galaxies are unresolved. This means that the spectra of
a galaxy result from the blending of the spectral features of many stars and other light
emitting sources along the line-of-sight (LOS).

Spectral feature arise due to the different elements found in the atmospheres of stars
and the interstellar medium (ISM). Absorption and emission lines are narrow lines etched
into, or on top of, the black body radiation spectrum of stars. The lines are produced by
the competing absorption and emission processes of the different and differently abundant
elements in the atmospheres of stars and the ISM. Other processes such as the surface
gravity of stars also impact the shape of spectral features. The continuum, made up
of the blending of individual black body radiation spectra, against which emission and
absorption lines appear, can also be impacted by radiation from AGN, which furthermore
produce their own broad emission lines from the ionization of gas around the accretion
disk of the SMBH.

For the galaxies which are the concern of this thesis, i.e. massive ETGs with very little,
or no gas at all, the spectral features consist predominantly of stellar absorption lines.

Line-of-sight velocity distributions

Consider an ETG which is observed spectroscopically. Due to its distance, an observed
galaxy spectrum G over wavelength A is redshifted by the Hubble flow, and relative to
that redshift, further redshifted, or blueshifted due to its peculiar velocity. Due to the
motions of the stars in the galaxy, their individual spectra are themselves differently red-
and blueshifted relative to the overall galaxy redshift by small A\, according to their
individual LOS velocities, v,

A
Ylos _ TA ~Aln ), (1.8)

C

for the small red/blue shifts found in galaxies. The cumulative blending of the differently-
shifted absorption lines of all the stars along some LOS in a galaxy results in a broadening
of the absorption lines, producing the observed galaxy spectrum G. The broadening of
stellar absorption lines is illustrated in an example in Figure [I.7} It is advantageous here
to introduce a quantity called the “spectral velocity”,

u=clnA, G(A) — G(u). (1.9)
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Figure 1.7: Example spectrum and illustration of kinematic broadening over wavelength
for a massive ETG (NGC 7619). The continuum of the galaxy spectrum has been removed
and the spectrum normalized. The spectrum is shown in black. The grey spectrum on top
is a model template for the unbroadened stellar population underlying the galaxy spectrum
redshifted to the galaxy redshift (it has also been arbitrarily normalized and shifted in flux
for the sake of illustration). The red spectrum is a fit to the galaxy spectrum derived from
broadening the template spectrum via a convolution with a LOSVD (shown separately in
Figure . Notable spectral absorption features are indicated in the image. The fit was
derived using the so-called WINGFIT spectral fitting code (Thomas et al. in prep.)

Mathematically, the broadening of absorption features can be represented as a convolution
of a model of the unbroadened spectrum of a stellar population 7 (u), called the “stellar
template”, or just “template”, with a broadening function £(v}es):

Gu) = (T *L)(u) = T (4 — Vios) L(v105) du (1.10)

Vlos
The broadening function £ is the so-called line-of-sight velocity distribution (LOSVD).
An example of such a convolution is shown in Figure
The most common way to parameterize the LOSVD is with the Gaussian-like Gauss-
Hermite series:

L(p, hsa)=a-e %(1 + haHs (1) + haHa(p) + ..., (1.11)
H= (Ulos - /Urot)/0.7 (112)
where
i %; (2p)% if 7 is even

.

ol

= o
w\s

Hilp) = (1.13)

il 2 1>—2’(2M)2ﬂ'+1 if 7 is odd

(25+1)! L

The first term is just a normal Gauss1an with amplitude a. For the subsequent terms it is
corrected with a sequence of Hermite-polynomials H; with coefficients h;, which are varied
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Figure 1.8: Example of an LOSVD which has been recovered non-parametrically (using
WINGFIT) (black points with errorbars). After recovery, I have fitted the LOSVD with a
Gauss-Hermite polynomial of 4th order. The non-parametric LOSVD corresponds to the
one from the spectral fit in Figure

during the fit, alongside v,,; and o. Frequently in the literature, stellar spectra are fitted
with such Gauss-Hermite functions up to hy as LOSVD-models, but throughout this thesis
I show that it is preferable to determine LOSVDs non-parametrically, and to fit them with
Gauss-Hermite functions a posterior: to highlight certain kinematic trends where needed.
Figure [I.§ shows the non-parametrically determined LOSVD of the galaxy spectrum in
Figure and a Gauss-Hermite fit to the recovered LOSVD.

Nonetheless, Gauss-Hermite functions often have descriptive utility — v,o; and o, the
mean and dispersion of a normal Gaussian, can help us characterize the general rotation and
intensity of random motions, or blending of rotation from two sides of the galaxy (making
one broad envelope of two narrower Gaussians). In the beginning of stellar kinematic
analysis, a Gaussian was all that was fitted. The functions of the higher-order Gauss-
Hermite moments h3 and hy are illustrated in Figure Hermite orders beyond this are
essentially extensions of the trends generated by these even and odd order coefficients to
larger velocities. Therefore I here focus on h3 and hy. However, in Mehrgan et al.| (2023a),
I show that at least sixth or eight order polynomials should be used to capture the full
shape of the LOSVD of many ETGs. This is presented in Chapter [3| (see also Krajnovié
et al., 2015} |Veale et al., [2018; Quenneville et al., 2022; Thater et al., [2022).

hs and higher order odd Hermite coefficients primarily govern the axisymmetric features
of a LOSVD. Expanding a Gaussian with a non-zero hz skews the LOSVD asymmetrically
in one direction: On the one side from the LOSVD peak, the tail of the distribution gets
slightly lifted, on the other suppressed. The LOSVD-peak also moves slightly in the di-
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rection of the suppressed side of the LOSVD. Gauss-Hermite polynomials with v..; — hg
anticorrelation (illustrated in the left-hand panel of Figure , produce a good repre-
sentation of the projection of stellar motions along a LOS that is dominated by ordered
rotation. Along such a LOS, the LOSVD is not perfectly symmetric about v,,¢. In the
case of only circular or close-to circular orbits, orbits which are intercepted perfectly tan-
gentially by the LOS produce the largest projected velocities. Other intercepted orbits are
intercepted at an angle and project to smaller v,s. At the same time, these orbits also
necessarily lie at larger distances from the center and thus carry less light. Therefore, the
LOSVD abruptly terminates at a largest velocity on the side of v, and has a trailing tail
of smaller velocities on the opposite side. Typically, the circular velocity of orbits vary,
and a varying number of orbits are more radial. In this case, the LOSVD-signal on the side
of rotation terminates smoothly, and the LOSVD can be described by a Gauss-Hermite
polynomial with v,.; — hg anticorrelation.

The descriptive function of hy is related to the orbital anisotropy along the LOS. Ran-
dom motions, i.e. radial orbits, produce large velocities on both sides of the peak of the
LOSVD. For a LOS through the center of the galaxy, more tangential orbits largely project
to zero or smaller velocities, because they are intercepted perpendicular to the direction
of the circular velocity. However, real observations are limited by finite spatial resolutions
and atmospheric seeing, which redistributes light from off-center lines-of-sight to the center.
For these lines-of-sight, close to the center, but not thorough it, non-zero velocities can be
generated along the LOS even from circular orbits, as they are not be intercepted perpen-
dicularly. If the mass profile of the galaxy becomes steeper in the center, these velocities
become larger. This poses a conundrum: Is a given LOSVD broader because the mass pro-
file is steeper or because there are more stars on radial orbits? This problem is called the
mass-anisotropy degeneracy, and hy was introduced to stellar kinematic fitting to resolve
it (Binney and Mamonl [1982; Dejonghe and Merritt), [1992; van der Marel and Franx, [1993;
Gerhard, |1993; [Merritt and Sahay, [1993; Bender et al., [1994). If the galaxy is more radially
anisotropic along the LOS, the high-velocity tails of the LOSVD will have stronger signal,
what we in Mehrgan et al.| (2023a) dubbed LOSVD-“wings”. This LOSVD shape can be
produced by a Gauss-Hermite polynomial with a positive hy, as seen in the right-hand
panel of Figure If there is less radial anisotropy or even tangential anisotropy along
the LOS, the LOSVD has suppressed wings, and might even become flat-topped. The
latter happens because of two sides of rotation from tangential orbits blurring together.
This shape can be described by a negative-hy Gauss-Hermite LOSVD (see Figure .

However, it is important to emphasize that hy and h, are not in a 1:1 relation to these
physical aspects of galaxies. If a LOSVD associated with a LOS dominated by strong
rotation has a kinematic component that produces extra-light at the prograde wing of the
LOSVD, hsz can become very small. Similarly, a LOSVD might have a broad flat-topped
trunk from tangential anisotropy at the same time as it has wings. As a result, hy might be
positive, despite tangential anisotropy. I present a few such complex LOSVDs in Chapters

2l and B
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Template mismatch

A significant issue facing us for the measurement of stellar kinematics is the determination
of the template 7. The stars in ETGs are overall different than those in the MW: redder,
older and more metal-rich on average. Yet, when we are looking for a template to represent
the underlying stellar population of an ETG we either have to use observed stellar spectra
from the MW, or synthetic spectra, which underlie various model assumptions. One way
or another, it is very likely that any kinematic fit of an ETG suffers from some degree of
so-called template mismatch — the mismatch between our model of the underlying stellar
population of a galaxy and its actual intrinsic, to us unresolved, stellar population. This
causes a variety of distortions of the recovery of the LOSVD. These distortions can also in
part, but not sufficiently, be described by biases in hz and hy. LOSVDs can be overall more
asymmetrically distorted or have a more symmetric excess or suppression of wing-light due
to template mismatch. I simulate, illustrate and explain the mechanism behind, and the
various manifestations of template mismatch distortions of the LOSVD in great detail in
Mehrgan et al. (2023al) which is presented in Chapter . There, I also describe strategies
that can be applied to minimize the effects of template mismatch.

Methods

I here briefly describe some of the methods that can be used to recover the LOSVD from
ETGs. 1 focus only on those methods which appear in the subsequent chapters of this
thesis, particularly Chapters [2] and [3] Most other methods however, are similar to one of
each of the methods described here.

Considering Equation the most natural way to recover the LOSVD seems to be a
deconvolution via a Fourier transformation of the spectra:

L(k) % (1.14)
T (k)

where the tilde signs indicate Fourier transformations. The LOSVD can be derived by
performing an inverse Fourier transformation. In practice, this approach becomes prob-
lematic: In order to perform the deconvolution, the continua of both G and 7 need to
subtracted. This, however, results in a loss of information of the low frequency signal of
the LOSVD. For the high frequency signal, the ratio of G(k) and 7 (k) greatly amplifies
some of the noise in the data as both terms become very small for larger k. The end
result is that in the best case scenario this can yield enough kinematic information to fit
a simple Gaussian to the signal, but both higher-order Gauss-Hermite moments, and the
non-parametric LOSVD are too distorted for utility (This is illustrated in Figure 11.2 of
Binney and Merrifield, [1998)).

More indirect approaches for recovering the LOSVD produce more detailed kinematics.
Bender]| (1990) introduced the Fourier correlation quotient (FCQ) which can recover the
non-parametric shape of the LOSVD. Here the LOSVD is not recovered through a decon-
volution of the spectrum with the template directly, but of the peak of the cross-correlation
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of the spectrum and the template with the peak of the auto-correlation of the template
with itself:

= K7 pearr (k)
L(k) oc =21eea 1.15
( ) KT,T,peak(k) ( )
Kg.r(k) = G(k)T*(k) (1.16)
Krr(k) = T(k)T*(k). (1.17)

With this approach, most of the problems of the straight-forward deconvolution of the
spectra are mitigated (though some loss of signal from the removal of the continua, de-
convolution and inverse Fourier transformation are inevitable). Moreover, by isolating the
peaks of the correlation functions, [N(gmpeak and IN(T’Tvpeak from IN(gvT and }N(T;f (the cut-off
around the peak is set by the smallest distance between absorption lines of G), the effects
of template mismatch on at least the lower moments of the LOSVD are removed from the
equation. The disadvantages of this method are that FCQ cannot be used with spectral
masks (see below), and requires the spectral features of the underlying stellar spectrum
to be intrinsically narrow prior kinematic broadening. While this is generally the case for
atomic absorption lines, molecular spectral features are intrinsically broadened. For such
spectral features, the FCQ method breaks down.

Other methods sidestep the issue of recovering the LOSVD through deconvolution
entirely. The popular Penalized Pixel-Fitting method (pPXF, Cappellari, [2017)), as well
as our novel pixel-fitting code WINGFIT (Thomas et al. in prep.) optimize the x* of a
model-spectrum S fitted to the galaxy spectrum G:

S=0_w,To)*L, (1.18)

where 7, are a number of different templates, with different weights w,,. These weights
are, alongside the LOSVD L, optimized in the fit via a Levenberg-Marquardt algorithm.
Such methods can also be used for kinematic fits to instrinsically broadened molecular
lines, unlike FCQ. Moreover, a much more complex template for the stellar population,
T = >, w,T, can be determined in the fit. For pPXF, the LOSVD is parameterized by
a Gauss-Hermite polynomial of a chosen order, whereby the parameters v, o, hs, hq,...
are optimized in the fit alongside the templates. This, however, is insufficient for very
detailed dynamic analyses of galaxies (Lipka and Thomas, 2021 Neureiter et al., [2021)).
WINGFIT, by contrast, like FCQ), fits a non-parametric LOSVD. This LOSVD consists
of a signal-histogram with velocity-bin-widths set by the spectral velocity resolution Au
of the data. This histogram is filled with signal during the fit-optimization. Naturally,
some smoothing is needed to produce a usable LOSVD, which is always the case for non-
parametric methods. For the latest version of WINGFIT (which I use in Chapter , the
best smoothing is determined with a data-driven optimisation method that is based on
a generalisation of the classical Akaike Information Criterion (AIC) [Thomas and Lipka
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(2022), and applies a smoothing penalty to the model. Therefore the fit optimizes not
merely the x? to the spectrum, but also takes the so-called “effective degrees of freedom”
meg of the LOSVD into account, AIC, = x? + 2 X meg-.

Mmeg is calculated directly from the data by computing different noisy LOSVD realiza-
tions — bootstrap LOSVDs — from Gaussian noise based on the statistical uncertainties of
the kinematic data. These bootstrap LOSVD realizations are then re-fitted by the model
at a given LOSVD-smoothing and compared against the original fits to compute meg:

Nboot N

1 n n n n
Mer = 1/Nooor D AL (M — M) (Lo, — Miy) (1.19)
b n

here AL™ is the statistical uncertainty of the n-th LOSVD velocity bin, Myy. and Mgq
the smoothed-model-LOSVD for the bootstrap and the original unsmoothed LOSVD Ly,
respectively.

To match the continuum of G, polynomials, in this case Legendre polynomials are mul-
tiplied and/or added to the model S. If there are emission lines or other independent
kinematic components they may also be fitted with their own kinematics and templates,
turning Equation into a matrix multiplication with T, w, — T}, ;,w,; and L — L;
for kinematic components j. Alternatively, emission lines may just be masked during
the fits. Real spectra are also never uncontaminated by spectral artefacts, such as emis-
sion/absorption from earths atmosphere, the MW or the ISM, or simply systematics from
the detector or data reduction. Such issues can also be seen in the example spectrum
in Figure , where the strong oxygen 5577 A emission line from earth’s atmosphere is
clearly visible. Around 5850 — 5890 A, to the left of the NaD absorption feature, one can
see a small residual doublet-feature, which is in fact NaD absorption from the MW. On the
right side of the galactic NaD, around 5850 — 5890 A there also appear to be some issues
with matching the continuum of the data. FCQ can only be applied to continuous spectral
intervals, which means that these problematic regions cannot simply be masked in the fit
— the fitting interval has to be chosen to exclude them, or the associated contaminating
features need to be subtracted prior to the fit. For pixel-fitting methods like pPXF and
WINGIFIT such problematic regions can simply be masked during the fit, as was also done
in Figure 1.7} In Chapters [2 and 3] I present a more detailed explanation of the treatment
of galaxy spectra for kinematic fitting.

1.2.2 Dynamical modeling

The motions of luminous components in galaxies originate from gravitational forces. There-
fore, they constrain the underlying mass distributions of galaxies.

In spiral galaxies the situation can often be rather simple: Instead of looking at the
movement of their stars, we can look at their large discs which are made up of cold atomic
hydrogen. Simple kinematic measurements from the emission lines produced by a disc can
be used to directly infer the circular velocity of the disk, veir [[] This immediately yields

"Such emission lines can be fitted with just a Gaussian. The mean velocity of that Gaussian, v, is
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Figure 1.9: Illustrations of the effect of higher-order Gauss-Hermite polynomials on the
LOSVD. Left: Two normal Gaussians (equivalent to hs = hy = ... = h,, = 0) with
o = 200km/s at v,y = —300km/s and v,y = +300km/s , shown as dashed red and
dashed blue lines. In solid red and solid blue are shown Gauss-Hermite polynomials with
the same v, and o, but hy = 4+0.1 and hy = —0.1 (the signs of each v,,; and hs pair
are opposite). Right: The same exercise with one normal Gaussian with o = 240km/s at
ot = 0km/s; shown in dashed black. In solid red and solid blue are shown versions of

this LOSVD with hy £ 0.1.

the mass distribution at a radius r;:

V2 (1) o WTT—STZ) (1.20)
For ETGs, things are not so straight forward. ETGs only have gas discs at the low-mass
end (see the previous section) and these also tend to be very small. Instead, ETGs are truly
three-dimensional objects whose luminous parts are overwhelmingly made up only of stars.
If we consider a star moving through an ETG with some initial velocity v, after crossing the
galaxy once, the change of its square velocity through randomly oriented chance encounters
with other stars can be estimated to be

Av* 0.1InN

v T N
where N is number of stars in the galaxy (Binney and Tremaine, 2008| equations 1.28-
1.38). The number of crossings that it would take to change the initial (square) velocity
of the star by order of itself through the cumulative effect of perturbations from two-body
gravitational interactions with other stars is simply Myelax =~ v?/Av%. The time it would
take for this to occur, is then

(1.21)

then the projection of v along the LOS. Since such discs are circular, as are all the motions within, the
disks apparent ellipticity € can directly yield an inclination ¢, with which we can project vyo c08(i) = Veire-
If the disc is perfectly face-on, no kinematic measurement is possible since all the velocities are intercepted
perpendicular to the LOS.
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Frolax = X t N, (1.22)
relax = Mrelax cross — 01ln N Cross» .

Where t¢05 is the time of one galaxy crossing ~ r./v. This time is called the two-body
relaxation time. For a typical ETG with N ~ 10! stars, r, ~ 10kpc, even for a very high
stellar velocity of v = 500 km/s, the relaxation time is more than a factor 107 larger than
the age of the universe. This means ETGs are effectively collisionless systems and we can
treat the cumulative gravitational potential of all NV stars in the galaxy as one smooth,
continuous potential ¢(7) which governs the motions of each star. Violent relaxation,
which occurs in dry mergers, continuously redistributes the energies and angular momenta
of stars in phase-space, but only as long as the gravitational potential is changing as a
function of time, dE/dt = 0¢/0t. Once the potential has stabilised due to phase-mixing,
violent relaxation stops, and the orbital trajectories of the stars in the galaxy “freeze out”
as they are in that moment (since t,eax is S0 enormous). As a consequence, when an ETG
is formed from a merger, it is usually anisotropic. Furthermore, we cannot compute the
distribution of the stars in phase-space from first principles. Our only option is to model
and test many different model gravitational potentials and orbital configurations to best
fit observed properties of real ETGs.

Collisionless Boltzmann equation in a steady-state system

Following the hundreds of billions of stars in a galaxy on their orbits is impossible. There-
fore we instead look at probability functions. The distribution function (DF) of stars in an
ETG - the probability of finding a star within some interval dr, dv is stated as

f(& 0, t)dPrd*. (1.23)

Naturally, the probability function has to be conserved over the whole galaxy and we can
adapt the continuity equation of fluid mass from fluid dynamics for the DF":

af 9 .
= T V) =0, (1.24)

where V' is a six-dimensional volume element in phase-space V' = (7, 7). We can rewrite
the second term on the left side of the equation as

SR+ ), (1.25)

and apply the Hamiltonian equations:

0 o0H 0 o0H

5 (158) o U (58)) - (1-26)
PH . OHOf O°H . OHOf

oror! T v or " osor! " orov (1.27)
OHOf OHOf

o o or (128)
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where in the last line we made use of the equality % = %. Substituting in the
Hamiltonian for a gravitational system, H = 1/2¢* + ¢, and plugging everything back into

Equation [1.24] we derive the collisionless Boltzmann equation (CBE):

of of
o HIVf = Vo= =0, (1.29)

where we use the nabla operator V = 9/0r for the sake of convention. We can use Poisson’s
equation to relate everything to an underlying mass distribution, the mass density p:

V26 = 4mp. (1.30)

Knowing the DF', we can compute essentially any observable of an ETG by integrating
over different regions of phase-space. For instance, we can derived the LOSVD at a LOS
through some (z;, y;) along z,

Lo vort) = / F(7 ) dug dvy dz, (1.31)

and the phase-space density,

V(7 1) = / F(70,1) o, (1.32)

This density can be normalized to the total luminosity of a galaxy, which makes it
essentially equal to a luminosity density. Multiplying this with a mass-to-light ratio YT for
the stars yields a stellar mass density p, = T X v, which we plug into the Poisson equation
(see Equation to derive a gravitational potential. As such, Equations -
represent a self-consistent set of equations which we can solve for f to fit the kinematics of
an ETGs. However, real galaxies are not self-consistent. To fully describe ETGs, a model
for the dark matter (DM) halo and a central SMBH point-mass are also needed:

p(7) = ps(7) + Mpud () + ppom (7). (1.33)

Hence, we need to try out different model-mass potentials to find the one which can
best fit the data of an ETG.

Jean’s equations

One way to approach this issue is by approximation: Instead of determining the DF itself,
one can make use of the so-called Jean’{] equations.

In order to derive the Jean’s equations, we will consider the CBE (see Equation
for different axes z; (with x; being the x,y, or z-axis) and derive the zeroth and first order
moments of the equation. This means we take the integral [(CBE)duv* (zeroth order) and

8The name is derived from the fact that James H. Jeans was the first to apply these equations to stellar
dynamics (Jeans, [1919)
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[ vjx(CBE)dv? (first order). A summary of the calculation of these integrals can be found
in aney and Tremaine (2008, Equation 4.204 - 4.209). The zeroth order is

ov  O(vy)

— + :

ot oxi
which is once again an analogue of the continuity equation from fluid dynamics, where
v = 1/v [v;f d*v. Similarly, the first order,

=0, (1.34)

?J_j _a’Uj - aqb a<V0'l2])

ot~ "ox;, ~ V0w, 0w
is akin to Euler’s equation of fluid flow, where Jij = ;0; — U; - U; is the velocity dispersion
tensor, which characterizes the stress applied to the stellar motions via the stress tensor
2

o

Tjhe Jeans modeling technique, and its most popular implementation, Jeans anisotropic
modeling (JAM; Cappellari et al., [2007; |(Cappellari, 2008]), consists of using galaxy images
to constrain v, and then fit the observed stellar kinematics by solving the Jeans equations,
Equations ((1.34 and [1.35) for the different axes, z,y and 2.

However, the method is dependent on making assumptions about the intrinsic geometry
of a galaxy, because there are more parameters than equations (three z; plus six o;; equals
nine parameters versus four Jeans equations). More importantly, since this method is not
based on recovering the DF', the solutions to the Jeans equations need not be physical.

The majority of existing dynamical models of ETGs are currently based on this tech-
nique — with the shortcomings described above. Throughout this study, however, I use the
Schwarzschild orbit modeling technique, which is less dependent on geometric assumptions
and only produces physical solutions since it recovers the DF.

(1.35)

4%

Schwarzschild orbit modeling

In the following I only consider ETGs which are steady-state systems, so that df /0t = 0
and f = f(r,7). The Schwarzschild orbit modeling technique rests on two fundamen-
tal theorems governing steady-state systems, the Jean’s theorem and the time-averages
theorem.

Jean’s theorem states that for steady-state systems, all trajectories through phase-space
are fully described by integrals of motion I,,. Along these trajectories the phase-space
density 1s constant. Such trajectories are orbits. This means that the DF f depends on 7
and U only via [,,, and that the DF is a superposition of orbits:

FED) = (I Ly L) =Y fid (I = 10)0(I — Tng).0(1, — Thy), (1.36)

where f; and I,,; are constant density phase-space contributions and integrals of motion of
individual orbits 7. |Schwarzschild (1979)) showed that superpositions of orbits from sam-
pling sets of I,, can indeed by used to construct steady-state, model-galaxy configurations
which are solutions to the CBE. Therefore, we can find a good approximation of the DF of
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a stationary galaxy of any shape by modeling the evolution of tens of thousands of orbits,
instead of the motions of hundreds of billions of individual stars. This is well within the
realm of computational feasibility and laid the foundations for the Schwarzschild modeling
technique.

The basic idea is to sample the DF f by launching enough orbits (13, Is, ..., I,,) in a model
potential (generated by a model mass distribution p) to sufficiently fill out the phase-space
(plausibly) covered by a galaxy. The galaxy is segmented into spatial cells K;. Most orbits
evolve in phase-space. Thus, orbits need to be modelled sufficiently long, i.e. over enough
time steps At, that they show their regularity. As orbits move around in phase-space we
record the fractions of time At; they spend in each cell K;. For a steady-state system one
can take advantage of the so-called time-average theorem:

dv.di

VT
where V' is the total six dimensional phase-space volume covered by an orbit and 7" the
time integration period. Since all observable properties of a system governed by a DF f are
simply integrals along different sub-volumes in phase-space (see e.g. Equations and
, we can sum up the amount of time spent by all generated orbits in some cell K; as a
fraction of T" to determine the amount of light of the galaxy associated with K. Similarly,
by storing all local orbital velocities ¢/, weighted by their fractional time spend in K, we can
generate the intrinsic velocity distribution in K;. From this, internal kinematic properties
like the velocity anisotropy parameter [ (see Equation can be derived. Projecting
the intrinsic velocity distributions along the line of sight yields model-LOSVDs. Thus, we
can optimise the mass model (as described in Equation by iteratively formulating
different mass models, generating orbits (11, Is, ..., I,,) for the corresponding potential until
we have densely filled out the phase-space of the galaxy (see below) and then fitting the
observed LOSVDs of an ETG with model LOSVDs, minimizing

(1.37)

Eob xz Vi Vigs = U ) ‘Cmodel(l.. Vi, U ))2
_ » Y1y Vlos z iy Jiy Uz 1.38
X Z Z Eobs («752'7 Ui, Ulos)2 ) ( )

where L£°%(z;, i, Vios) and AL (x4, y;, v10s) are the observed LOSVD with statistical
uncertainties at (x;,y;) on the plane of the sky, the z-axis of the model is pointing along
the LOS, and £m°d! are the LOSVDs of the tested-for mass/orbit model. We improve
this approach by adopting the model-selection approach of Thomas and Lipka| (2022).
Analogously to what is discussed in Equation , we minimze AIC, = x? + 2 X meg ﬂ
Selecting best-fit models in terms of minimum AIC, allows for a more unbiased recovery of
the mass model (Lipka and Thomas|, 2021; de Nicola et al., 2022; Neureiter et al., 2023a).
As for the mass-model parameterization (see Equation , the most common approach

9For Mehrgan et al.| (2019)), which I present in Chapter [2, this method was not yet available, neither
for the determination of kinematics nor dynamic modeling. However, I use this method for Mehrgan et al.
(20234)), as well as for the dynamical models presented in Mehrgan et al.| (in press 2023b)) (Chapters [3[and

respectively)
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today is to use a spherical or generalized Navarro-Frenk-White profile from cosmological N-
body simulations by Navarro et al. (1996) and Zhao| (1996), for the DM-profile ppy. More
details are given in Chapter [2 The generalized profile is determined by three parameters,
the DM density at 10 kpc, p1o, a scale radius rs and a power-law slope ~ of the distribution.
As for the stellar mass density p, = T X v (see Equation ), until recently a single
constant stellar mass-to-light ratio T for an entire galaxy was used for almost all dynamical
models in the literature. However, in Mehrgan et al.| (in press 2023b|, see Chapter [4)),
I present new Schwarzschild models which utilize spatially variable Y(r). Nonetheless,
together with the mass of the central SMBH, Mgy, the typical mass-profile determination
thus entails the optimization of up-to around five model-parameters, depending on the
approach.

In the simplest case, a spherical potential, the integrals of motions are simply the to-
tal energy F and angular momentum L. Early on spherical Schwarzschild models have
been used to fit the LOSVDs of a number ETGs (e.g. |[Richstone and Tremaine, [1984; Rix
et al., [1997). With improving computational capabilities, more generalized, axisymmetric
Schwarzschild modeling became feasible (Richstone and Tremainel [1988; |(Gebhardt et al.
2003; Thomas et al., 2004; Siopis et al., 2009). Axisymmetric potentials support three
integrals of motion, E, L, and I3. I3 is a non-classical integral which cannot be deter-
mined analytically. However, it can be sampled implicitly, by explicitly modeling initial
orbital conditions (see below). Triaxial potentials are even more difficult: Here orbits are
described by only one classical integral of motion E, but two non-classical integrals I, and
I3. Nonetheless, Triaxial Schwarzschild models are also now available (e.g. van den Bosch
et all [2008; Neureiter et al [2021; Quenneville et al., [2022; Liepold et al., 2023). We see
here a steady progression towards describing real ETGs as accurately as possible. However,
triaxial Schwarschild modeling is still computationally very challenging, and it is not feasi-
ble to model larger samples of galaxies in this way. Instead, it is more suited for extended
analysis of individual ETGs. Therefore, I here use axisymmetric Schwarzschild models. Ax-
isymmetric Schwarzschild models may be a robust approximation even for triaxial galaxies.
The best example of this is the determination of the SMBH mass of M87 by |Gebhardt and
Thomas| (2009)) using axisymmetric Schwarzschild modeling, Mgy = (6.4 £ 0.4) x 109 M,
which was later confirmed by direct imaging of the shadow of the SMBH by observations
with the Event Horizon telescope (Mpy = (6.5 4 0.8) x 10°M,, |[Event Horizon Telescope
Collaboration et al.|2019).

Sampling integrals of motion

In Chapters [2| and 3, I make use of the axisymmetric Schwarzschild modeling approach
of Thomas et al.| (2004). Therefore, I briefly outline how (FE, L., I3) are sampled in this
approach. Further details can also be found in Richstone and Tremaine| (1988)); (Gebhardt
et al.| (2003); Siopis et al.| (2009).

In an axisymmetric potential ¢ = ¢(r, ), we can reduce the 3D motions of stars to 2D
motions — orbits are generated in the meridionial plane and later “smeared out” over the
azimuth angle ¢ € [0, 27]. In this approach, the motion of a star on an orbit with energy
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E, and angular momentum L, can be described by

1 L
Eszi(vg—l—vf—i——z)—i—gzﬁ(r,H). (1.39)

From any position in four dimensional phase-space w, the trajectory through phase-space
can be calculated using the Hamiltonian equations and integrating the next step of the
trajectory from w at time ¢ to w' at ' = t+ At with a fourth-order Runge-Kutta integrator.
In this manner we launch orbits in a fixed ¢(r,#) and follow them for 80 crossings with
the equatorial plane (Thomas et al., 2004). At a given (E, L,) each orbital trajectory
is determined by a set of four launch-parameters (r, 6, v,,vy). By necessity, every regular
orbit in the potential is fully described by the integrals of motion (F, L., I3). Therefore,
we sample (E, L., I3) indirectly, by sampling sets of (F, L,), and generating orbits for each
set with different launch-parameters (7,6, v,,vp). Thus the dynamical problem reduces to
finding the right sets of these four parameters at each (F, L,) to map out the phase-space
covered by the galaxy (i.e. the DF) with orbits.

The sampling of (E, L,) is straight forward. For every radius r; and r; with r; > r; on
the equatorial plane, there is at least one equatorial orbit (£, L,) that has these radii as
its apocenter and pericenter, 74,, = 7;, and 7,,; = ;. Hence, we iterate through pairs of
grid values (r;, ;) to derive a sufficiently dense sampling of (E, L.).

For any given (FE, L.), all possible orbit trajectories are bounded by the so-called zero-
velocity-curve (ZVC), along which vg = v, =0, E = L?/(2r? cos®0) + ¢(r,0). The ZVC at
every (F, L) determines the boundary between physically permitted and forbidden regions
for trajectories. Except for circular orbits in the equatorial plane, all orbits touch the ZVC
at least twice. This is illustrated in Figure [I.I0] Any orbit that goes over the equatorial
plane touches the ZVC, turns around, and punches through the equatorial plane, touches
the ZVC on the other side, punches back up through the equatorial plane and so on. As the
orbit evolves, there can be many impacts on the equatorial plane. If for each impact, the
radius r on the equatorial plane and radial velocity v, of the equatorial crossing are stored
and plotted on a (r, v,.) diagram, orbits generate characteristic “invariant curves” on the
this surface-of-section (SOS). I show an example SOS for an orbit model in Figure[l.11] For
astrophysically relevant cases of axisymmetric potentials, the SOS encompasses all possible
orbit shapes with a given (F,L.). Thus, a (indirect) sampling of I3 that is dense enough to
be representative of the sub-volume of the DF associated with this (F,L.), should densely
fill out the SOS (bounded by the maximum r and v, at this £ and L,) with imprints.

For each (E, L.), we launch orbits from the ZVC at the intersections of the meridional
rays of the modeling grid with the ZVC, thereby determining r and # of the launches.
Per the definition of the ZVC, the velocities at these points, v, = vy = 0. We therefore
start the orbits from their turning-points, and store the resulting imprints on the SOS. In
the next step, we determine the most sparsely filled region on the SOS, and launch the
next orbit from the SOS coordinates (r;, v,.;), that are the most distant from all invarient
curves which were produced so far. Since these orbits are launched from the equatorial
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/
Z/ I,

Figure 1.10: Example of the zero-velocity-curve (ZVC, black vertical oval shape). The
ZVC is shown for a pair (E, L,), which produces an equatorial circular orbit with radius
R.. The z-axis is perpendicular to the equatorial plane. The circular orbit (black dot) does
not touch the ZVC. Open circles on the ZVC show possible intercepts of orbits with the
ZVC, which are characterized by different angles. Two orbits are shown, an evolving orbit
at the intercept angle w which hits the ZVC at four different points and one at wip;y,, a
so-called thin-tube orbit which intercepts with the ZVC only at two locations. This Figure
is taken from |Cretton et al. (1999).

plane 6 = 0. vy at each launch-point is determined from the other coordinates:

LQ
Vg = \/2(E — ¢(r;,0)) — r_zz - vfl (1.40)

The new imprints generated by this orbit are again stored on the SOS, and this process is
repeated iteratively until the SOS is representatively sampled. By doing this for each (E,
L.,), the full set of (E, L., I3) is sampled sufficiently dense to produce a complete DF. The
generated orbit library is then used to fit the data-LOSVDs. For each mass-model a full
orbit library is generated in the manner outlined above. Mass models are then optimized
with respect to the fits to the LOSVDs (see Equation [1.3§)).
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Figure 1.11: Example of surface-of-section (SOS) for a simple orbit-model. Every same-

colored imprint belongs to the same orbit. This image is taken from Thomas et al.| (2004).
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1.3 The stellar initial mass function (IMF)

One of the fundamental uncertainties in our understanding of ETGs is the separation
of the mass contributions of stars from those of DM to the total galaxy potential. Not
knowing the amount of mass associated with stellar populations in galaxies, we cannot
directly probe DM matter halos on spatial scales on the order of r. (e.g.|Cappellari et al.,
2007; [Thomas et al., 2011 Rusli et al., 2013a), and we are missing a critical piece in our
understanding of galaxy formation and evolution. The difficulty is that we a) do not know
how many stars in a galaxy have become remnants over the course of the evolutionary
history of the galaxy, and b) we cannot fully constrain the amount of low luminosity dwarf
stars. Both these types of objects carry a significant portion of the galactic stellar mass,
but contribute little or no observable light.

Salpeter| (1955)) analyzed star counts of nearby stellar populations and found that the
associated distribution function (L) roughly corresponds to a two-part power-law: At
lower stellar luminosities star counts fall slowly with luminosity, with fainter stars being
more numerous, while at luminosities brighter than a limiting luminosity L, star counts
fall much more rapidly with brightness, with the power-law slope of the distribution func-
tion becoming roughly three times as steep. The point of slope change corresponds to the
beginning of the magnitude range of stars on the giant branch. The diagram was inter-
preted as a scenario in which luminous main-sequence stars towards brighter luminosities,
past Lyjmit, reach a point where more and more stars had time to burn through the hydro-
gen in their cores, leave the main sequence, and enter their giant phase. Of these, a fraction
growing with luminosity have turned into remnants, leaving the graph all together, as they
“g0 dark”. This causes a steeper falling off of the star counts towards brighter luminosities.
To investigate the stellar evolution history implied in this graph, Salpeter constructed a
function termed the “original mass function”, later known as the stellar initial mass func-
tion (IMF). This function is introduced as the probability function of forming stars within
different stellar mass M,-intervals underlying all star formation events which produced the
observed stellar populations, which he connected to the local luminosity function:

1 L,M,)) —log(M,/L - Liimit/ My jimir) if L > Liim;
og(n(L, M,)) if L < Lyjmit,
where,
dlog (M)
| L. M, IMF(M,) - —————=, 1.42
og(n(L. M.)) oc IMF(M,) - 8 = (1.42)

describes the “original luminosity function”. Inspecting these equations we can see that the
IMF is ultimately the driving factor of the local observed stellar luminosity distribution,
with the right hand term on the right side of Equation for L > Ly removing stars
which have since the time from birth to today “gone dark”. Using the local star counts
from the Milky Way (MW), Salpeter found that between 0.5M, and 100M,, the IMF can
be described by a single power law with slope x = 2.3 (see Figure . Using this IMF,
Salpeter estimated that the amount of stellar mass converted to remnants (which he had
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Figure 1.12: Stellar initial mass function (IMF) derived from local star counts by [Salpeter
(1955)); [Kroupa| (2001); (Chabrier| (2003)).

erroneously assumed to be made up entirely of gas) was of the order of the total stellar
mass observed in today’s stellar population.

The seminal works of |[Kroupa| (2001) and |(Chabrier (2003) have expanded the analysis of
local star counts, particularly to low-mass dwarfs, and found that the Galactic IMF breaks
at least two times for masses smaller than 0.5M into a multi-component power-law while
remaining consistent with a single-slope Salpeter IMF above this stellar mass (see Figure
1.12). The net-effect of this modification of the Salpeter IMF is that the Kroupa and
Chabrier IMF's reduce the number of low-luminosity dwarf stars. The distribution of low
luminosity dwarfs essentially remains unchanged from the IMF, as these stars are longer-
lived than the typical age of galaxies. Therefore the slope modification drives down the
stellar mass-to-light ratio T of the stellar population.

In recent years, numerous studies have found stellar distributions consistent with a
Kroupa or Chabrier IMF across multiple differing environments (in terms of age, metallic-
ity, star formation, galactocentric distance, etc.) in the MW (Kroupaj, 2002} |Bastian et al.
2010). It is important to note that stars from the low-mass and high-mass ends of the
IMF cannot be counted simultaneously for the same stellar population — giant stars turn
into remnants on time-scales which are generally shorter than the formation time of dwarf
stars. This means that the proposed MW IMF is a patchwork of IMF slopes in different
mass-intervals derived from several differently aged stellar populations.

Nonetheless, these findings raise the question if the IMF — i.e. the way in which stars
of different masses are produced in star formation events, which has been linked to the
competitive interplay of gravito-turbulent fragmentation and radiation feedback in collaps-
ing molecular clouds (Hennebelle and Chabrier, 2008; Krumbholz, [2011; [Hopkins, 2012) —
is universal to all stellar populations and all galaxies.
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An increased presence of either low luminosity dwarf stars or remnants increases the
stellar mass-to-light ratio T and vice versa. Knowledge of the IMF can uncover the exact
shape of DM profiles of galaxies on scales of r.: One can use measurements of the age and
metallicity of a galaxy’s stellar population to determine the stellar mass-to-light ratio that
the population would have for a certain IMF, Y;yr. Using Yy one can determine the
stellar mass of the galaxy, M, = Lgaiazy X Tiamr. From the point-of-view of galaxy dy-
namics, outside the SOI of the central SMBH, the DM mass profile would become the only
unaccounted for driver of the observed stellar motions. Schwarzschild dynamical models
of ETGs with one less model parameter and the most crucial mass-degeneracy broken,
could be used to determine very accurate DM profiles within r., even non-parametrically.
Furthermore, the IMF informs essentially every part of galaxy evolution in addition to
stellar mass, such as star formation rates, stellar feedback, and heavy element production
(e.g. Kennicutt), (1998; |Bastian et al., 2010).

Henceforth, I use the terms “Kroupa IMF”, “Chabrier IMF” and “MW IMF” inter-
changeably as is common practice in the field of galaxy evolution.

1.3.1 IMF probes of other galaxies

Individual star counts, as done in the MW, the Large and Small Magellanic Clouds, and
other dwarf galaxies, are infeasible in distant galaxies. There, the stellar populations are
unresolved. Hence, different methods have to be used to extract the IMF information from
the observed stellar light.

Constraints on the shape of the IMF in distant galaxies can be derived from observations
of the photoionization properties of stellar populations in star-forming regions. This entails
measuring the luminosity of Ha emission lines. Excluding AGNs, Ha emission is produced
solely by massive, hot O and B stars, which are in any case short-lived. This means that Ha
is directly tied to averaged star formation rates and the high-mass (M, > 1M) slope of the
IMF. Kennicutt| (1983) showed that different underlying IMFs distinguish themselves on
the galaxy color — log(HoEW) plane, where HeEW is the equivalent width of the observed
Ha emission. Large surveys of galaxies using this method by [Hoversten and Glazebrook
(2008) and Gunawardhana et al.| (2011)), comparing log(HoeEW) to g — r color, have found
that the IMF(M, > 1My) is only Salpeter/Kroupa-like for galaxies of similar mass as
the MW, but shallower for more massive galaxies (producing more giants/remnants) and
steeper (producing less giants/remnants) for less massive galaxies. The main disadvantage
of this method, besides modeling assumptions about the galaxy star formation history, is
that it only applies to LTGs and other less massive galaxies with disks. It cannot provide
constraints on the high-mass end of the IMF of gas-free massive ETGs.

The two dominant techniques that have established themselves for probing massive
ETGs are stellar population modeling and measurements of the (enclosed) galactic mass,
via stellar dynamics and lensing:

Stellar population modeling: Stellar population modeling (e.g. |Vazdekis et al.,
1996} [Maraston, 1998; [Thomas et al., 2003} Vazdekis et al.| [2012; Ricciardelli et al. 2012}
La Barbera et al., [2013; Spiniello et al., 2014}, Conroy, 2013} |Conroy et al., 2018; Maraston
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et al., 2020)) avoids the issue of deconvolving luminous and dark matter along the LOS by
modeling the stellar spectral features of galaxies. Here, IMF probes entail an analysis of
absorption features which are sensitive to the surface gravity of stars and thus can be used
to determine the ratio of dwarf-to-giant stars in the stellar population, which constrains
the slope of the IMF at low masses. The most commonly used spectral features here are
the Na I doublet at 8190 A, the TiO feature at 8860 A, as well as FeH, or the so-called
Wingford-band at 9916 A. Increasing line strengths of these features are associated with
larger amounts of dwarf stars. Such spectral indices are fitted individually, or as part
of full spectral fitting, with model-spectra from single stellar population (SSPs) synthesis
libraries, whereby the IMF, as well as the age of the stellar population, metallicity, star
formation history, dust, gas etc. are fit-parameters changing the shape of the model spectra.
From the best-fit model a stellar mass-to-light ratio Y55 can be derived. One important
drawback of this method is that it can only probe the low-mass end of the IMF in ETGs,
as without replenishment from star formation, most stars on the high-mass end of the
distribution have turned into remnants by the time of observation, becoming invisible to
stellar population models.

Stellar dynamics & lensing: Both stellar dynamics and gravitational lensing can be
used to constrain the total mass-to-light ratio M**/L within some aperture. In particular
advantageous circumstances one may even combine both stellar dynamical modeling and
lensing for stronger constraints on M™'/L. The issue is that these types of probes —
measurements of the gravitational potential of a galaxy — do not in principle distinguish
between mass contributions from stars, the DM halo and central SMBH, which may all be
lined up along the line of sight. As described in the previous section (see Equation ,
the mass decomposition of dynamical models is the result of model assumptions, such as
that DM does not follow the stars, or that it has the profile-shape of a generalized NFW
halo. Y®" the dynamical stellar mass-to-light ratio, is always determined relative to a
particular DM-model. The same is true of gravitational lensing, which only maps lensing
arcs and shears onto enclosed mass according to general relativity. To derive Y a DM
model has to be subtracted. Typically, for probes of the stellar mass-to-light ratio, using
these gravitational measurements, one tries to focus on the centers of galaxies within 7.,
as here the mass-contribution of the DM component is drowned out by the stars. Though
within the SOI of the central SMBH, the stellar mass becomes more difficult to separate
from Mpgy. What these gravitational measurements can in any case do, is to provide upper
limits for Y, which can be used to exclude IMFs which would produce T in excess of M** /L,
i.e to exclude IMFs which would produce such a high amount of dwarfs or remnants that
the mass of the galaxy would not be compatible with the measured gravitational potential.
Furthermore, unlike SSP probes, these probes can still measure stars which have turned
into remnants. Thus, they can also probe the high-mass end of the IMF, even at the same
time as the low-mass end, though without the possibility of separating the two based on
dynamics alone.

For both approaches, it is useful to characterise the IMF probes by a mass normalization
factor o of the stellar mass-to-light ratio relative to a reference TES}D with a reference
IMF, o = T/T757. Typically the reference value is taken for a Kroupa or Salpter IMF,
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depending on the study. I here use a Kroupa IMF, Y550 as reference and transform all
mass normalization factors from the various studies, according to Y3,p .../ T3 oupa = 1.55.

Galaxy-by-galaxy variation of the IMF

Different methods, including those described above, have found that most LTGs are not
consistent with a mass-normalization significantly above a MW IMF (de Jong and Bell,
2001; Kassin et al., [2006; Bershady et al. 2011; |Brewer et al., 2012)) in agreement with
the proposed IMF universality. By contrast, even dynamical probes of ETGs which did
not include any model for the DM component (de Zeeuw et al., |2002; [Emsellem et al.|
2004; (Cappellari et al., [2007) found (M /L) to vary relative to a Kroupa IMF TE{STPOWQ,
indicating that either the IMF or DM halo-shapes varied from galaxy to galaxy.

An important next step came with dynamical studies of Coma cluster galaxies (Thomas
et al., 2007, 2009, [2011)) and the BCG of Abell 262 (Wegner et al., 2012), as well as the
SLACS survey (Treu et al. 2010; |Auger et al., [2010]). All of these studies used standard
spherical NFW profiles for their halo models to disentangle the contribution of stars, Y%
from DM. They found galaxy-by-galaxy variation of the mass normalization «, which also
correlated with o (see Figure [L.13)). For most galaxies with o > 250 km/s, they found a
Salpeter- or super-Salpeter level . The measurements of the SLACS group were based
on a combination of constraints from both dynamical models and gravitational lensing.
However, their dynamical models only fitted a single central velocity dispersion o from
SDSS per galaxy and consisted of simple spherical Jeans models which assumed that the
ETGs were fully isotropic. By contrast, Thomas et al.| (2007, 2009, 2011) and Wegner
et al. (2012) used axisymmetric Schwarzschild models to fit fourth order Gauss-Hermite
LOSVDs from long-slit data along the galaxies’ major and minor axes.

This was followed by the ATLAS3P project |Cappellari et al. (2012, 2013clb)), which
analysed a large sample of 260 ETGs using the JAM modeling technique (Cappellari et al.,
2007; Cappellari, 2008)) , which takes into account galaxy morphology more accurately than
the spherical Jeans models of the SLACS group, by using velocity ellipsoids in cylindrical
coordinates with variable anisotropy for modelling the stellar component. They also used
2D stellar kinematic constraints from integral field unit (IFU) observations covering the
galaxies up to roughly r.. On the other hand, JAM models like all methods based on
the Jeans equations, do not recover galaxy DFs (see Section and are therefore not
necessarily physical. Furthermore, they only used simple Gaussian kinematics as input to
their models (only v, and o). Nonetheless, the ATLAS3P project corroborated the results
of previous IMF probes by also finding a trend of a with o., with galaxies on average going
from Kroupa-level to Salpeter-level and beyond with increasing o, (see Figure .

Later on, |Posacki et al.| (2015) updated the results of the SLACS group from spherical
Jeans models to JAM modeling, bringing them to a similar standard as the ATLAS3?
galaxies with the goal of combining both data sets. The log-linear a — 0. relation is
overall steeper for the more massive SLACS galaxies. Both data sets together produce
a parabola-like relation in logarithmic units with o, (see Figure [1.13), which has since
become one of the standard reference points for galaxy-gravitational IMF probes of ETGs.
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Figure 1.13: Mass normalization factor a relative to a Kroupa IMF against dispersion
within 7. for stellar dynamics (from SLACS and ATLAS?P, [Posacki et al., 2015; |Cappel-|
lari et al., [2013b), stellar population modeling (from Conroy and van Dokkum) [2012/ and
MASSIVE, |Gu et al.} [2022) and SNELLS lensing measurements (Smith et al., [2015; New-|
man et al) 2017). The a — o, relation from Posacki et al| (2015)) (solid black curve), is
shown with its 1o uncertainties (dashed black curves). In the literature thus far, dynamics
and SSP modeling seem to produce broadly consistent results whereas the SNELLS lensing
measurements imply a different, more MW-like IMF trend in massive ETGs.

2 250 km/s, it predicts a mass normalization
a 2 2 above MW-level (with a statistical scatter of 0.12dex). However, all dynamical
measurements mentioned thus far (and the majority that exist in the literature) assumed
that T is spatially constant in all ETGs. In|Mehrgan et al.| (in press 2023b, see Chapter [4)),
I show that if ETGs have intrinsic gradients of T with Y'(r) increasing towards the center,
constant-T models overestimate the overall « of galaxies.

For massive ETGs which have dispersions o, 2>

Efforts were made to narrow the fraction of the detected mass excess which was really
DM, i.e. to determine if the apparent non-universality of the IMF was actually a non-
universality of DM halos. All the studies above found only small DM matter fractions
< 20% within r.. |Cappellari et al| (2013b) also tried generalized NFW halos with a
variable central DM-density slope (Zhao, [1996), and found that their results were largely
invariant against the DM-density slope (due to the low mass contribution of the halo,
relative to the stars for all models). Lensing studies of massive ETGs found Salpeter or
super-Salpeter « using generalized NFW models even for those galaxies where they found
concentrated central DM cusps (e.g. |Spiniello et al., 2011; Sonnenfeld et al., 2015; Oldham|
and Auger, 2018b). Notably, Sonnenfeld et al. (2019)) studied a rare massive ETG with
two concentric Einstein rings, which put stronger constraints on the inner shape of the DM
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distribution and still found a Salpeter-level mass-normalization. Though it is unclear if
generalized NF'W halos, which the latter study also used, describe the true density profiles
of DM halos.

At the same time as mass probes converged on a comprehensive picture of IMF vari-
ation, stellar population probes of the centers of ETGs also found similar trends of the
IMF with o, (van Dokkum and Conroy, 2010, 2011} 2012; |[Smith et al., 2012; Conroy and
van Dokkum, 2012; Conroy et all 2014; [Ferreras et all 2013; La Barbera et al., 2013).
This convergence can also be seen in Figure [I.13] Several studies furthermore found «a to
increase with [Mg/Fe| -enrichment, in addition to o, (e.g. |Conroy and van Dokkum) 2012;
Parikh et al., |2018). These stellar population studies necessarily focused on the low-mass
end of the IMF, i.e. dwarfs, since they cannot detect the dark remnants of giant stars from
the high-mass end of the IMF. However, in principle, above-Kroupa level mass normaliza-
tions for the dynamics and lensing based measurements could also originate from the IMF
being different from a Kroupa IMF in a variety of different mass-intervals, e.g. the stellar
mass could be driven up by black holes from a relative excess of higher-mass stars having
turned into remnants. However, van Dokkum and Conroy| (2010) showed that in many
existing SSP measurements the mass excess above MW-level is driven by spectral signals
of stars on the low-mass end, with low luminosity dwarf stars making up roughly 60 — 80%
of the stellar mass. For this reason, referring to excesses of the mass-normalization above
a Kroupa IMF as “bottom-heavy” has become ubiquitous in IMF studies. Nonetheless,
in Chapter [4 I discuss the possibility of the “top-heaviness” of the IMF, i.e. the IMF
producing more remnants than a Kroupa/Salpeter IMF.

Since the IMF probes of the Coma cluster, SLACS and ATLAS?” projects have been
published, more evidence from all three methods has been accumulated for the IMF becom-
ing more bottom-heavy with ETG mass, including from the CALIFA survey (Lyubenova
et al., 2016)) which uses all three methods. Besides the correlation with mass and [Mg/Fe],
the bottom-heaviness of the IMF has been found to correlate with metallicity (Martin-
Navarro et all [2015b; |Li et all [2017; [van Dokkum et al., 2017; Parikh et al., 2018), and
orbit structure (Poci et al., 2022).

1.3.2 IMF studies at a crossroads

Does this mean we can simply use the « trends above to estimate an ETG’s IMF based on
its o, [Mg/Fe|, metallicity etc, and then derive a ready-made Y? As of yet, this is not the
case, as a number of pertinent problems remain with this framework.

To begin with, the galaxy-to-galaxy scatter in these measurements is still quite con-
siderable (also clearly visible in Figure [I.13]). More significantly, IMF variation is under
tension from recent lensing constraints, including strong lensing measurements which ex-
clude above-MW-level « for several very massive galaxies with ¢ > 250kms from the
SNELLS and MNELLS surveys (Smith et al. 2015} Newman et al., 2017, Collier et al.,
2018, 2020), as well as a survey of 23 massive lensed ETGs by [Sonnenfeld et al.| (2019).
The SNELLS and MNELLS studies used DM-profiles of similar galaxies from the EAGLE
cosmological simulation. On the scales which they probed with lensing, ~ 1 — 2kpc, this
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produced DM fractions of around 20%. Yet, even with no DM, i.e. absorbing all DM into
the stellar mass-to-light Y% their measured < a >~ 1.3 is well below the expected value
a 2 2 from the |[Posacki et al| (2015) relation. The SLACS lensing galaxies had smaller
assumed DM fractions, and yet, even correcting for this difference, SLACS a-values do not
go below Salpeter for galaxies in the SNELLS and MNELLS mass range. Either the SLACS
galaxies have an even higher DM fraction than assumed for the SNELLS and MNELLS
survey, or one, or both of the opposing studies are in some way biased.

A similar and more pressing tension comes from the fact that despite producing comple-
mentary overall trends, on the level of individual galaxies, the published stellar population
measurements of « often do not agree with the stellar dynamical measurements — worse
yet, they often do not even correlate, meaning that this is unlikely to be simply an effect
of insufficient dynamic disentanglement of stars and DM (Smith} 2014; McDermid et al.
2014). This issue remains prevalent and thus far largely unresolved, suggesting that either
stellar population, or dynamical/lensing methods, or both are biased in some way.

Davis and McDermid| (2017) derived dynamical IMF probes from resolved gas kinemat-
ics of nuclear disks in ATLAS?*” galaxies and found that their gas-dynamical IMF probe
was in agreement with their stellar dynamics, but not with their SSP models, suggesting
the issue lying with the latter. They confirmed the presence of galaxy-to-galaxy variation
of the IMF, but contrary to previous studies, could not correlate this variation with any
dynamic or stellar population properties.

An exception to this issue is Zieleniewski et al. (2017)), who measured a-values for four
Coma cluster galaxies with SSP modeling. Their SSP modeling results were in agreement
with published dynamical results. However, three of the four galaxies in this study pointed
towards a MW IMF, despite these ETGs being in the high-o range where previous studies
suggested a bottom-heavy IMF.

Lyubenova et al.| (2016]) of the CALIFA project have suggested that the existing tensions
between many dynamical and SSP measurements could at least be partially alleviated
by correcting for aperture limitations, as apertures from stellar population modeling are
often confined to small galactocentric radii ~ r./8, whereas dynamical models tend to
cover more or all of the galaxy up to r.. The aperture difference could be particularly
relevant if galaxies have internal, radial gradients of the IMF. Indeed, |Bernardi et al.
(2018); Dominguez Sanchez et al| (2019) demonstrated that IMF gradients could — in
theory — bridge the gap between the measurement differences.

Such internal gradients of the IMF are at least conceptually plausible. Internal gradients
of increasing metallicity, age, color and starburst activity in ETGs have long been known.
Meanwhile, the outskirts of ETGs are thought to originate from the accumulated stars
from minor mergers and stripping of smaller galaxies. In such objects, star formation is
less extreme and the IMF therefore expected to be MW-like, which existing IMF probes
have also suggested. Consequently, if bottom-heaviness is measured in the center of an
ETG, we expect galactocentric radial gradients of a converging on Kroupa towards re.
The centers of ETGs are generally highly enriched in [Mg/Fe|, which is typically associated
with rapid starbursts. The correlation of [Mg/Fe] with a has so far also been found to be
tighter than with o,. If the IMF is indeed different in the centers ETGs, this necessitates
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that the conditions of the originating star formation events were different, too.

A number of studies have measured radial variation of o using stellar population models
(Martin-Navarro et al) 2015a; van Dokkum et al. 2017; Parikh et al, 2018; La Barberal
et al., |2019; |Dominguez Sanchez et al. 2019). These studies suggest that IMF gradients
are confined to spatial scales on the order of r., with the IMF being Kroupa-like at the
largest radii and becoming increasingly bottom heavy with decreasing radius, with values
up to a ~ 2.5 in the very center.

Among the few dynamical and lensing studies of such gradients that exist, similar trends
of the IMF with galactocentric radius have been found in the massive ETGs M87 (Oldham
and Auger} 20184} Li et al., [2020)), the lensing galaxy ESO 325-G004 Collett et al.| (2018),
as well as for several lensing galaxies from the samples of (Oldham and Auger| (2018b)) and
Newman et al.| (2015).

Nonetheless, the claim that intrinsic IMF gradients can indeed resolve the tension
between different methods has not yet been demonstrated. In Chapter [ I investigate this
claim using axisymmetric Schwarzschild models with T-gradients.
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1.4 Aims of this thesis

The hierarchical merger framework can convincingly explain many of the observed prop-
erties of ETGs, in particular the E-E dichotomy and the existence of shallow surface
brightness cores. Nonetheless, there remain a number of important gaps in our under-
standing of the exact the mass compositions of ETGs and how these fit into the merger
framework (see below). This thesis is concerned with addressing these issues using recent
advancements in the measurement of non-parametric stellar kinematics and Schwarzschild
dynamical modeling. These advances have been shown to be vital to break many known
degeneracies of the dynamical mass decomposition of ETGs (Neureiter et al., 2021} Lipka
and Thomas, 2021; de Nicola et al., 2022). The chapters of this thesis are focused on
different components of the mass-decomposition of massive ETGs:

SMBHs and cores: The distribution of Quasar luminosities at the dawn of galaxy
formation z > 2, as well as empirical scaling relations in the local universe suggest a
distribution of SMBHs within 300 Mpc with only a dozen to few hundred of SMBHs with
masses > 1019M (Lauer et al., 2007b; [Rusli et al., 2013b)) — so called “ultramassive” black
holes (UMBHSs). The large uncertainties reflect our poor understanding of the local SMBH
mass-function. Empirical scaling relations between Mgy and core properties predict the
most massive black holes in the largest and faintest cores, and that the core radius roughly
corresponds to the SOI of the central SMBH. While these relations have enormous potential
for the sampling of the local black hole mass function, their utility for targeting ETGs for
their (predicted) Mgy had thus far not been tested. Here, I kinematically and dynamically
analyse a massive ETG, Holm 15A, which was for the first time selected specifically for its
extreme core properties, namely a 4 kpc large core which is the faintest core detected thus
far, pointing to an exceptionally large SMBH. I also compare this galaxy’s complex orbit
structure to state-of-the-art numerical merger simulations and establish two new SMBH-
core scaling relations. This is presented in Chapter[2 The chapter was originally published
in [Mehrgan et al.| (2019).

Stars & DM: The separation of the mass contributions of stars and DM in ETGs is
difficult, as the stars have their own “dark” contributions in the form of low luminosity
dwarf stars and remnants. The information about the distribution of these dark stellar
components is contained in the IMF. Late-type and dwarf galaxies appear to be comprised
of stars which were generated with the same, universal IMF. However, in dynamical models,
massive ETGs are often consistent with IMFs which produce many more giant or dwarf
stars (e.g.|[Posacki et al.;2015) Stellar population models seem to point in the same direction
(e.g. Conroy and van Dokkum), 2012)), but for individual galaxies the results from different
methods are mostly contradictory (Smith, [2014; [McDermid et al., |2014). A number of
lensing measurements of massive ETGs also explicitly exclude the bottom-heavier IMFs
which are claimed for massive ETGs (Smith et al., 2015; Newman et al. 2017; |Collier
et al., |2018, 2020). Thus far, trends of the IMF mass normalisation « from dynamics are
mostly based on dynamical models which often a) do not determine the DF of the galaxies,
i.e. are not necessarily physical, b) only use Gauss-Hermite or even just simple Gaussian
parameterizations of the LOSVD instead of using the full non-parametric LOSVD, and c)
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assume spatially constant stellar mass-to-light ratios Y. Internal gradients of the IMF could
potentially explain the mismatch between IMF probes from different methods (Bernardi
et al, 2018; |Dominguez Sanchez et al.| 2019;|Lyubenova et al., 2016). But this has not been
systematically investigated in the literature. In Chapters |3| and 4] I analyse a sample of
nine massive ETGs with the aim of measuring radial gradients of the T, and by extension,
the IMF. Chapter |3|deals with the derivation of non-parametric kinematics for these ETGs
using WINGFIT with the the AIC, model selection approach of Thomas and Lipka; (2022).
This includes simulating many of the problems which plague most kinematic fitting and
finding effective strategies of dealing with them. The chapter was published in Mehrgan
et al| (20234). In [Mehrgan et al| (in press 2023b), presented in Chapter [4] I generate
axisymmetric Schwarzschild dynamical models based on the non-parametric kinematics of
seven of the galaxies. These models make use of the AIC, model selection approach, and
allow for gradients of the stellar mass-to-light ratio T in order to investigate for internal
gradients of the IMF.

I summarize the results of this thesis in Chapter [5] There, I also provide an outlook
for future investigations of the mass composition of massive ETGs in light of these results.
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Chapter 2

A 40-billon solar mass black hole in
the extreme core of Holm 15A, the
central galaxy of Abell 85
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Abstract

Holm 15A, the brightest cluster galaxy of the galaxy cluster Abell 85, has an ultradiffuse central region, ~2 mag
fainter than the faintest depleted core of any early-type galaxy (ETG) that has been dynamically modeled in detail.
We use orbit-based, axisymmetric Schwarzschild models to analyze the stellar kinematics of Holm 15A from new
high-resolution, wide-field spectral observations obtained with the Multi-Unit Spectroscopic Explorer at the Very
Large Telescope. We find a supermassive black hole with a mass of (4.0 & 0.80) x 10'° M, at the center of Holm
15A. This is the most massive black hole with a direct dynamical detection in the local universe. We find that the
distribution of stellar orbits is increasingly biased toward tangential motions inside the core. However, the
tangential bias is less than that in other cored elliptical galaxies. We compare Holm 15A with N-body simulations
of mergers between galaxies with black holes and find that the observed amount of tangential anisotropy and the
shape of the light profile are consistent with a formation scenario where Holm 15A is the remnant of a merger
between two ETGs with pre-existing depleted cores. We find that black hole masses in cored galaxies, including
Holm 15A, scale inversely with the central stellar surface brightness and mass density. These correlations are
independent of a specific parameterization of the light profile.
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1. Introduction

Holm 15A is the brightest cluster galaxy (BCG) of Abell 85.
It is a very luminous (My = —24.8 mag; Kluge et al. 2019)
early-type galaxy (ETG) with a high stellar mass of
M, > 2 x 10'> M. The rotational velocity of Holm 15A is
Viot < 40 km s~! and small compared to the velocity dispersion
o ~ 350 km s~!. This is very common among massive ETGs
(e.g., Emsellem et al. 2011; Cappellari 2016; Veale et al. 2017).
Despite its high overall luminosity, Holm 15A has one of the
faintest known central regions of any massive galaxy.

Figure 1 compares Holm 15A’s observed light profile with
Nuker models of the centers of cored ETGs from the Lauer
et al. (2007a) sample, core-Sérsic models of cored ETGs with
existing dynamical models from Rusli et al. (2013a) and
Thomas et al. (2016), as well as nonparametric light profiles of
BCGs from Kluge et al. (2019). Evidently, at radii » 2 30 kpc,
Holm 15A’s surface-brightness profile is characterized by a
local Sérsic index n 2, 4, typical for massive ETGs and BCGs.
Holm 15A is very bright though: only a handful of other BCGs
have a higher surface brightness outside the central region
(r 2 5 kpce).

It is all the more striking then how faint the center of
Holm 15A is compared to ETGs from all three samples, BCG
or not. Indeed, among the 88 core galaxies in the Lauer et al.
(2007a) sample, the faintest center is still ~0.5 mag arcsec 2
brighter than the center of Holm 15A. Among galaxies with
detailed dynamical models, the difference is even larger:
~?2 mag arcsec 2 (Rusli et al. 2013b; Thomas et al. 2016; see
Figure 1).

Such diffuse, shallow central surface-brightness regions
are commonly referred to as “cores” and have been observed
in massive ETGs for a long time (e.g., Kormendy 1985;
Lauer 1985; Faber et al. 1987). As methods for the dynamical
detection of supermassive black holes (SMBHs) of ETGs have
grown more sophisticated in recent years, several tight scaling
relations between core properties and central black holes have
been established. In particular, the most massive black holes in
the local universe are expected to be found in the centers of
the largest, faintest cores (e.g., Faber et al. 1997; Lauer et al.
2007a; Kormendy & Ho 2013; Rusli et al. 2013a; Thomas et al.
2016).

The contemporary view of the formation of cores in massive
ETGs is that their observed properties are best explained via so-
called black hole binary “core scouring.” Core scouring is
driven by the hardening of an SMBH binary naturally formed
during dissipationless mergers between ETGs, which are
thought to dominate the late growth processes of massive
galaxies (e.g., Khochfar & Burkert 2003; Boylan-Kolchin et al.
2006; De Lucia et al. 2006; Naab et al. 2006; Oser et al. 2010).
Gravitational slingshots eject stars on predominantly radial
orbits from the center of the remnant galaxy, producing a cored
central light profile (e.g., Begelman et al. 1980; Hills &
Fullerton 1980; Ebisuzaki et al. 1991; Milosavljevi¢ &
Merritt 2001; Volonteri et al. 2003; Trujillo et al. 2004; Merritt
& Milosavljevi¢ 2005; Merritt 2006, 2013; Rusli et al. 2013a;
Rantala et al. 2018). This core-formation channel can explain the
fundamental characteristics of core galaxies: (1) the observed
uniform tangentially biased orbit structure in cores (Milosavljevi¢
& Merritt 2001; Thomas et al. 2014; Rantala et al. 2018) and
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Figure 1. V-band surface-brightness profile of Holm 15A compared to the central
5 kpc of Nuker models of cored ETGs from Lauer et al. (2007a; light blue), core-
Sérsic models of cored ETGs with dynamical SMBH detections from Rusli et al.
(2013a) and Thomas et al. (2016; dark blue), as well as observed light profiles of
the 170 local BCGs from Kluge et al. (2019; gray) over the major axis.
Holm 15A’s light profile has been shifted from the g’ band assuming
g — V =0.45 mag (Kluge et al. 2019), a K-correction of 0.13 mag, cosmological
dimming of 0.23 mag, and a galactic extinction of A, = 0.125 mag.

(2) the various core-specific scaling relations between the black
hole mass, core size, size of the gravitational sphere of influence
(SOI), and “missing” light compared to the inwards extrapola-
tion of the steeper outer light profile (from which the core
“breaks”; Lauer et al. 2007b; Kormendy & Bender 2009;
Kormendy & Ho 2013; Rusli et al. 2013a; Thomas et al. 2016;
Rantala et al. 2018).

From a radius of » ~ 15 kpc inwards down to the smallest
resolved scales, the light profile of Holm I15A is almost
exponential (lower panel of Figure 1). Bonfini et al. (2015) and
Madrid & Donzelli (2016) interpreted this as evidence against a
large core in Holm 15A. However, as Figure 1 shows,
Holm 15A fits perfectly into the homology of cored BCGs/
ETGs. Hopkins et al. (2009) suggested that nearly exponential
surface-brightness profiles on kiloparsec scales could be
ubiquitous among core galaxies as a relic of merger-induced
star formation bursts in early evolutionary phases prior to the
actual core formation. In their analysis, Hopkins et al. (2009)
assumed that the SOI of the black hole binary is much smaller
than the spatial scale relevant for these “extra-light” regions. In
fact, their fits including exponential components often do not
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well represent the actual core region. We now know that the
sizes of the cores are almost identical to the SOI radii of the
central black holes (Thomas et al. 2016). The core of
Holm 15A has a size of 3-5 kpc (see Figure 1, Section 2,
and also Lépez-Cruz et al. 2014), on a similar scale to the
previously largest known core in IC 1101, r, = 4.2 kpc (Dullo
et al. 2017). Hence, the expected SOI is so large that it
interferes with the spatial scale of potential extra-light. The
only other galaxy that seems to be dominated by a nearly
exponential behavior in its entire inner region may be
NGC 1600 (see Hopkins et al. 2009). NGC 1600 has a large
SOI radius of 1.2 kpc as well. There are many processes that
influence the final inner light profile of massive galaxies, like
dynamical interactions between stars and the SMBH binary,
early star formation episodes, active galactic nucleus (AGN)
feedback, etc. While these processes have been studied
individually (in different levels of detail; e.g., Merritt 2006;
Hopkins et al. 2009; Teyssier et al. 2011; Martizzi et al.
2012, 2013; Choi et al. 2018; Rantala et al. 2018, 2019), we
currently lack simulations that include all these processes in a
consistent manner. The black hole binary core-scouring
process, which is likely dominant in core formation has now
been studied in great detail, including the effects of different
merger histories on the stellar density profile and stellar orbits
in the core (Rantala et al. 2018, 2019). Here, we use dynamical
models based on new spectroscopic observations with the
Multi-Unit Spectroscopic Explorer (MUSE) IFU to determine
the mass of the central black hole and the distribution of central
stellar orbits in Holm 15A. Our goal is to shed light on possible
formation scenarios for the galaxy’s extreme core.

This paper is structured as follows: Section 2 describes the
new i-band photometry of Holm 15A obtained with the
Fraunhofer Telescope at the Wendelstein Observatory, as well
as additional images generated from our MUSE data. Section 3
details the MUSE spectroscopy and stellar kinematics derived
from them. The dynamical models and results based on the
photometry and kinematics are presented in Section 4. In
Section 5, we discuss these results and their implications, in
particular in view of predictions from N-body simulations. We
summarize our conclusions about Holm 15A in Section 6.

We use the Planck ACDM (Planck Collaboration et al. 2018)
cosmological model, Hy = 67.4 and €}, = 0.315. The redshift
of Holm 15A, z = 0.055, then corresponds to a luminosity
distance of D; = 252.8 Mpc and an angular diameter distance
of Dy = 227.2 Mpc (1” = 1.10 kpc).

2. Photometry

We used two image sources for our photometric analysis of
Holm 15A. The first is an i-band image obtained with the
Fraunhofer Telescope at the Wendelstein observatory using the
Wendelstein Wide Field Imager (WWFI; Kosyra et al. 2014).
While a g’-band image was also available, the i-band image had
significantly better seeing (Moffat FWHM from fits to multiple
stars = 0”86 versus 178 for the g’-band image). The isophote
analysis of this image is the basis for the 3D deprojection that
we use to constrain the dynamical models (Section 2.1). We
also used this image to analyze the core region and estimate the
“missing light” in the center of Holm 15A (Section 2.2).

3 Based on observations collected at the European Organisation for

Astronomical Research in the Southern Hemisphere under ESO program
099.B-0193(A).
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The second source is an image created from the MUSE data
cube, which we used to analyze Holm 15A for the presence of
dust or color gradients which could potentially affect the
deprojection (Section 2.3; also see Section 3.2 for the
spectroscopic analysis).

2.1. Wendelstein Image: Reduction and PSF-deconvolved Light
Profile

Holm 15A is part of the sample of 170 local BCGs that were
observed by Kluge et al. (2019) with the WWEFIL. The light
profiles derived for these BCGs provide a unique photometric
database, reaching down to an unprecedented deep limiting
surface brightness of ~30 mag arcsec™? in the g’ band (Kluge
et al. 2019; see Figure 1). The data cover a field of 49’ x 52
(pixel size 072 /pixel) around Holm 15A, which corresponds
to a projected area of roughly 10 Mpc?. The radial surface-
brightness profile was measured by fitting ellipses to the galaxy’s
isophotes, while allowing for higher-order deviations from perfect
ellipses, using the code from Bender & Moellenhoff (1987). To
increase the spatial resolution in the inner parts of the galaxy, the
central ~1’ x 1’ of the image has been point-spread function
(PSF) deconvolved using 40 iterations of the Richardson—Lucy
method (Lucy 1974). The 2D convolution is performed on images
regenerated from previously performed isophote analyses. The
radial light profile from this PSF deconvolution is the basis of our
3D deprojection that we use to constrain the dynamical models of
Holm 15A. A detailed description of the observations and data
reduction can be found in Kluge et al. (2019).

2.2. Core Radius and Missing Light of Holm 15A

The core radii of massive galaxies are typically described by
either the core-break radius r;, of a ““Nuker” (Lauer et al. 1995) or
core-Sérsic profile (Graham et al. 2003; Trujillo et al. 2004), or by
the “cusp radius” r,, the radius where d log//dlogr = —1/2.
The cusp radius only requires that a galaxy’s light profile becomes
shallow in the central parts. This is clearly the case in Holm 15A,
and the cusp radius is well defined: r, = 377 4+ 0”10
(4.11 £ 0.11 kpc). The semimajor axis length of the corresp-
onding isophote is a, = 4”1 £ 0”10, consistent with Lopez-
Cruz et al. (2014). In contrast, the concept of a core-break radius
implies—in addition to central shallowness—a distinct change of
the light profile from its behavior outside of r, to a different
behavior interior to 7,. As we will discuss here, the light profile of
Holm 15A does not exhibit a clear and distinct change but
continuously flattens to the smallest observed radii.

The surface-brightness distribution of Holm 15A out to
r < 200" (or p; < 26 mag arcsec 2 ) can be represented fairly
well by the sum of two Sérsic functions, where the inner
component is nearly exponential with Sérsic index n; = 1.26
and 7, ; = 15.81 kpc and the outer component follows roughly
a de Vaucouleurs profile with n, = 4.21 and r, , = 208.1 kpc
(Kluge et al. 2019). A more complex model composed as the
sum of a core-Sérsic plus a Sérsic function improves the fit in
the core region slightly. The break radius of this model,
rp, = 8796 (see model ¢SS in Table 2 of Appendix A.l) is
roughly consistent with the radius of the maximum curvature of
the observed light profile. However, the Sérsic parameters of
the core-Sérsic component are very different from the inner
Sérsic component of the model by Kluge et al. (2019) quoted
above. The “steep” Sérsic index n; = 5.24, together with the
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fact that 7, < rp, undermines the intended meaning of r, as a
“break radius” and of n; and r, | as the local Sérsic approximation
to the light outside of the core. Indeed, the corresponding Sérsic
part of the model does not trace the observed light profile
anywhere in the inner regions of the galaxy.

To investigate this a little further, we also tried an alternative
fitting approach where we separate the determination of the
core parameters from the two Sérsic components: we start by
fitting the sum of two (coreless) Sérsic components to the
surface-brightness profile outside of the core, i.e., outside of a
minimum radius 7,;,. Then, in the second step, we repeat the
fit, now including also the data inside ry,;, but now we only
vary the core parameters in the fit, while holding the inner and
outer Sérsic components ny, 1,1 and n, .2, and y, , fixed. In
this way, we determine the Sérsic parameters before the core
parameters and force the Sérsic components to approximate the
light profile outside of r,;,. We tried a range of different 7.
Below #yin < 7, ~ 4" (ie., inside the core), the inner
components n; and 1, are affected too much by the core
region itself. Above ry;, = 127, the light profile is already so
steep that we are far outside the core, and the models, even after
fitting the core parameters, no longer provide good fits. For
Fmin = 4"-12" these two-step fits represent the data very well.
Moreover, in all the two-step fits, we found r, < r, and r, ~ r,,
as expected (see models cSS(nin = 4) and ¢SS, = 12) in
Table 2). The Sérsic components approach the Sérsic+Sérsic
model of Kluge et al. (2019) in the limit of small ry;,.
However, the fits did not converge to a stable set of parameters.
We found both the Sérsic index n; of the inner component and
r, to systematically increase with ry;, (see Table 2 and
Figure 2).

All these results led us to conclude that the galaxy does not
exhibit a clear break radius inside of which the light profile
follows a power law and outside of which it can be
characterized by a single local Sérsic index n over a range
that is more extended than a few arcseconds. Fitting the inner
parts of the 1D light profile of Holm 15A with a Nuker profile
confirmed this finding. Again, we could not derive a stable
break radius and r,, turned out to be a monotonic function of the
maximum radius out to which we extended the fit (we tried
Fmax = 107=70"; see Table 2).

Finally, we also performed a 2D multicomponent fit to the
entire i-band Wendelstein image of Holm 15A using IMFIT
(Erwin 2015; see Appendix A.2). This yielded a stable set of
core parameters. However, in the 2D analysis, allowing for a
broken inner profile with a power-law core with r, = 2757 did
not improve the fit significantly over a central, pure Sérsic
component with n ~ 1.

Holm 15A evidently continues the homology of cores
observed in less extreme ellipticals in the sense of having a
faint center with a shallow surface-brightness profile (see
Figure 1). But, as our attempts to identify a clear break radius
have shown, the core region in Holm 15A is not as sharply
separated from the outer parts of the galaxy as it is in other
core galaxies with a more prominent break in the light profile.
Because of this, even though both r,, and , have been shown
to follow tight scaling relations with Mgy in other core
galaxies (e.g., Lauer et al. 2007b; Thomas et al. 2016), we
will only consider the cusp radius of Holm 15A in the rest of
the paper.
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Figure 2. Top: deconvolved i-band light profile of Holm 15A (corrected for
extinction and cosmological dimming; black dots) and inwards extrapolation of
outer Sérsic components from multicomponent (core-)Sérsic models to the light
profile from large radii (fiyax ~ 200”) to inner radii of rpx = 4” and ryax = 127
(red lines). Red areas indicate the missing light relative to Holm 15A’s
depleted, shallow core for both models. Bottom: ellipticity from ellipse fits to
the isophotes of Holm 15A. Blue lines indicate the projection of our 3D
deprojection of the 2D Wendelstein image.

The shallowness of the inner light profile still allows the
estimation of the amount of “missing light.” From the above-
described models ¢SS(fin = 4) and cSS(nin = 12) (see
Table 2), we find Ljger = (2.75 & 2.22) x 10'°L; o, which
we will later use in Section 5.1 to estimate the mass of stars
ejected from the center via core scouring. The estimated
missing light is illustrated in Figure 2.

2.3. MUSE Images: No Evidence for Dust or Color Gradients

To investigate whether dust extinction might distort the
isophotes and to check for color gradients indicative of a
change in the stellar populations, we also generated images
from the MUSE data cube. This has two advantages. First, the
MUSE observations have (slightly) better seeing than the
Wendelstein i-band image: in the “red” image (see below for
definition), we measured FWHM = 0”72 from the two point
sources in the image. Second, when collapsing the data cube,
we can choose wavelength ranges that explicitly exclude
emission, which is important because we do detect regions of
line emission within Holm 15A (see below).

We use the spectral region 7300-8500 A to create a largely
emission-line-free  “red” image and the spectral region
4750-5500 A for its “blue” counterpart. The ratio of the blue
and red MUSE images is shown in the right-hand panel of
Figure 3, and it shows no evidence for either dust lanes or
significant color gradients.
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2.4. 3D Deprojection

In order to constrain the distribution of stars in our
dynamical model of Holm 15A (see Section 4), we create a
3D deprojection of the luminosity density from our decon-
volved 2D Wendelstein image. The algorithm that we use to
achieve this enables us to find a 3D nonparametric axisym-
metric luminosity density distribution v (r) consistent with the
2D input surface-brightness distribution and an assumed
inclination angle i. As can be seen in Figure 2, Holm 15A is
for the most part relatively round, but flattens significantly to an
ellipticity € ~ 0.4 at radii 2100”. In the axisymmetric case,
this limits possible viewing angles to be close to edge on,
which is why we assume i = 90°. The algorithm utilizes a
penalized log-likelihood function and is detailed in Magorrian
(1999). As Figure 2 shows, the resulting axisymmetric
luminosity density distribution reproduces the relevant
observed photometric features almost perfectly.

3. MUSE Spectroscopy: Stellar Kinematics of Holm 15A
3.1. MUSE Observations and Data Reduction

We obtained wide-field spectroscopic data of Holm 15A
with MUSE at the Very Large Telescope at Paranal on 2017
November 16 and 2018 August 10. At z = 0.055, MUSE
covers several important absorption features such as Hg, the
Mgb region, Nal, several Fe absorption features, and the Call
triplet.

Our observations were carried out over the course of two
nights and consist of three observational blocks of two dithered
1200 s exposures of Holm 15A plus one 300 s long exposure of
the sky in between each. All observations, including the sky-
field offset, cover an approximately 1’ x 1’ field of view
(FOV) composed of 24 combined integral field units (IFUs).

We performed the data reduction using version 2.8.5 of the
standard Esoreflex MUSE pipeline supplied by ESO (Freudling
et al. 2013). The pipeline runs several recipes on both
exposures such as flat-field and wavelength calibrations and
returns a combined data cube, covering the optical domain
from about 4800 to 9400 A with a spectral resolution of 1.25 A.
We sampled the cube in spaxels of 0”4 x 074, which at the
redshift of the galaxy (z = 0.055) corresponds to approxi-
mately 400 pc x 400 pc per pixel. As previously mentioned,
we measure a PSF with FWHM = 0771 for the MUSE image.

Sky emissions were removed separately from all galaxy
exposures using the sky field from offset sky exposures, taking
into account the instrumental line spread function for each IFU.

3.2. Treatment of Spectra and Derivation of (Parametric)
Stellar Kinematics

For our study of Holm 15A, we initially used the MUSE
absorption spectra to derive spatially resolved, 2D stellar
kinematics parameterized by the rotational velocity vy,
velocity dispersion o, and higher-order Gauss—Hermite coeffi-
cients h3 and h, of the line-of-sight velocity distribution
(LOSVD). For the dynamical modeling, we use nonparametric
LOSVDs that were derived following a set of equivalent steps
(see Section 3.3).

To achieve a balance between a precise measure of the
kinematics in the core and an overall high spatial resolution, we
aim for a target signal-to-noise ratio (S/N) of at least ~50 per
pixel in each spectrum. To achieve this, we spatially bin the
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Figure 3. Holm 15A isophotes and central color map. Left: logarithmically scaled isophotes for our Wendelstein i-band image (median-smoothed with an 11 pixel
wide box). Middle: isophotes for the MUSE red image (extracted from data cube using 7300-8500 A). Right: color map from the ratio of MUSE blue (4750-5500 A)
and red images. No evidence for dust lanes or a color gradient in the central region of the galaxy can be seen.

data cube using the Voronoi tessellation method of Cappellari
& Copin (2003). Pixels belonging to foreground sources such
as galaxies or AGNs are removed from the data before binning.

At the center of the galaxy (r < 5 kpc), the spatial resolution
of the Voronoi bins turns out to be 074-0”8 (roughly
400-800 pc) for an S/N ~50. We here define the radius of
the gravitational SOI of the black hole as the radius where the
enclosed mass M (<rso;) = Mpy. By integrating the depro-
jected 3D luminosity density and assuming a range of plausible
stellar mass-to-light ratios, between Yy =4 and 6, we
estimated the enclosed mass of the galaxy. For the lowest
expected black hole mass for a galaxy of this mass and velocity
dispersion, Mgy ~ 3 x 10°M,, (using the mean expected
values from the Mpy—o, Mp, scaling relations for ETGs from
McConnell & Ma 2013; Saglia et al. 2016), the enclosed stellar
mass equals Mgy at rgor ~ 176. Because our PSF and spatial
binning resolution are both on the order of 0”8 we ensure that
we can resolve the expected SOI with a diameter of
2 x 176 = 3”2 by a factor >4. However, the extreme core
properties of Holm 15A actually point to an SMBH with
Mgy ~ 10"M;, (based on Mpy—r, scaling relations from Lauer
et al. 2007b and Thomas et al. 2016), whose SOI radius would
be roughly rsor ~ 4’-5"—a factor >10 above our resolution
limit. If the dark matter halo is included in the modeling, this
resolution is sufficient for a robust black hole mass determina-
tion (Rusli et al. 2013b).

In total, we obtain 421 spatial bins, of which 145 bins are
located inside the central 5”. For the purpose of our subsequent
dynamical modeling of the galaxy, we divided the spatial bins
of our MUSE FOV into four quadrants, q1—g4, in such a way
that quadrant membership is determined by which side of the
major and minor axes the center of each bin is located on

Parametric LOSVDs for each bin were obtained by fitting the
stellar absorption lines of the galaxy with Penalized Pixel-Fitting
(pPXF; Cappellari 2017) implemented in Python 2.7. PPXF
convolves a weighted sum of template stellar spectra, in this case
the MILES library (Sanchez-Blazquez et al. 2006) with a Gauss—
Hermite LOSVD in order to fit the absorption features.
Optionally, emission-line features of ionized gas are fit
simultaneously, with a separate set of templates and LOSVDs.
Figure 4 shows an example of a (parametric) kinematic fit to the
spectral features of Holm 15A with pPXF for a bin located
roughly 0”5 from the center of the galaxy (best fit to the stellar
component: Vy; = —1.59 & 8.04 km s~ ! relative to the systemic
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Figure 4. Stellar kinematic fit with pPXF (red) to a normalized spectrum of
Holm 15A (black) with corresponding residuals (black points, lower panel).
Emission lines from ionized gas are fit simultaneously (blue). Spectral regions
masked during the fit are shown as gray shaded areas.

velocity of the galaxy, o = 342 + 9.71 km s™!, h3 = 0.025 +
0.015, hy = 0.062 £ 0.018).

Several bins within the central 5 kpc region of the galaxy—
primarily in the southeastern regions—contain emission lines
from ionized gas, most notably Ho, H3 , [O 111] 5007 A, [NT]
5199 A, and [N 11] 6583 A (see Figure 4), which we fitted with
the emission-line-fitting routine of pPXF, though we do not
consider their kinematics in this study. Figure 5 shows the
measured emission-line flux for Ha, HG, [O 1], and [NII].
The average flux ratios log([O III]/HB) = 0.09 4+ 0.26 and
log([N 11] /Har) = 0.48 + 0.12 of emission lines with S/N > 3
are associated with LINER-type emission (Kauffmann et al.
2003), which is quite typical for cool-core clusters. Of the ~100
brightest X-ray clusters, Abell 85’s cool core has the 14th
strongest cooling flow (Chen et al. 2007). The spatial extent of
this LINER-type emission (~4-5 kpc) suggests it could be related
to ionized cooling-flow filaments (e.g., Ferland et al. 2008, 2009;
Ogrean et al. 2010). This was already previously noted by
McDonald et al. (2010), who found that it coincided with a
similarly extended region of X-ray emission associated with
cooling flows.

By contaminating some absorption features such as Hg, the
gas emission increases the uncertainties of the kinematic fits in
some bins. As we will show in Section 4, this contamination
of mostly central spectra slightly increases the uncertainty of
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Figure 5. Logarithmic flux of emission lines [N 11], [O 1I], Ha, and HG from
ionized gas located within the central regions of the galaxy. Gray areas indicate
bins for which no meaningful emission-line fit could be derived. Photometric
i-band isophotes are shown in black. Axes a and b (black lines) correspond to
the major and minor axes of the galaxy, respectively. The center of the galaxy
coincides with the peak of the emission-line flux.

Mgy, but has little impact on the global stellar mass-to-light
ratio Ty and the shape of the dark matter halo.

At redshift z = 0.055, the strong oxygen 5577 A sky
emission line lies on top of the 5270 A Fe feature. Because
this line is difficult to remove, the Esoreflex sky subtraction left
strong residuals in this region, effectively rendering it unusable
for fitting. We noted a few additional systematic residuals
which may be related to sky subtraction or telluric correction
issues as well. In order to minimize possible systematics in the
LOSVDs, we defined a single mask that we used for all spectra
throughout the entire galaxy. We consistently mask all
wavelength regions that are possibly affected by any systematic
issues.

We performed our kinematic fits over the spectral interval
between 5010 and 7050 A. Including spectral regions bluer
than 5010 A resulted in lower-quality fits and a constant bias in
h3, indicative of template mismatch. Spectral regions redder
than 7050 A were badly affected by sky lines and were
therefore omitted. In particular, we could not derive meaningful
kinematics in the [Ca1I] triplet region.

We also used a sixth-order multiplicative polynomial and an
additive constant in the fit. The former allows for the correction
of errors in the flux calibration, while the latter is typically used
to correct over- or underestimations of the continuum during
sky correction. We also made use of the sigma-clipping and
bias-factor options. The value of the bias factor—0.2 in our
case—was determined from testing pPXF on Monte Carlo
simulations of model spectra.

A subset of stellar template spectra for the fit was selected as
follows: we fitted a mean spectrum of all bins of the galaxy
with the full set of 985 MILES library templates. All binned
spectra were corrected for the systematic velocity of the galaxy,
as well as their respective rotational velocities. All spectra were
normalized to one before averaging. We set both the third-order
Gauss—Hermite coefficient s; and the additive constant to zero
in order to avoid template mismatch (which can result in biases
in these parameters). With these restrictions, pPXF assigned
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Figure 6. From top to bottom, left to right: kinematic maps of the rotational
velocity v, velocity dispersion o, and the higher-order Gauss—Hermite
coefficients /3 and h4 over the MUSE FOV. The systematic velocity of the
galaxy has been subtracted in the kinematic map of v,y. Ellipse fits to i-band
isophotes are drawn in black; axes a and b (black lines) correspond to the major
and minor axes of the galaxy, respectively.

nonzero weights exclusively to a set of 16 templates with a
wide variety of luminosity classes but limited to spectral types
G, K, and M, in good agreement with the uniformly red color
of the galaxy (Section 2). We used this subset of stars from the
MILES library as templates for fitting the galaxy’s absorption
features in all Voronoi bins.

The parameterized kinematics in the interval between 5010
and 7050 A over the MUSE FOV are shown in Figure 6. As
can be seen in the figure, we measure a weak rotation signal of
less than 40 km s~!, which is only faintly reciprocated in
h;—the rotation is likely too weak for an anticorrelated signal
in this parameter to be detectable. The velocity dispersion o
peaks in the central regions (r < 2 kpc) at ~350 km s~!, stays
somewhat constant at ~330 km s~! throughout most of the
FOV, and finally starts to rise again at the edges of the MUSE
FOV up to =370 km s~!. Our measured velocity dispersions
are similar to those of Fogarty et al. (2014). Our h4 kinematic
profile starts out at ~0.07 within 2 kpc and rises to =0.1 toward
the edges of the FOV. In Appendix B.1, we compare the
kinematics of Holm 15A to those of massive ETGs from the
MASSIVE survey. The corresponding statistical uncertainties
are shown in Figure 7. Uncertainties were determined from
Monte Carlo simulations on model spectra of the galaxy, i.e.,
refitting best-fit spectral models with 100 different noise
realizations, the noise being drawn from a Gaussian distribu-
tion with a dispersion corresponding to the local S/N, which is
measured directly from each spectrum. We note that the
distribution of uncertainties is spatially asymmetric between
central bins across quadrants—central kinematics in q3 have
overall larger uncertainties than those in the other quadrants.
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Figure 7. Maps of statistical uncertainties corresponding to the parameters of
the kinematic maps of Figure 6.

This is in agreement with the distribution of emission-line flux
between quadrants (see Figure 5), i.e., q3 seems to be affected
worse by uncertainties introduced by gas contamination of
absorption features. However, as we will show in Section 4,
including g3 in our dynamical modeling did not produce any
larger systematic offset in our best-fit parameters relative to the
other quadrants.

3.3. Nonparametric LOSVDs

In our dynamical modeling of Holm 15A, we set out to
achieve a precise mass measurement of the galaxy, which
makes the parametric representation of the stellar kinematics in
Figure 6 problematic: large values of o and A4 > 0 over the
entire FOV result in the escape velocity of the galaxy, Veg
being practically infinite everywhere. Because v, depends
directly on the gravitational potential, we try to measure it as
accurately as possible.

To obtain LOSVDs with more realistic V..., We use our own
kinematic extraction code (J. Thomas et al. 2019, in preparation)
which operates in a similar way to pPXF but minimizes the >
over all spectral pixels by utilizing a Levenberg—Marquardt
algorithm to fit a template broadened with a nonparametric
LOSVD to the absorption features of a galaxy.

We use the same setup of template stars, and additive and
multiplicative polynomials as described above. Emission lines
are masked for each spectrum individually, according to their
respective widths (spectral regions within 4 X oy, are masked
for each emission line) and positions as determined with the
pPXF emission-line fit. The nonparametric LOSVDs mainly
differ from the parametric ones in the high-velocity tails, as
demonstrated for an example bin of Holm 15A in Figure 8.
While the width of the LOSVD (o = 338 4 9.57 km s~! with
our own code and o = 328 + 10.7 km s~! with pPXF), as
well as its global shape, is similar for both methods, the
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Figure 8. Example LOSVDs from the central regions of g4 originating from
two different methods: one determined parametrically with pPXF (purple) and
the other nonparametrically with our own code (blue). The shaded envelopes
indicate statistical uncertainties.

nonparametric LOSVDs provide a more realistic sampling of
the LOSVD and noise at large projected velocities. Therefore,
for our dynamical study of Holm 15A, we use the nonpara-
metric LOSVDs. Radial profiles comparing both parametric
and nonparametric kinematics for all bins in our study are
presented in Appendix B.2.

4. Schwarzschild Dynamical Modeling of Holm 15A
4.1. Dynamical Models

We dynamically modeled Holm 15A under the assumption
of axisymmetry. The lack of unambiguous, obvious isophotal
distortions (see Section 2) and the overall symmetry of the
observed kinematic profiles (see Section 3.2) imply that
Holm 15A is generally consistent with an axially symmetric
stellar distribution.

The dynamical models in this study were constructed using
an updated version of our axisymmetric Schwarzschild orbital
superposition code. We will here only briefly summarize the
key features of our implementation and refer to previous
publications for more in depth descriptions (Richstone &
Tremaine 1988; Gebhardt et al. 2003; Thomas et al. 2004,
Siopis et al. 2009).

Schwarzschild dynamical modeling is based on the calcul-
ation of stellar orbital distributions in a fixed gravitational
potential as a solution to the collisionless Boltzmann equation
(Schwarzschild 1979). Any orbit can be fully described by
three integrals of motion: the classical integrals £ and L, (in the
axisymmetric case) plus a nonclassical integral I3 (in most
astrophysically relevant cases). Sampling values of this set of
integrals of motion (E, L,, I3) allows us to create an orbit library
in a given gravitational potential & whose distribution function
f(r, v) satisfies the collisionless Boltzmann equation.

In order to determine ®, we assume that the density distribution
of Holm 15A can be described by

p(rs 9) = p*(rs 9) + MBH(S(T) + pDM(r)a (1)
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Table 1
Results of Schwarzschild Dynamical Modeling of Holm 15A. Best-fit Values
were Derived as the Mean of the Independent Fits to the Four Quadrants

Schwarzschild Model Parameter Best-fit Value Units
Mgy (4.0 + 0.80) 10" M,
T, (i band) 45+ 0.19
DM Halo:

Mg
Pio (1.0 + 0.10) 107 @
log ry 2.4 £ 0.29) log poes
¥ 0.35 + 0.26

Note. The quoted uncertainties are derived from the variation between
quadrants.

which we insert into Poisson’s equation. p, is linked to the
three-dimensional deprojection v (r, #) of the observed i-band
surface brightness (see Section 2) via the stellar (i-band) mass-
to-light ratio, p, (r, 0) =7, - v(r, 0), assuming a spatially
constant stellar Y, . In addition to the mass of the central black
hole Mgy, the model admits the inclusion of a dark matter
(DM) halo pp,,(r). Here, we chose a generalized Navarro—
Frenck—White halo derived from cosmological N-body simula-
tions (Navarro et al. 1996; Zhao 1996):

_ Po
pom(r) = TR 2
(5 ()
with
3—v Y
po = plo(l + 10@) (10@) , 3)
rS rS

where p,, is the DM density at 10 kpc, r, the scale radius of the
halo and + the inner slope of the DM density profile.

For a given ®, we sample thousands of representative initial
orbital conditions, implicitly varying all the integrals of motion
E, L., and I3, and including individual orbital phase-space
volumes (Thomas et al. 2004). For Holm 15A, we stored
LOSVDs in 29 velocity bins adapted to the velocity dispersion
of the galaxy, with one LOSVD associated with each of the 421
spatial bins of our FOV, meaning our models fitted roughly a
total of 3000 velocity bins per quadrant.

We use the NOMAD optimization software (Audet &
Dennis 2006; Le Digabel 2011; Audet & Hare 2017) to find the
set of mass parameters Mgy, Yy, pjo. 75, and -y that yields the
best fit to the observed kinematics.

4.2. Results

The most important result from our dynamical modeling is
the detection of an SMBH with Mgy = (4.0 £+ 0.80) x
10'°M,, in Holm 15A. The associated SOI of this SMBH is
rsor = 3.8 + 0.37 kpc (3”5 4 0”34). Even though the galaxy
is more than 200 Mpc away, we spatially resolve the SOI by a
factor of 10. In fact, ~100 out of our 421 LOSVDs sample the
SOI of the galaxy. The modeling results for the black hole,
stellar mass-to-light ratio, and DM halo parameters are
summarized in Table 1. Ax? curves for Mgy, Y, and p;,
from all four quadrants are shown in Figure 9. The figure
shows that none of the four quadrants stands out and yields a
significantly different result than the others. While the black
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Figure 9. From left to right: x2 for the minimization curves of our dynamical
modeling for the parameters Mgy, Y., and p;y. Each quadrant (q1—q4) was
modeled separately. The variation between their respective x? curves is treated
as representative of the inherent systematic and statistical uncertainties of each
measurement.

hole mass in q3 (where the gas emission in the spectra is most
prominent) is slightly larger than in the other quadrants, this
offset is not significant. By computing the dynamical quantities
separately for each quadrant and estimating the uncertainties
from these four nearly independent measurements, we
implicitly include any residual systematics (like, e.g., from
the gas emission) in our error budget. Fits to the kinematics of
one quadrant of Holm 15A parameterized by v, o, h3, and h4
of our best-fit model are shown in Figure 10. They show that
our best-fit model can successfully reproduce the observed
kinematics of the galaxy. For the nonparametric kinematics,
our best-fit model reaches a reduced x? of 0.8-0.9 for each
quadrant.

We had previously also acquired spectroscopy of Holm 15A
from the McDonald Observatory using the low-resolution
mode (o ~ 25kms~!) of the IFU spectrograph VIRUS-W
(Fabricius et al. 2012). Stellar kinematics for these independent
data were derived by applying the Fourier correlation method
(FCQ) by Bender (1990) in the wavelength interval between
4500 and 6250 A, using a sparser spatial sampling (Figure 10,
blue) and circular spatial binning. This entirely independent
measurement of the stellar kinematics in Holm 15A is
consistent with the MUSE kinematics. We note that, on
average, values of /4 and o appear to be slightly lower for FCQ
(likely due to a different smoothing method). Therefore, as a
consistency check, we ran a second set of dynamical models
using only the VIRUS-W kinematics and found the same
results within the errors. Because the MUSE data have better
spatial resolution and higher S/N, we will only discuss the
results derived from the MUSE data in the remainder of this
paper.

Finally, an example comparison between an observed and
modeled LOSVD and a discussion of the importance of the
LOSVD wings can be found in Appendix C.

5. Discussion

With Mgy = (4.0 & 0.80) x 10'°M_, the SMBH at the
center of Holm 15A is the most massive dynamically
determined black hole so far. It is a factor of 2 larger than
the SMBHs in NGC 4889 (McConnell et al. 2012), with
Mgy = (2.1 & 0.99) x 10'°M,, and NGC 1600, with Mgy =
(1.7 &£ 0.15) x 10'%M,, (Thomas et al. 2016). Quasar lumin-
osities at higher redshifts and current determinations of
local SMBH scaling relations give an expected black hole
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Figure 10. The Gauss—Hermite moments measured from the MUSE spectra
(black points) compared to the best-fitting model (red). Shown are (from top to
bottom) Vyot, 0, A3, and A4 of quadrant q4. Note that the model was fit to the full
nonparametric LOSVDs. The Gauss-Hermite moments are only used for
illustrative purposes here. The figure also includes Gauss—Hermite moments
measured independently on VIRUS-W spectra using the FCQ method (blue).

cumulative space density ranging from half a dozen up to a few
hundred SMBHs with Mgy > 10'°M,, out to z < 0.055 (e.g.,
Lauer et al. 2007b; Rusli et al. 2013b). Hence, circumstances
for the formation of a 40 billion solar-mass SMBH are probably
rare, but the central structure of the Coma cluster serves as an
example that they do exist. As stated above, NGC 4889, one of
the two central galaxies of Coma, contains an SMBH of
Mgy = 2.1 x 10'°M. The other galaxy, NGC 4874, has a
very extended classical shallow power-law surface-brightness
core with a size of r, = 1.7 kpc (Lauer et al. 2007a). This
suggests an SMBH with a mass of Mgy ~ 2 x 100 M, (using
the core scaling relations of Thomas et al. 2016). Both galaxies
are interacting and will eventually merge (e.g., Arnaboldi et al.
2006; Gerhard et al. 2007). This will produce a BCG at the
center of the Coma cluster which will very likely have an
SMBH in the same mass range as Holm 15A has now.
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In the following sections, we will discuss the observational
and theoretical evidence for the merger origin of Holm 15A, as
well as attempt to unravel some specific details of the merger
history.

5.1. SMBH Scaling Relations: Evidence for Dissipationless
Merging

The SMBH of Holm 15A is not only the most massive one to
date, it is also four to nine times larger than expected given the
galaxy’s stellar mass, Mg, = (2.5 & 0.64) x 10'2M,, and the
galaxy’s stellar velocity dispersion, o = (346 + 12.5) km s~!
(see Figure 11(a)).

It has been previously noted that the My—o relation may
become shallow out at the high-mass end, due to dry merging
becoming the dominant growth process at the high-mass end.
Because dry (major) mergers grow ¢ only slowly (e.g., Lauer
et al. 2007b; Naab et al. 2009) but simply sum over the central
SMBH masses of the merging galaxies, such mergers will
move galaxies toward “overmassive” Mgy at a given o (e.g.,
Lauer et al. 2007b; Kormendy & Bender 2013). Correspond-
ingly, massive core galaxies follow an Mgy—o relation that is
steeper and slightly offset (toward larger values of Mgy)
compared to less massive, cuspy galaxies (see Saglia et al.
2016 and McConnell & Ma 2013). Despite the fact that we here
already consider the Mpp—o relation of core galaxies,
Holm I5A is still almost an order-of-magnitude offset in
Mgy (see Figure 11(a)). This might be indicative of an
especially extensive dry merging period.

One could expect the Mgy—Mp, relation to be tighter at the
high-mass end, because Mgy /Mg, is conserved in dry mergers.
Holm 15A, however, is also a strong outlier from this relation
(Mgy is roughly four times larger than expected from Mp,; see
Figure 11(b)). The ratio between Mgy and Mp, is typically
<0.5% for cored ETG and typically <1% when considering all
ETGs below a stellar mass of < 10'*M,,, irrespective of central
morphology (Kormendy & Ho 2013). Holm 15A, however,
hosts a black hole that contains close to 2% of the total stellar
mass of the galaxy. A similar high ratio as been found in
NGC 1600 (Thomas et al. 2016). This might suggest that the
progenitor galaxies of Holm 15A were different from typical
massive ETGs at z ~ 0. Studies of the evolution of Mgy /Mg,
since z ~ 3 in active galaxies suggest that the ratio scales like
(1 + 2)°7-14 (e.g., Decarli et al. 2010; Merloni et al. 2010;
Bennert et al. 2011). Depending on which Mpy—Mp, relation is
used (all central morphologies or cores only), we can estimate
that Holm 15A’s progenitors might have formed early, at z 2> 1
or 2.

In Figure 11(b), we only consider scaling relations based on
dynamical bulge masses to avoid systematics related to
assumptions about the initial stellar mass function (IMF). We
will touch on this again in Section 5.6.

Kluge et al. (2019) showed that BCGs and ETGs in general
follow different scaling relations between total luminosity, size,
and effective surface brightness. This would also translate into
different SMBH scaling relations. Bogdan et al. (2018)
suggested that BCGs follow steeper Mgy—o and Mpy—Mp,
relations (see Figures 11(a) and (b)). Holm 15A is closer to
these BCG-centric scaling relations. In fact, it happens to fall
onto the corresponding Mgy—Mp, relations and is offset from
the corresponding Mgy —o relations by about a factor of 2. This
could indicate that the galaxy formed from a dissipationless,
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Figure 11. Holm 15A (red) compared to other ETGs, cores, and BCGs (black) on SMBH scaling relations. (a) and (b) Holm 15A compared to cored ETGs listed in
Saglia et al. (2016) with respect to the global galaxy scaling relations, (a) Mgy—o and (b) Mpy—Mp,. Solid lines show the linear relations for cored ETGs from Saglia
et al. (2016) and McConnell & Ma (2013). Dashed and dotted lines indicate scaling relations for ETGs in general (cored or not) from Kormendy & Ho (2013) and
BCGs only from Bogdan et al. (2018). ETGs identified as BCGs in Bogdan et al. (2018) are enhanced by purple halos around their symbols. (c) Holm 15A’s directly
measured (3KK) K-band luminosity Lx compared to ETGs from Kormendy & Ho (2013) on the global galaxy scaling relation Mgy—Lg. The line shows the linear
relation from Kormendy & Ho (2013). (d) Core-mass deficits M, gef of cored ETGs from Rusli et al. (2013a) and Holm 15A. (e) and (f) Holm 15A compared to cored
ETGs from Thomas et al. (2016) and Rusli et al. (2013a, 2013b) with respect to the core-specific scaling relations, (¢) Mgy—r, and (f) rsor—r,. The lines show the
linear relations from Thomas et al. (2016). The figure includes the uncertainties of r,, but they are generally smaller than the symbol size.

(roughly) equal-mass BCG merger, though the scatter in the
relations is large.

We note that the total stellar mass of Holm 15A is estimated
based on the assumption that the stellar mass-to-light ratio is
constant out to a region that is almost 10 times larger than the
FOV of our kinematic observations. Therefore, in Figure 11(c),
we also compare Holm 15A’s K-band luminosity Lk to the
Mpyp—Lg relation of Kormendy & Ho (2013). Lx was measured
from an image that extends out to ~250 kpc and that was
obtained with the three-channel imager at the Wendelstein 2 m
Telescope (3KK; Lang-Bardl et al. 2010, 2016). Holm 15A
follows the Mgy—Lg correlation better than the Mpy—-Mp,
relation.

5.2. Scaling Relations of Core Properties: Similarity with
Other Core Galaxies

Dissipationless mergers between ETGs involve binary black
hole core scouring and, hence, result in depleted, low-surface-
brightness cores. As already mentioned above, core galaxies
follow specific scaling relations between the core size, missing
light, and black hole mass (Lauer et al. 2007a; Rusli et al.
2013a) and the radius of the SOI (Thomas et al. 2016).
Simulations have shown that these relations can be explained
by the black hole binary model (Rantala et al. 2018). In

Figure 11(d), we show the central stellar mass deficits from
Rusli et al. (2013a) together with Holm 15A. The mass deficit
in Holm 15A is M, 4t = (1.24 + 1.00) x 10''M,, based on
the dynamical stellar mass-to-light ratio and L; 4¢ derived in
Section 2.2 . This roughly corresponds to 0.5-5.5 times the
black hole mass, similar to the mass deficits in many other core
galaxies.

In Figure 11(e), we compare the core size of Holm 15A to
other galaxies. As described in Section 2.2, we use the cusp
radius r, here. Compared to the galaxies of Rusli et al.
(2013a, 2013b) and Thomas et al. (2016), the core in
Holm 15A is roughly a factor of 2.5 larger than expected for
the mass of its black hole. Such an offset could be explained,
for example, if Holm 15A experienced an early phase of rapid
evolution with an enhanced merger rate. It could well be then
that not only a binary black hole was involved in the formation
of its core, but possibly a more complicated system of multiple
black holes. Theory suggests that core-scouring efficiency is
significantly enhanced by multiple black holes and that cores
grow much larger (Kulkarni & Loeb 2012). We will revisit this
issue in Section 5.4. In Figure 11(f), we compare r, with the
radius of the SOI, rgor. Despite being offset on the Mgy-7,
relation, the cusp radius is consistent with the correlations
between core-size measurements and rgop in other core galaxies
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Figure 12. The central V-band surface brightness p, o (left) and stellar surface
mass density Xy (right) vs. Mgy for Holm 15A (red) and cored ETGs from
Rusli et al. (2013a, 2013b) and NGC 1600 (Thomas et al. 2016; black). All
values of p, 5 and ¥y relate directly to the observed light profiles themselves.
The line shows the best-fit linear relation.

5.3. A New Correlation between Black Hole Mass and Core
Surface Brightness

Cores in massive ETGs obey a strong homology in that the
central surface brightness correlates inversely with the size of
the core (Dullo & Graham 2014; Faber et al. 1997, Lauer et al.
2007b). This, together with the scaling between Mgy and core
size, implies a potential scaling between Mgy and the central
surface brightness i, in cores. An equivalent argument can be
made for a correlation between Mgy and the central stellar
surface mass density >, We show these correlations in
Figure 12 for the galaxy sample of Rusli et al. (2013b), NGC
1600 (Thomas et al. 2016), and Holm 15A. We used the
uncertainties for the stellar mass-to-light ratios and black hole
masses listed in Rusli et al. (2013a, 2013b) and Thomas et al.
(2016) and assumed rather conservative uncertainties of
0.1 mag arcsec™2 for the light profiles. Our best-fit linear
relations were determined following the approach to linear
regression from Kelly (2007; using the Python package linmix
by Meyers 2015) with errors in both Mgy and Hy 00 208

log(Mgy /M) = (0.37 £ 0.07) 1y, ymag ™" arcsec?

+ (3.29 £ 0.37) “4)
log(Mgu /M) = (—0.99 % 0.19)1log(Xo/Mg pc~?)
+ (14.19 £+ 0.09). )

The Mg~y relation has an intrinsic scatter e = 0.32 + 0.07.
Similarly, the Mpgg—> relation has an intrinsic scatter of
0.30 + 0.07. Values of ¥, were calculated from the surface
brightness at the spatial resolution limit for each galaxy and their
corresponding dynamical stellar mass-to-light ratios (Rusli et al.
2013a, 2013b; Thomas et al. 2016). Values for both Hy.o and X
were determined using the observed light profiles of each core
galaxy. Holm 15A has the lowest central stellar surface bright-
ness/mass,  fu, o =19.9 4 0.13 mag arcsec*, X = (3.0 +
0.40) x 103M, pc? of all core galaxies with dynamical black
hole mass measurements (see Figure 12). Nonetheless, Holm 15A
is fully consistent with the homology established by other core
galaxies.* All of the above evidence points to the fact that the core

4 The listed relations were determined including Holm 15A, but the relations
change only marginally and within the listed uncertainties when we exclude the
galaxy.
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Figure 13. Top panel: i-band surface-brightness profile of ;.(r) of Holm 15A
(black) compared to the remnants of numerical merger simulations with core
scouring. The blue profile shows a merger between two cuspy galaxies with a
final black hole mass of Mgy = 1.7 x 10'® M, roughly half of the black hole
mass observed in Holm 15A. The red profile is the result of remerging this
remnant with itself, doubling the mass of the central black hole to
Mgy = 3.4 x 10'° M. Bottom panel: Holm 15A compared to the remnant
surface-brightness profiles scaled to the value u(r = r,) of Holm 15A.

in Holm 15A was formed by the same physical process as cores
in other massive ETGs, i.e., by a black hole binary.

5.4. N-body Merger Simulations: Evidence for a Merger
between Two Core Galaxies

We will now discuss what the specific photometric and orbit-
dynamical properties of Holm 15A may tell us about its merger
history.

In Figure 13, we compare the light profile of Holm 15A with
the N-body merger simulations of Rantala et al. (2018, 2019).
These simulations study the outcome of a dissipationless
merger between two early-type progenitor galaxies, both with
central black holes. The simulations follow the dynamical
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Figure 14. Anisotropy profile G(r) of our best-fit dynamical model of
Holm 15A averaged over four quadrants compared to numerical merger
simulations of binary black hole core scouring from Figure 13, in the same
colors as before. Radii are scaled by rsor.

interaction between the black hole binary that temporarily
forms at the center of the remnant galaxy and the surrounding
stars with high accuracy. The figure demonstrates that mergers
between cuspy progenitors (i.e., mergers between originally
coreless progenitor galaxies) lead to slightly different light
profiles than do mergers between galaxies that already had
cores. The light profile of Holm 15A, in fact, looks very similar
to the second type of merger, i.e., between two already cored
galaxies® (Figure 13).

The evidence in favor of a core—core merger from the light
profile is consistent with the evidence from the orbit
distribution that we find in Holm 15A. Figure 14 shows the
radial profile of the anisotropy parameter

o;
T
o}

where o, is the radial and 0, = ./(05 + Ué) / 2 is the tangential

velocity dispersion, computed from the dispersions gy and o, in
the two angular directions. The figure also includes the results
from numerical N-body simulations. It is known that core
scouring results in an orbital distribution that is biased
increasingly toward tangential orbits (6 < 0) inside the SOI
of the black hole as r — 0 and increasingly toward radial orbits
(B > 0) outside of it, toward larger radii (e.g., Quinlan &
Hernquist 1997; Milosavljevi¢ & Merritt 2001; Rantala et al.
2018). Tangential anisotropy around SMBHs has been observed in
systems of various masses and morphologies (e.g., Verolme et al.
2002; Gebhardt et al. 2003; Houghton et al. 2006; Shapiro et al.
2006; Gebhardt & Thomas 2009; Giiltekin et al. 2009; Krajnovié
et al. 2009; Siopis et al. 2009; Shen & Gebhardt 2010; van den
Bosch & de Zeeuw 2010; Gebhardt et al. 2011; Schulze &
Gebhardt 2011; McConnell et al. 2012; Walsh et al. 2015; Thomas
et al. 2016; Feldmeier-Krause et al. 2017). In core galaxies,

f=1- (6)

5 At roughly 8 x r, ~ 40 kpc (for Holm 15A), the surface brightness of the
rescaled core—core remnant drops faster than the that Holm 15A. This could be
due to the fact that the merger simulations do not include an extended cD halo.
Photometric studies of Holm 15A (e.g., Kluge et al. 2019; Donzelli et al. 2011)
suggest an extended stellar envelope starting at r 2 35 kpc. At radii <8 x r,,
the core—core remnant is remarkably similar to Holm 15A.
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specifically, the measured anisotropy is extremely homogeneous
and intimately linked to the core region and follows very closely
the prediction of N-body merger simulations (Thomas et al. 2014).

In Holm 15A, we see the same behavior: a change from
outer radial anisotropy to inner tangential motions roughly at
the SOI radius (which is similar to the core size; see
Figure 11(f)). The evidence for this comes from the wings of
the observed LOSVDs (see Appendix C). However, the central
anisotropy in Holm 15A is milder than observed in other core
galaxies, which follow the “cuspy—cuspy” line in Figure 14
(Rantala et al. 2018). This difference is actually expected if the
direct progenitors of Holm 15A were not cuspy power-law
ellipticals but galaxies that already had cores. In the latter case,
the anisotropy in the center is predicted to be very similar to the
observed orbital structure of Holm 15A (Rantala et al. 2019).°

Because cores grow with each merger generation, a core—
core merger scenario would plausibly explain the fact that the
central region of Holm 15A is fainter than the centers of >97%
of the 164 local ETGs in Lauer et al. (2007a), despite the fact
that the galaxy is more luminous than >90% of the sample
(My = —23.8 £ 0.1; Loépez-Cruz et al. 2014; see also
Figure 12). It would also explain the large core size of
Holm 15A. Moreover, it could even provide a reason for
Holm 15A’s large cusp radius (Figure 11(e)): in the merger
simulation during the core—core remerger, Mgy doubled while
the core radius (described either by r;, or ) roughly tripled in
size. This would suggest that in successive core-scouring
events, the core grows faster than the central black hole.
Similarly, for a sequence of five smaller core scourings due to
minor mergers, the remnant also “outgrew” its black hole by a
similar factor.

In the merger case, Holm 15A represents a dynamically very
evolved galaxy that is possibly one merger generation ahead of
cored galaxies like NGC 4874 and NGC 4889 at the center of
the Coma cluster. As we showed in the previous subsection,
Holm 15A’s high Mgy /Mg, ratio of ~2% might indicate that
the galaxy’s progenitors had already formed at redshifts larger
than 1 or 2 and/or that its progenitors were themselves BCGs.
Abell 85 has one of the strongest cool cores among X-ray
bright clusters (Chen et al. 2007) and is strongly BCG
dominated, with Bautz—Morgan morphological type I (Hudson
et al. 2010), such that the central parts of the main cluster in
fact might have been subject to a slightly accelerated evolution
at some point in the past. Previous X-ray studies of Abell 85
had already suggested that the measured temperature and
metallicity maps of the cluster were compatible with an intense
merger history (e.g., Durret et al. 2005; McDonald et al. 2010).

5.5. Alternative Formation Scenario via AGN Feedback?

Even though the merger scenario provides a consistent
explanation for the central light profile shape of the galaxy, the
orbital structure, and how both are connected to the mass of the
central black hole, we briefly discuss whether the interaction
between an AGN and the surrounding stars could serve as an
alternative core-formation scenario.

5 In the N-body simulations, the final anisotropy profile of an equal-mass

core—core merger is very similar to that of the final orbit distribution after a
sequence of minor mergers (Rantala et al. 2019). However, the light profile of
Holm 15A is more similar to the core—core merger than to the remnant after
repeated minor mergers. Further simulations covering a wider range of initial
conditions are needed to confirm the connection between anisotropy, profile
shape, and merger history.
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Figure 15. Top panel: enclosed mass profile of the best-fit dynamical model of
Holm 15A, separated into total (including black hole; purple), stellar (red), and
DM (blue) mass. The broadness of the profiles indicates the variation of best-fit
models between the quadrants. The middle panel indicates the fraction of
nonluminous mass, i.e., the black hole and DM halo, with respect to the total
enclosed mass at a given radius for the best-fit model. The bottom panel shows,
correspondingly, the stellar, DM, and total density distributions.

In recent simulations, AGN outflows have been observed to
trigger fluctuations of the local gravitational potential, which
irreversibly transfer energy to the dark matter and stellar
components (Teyssier et al. 2011; Martizzi et al. 2012, 2013;
Choi et al. 2018). These simulations produced exponential light
profiles, which resemble the cores of ETGs in the sense
discussed in the introduction: the central surface brightness is
low and the slope of the central surface-brightness profile is
shallow. In fact, based on the black hole fundamental plane, it
has been argued that many black holes in the BCGs of cool-
core clusters could be more massive than predicted by the
classical black hole scaling relations, and many would actually
be expected to have masses Mgy > 10'° M, (Phipps et al.
2019; Hlavacek-Larrondo et al. 2012). We are still lacking
numerical simulations that study in quantitative detail the effect
of AGN feedback on the stellar light distribution and orbital
structure. The information contained in the actual orbits of the
stars might turn out to be crucial to distinguish between
different core-formation scenarios.

5.6. Dark Matter Halo and Stellar Mass-to-light Ratio

Figure 15 shows the underlying stellar, dark matter, and total
enclosed mass and density profiles of our best-fit dynamical
model of Holm 15A. Apart from the 20% variation in Mgy, the
quadrants of the galaxy produce a consistent overall mass and
density profile.
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Using simple stellar population models (Thomas et al. 2003;
Maraston & Strémbick 2011), we find that Holm 15A has a
marginally supersolar metallicity, [Z/H] = 0.08 £ 0.05, and is
strongly a-enhanced, [a/Fe] = 0.25 + 0.03. Assuming a
Kroupa stellar IMF, we find a stellar mass-to-light ratio of
Yssp,kroupa = 2.7 & 0.30 (i band) using methods from either
Maraston & Strombick (2011) or Conroy et al. (2017). The
large ~20% uncertainty of this value is due to the difficulty in
determining the age of the stars. Formally, our SSP models
fitted stellar ages that exceed the age of the universe. The value
of Yssp kroupa and its uncertainty are derived from “manually”
varying stellar ages between 10 Gyr and 13.8 Gyr while fixing
elemental abundances.

Our dynamical mass-to-light ratio of Y, = 4.5 £ 0.19 is
roughly twice as large as the SSP ratio (Y, /Yssp kroupa =
1.7 £ 0.20). This is a continuation of a growing trend among
recent mass-to-light ratio measurements in massive ETGs from
dynamics, lensing, and spectroscopy often finding values larger
than predicted by SSP models adopting a Kroupa stellar IMF,
Y. /Ysspkroupa 2, 1.6 (e.g., Auger et al. 2010; Treu et al. 2010;
Spiniello et al. 2011; Thomas et al. 2011; Cappellari et al.
2012; Conroy & van Dokkum 2012; Tortora et al. 2014;
Conroy et al. 2017; Alton et al. 2018; Parikh et al. 2018). This
offset is roughly consistent with a mass-to-light ratio implied
by a Salpeter-like IMF or might suggest that DM traces the
stars. Our stellar-dynamical mass-to-light ratio is based on the
assumption that all mass tracing the galaxy’s light profile
belongs to the stars of the galaxy. In this case, when
parameterizing the inner DM halo as ppy ~ r~", we find
n = 0.45 £ 0.16 out to roughly 50 kpc. This is substantially
shallower than predicted by numerical simulations of cold dark
matter, n > 1 (e.g., Navarro et al. 1996, 1997; Moore et al.
1998). Combined stellar kinematics and weak & strong lensing
studies of local BCGs previously found ppy, ~ r~% on scales
comparable to the effective radius (e.g., Sand et al. 2004, 2008;
Newman et al. 2013).

Within the core region, the fraction of DM is <20%.
However, under the assumption of a Kroupa IMF and that DM
traces stars, the fraction of DM within the core region would be
roughly 50%, while in the former scenario, equality between
the enclosed stellar and DM mass is reached only at
toq = 33 £ 2.5kpc (the stellar mass density profile reaches
equality with the DM density profile at 28 £ 0.10 kpc). In both
scenarios, the mass density distribution of the stars in our best-
fit model has a slope similar to that of the distribution of DM
inside the core, g ~ 2.

We note that some massive galaxies seem consistent with a
low-mass IMF (e.g., Thomas et al. 2016; Collier et al. 2018)
and that some fine-tuning is required to consistently combine
masses from multiple constraints like lensing, dynamics, or
spectroscopy (e.g., Newman et al. 2017). Dynamical and
lensing constraints, in general, become model dependent when
stars and DM trace each other closely (e.g., Thomas et al.
2011).

6. Summary and Conclusions

We have observed Holm 15A, the BCG of the cool-core
galaxy cluster Abell 85, with MUSE. Our observations reveal a
galaxy with little rotation (Vo < 40 kms~!') and a nearly
constant velocity dispersion of o = 340 km s~!. Toward the
center and toward large radii, the velocity dispersion increases
slightly.
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We use orbit-based, axisymmetric Schwarzschild models to
analyze the dynamical structure of Holm 15A and compare
them to recent high-resolution N-body simulations of mergers
between ETG galaxies that host black holes. Our results
indicate the following:

1. Holm 15A hosts a (4.0 & 0.8) x 10 M, SMBH at its
center, the most massive black hole directly detected via
stellar dynamics so far. The black hole constitutes close
to 2% of the total stellar mass of the galaxy.

2. Inside of the gravitational SOI of the black hole,
rsor = 3.8 £ 0.37 kpc, the orbital distribution becomes
increasingly tangentially anisotropic. However, the aniso-
tropy inside the core is less tangential than in other big
elliptical galaxies with depleted cores.

3. The galaxy’s light profile and the observed mild orbital
anisotropy both match remarkably well with predictions
from N-body simulations of a merger between two
elliptical galaxies that already had depleted cores.

4. The SMBH is roughly nine times larger than expected
from the Mpp—o relation and four times larger than
expected from the stellar mass of the galaxy when
compared to other cored ETGs. However, the offsets are
smaller when compared to other BCGs.

5. In core galaxies, black hole masses scale inversely with
the central stellar surface brightness 1, and central stellar
mass density Yp—including in Holm 15A. We show this
correlation here for the first time.

6. Even in extreme instances of core formation like in
Holm 15A, the core-specific relations Mpy—20, MpH—/4¢,
and rsor-7,, as well as the global galactic relation
Mpy—Lk still seem to hold. But the details of the light
profile and orbital anisotropy contain valuable informa-
tion about the specific formation path.

7. Assuming that all the mass that follows the light is stellar,
we infer a bottom-heavy IMF, T, = 4.5 £+ 0.19 (i band),
and the inner power-law slope of the DM density
distribution to be n = 0.45 + 0.16. Equality between
enclosed stellar and DM mass is reached at 33 + 2.5 kpc.
Assuming a Kroupa IMF, Yssp kroupa = 2.7 £ 0.3, and
DM tracing stars, we infer 7 ~ 1 outside of the core and a
DM fraction of nearly 50% within the core.

We plan to extend our analysis of the galaxy to triaxial
Schwarzschild models. This will allow us to investigate
potential systematics related to symmetry assumptions in the
modeling and related to possible substructure near the very
center of the galaxy.

Our results suggest that the exact shape of the central light
profile as well as the details of the distribution of stellar orbits
in the center contain valuable information about the merging
history of very massive galaxies. For example, extreme
instances of core formation could potentially lead to remnant
surface-brightness profiles diverging from the typical core-
Sérsic profiles of “classical” cored galaxies. Hydrodynamical
cosmological simulations have also produced large stellar and
DM cores through AGN feedback. It will be interesting to
compare the anisotropy profiles predicted by these simulations
with measurements in observed galaxies. More extensive
simulations are also required to investigate in detail the effect
of core scouring under different initial conditions of the
progenitor galaxies and on the DM halo.
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The SMBH of Holm 15A is a candidate system for direct
imaging of its SOL The photon ring radius is ~/27 GMgy /2 =
2100 £ 410 au. At redshift z = 0.055, this corresponds to an
area spanning 18 £ 3.7 pas on the sky, only slightly smaller than
the current minimum angular resolution of the Event Horizon
Telescope, 25 mas (Event Horizon Telescope Collaboration et al.
2019).
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(C2PAP), and we are grateful for the support by A. Krukau and
F. Beaujean through the C2PAP. We are grateful to Hans
Bohringer for valuable discussions and suggestions.

Appendix A
Parametric Analysis of Wendelstein Photometry

A.l. 1D Analysis of the Wendelstein Image

The best-fit parameters of the various models we fit to the 1D
i-band Wendelstein image of Holm 15A in Section 2.2 are
shown in Table 2. In the table, the parameters of the different
models are separated into components: parameters of the core-
Sérsic function I.s(rp, 1, o, 7, ny, 1,,1) (see Equation (2) from
Rusli et al. 2013a), outer Sérsic function Is(ny, (4, 5, . 2) (see the
outer Sérsic components in the Sérsic+Sérsic models from
Kluge et al. 2019; Equations (11) and (12)), and Nuker function
Iy (rp, n, a, B, v) (see Equation (10) from Lauer et al. 2007b).

A.2. 2D Analysis of the Wendelstein Image

As described in Section 2.2, a detailed investigation of the
1D light profile of Holm 15A did not provide strong evidence
for a break radius that separates the inner core from the rest of
the galaxy. Here, we describe in detail our 2D fits to the i-band
image using IMFIT (Erwin 2015). Our goal in performing these
fits was to better understand the structure of the unusual core
region of Holm 15A, in particular, whether or not a 2D analysis
including the ellipticity structure of the galaxy would help in
constraining the size of the galaxy’s core.

To have a fully independent analysis, we created ellipse fits
to the Wendelstein image using the IRAF task “ellipse”
(Carter 1978; Jedrzejewski 1987), complementary to our
analysis in Section 2. The surface-brightness profile and
isophote shape measurements out to 250" (see Figure 16) are
fully compatible with the results from the other method (see
Figures 1 and 2).

Beyond about 140”, the position angle twists by about 90°,
and the ellipticity drops from ~0.4 to ~0.2 (see Figure 16).
Meanwhile, the centers of the fitted ellipses begin varying by as
much as ~15”. 1t is not clear how much of this represents a real
change in the isophotes, e.g., if this is related to a transition to
intracluster light, or how much is simply an artifact of the
increasingly low S/N. We therefore confine our 2D fitting to
a < 140”. In the interval between 3” and at least 100", the
position angle is remarkably stable, suggesting that Holm 15A
might be close to rotational symmetry.

Toward the very center, the change in position angle implies
that the isophotes start rotating but at the same time the galaxy
becomes significantly rounder.
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Figure 16. Ellipse fits to the isophotes of Holm 15A for our i-band Wendelstein image (black), the red image extracted from our MUSE data cube (red), and the best-
fitting 2D model image (green). From top to bottom, left to right, the panels show i-band surface brightness, position angle, ellipticity, a4 / a = \b/a x cos40 parameter
vs. semimajor axis on a logarithmic scale. The logarithmic scale is shown for the sake of completeness and complementary to the 7!/4 and linear scale of Figure 1.

Table 2
Parameters of Our Best-fit Models to the 1D i-band Wendelstein Image of Holm 15A, Separated into Components: c¢SS: Core-Sérsic+(outer) Sérsic Fit to the Light
Profile out to 200” with All Parameters Fit Simultaneously

Model Parameter ¢SS cSS(rmax = 4) cSS(rmax = 12") N(timax = 207) N(tmax = 70") Units
Core-Sérsic p 8.96 3.72 5.52 arcsec
1, 20.6 20.1 20.1 mag arcsec >
« 1.71 7.96 2.65
¥ 0.09 0.00 0.13
n 5.24 1.38 2.52
Tol 5.20 14.4 14.9
Outer Sérsic no 2.90 5.37 3.30
Hon 28.7 28.6 28.8 mag arcsec” >
Ton 917.0 647.3 952.5 arcsec
Nuker r 11.09 8.16 arcsec
1y, 20.9 20.45 mag arcsec >
« 1.50 2.30
5 2.66 2.1
ol 0.06 0.15

Note. c¢SS(rmax = 4"): Core-Sérsic+(outer) Sérsic fit to the light profile out to 200” but with the parameters fit in two steps as described in Section 2.2 with ry, = 4”.
¢SS(finax = 12”): same as the previous model, but with ry. = 12”7, N(rnax = 20”): Nuker profile fit to the the data within ry,x = 20” with all five parameters
simultaneously. N(rmax = 70”): same as the previous model, but with 7, = 70”.

Because the region of the core is close to circular, the actual
isophotes do not show any visible twists or distortions
(Figure 17(a)).

We find that fitting the image with an inner Sérsic function
that is near-exponential in shape, with a Sérsic index of
n = 0.99 and an outer Sérsic component with n = 1.48, results

in a good fit to the Wendelstein data. The inner component is
consistent with the Sérsic4-Sérsic model listed in Kluge et al.
(2019), though the outer Sérsic index is smaller. It is also
smaller than for our core-Sérsic+Sérsic models from
Section 2.2 (see Table 2). It is however consistent with models
from Donzelli et al. (2011), who found that Holm 15A’s
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Figure 17. Data and residuals for 2D fits. (a) Inner isophotes for Wendelstein i-band image of Holm 15A; peak galaxy intensity is ~700 counts/pixel. (b) Residuals
for the core-Sérsic+Sérsic model (data — model), plotted on a linear scale from —25 (black) to 425 (white) counts/pixel. (c) Same as for panel b, but for the core-

Sérsic+Sérsic+-GaussianRing3D model.

R-band light profile is well fit by the sum of two exponential
functions (i.e., equivalent to a Sérsic+Sérsic model, with both
n ~ 1). Similar results were obtained from the 2D analysis of a
CFHT r-band image by Bonfini et al. (2015).

However, replacing the inner, exponential-like Sérsic
component with a core-Sérsic component did not significantly
improve the quality of the fit relative to the coreless model.
This reflects the radial trend of the observed light profile shown
in the bottom panel of Figure 1—the central light profile of
Holm 15 is approximately exponential up to ~25".

Nonetheless, there was still a distinct, bilobed excess in the
residual image from the both the double-Sérsic and the core-
Sérsic+Sérsic fit, on a scale of a ~ 4" (Figure 17(b)). We
therefore experimented with adding additional components to
the model. The best result was with the GaussianRing3D
function of IMFIT, which performs line-of-sight integration for
an inclined ring with a Gaussian radial density and an
exponential vertical density. The final result was a fit with
central residuals, which were almost completely lacking in any
systematics (see Figure 17(c)). The “ring” component has a
semimajor axis of 4”1, a position angle of 53°—almost
perpendicular to the Sérsic components—and is intrinsically
circular, viewed at an inclination of 68°. We also note that this
may be consistent with the extra Gaussian-like Sérsic
component (with n = 0.3)—with a position angle of ~55°—
which Bonfini et al. (2015) added to their 2D fits as a
“corrective” component. We emphasize that this is a purely
empirically chosen function which produces approximately the
right excess light to minimize the residuals; it is not necessarily
evidence for an actual inclined ring. The parameters of the best-
fit 2D model are listed in Table 3.

In summary, while the 2D analysis provides somewhat more
stable fit parameters, it confirms the results from Section 2.2, in
particular the lack of a clear break radius. In the 2D analysis,
we assume a spatially constant flattening for each individual
component. This might imply that the components simply trace
the structure of the ellipticity profile of the galaxy and this, in
turn, could explain why the parameters of the 2D fits turn out to
be more stable than those in the 1D analysis. It is not clear at
the moment how much or which physical information is
encoded in the ellipticity profile of the galaxies. Likewise, it is
not clear how physically significant the extra-light ring might
be, which has a total luminosity comparable to the expected
amount of stars ejected from the center by an SMBH binary,
i.e., the extra light is of a similar order ~0.5 x 10'°L, to the
missing light determined in Section 2.2. Comparing the
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Table 3
Best-fit IMFIT Model for the i-band Image of Holm 15A

Component Parameter Value Units
Core-Sérsic PA 1419 £ 0.2 deg

€ 0.187 + 0.002

n 0.965 £ 0.005

I, 20.040 + 0.012 mag arcsec” >

Te 12.87 + 0.04 arcsec

p 2.57 £ 0.05 arcsec

@ 12.15 £ 4.1

v 0.096 + 0.007
Sérsic PA 149.0 £ 0.1 deg

€ 0.413 £ 0.003

n 1.69 + 0.03

1, 24.035 £ 0.016 mag arcsec >

T, 60.67 + 0.48 arcsec
GaussianRing3D PA 52.1 £ 0.9 deg

inclination 81.8 £ 1.5 deg

Jo 1.08 + 0.03 counts pixel >

a 4.37 £0.07 arcsec

o 1.76 £+ 0.05 arcsec

h 2.78 £ 0.10 arcseconds

o

Note. Column 1: component used in fit. Column 2: parameter. Column 3: best-
fit value for parameter and 1—o confidence limits from 200 rounds of bootstrap
resampling. Column 4: units. Note that for the GaussianRing3D component,
we fixed the ring PA and ellipticity to both be zero, so these are not listed in the
table.

distribution of stars in Holm 15A to that of other cored ETGs
(see Figure 1) makes clear that Holm 15A is not only
characterized by an extreme deficit of light in the inner core
but also by an excess of light adjacent to the core. This light
“excess,” however, extends well beyond the extra-light ring
(roughly out to 20”).

Appendix B
Stellar Kinematics

B.1. Kinematics of Holm 15A Compared to MASSIVE
Survey ETGs

To better understand Holm 15A’s place among other known
massive ETGs, we will compare its stellar kinematics to ETGs
from the MASSIVE survey (Ma et al. 2014 and subsequent
MASSIVE survey papers).

Characterizing Holm 15A’s velocity dispersion profile, o (r)
(see Section 3.2) by fitting a combined power-law profile as
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suggested by Veale et al. (2018) in their study of the 90 ETGs
of the MASSIVE survey, we find an inner logarithmic slope
Yipner = —0.017 £ 0.007 of the o profile at ~2 kpc and an
outer logarithmic slope ., = 0.029 & 0.009 at ~20 kpc.
Roughly 90% of BCGs in the MASSIVE survey have
Viner < 0 and ~60% with ~, .. > 0. Moreover, for the 11
most massive BCGs in their sample with My ~ 102M,
Vinner < 0, and .. > 0 for all except one. The scatter in ;..
and 7., between these 11 most massive BCGs is quite high,
Vimner = —0.040 &£ 0.055 and 7, .. = 0.088 £ 0.084. None-
theless, statistically, their overall rather flat o (r) profiles are
similar to the one in Holm 15A, even though the galaxy’s
average velocity dispersion within one effective radius
o, ~340kms~! is slightly higher compared to these
BCGs ~300 km s~".

The parameter /4 in our measured kinematic profile starts out
at ~0.07 within 2 kpc and rises to 0.1 along the major axis
toward the edges of the MUSE FOV. All 11 of the most
massive MASSIVE BCGs share this trend of &4 > 0 over their
respective radial coverage and all but one have positive hy
gradients toward larger radii. Similarly as with o, average
values for hy within r, are larger for Holm 15A, hy, ~ 0.08,
than for those other BCGs where &4, < 0.06. Essentially all
galaxies in the MASSIVE sample with sy, > 0.05 (BCG or
not) have within the central 2 kpc supersolar [«c/Fe] > 0.2 and

® Parametric
® Nonparametric
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most galaxies with s4, > 0 have [Fe/H] < 0 (Greene et al.
2019).

Using stellar population models of Lick indices (Thomas
et al. 2003; Maraston & Strombédck 2011), we find abundance
ratios in good agreement with those in Holm I15A:
[a/Fe] = 0.25 £ 0.03 and [Fe/H] = —0.011 &£ 0.008.

Overall, we find stellar kinematics in Holm 15A similar to
those of other known massive ETGs. Indeed, from a stellar
kinematic point of view, we find no indication that Holm 15A
is anything other than a higher-mass extrapolation of known
massive ETGs in the local universe, the vast majority of which
is cored (e.g., Lauer et al. 2007a; Kormendy & Ho 2013;
Krajnovi¢ et al. 2013).

B.2. Nonparametric Kinematics Compared to Gauss—Hermite
Polynomials

We compare the nonparametric stellar kinematics we
measured with our own code with those derived parametrically
with pPXF. This is illustrated in Figure 18 for all bins of our
FOV (i.e., LOSVDs from all quadrants). Both kinematic
profiles are, for the purpose of illustration, parameterized via
Gaussian times third- to fourth-order Gauss—Hermite poly-
nomials. As the distribution of differences in the right column
of the figure show, both methods agree within their
uncertainties.
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Figure 18. Left column: resulting kinematic profiles over radius of the two kinematic measurements performed in this study, one using pPXF (purple points) and one
with our own nonparametric code (blue points). Panels show, from top to bottom, radial profiles for v, o, k3, and Ay, including statistical uncertainties. For this plot,
nonparametric LOSVDs were fitted with a Gaussian times third- to fourth-order Gauss—Hermite polynomials. In our final modeling, nonparametric LOSVDs are used,
but these parameters still allow us to showcase the kinematic structure of Holm 15A. Right column, from top to bottom: corresponding distributions of the difference
A (black) between pPXF and nonparametric LOSVD Gauss—Hermite parameters over the statistical uncertainties of the pPXF values. Each distribution is fit with a

Gaussian (red) with the FWHM of each distribution indicated by gray shaded areas.
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Figure 19. Example of a nonparametric fit of our dynamical model (red line) to

a nonparametric LOSVD from the center of Holm 15A (black points). The
cutoff velocities of the LOSVD are marked as gray, vertical lines.

Appendix C
Nonparametric Dynamical Modeling: Escape Velocities

Here, we will briefly discuss the connection between the
wings of the observed LOSVDs on the one side and the mass
distribution and orbital structure on the other. Figure 19 shows
an example of a nonparametric LOSVD measured near the
center of Holm 15A together with the corresponding LOSVD
from our best-fit dynamical model. We define the cutoff
velocity vy of any LOSVD as the mean vy = (vo 4 + vo,—)/2. If
Vpeak denotes the line-of-sight velocity at which the LOSVD
peaks, then vy, is the smallest zero of the LOSVD for
Vios > Vpeak, and vo _ is the absolute value of the largest zero of
the LOSVD for vips < Vpeak, respectively. For Holm 15A, this
definition is sufficient as there is almost no detectable rotation,
and the LOSVDs are largely symmetric with respect t0 V,eqx-
For the LOSVD in Figure 19, we measure vy ~ 1375 km s~ 1.

Figure 20 shows all the measured cutoff velocities v, from
our MUSE observations together with the escape velocity
curves Ve (r) of the four best-fit models for the four quadrants
of the galaxy. Here, we define v, relative to the maximum
radius that is sampled by the orbit library. The uncertainties of
the cutoff velocities are measured via the difference between
values of v determined from LOSVD(vy,s) + ALOSVD (Vi)
and LOSVD(v),s) — ALOSVD(vy,). Outside the core
(r 2 5kpc), the best-fit v (r) curves follow closely the
maximum observed cutoff velocities vy. This is expected in a
radially anisotropic system where a significant number of stars
is populated on weakly bound, radially extended orbits. The
less bound and the more radial the orbit is, the closer the
orbital velocity gets to ves.. Indeed, outside the core region, our
best-fit models become increasingly radially anisotropic (see
Figure 14).

The situation changes toward the center of the galaxy, where
the gravitational well is deepest. The observed cutoff velocities
decrease at small radii, whereas the escape velocity necessarily
increases. This can only be explained as an anisotropy effect:
inside the SOI of the central black hole (indicated by the
vertical line), the orbit distribution becomes tangential (see
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Figure 20. Effective escape velocities measured for every LOSVD of our FOV
(gray points) and the escape velocities of the gravitational potential of our best-
fit dynamical model of Holm 15A (four red lines, one for each quadrant) vs.
radius. The vertical dotted line indicates the SOI of the black hole.

Figure 14). Because only stars on the most radial orbits can
move with velocities up to the escape velocity and those stars
are missing, the LOSVDs no longer extend to v,y but vanish at
smaller velocities.

The uncertainties in the observed cutoff velocities are large
(due to the noise in the wings of the LOSVDs). This is
indicated by the large scatter in values of vy. However, the
figure clearly demonstrates the importance of the information
contained in the wings of the LOSVDs for both the
gravitational potential as well as for the orbital structure.
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Abstract

We present the first systematic study of the detailed shapes of the line-of-sight velocity distributions (LOSVDs) in
nine massive early-type galaxies (ETGs) using the novel nonparametric modeling code WINGFIT. High-signal
spectral observations with the Multi-Unit Spectroscopic Explorer (MUSE) at the Very Large Telescope allow us to
measure between 40 and 400 individual LOSVDs in each galaxy at a signal-to-noise ratio level better than 100 per
spectral bin and to trace the LOSVDs all the way out to the highest stellar velocities. We extensively discuss
potential LOSVD distortions due to template mismatch and strategies to avoid them. Our analysis uncovers a
plethora of complex, large-scale kinematic structures for the shapes of the LOSVDs. Most notably, in the centers of
all ETGs in our sample, we detect faint, broad LOSVD “wings” extending the line-of-sight velocities, v;os, well
beyond 30 t0 vjos ~ & 1000-1500 km s~ on both sides of the peak of the LOSVDs. These wings likely originate
from point-spread function effects and contain velocity information about the very central unresolved regions of
the galaxies. In several galaxies, we detect wings of similar shape also toward the outer parts of the MUSE field of
view. We propose that these wings originate from faint halos of loosely bound stars around the ETGs, similar to the
cluster-bound stellar envelopes found around many brightest cluster galaxies.

Unified Astronomy Thesaurus concepts: Elliptical galaxies (456); Stellar kinematics (1608); Galaxy dark matter

halos (1880); Supermassive black holes (1663); Galaxy spectroscopy (2171); Galaxy structure (622)

1. Introduction

Stellar kinematics from spectroscopic observations hold
many interesting clues on the internal structure of galaxies. It
has long been known that the angular momentum content of
early-type galaxies (ETGs) varies as a function of mass. Less
massive ETGs are strongly rotating, while the most massive
elliptical galaxies are mostly slowly rotating systems. This
encodes basic information about the main aspects of the
evolution of these galaxies (e.g., the dominance of dissipational
versus dissipationless processes). In addition, stellar kinematics
contains the fundamental information required for dynamical
modeling, i.e., to uncover properties of the principle compo-
nents of these galaxies, meaning the mass of the central
supermassive black hole (SMBH), the stellar mass-to-light
ratio, the shape of the dark matter (DM) halo, and the stellar
orbital anisotropy profiles, all at once. Various dynamical
modeling methods have been developed, based on velocity
moments or on orbits, or even on particles (Schwarzschild
1979; Syer & Tremaine 1996; Cretton et al. 1999; Gebhardt
et al. 2000; Siopis & Kandrup 2000; Thomas et al. 2004; de
Lorenzi et al. 2007; Cappellari 2008; van den Bosch et al.
2008; Napolitano et al. 2011; Rusli et al. 2013a; Thomas et al.
2014; Mehrgan et al. 2019; Cappellari 2020; Jethwa et al. 2020;
Vasiliev & Valluri 2020; Quenneville et al. 2021, 2022). The
widely used Schwarzschild orbit superposition method in
particular has recently seen several important advancements (de
Nicola et al. 2020; Liepold et al. 2020; Lipka & Thomas 2021;

Original content from this work may be used under the terms

5Y of the Creative Commons Attribution 4.0 licence. Any further
distribution of this work must maintain attribution to the author(s) and the title
of the work, journal citation and DOL.

Neureiter et al. 2021; Thomas & Lipka 2022; de Nicola et al.
2022; Neureither et al. 2023).

The stellar kinematics of an ETG manifests in the line-of-
sight velocity distribution (LOSVD) of stars in the galaxy,
which is obtained from the broadening and shifting of stellar
absorption features due to the Doppler shifts of stars in
projected motion along the line of sight, blended together. A
simple Gaussian parameterization of the LOSVD fails to
capture the subtle difference between velocity contributions
from stellar orbital anisotropy and those from steeper mass
profiles (Binney & Mamon 1982; Dejonghe & Merritt 1992).
For this reason, a Gauss—Hermite series expansion is often used
to parameterize the LOSVDs (Gerhard 1993; Merritt &
Saha 1993; van der Marel & Franx 1993; Bender et al.
1994). Already the lowest-order coefficients that describe
deviations from a purely Gaussian LOSVD (e.g., hy) contain
valuable information required to solve the mass—anisotropy
degeneracy. Recently, also higher orders beyond h, have
gained more interest (Krajnovi¢ et al. 2015; Veale et al. 2018;
Quenneville et al. 2022; Thater et al. 2022).

In principle, even more information can be obtained from
stellar absorption features. For example, one of the most
important methods, the Fourier correlation quotient (FCQ)
method (Bender 1990), produces in principle nonparametric
LOSVDs, and other codes for nonparametric LOSVD recon-
structions have been developed as well (Gebhardt et al. 2002;
Pinkney et al. 2003; Houghton et al. 2006; Fabricius et al.
2014; Falcén-Barroso & Martig 2021). Detailed knowledge
about the LOSVD shapes is currently of particular importance
because recent developments in Schwarzschild dynamical
modeling have shown that a surprisingly high level of accuracy
and precision can be reached given adequate kinematic data
(Lipka & Thomas 2021; Neureiter et al. 2021, 2023; de Nicola
et al. 2022). Pushing the limits of the kinematic information
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that we can extract from galactic spectra is therefore important
to achieve mass measurements with a precision necessary, for
example, to unlock the stellar initial mass function (IMF) of
ETGs and to understand its seeming variation between ETGs
(and probably also within individual galaxies), which is one of
the most important missing puzzle pieces of galaxy formation
(e.g., Rusli et al. 2011; Spiniello et al. 2011; Cappellari et al.
2012; Parikh et al. 2018).

In Mehrgan et al. (2019) we used our new spectral fitting
code WINGFIT (J. Thomas et al. 2023, in preparation) to
recover nonparametric LOSVDs for the brightest cluster galaxy
(BCG) of A85, Holm 15A, all the way to the cutoff velocity
(where the LOSVD signal goes to zero), which provides a
lower limit for the escape velocity of the potential (Mehrgan
et al. 2019). Our dynamical modeling of the LOSVDs showed
that the radial profile of the cutoff velocity of the nonparametric
LOSVDs provided an important constraint on the anisotropy
profile of the galaxy—which, in turn, provided constraints on
its formation history from major mergers, illustrating the
importance and advantages of fitting the full shape of the
LOSVD. However, improved knowledge about the LOSVDs in
galaxies is not only interesting from the point of view of high-
precision dynamical modeling. In Holm15A, for example, the
measured cutoff velocities were very high, ves. > 1500 kms ™",
extending the tails of the distribution in the form of faint
“wings.” Here, the LOSVDs indicated a faint component in
velocity space that seems separated from the galaxy, which
could correspond to a weakly bound, faint, large-scale stellar
envelope surrounding the BCG, similar to the kinematic
evidence in the central galaxy of A2199, NGC 6166 (e.g.,
Bender et al. 2015). Indeed, our photometric decomposition of
Holm15A suggested such an outer envelope as is evident for
many other BCGs, illustrating the amount of detail stored in the
tails of the velocity distribution—detail, that, using a simple
Gaussian or even fourth-order Gauss—Hermite parameteriza-
tion, would have been partially or entirely lost to us.

Therefore, we here conduct the first systematic investigation
of nonparametrically determined LOSVD shapes in a sample of
ETGs. This sample consists of nine ETGs, for which we
acquired high-resolution, wide-field spectral observations from
the Multi-Unit Spectroscopic Explorer (MUSE). The ETGs are
part of a larger sample of galaxies that have been previously
analyzed for their photometric, kinematic, and dynamical
properties using different instruments in previous publications
(Rusli et al. 2011, 2013a, 2013b; Thomas et al. 2014; Mazzalay
et al. 2016; Erwin et al. 2018). In subsequent publications, we
will use the nonparametric LOSVDs from the present study to
construct new Schwarzschild orbital dynamical models with
stellar mass-to-light ratio gradients in order to investigate the
IMF (including possible radial gradients) and the details of
stellar orbital system and DM halos, including their triaxiality
(K. Mehrgan et al. 2023, in preparation; Neureiter et al. 2023;
Parikh et al. 2023; J. Thomas et al. 2023, in preparation).

We have structured our study as follows. Section 2 details
our observations and treatment of the MUSE spectroscopy for
the sample galaxies and also briefly introduces WINGFIT.
Since we are trying to achieve previously unattained levels of
accuracy for the shape of LOSVD, we performed detailed
mock tests using synthetic mock galaxy spectra to, in Section 3,
explore the distorting effects of so-called template mismatch
and, in Section 4, to stress-test the setup and approach with
which we here treat the sample galaxies. Section 5 presents the
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Table 1
MUSE Data Set of ETGs

PSF

Date(s) No. (FWHM)

Galaxy of Obs. OBs Texp (8) PA (deg) (arcsec)
NGC 0307  07.09 1 1800 + 300 82 2.10
NGC 1332 07.09 1 1800 + 300 114 2.12
NGC 1407  07.09 1 1800 + 300 40 1.93
NGC 4751 13.08 1 1800 + 300 175 1.59
NGC 5328 10, 11.08 2 4800 + 600 85 1.28
NGC 5419  08.08 2 4800 + 600 78 1.56
NGC 5516  11.08 1 2800 + 300 0 2.00
NGC 6861  16.06 1 1800 + 300 142 0.75
NGC 7619  18.08 1 1800 + 300 30 2.00

Note. All date(s) of observation relate to the year 2015. The number of
observational blocks (OBs) describes the number of object-sky-object exposure
sequences, as described in Section 2.1. For NGC 4751 two OBs were
performed, on the 08.08 and 13.08 of 2015, but for the former both object
exposures were taken with bad sky transparency conditions (thin cirrus) and
were therefore not used in the final analysis. Exposure times, Teyp, are listed as
ObjeCt plus Sky exposure times, nxpdolal,objecl + Texp.tolal,skys where total
exposure times are the sum of all individual object or sky exposure times
from all OBs. The position angles (PA) of the observations were chosen such
that they are aligned with the major axes of the galaxies as determined from
previous photometric observations (Rusli et al. 2013a, 2013b; Mazzalay et al.
2016; Erwin et al. 2018). Values of the FWHM of the PSF were measured
directly from point sources found in either the object or sky exposures of the
galaxies, except for NGC 0307, NGC 1332, and NGC 7619, where we found
no such sources and therefore used measurements from the ESO DIMM
instead.

results of our kinematic fits, which are discussed and
interpreted as to their physical origin in Section 6. Finally,
we sum up our results and conclusions in Section 7, where we
also propose further necessary investigations in order to fully
understand the kinematic structures we discovered in the
nonparametric shapes of the LOSVDs of the ETGs.

2. Kinematic Data and Fitting Code
2.1. MUSE Observations and Data Reduction

We obtained wide-field spectroscopic data of nine ETGs
from MUSE at the Very Large Telescope (VLT) at Paranal
between 2015 June and September.’ The galaxies and general
information on their observations, such as dates of observation,
exposure times, and seeing conditions, are listed in Table 1.

Observations were carried out in one or two observational
blocks (OBs), each consisting of two dithered object exposures
plus one sky exposure in between. Individual object exposures
were adapted to each object (900-1200s long); the sky
exposures were always 300s long. The MUSE field of view
(FOV) covers approximately 1’ x 1’ on the sky, which
encompasses the effective radius, r,, of each galaxy in our
sample (see Table 2).

We performed the reduction of the MUSE data for all nine
galaxies using version 2.9.1 of the standard Esoreflex MUSE
pipeline supplied by ESO (Freudling et al. 2013). The pipeline
runs several recipes on all exposures such as flat-field and
wavelength calibrations and returns combined data cubes,

3 Observations were collected at the European Organisation for Astronomical
Research in the Southern Hemisphere under ESO program 099.B-0193(A), P.I.
J. Thomas.
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Table 2
General, Kinematic, and Morphological Properties of the Sample Galaxies
Galaxy D (Mpc) My, (mag) Cored r, (arcsec) Oe/2 (km s7h o, (kms™") oo (kms™h Aes2 Ae €e/2 € Rotator
NGC 0307 52.8 —20.8 no 4.8 213.5 190.5 218.2 033 043 036 037 fast
NGC 1332 223 -21.5 no 28.0 263.1 3342 0.37 0.31 fast
NGC 1407 28.1 —22.7 yes 70.33 258.9 300.8 0.09 0.05 interm.
NGC 4751 26.9 —20.8 no 22.76 249.0 219.3 382.8 064 069 051 053 fast
NGC 5328 64.1 —22.8 yes 222 306.7 291.3 3335 0.06 0.5 031 031 slow
NGC 5419 56.2 -23.1 yes 434 309.6 347.7 0.04 0.20 slow
NGC 5516 58.4 -22.9 yes 22.1 283.8 274.2 315.8 008 007 0.16 0.17 slow
NGC 6861 27.3 —214 no 17.7 294.2 275.5 414.6 055 057 042 043 fast
NGC 7619 51.5 -22.9 yes 36.9 270.8 333.0 0.14 0.26 interm.

Note. We have adopted the distance, absolute V-band magnitude, presence/absence of a core, effective radius r,, and ellipticity ¢ from previous publications: from
Rusli et al. (2011) in the case of NGC 1332, Mazzalay et al. (2016) for NGC 5419, Erwin et al. (2018) for NGC 0307, and Rusli et al. (2013a, 2013b) and Thomas
et al. (2014) for the rest. All distances except NGC 1332 and NGC 5328 are determined from values that were each determined from the respective radial velocity
(HyperLEDA), corrected for the infall velocity of the Local Group into the Virgo Cluster. Distance values for NGC 1332 and NGC 5328 were taken from the SBF
survey of galaxy distances (Tonry et al. 2001), after a Cepheid zero-point correction of —0.06 mag (Mei et al. 2005). Based on the new stellar kinematics presented
here, the stellar velocity dispersion and angular momentum per unit mass (Emsellem et al. 2007) within one r,, 0., and ), and within half of r,, 0./, and )., are
luminosity-weighted averages over elliptical apertures following the guidelines laid out by Emsellem et al. (2007, 2011). Luminosity-weighted averages of the
ellipticity, €, and €, >, also follow the same procedure but are based on photometry originating from the studies listed above. The central velocity dispersion, oo, is a
luminosity-weighted average over a circular region within a radius equal to the FWHM of the PSF. For NGC 0307 and NGC 1332 we used B-band magnitude and

B — V color of RC3.

covering the optical domain from about 4800 to 9400 A with a
spectral resolution of 1.25 A. At the redshifts of the galaxies in
our sample, z~ 0.005-0.015, this wavelength range covers
several stellar absorption features important for the recovery of
stellar kinematics such as Hf, the Mg b region, and several Fe
lines, particularly those at 5270 and 5335 A.

Sky emissions were removed separately from all galaxy
exposures using the sky field from offset sky exposures, taking
into account the instrumental line-spread function (LSF) for
each of the 24 integral field units (IFUs) that MUSE consists
of. While the correction of telluric absorption features is fully
covered by the standard Esoreflex pipeline, we noticed that for
all galaxies the telluric spectrum, which is derived from
observations of a telluric standard star, was scaled by a too-
large factor resulting in a correction where the division by the
telluric spectrum left strong residuals on the galaxies’ spectra.
This was particularly significant in the telluric absorption
region between ~7590 and 7710 A. To obtain a better telluric
correction, we decided to optimize the scale factor for the
telluric standard-star spectrum manually such as to minimize
the residuals in the strong telluric absorption region between
~7590 and 7710 A of the corrected spectrum with respect to
the continuum on both sides of this region. For two galaxies
(NGC 7619 and NGC 5328) we also used Molecfit (Kausch
et al. 2015; Smette et al. 2015), a software tool for the
correction of telluric absorption features developed by ESO, to
do the telluric correction. We found that Molecfit produced
comparable results and therefore continued to manually
optimize the scaling factors for the ESO-provided telluric
standard stars.

We resampled all data cubes to a spaxel size of 0”74 x 074,
which at the respective redshifts of the galaxies corresponds to
spatial resolutions of approximately 40—120 pc. In cases where
we found point sources such as active galactic nuclei or stars in
the object or sky exposures we estimated the FWHM of the
point-spread function (PSF) for our observations directly from
their broadening; otherwise, we used the seeing measurement
of the ESO Differential Image Motion Monitor (ESO DIMM;

Sarazin & Roddier 1990) at the VLT. The FWHM of the PSF
ranges between ~0”8 and 2”2 for our sample.

2.2. Spatial Binning

We spatially binned the MUSE data cubes of the nine
galaxies using the Voronoi tessellation method of Cappellari &
Copin (2003) for a target signal-to-noise ratio (S/N) of 150 per
spectral bin between ~4800 and 5500 A. In this way we also
achieved an S/N > 100 in every spectral bin over the entire
MUSE wavelength range (except for spectral bins where strong
skyline residuals persisted in the data reduction steps of
Section 2.1). For the calculation of the S/N of the spectral bins
for the spatial binning, we used the variance oz(x, v, A), which
is generated alongside the spectroscopic data by the Esoreflex
pipeline as a secondary slice of the product data cube. Pixels
belonging to foreground sources such as other galaxies, AGNs,
or stars were removed from the data before binning. This
resulted in 60—400 spatial bins for each galaxy.

2.3. Morphological Properties of the Sample Galaxies

Kormendy & Bender (1996) and Faber et al. (1997)
introduced a sequencing of ETGs into two types as a
refinement of the historical Hubble classification scheme: (1)
luminous/massive ETGs with shallow central surface bright-
ness cores, boxy isophotes, and little rotation; and (2) less
luminous/massive ETGs with steep central power-law surface
brightness profiles, disky isophotes, and significant rotational
support. There are more properties and studies of these two
types, for which we refer to the review of Lauer (2012). To
give a first brief overview of our sample galaxies based just on
our spectroscopic MUSE data, we have classified our ETGs
into the slow/fast rotator categories of Emsellem et al.
(2007, 2011) in Table 2.

We calculate the A parameter for the slow/fast rotator
classification using the spectroscopic data out to r,/2 (or out to
r. if the data allow). In total our sample includes four fast
rotators, three slow rotators, and two “intermediate” cases. The
last ones are very close to the dividing line between slow and
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Figure 1. Apparent angular momentum A per unit mass and ellipticity e
measured at half the effective radius for the nine sample galaxies (large circles)
compared to ETGs from Emsellem et al. (2011; small circles), including the old
and revised dividing line (Emsellem et al. 2011 and Cappellari 2016,
respectively) between slow rotators (red circles) and fast rotators (blue circles).
NGC 1407 and NGC 7619, which we refer to as “intermediate” rotators in the
text, are here grouped in with slow rotators.

fast rotators from Emsellem et al. (2011) and to the revised line
from Cappellari (2016) (see Figure 1). As we will argue later,
these two galaxies are dynamically much more similar to slow
rotators than to fast rotators. All slow and intermediate rotators
in our sample have depleted stellar cores in their light profiles
(Rusli et al. 2013b). At least two of these galaxies seem to have
kinematical misalignments and/or kinematically decoupled
cores. We will provide a more detailed discussion of the
kinematical structure of the galaxies below (Section 6).

2.4. Nonparametric LOSVD Fitting

We will perform the main part of our kinematic analysis
using WINGFIT, a new spectral fitting code that allows us to
derive LOSVDs in a nonparametric fashion (J. Thomas et al.
2023, in preparation). In WINGFIT, the spectral model S is
composed as

N M N N,
S= lZ[Z Wﬁfj)*ﬁj} X [Z dl/\/lz] + 3 b A (D
=1

j=1\i=1 k=0

7T;; are template spectra that are superimposed to construct N,
kinematical components with different LOSVDs L;. For
elliptical galaxies a typical model will have a single stellar
kinematical component composed of one or several template
stellar spectra convolved with the LOSVD of the stars L. If
emission lines are present, one or more additional kinematical
components can be added, for example, composed of template
spectra with the respective emission lines and associated with
separate £ to derive the kinematics of the respective gas
component. In more complex galaxies with several distinct
stellar populations that have different kinematics one can also
use more than one stellar kinematical component. 4; and M,
are Legendre polynomials of order / that can be included in the
model in order to account for additive spectral components or
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flux calibration uncertainties. In this paper we will use WINGFIT
only in the nonparametric mode, where the LOSVDs L; are
modeled in a nonparametric fashion. To this end, each LOSVD is
represented by its values at N, line-of-sight velocities, equally
spaced between a minimum and maximum velocity. The width of
the velocity bins is determined by the resolution of the data
spectrum. In this study we sample the LOSVDs over N, = 87
velocity bins within —2900km s ' < s < 2900km s ', which
covers more than £60,,,x even in the galaxies where the
maximum velocity dispersion is opax ~ 400 km s~1. The sole
exception is the galaxy NGC 0307, where a sampling between
—1500km s~ ' < vios < 1500 km s ™" or Ny =47, respectively, is
sufficient owing to its low velocity dispersion.

The free parameters of the galaxy model are the template
weights wy;, the LOSVDs £;, and the polynomial coefficients d,
and b,. The code utilizes a Levenberg—Marquardt algorithm to
minimize the y” over all spectral pixels of a model stellar
spectrum relative to the data. In the nonparametric mode—
which we will consider in this paper—the code uses a penalty
function that minimizes the second derivative of the LOSVD to
reject physically implausible solutions. The code uses a data-
driven optimization method that is based on a generalization of
the classical Akaike information criterion (Thomas &
Lipka 2022). The smoothing penalty and the method to
determine its optimal strength individually for each spectrum in
each Voronoi bin are exactly the same as described in Equation
(3) of Thomas & Lipka (2022). A full description of the code
will be given in J. Thomas et al. (2023, in preparation).

Since this is the first systematic investigation of nonpar-
ametrically determined LOSVD shapes in a sample of massive
elliptical galaxies, it is important to carefully investigate how
well the LOSVDs of the stars can be recovered and which
potential systematic issues could affect the results. For the data
in our sample (e.g., assuming the MUSE spectral coverage and
the S/N used in our binned spectra) we show in Section 4.3.1
that the nonparametric LOSVD recovery in principle works
without bias if the exact template spectrum is used. In this case,
the LOSVD recovery is largely independent of the fitting setup.
This means that the recovery is independent of the particular
wavelength region used in the fit, it is independent of one or
more spectral regions being masked and excluded from the fit
or not, and it is independent of whether or not additive or
multiplicative polynomials have been used in the fit.

In general, however, it is unrealistic to assume that the exact
stellar mix is available as a template spectrum for the fit. This is
particularly true for the fits in this study, since we use the
MILES library of empirical stellar spectra from stars in the
Milky Way—i.e., from an environment very different from our
target ETGs. In the next two sections, we discuss results of a
number of mock tests aimed at investigating how template
mismatch can affect the shapes of LOSVDs in observed
galaxies. We put particular emphasis on the question of which
setup (wavelength region, masks, template selection, usage of
polynomials) is the best given the fact that some template
mismatch is almost unavoidable. The analysis of the galaxies
will be presented in Section 5.

3. LOSVD Distortions Induced by Template Mismatch

The “naive” approach to spectral fitting would be to simply
minimize the residuals of the fit to the spectrum. We here
leave aside the question of how to find the optimal trade-off
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Figure 2. Top left: a spectrum measured near the center of NGC 1332 (black) fitted with different models (colored lines), with different orders of additive and
multiplicative polynomials, as well as spectral masking with WINGFIT, using a template set of around 30 (mostly K-type) MILES stars. The spectral models are very
similar; hence, in spectral intervals where only one color is visible, the models overlap. The residuals are shown in the bottom left panel, in the same colors. Gray
shaded areas indicate spectral regions that were masked during the fit for some models—one mask concerning potential [N I] emission around 5250 A, and the other,
NaD, around 5950 A. All models shown in the fi gure are detailed in Table 3. The right panel shows the nonparametric LOSVDs determined from the fits (same colors
as fits to the spectrum). The line-of-sight velocities v, are relative to the systemic velocity of the galaxy.

between smoothing and goodness of fit (see Thomas & Lipka
2022; J. Thomas et al. 2023, in preparation). Beyond this, the
fit can often be improved by tweaking the fitting setup: the
number of template stellar spectra used, the orders of additive
and multiplicative polynomials, and spectral regions that are
masked or excluded from the fit. Typically, the fit to the
spectrum will remain very similar for most setups, but the
recovered LOSVD, particularly at large projected velocities,
may differ. While for many purposes the detailed shapes of
the high-velocity tails of galaxy LOSVDs may not be
important, they certainly are for accurate and precise
dynamical modeling (de Nicola et al. 2022; Neureiter et al.
2023).

Figure 2 and the complementary Table 3 show several
example fits with different setups for the same central bin of
NGC 1332. For many setups, we encounter LOSVDs that
consist of a relatively narrow central component and a
weaker but very broad additional component that extends to
large line-of-sight velocities v, and that is most strongly
affected by variations of the fitting setup. We will henceforth
refer to these broad components as “wings”—a faint, high-
velocity structure on both sides of the peak of the LOSVD
that extends well beyond 30 (i.e., typically to vjos~
+ 1000-1500 km s ™).

Increasing the orders of the additive and multiplicative
polynomials, as well as the spectral masking applied to the
spectrum, improves the rms to the spectrum. Therefore, setups
with higher orders of polynomials and more spectral masking
seem favorable. However, given the strong impact on the wing
component, the question is: which setup allows for the most
robust recovery of LOSVDs, avoiding both over- and under-
prediction of the stellar light in various velocity regions, in
particular at the tails of the distribution?

Table 3
Setup Parameters and rms of the Fits to the Data of the Models Shown in
Figure 2
Add. Mult. Spectral rms
Color Polynomial Polynomial Masks [107%]
brown 8 8 [N 1], NaD 5.72
red 1 12 [N 1], NaD 5.85
blue 4 8 [NT] 6.04
orange 8 4 [NT] 6.22
green 0 4 [N 1], NaD 7.32
purple 0 1 8.06

Note. Models are identified by their color-coding in the figure. The spectral
models are very similar; hence, in spectral intervals where only one color is
visible in the figure, the models overlap. The setup parameters include the
orders of the additive and multiplicative polynomials used in the fit, as well as
the spectral features that were masked.

3.1. LOSVD Distortions due to Line Strength Mismatch in a
Single Isolated Line

To illustrate the basic mechanism by which LOSVD shapes
and template mismatch can interfere, we start with fits around
the strong and relatively isolated NaD feature. We use alf (v2.
1) to create a synthetic template star spectrum with solar
abundances. We also create a mock galaxy spectrum by
convolving this stellar spectrum with a simple Gaussian
LOSVD." Then, we simulate template mismatch by creating
two additional mock galaxy spectra, based on the same
Gaussian LOSVD, but modifying the abundance of [Na/H]
by +£0.2 dex relative to solar. The fits of these two mocks with
the unmodified, solar abundance template star and the resulting

* The specifics of how we create mocks and templates in this section are

detailed in Appendix A.



THE ASTROPHYSICAL JOURNAL, 948:79 (30pp), 2023 May 10

Mehrgan et al.

Na mismatch

__normalized spectrum LOSVD 0.06
0.8 template mismatch : +0.2 dex [Na/H]
g 8> mismatch( })\) A,\ RIS: 6.036-06
g _3f It 10.03
1.0¢
0.8 template mismatch : —0.2 dex [Na/H]
?3\? 3f } ‘ NS 7.686.06 0.00
Z _g | 11115111;11‘('11(‘/\) WV | . | | | |
5700 2800 2900 6000 6100 6200 —1500 0 1500

A [A]

Vies [Km/s]

Figure 3. Fits to a mock spectrum with artificially induced template mismatch, with respect to the elemental abundance of Na. The left column shows the mock (black)
that has been Na reduced (top) or Na enhanced (bottom) relative to the original mock (dashed black). Fits to the modified mocks using the unmodified template are
shown in blue and red for reduced and enhanced elemental abundances, respectively. In the right panel, we show, in the same color-coding, the LOSVD recoveries
that have been distorted by template mismatch compared to the true LOSVD (dashed black). Below either spectrum we indicate the template mismatch of different
absorption features via the residuals between the modified and unmodified mock. No additive or multiplicative polynomials were used during the fit.

distortions of the recovered LOSVDs are shown in Figure 3. To
keep things simple at first, we use no multiplicative or additive
polynomials during the fits and fit noise-free spectra.

The Gaussian input LOSVD, per definition, has no wings.
However, fitting the NaD feature with a template that is
overabundant in [Na/H] (achieved by using the solar template
to fit the mock spectrum with subsolar [Na/H]) produces a
wingy LOSVD (blue). The opposite is true for the fit where the
template is underabundant in [Na/H] and the recovered
LOSVD has “negative” wings. This result is intuitive: After
convolution with a wingy LOSVD, the absorption feature of
the template star appears weaker. After convolution with an
LOSVD with “negative” wings, instead, the absorption feature
appears stronger than in the unconvolved template.

When simply fitting an isolated feature, template mismatch
can only occur in the form of this mismatch in the line strength.
As we will show in the following, various combinations of
over- or underabundances in different elements can lead to
more complicated net distortions of the recovered LOSVDs.

3.2. The Origin of Asymmetric and Symmetric LOSVD
Distortions

We performed a number of similar mock tests with
controlled template mismatch in particular for Mg and Fe.
These are the elements associated with the most predominant
absorption features (besides NaD) within the wavelength
interval 4800-6200 A that we finally decided to use for our
stellar kinematic analysis (Section 5). Gauss—Hermite para-
meterizations of the resulting distorted LOSVDs (including the
NaD mock-test described above) are listed in Table 4. We fit up
to the eighth order, which is sufficient for the LOSVD shapes
we deal with here.

To start with, we generated four mocks by increasing and
decreasing the abundances of [Mg/H] and [Fe/H] individually,

each by £0.2 dex. As with the Na test, we performed the first
set of tests without the use of additive or multiplicative
polynomials. It should be noted that some of the related fits,
particularly those for Mg mismatch, are so poor that we would
not accept them for any observed spectrum. However, we here
intentionally probe exaggerated template mismatch in order to
highlight certain trends of the recovery of the LOSVD. Later
on, in Section 4, we will describe tests that involve more
realistic amounts of template mismatch.

The distortions of the exact Gaussian input LOSVD are
primarily asymmetric in the case of Mg: the fitted LOSVDs
have a (positive) wing on one side of the peak and a dip (or
“negative” wing) on the other (Figure 4 top). This type of
asymmetric template mismatch has long been known and
manifests itself in a bias of the third-order Gauss—Hermite
coefficient 3 (Bender et al. 1994). Note, however, that for the
fit with too strong Mg (see Table 4) the h3 of the resulting
distorted LOSVD—or equivalently the recovery mismatch
Ahy—is quite small, Ahz =0.007. It is actually similar to the
value for the near-symmetric LOSVDs from the equivalent Na
mismatch test, Ai; = 0.008. The difference between the cases
only becomes apparent when looking at the sequence of higher-
order odd Hermite coefficients. In the Mg test (asymmetric
LOSVD) also the next higher-order moments are nonzero:
Ahz =0.007, Ahs=0.032, Ah;=0.033. Instead, for the Na
case (more symmetric LOSVD) the odd higher-order moments
add little beyond the third order: Ahs=0.003, Ah;=0.
Relying solely on h; and h, to describe the shape of the
LOSVD is sometimes not sufficient, and an unambiguous
characterization of the LOSVD distortions requires a sequence
of odd Hermite coefficients (which often have the same sign).

Compared to Mg, distortions caused by template mismatch
in Fe are more symmetric (as can also be seen from a
comparison of the sequence of higher-order odd moments in
Table 4). Indeed, the LOSVDs recovered from fits with a
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Table 4
Gauss—Hermite Coefficients of LOSVDs Recovered Simulating Different Forms of Template Mismatch
Mismatch Na A Na v Mg A Mg v Fe A Fe v Mg/Fe A Mg/Fe v Mg/Fe™° & Mg/Fe™°y
Ahy 0.008 —0.010 0.007 —0.016 —0.004 0.001 0.015 0.002 —0.003 —0.003
Ahs 0.003 —0.005 0.032 —0.032 —0.014 0.016 0.038 0.001 0.008 —0.001
Ahy 0.000 0.001 0.033 —0.033 —0.018 0.022 0.034 0.002 0.009 0.000
Ahy —0.003 —0.067 —0.023 —0.007 0.014 —0.042 0.019 0.012 0.036 0.069
Ahg 0.038 —0.04 0.003 —0.008 0.017 —0.023 0.037 0.019 0.038 0.055
Ahg 0.050 —0.039 0.025 —0.032 —0.002 —0.017 0.044 0.017 0.036 0.045

Note. While the true input LOSVD is purely Gaussian, the recovered LOSVDs are distorted depending on the template mismatch. We parameterize the distortion by
fitting the recovered LOSVDs with eighth-order Gauss—Hermite polynomials. We group the Hermite moments into even- and odd-order moments. Since the input
LOSVD is Gaussian in every case (h; = 0; i = 3, 4, ...), the Hermite parameter A; of this fit is a measure of the recovery mismatch, and we denote it by Ah;. Upward-
pointing triangles indicate that the associated elemental abundance of the template spectrum is too low relative to the mock spectrum. Downward-pointing triangles
indicate template mismatch in the opposite direction. Mg/ Fe™°!¥ refers to the mismatch tests presented in Figure 5, wherein multiplicative polynomials were used in
the recovery of the LOSVD. We here only list the distorting effects of the fit with multiplicative polynomials, as those of the fit with additive polynomials are virtually

identical.

template that is over- or underabundant in [Fe/H] relative to
the mock galaxy spectrum show both positive and negative
distortions on the same side (v, > 0; Figure 4, middle).

Next, we modified both [Fe/H] and [Mg/H] at the same
time. To mimic a template that is a-deficient (which in this
limited wavelength range translates to a too low [Mg/Fe]), we
set [Mg/H] to —0.1 dex and [Fe/H] to —0.2 dex. When doing
so, the fit with this template yields an LOSVD distorted in such
a way that even though the LOSVD is almost perfectly
symmetric (Ah;s7~0) it displays smooth artificial wings.
When we try to change the ratio in the opposite direction, to
mimic a template that is a-enhanced relative to the galaxy
(Mg/H] = —0.3, [Fe/H] = —0.1), the fitted LOSVD becomes
strongly asymmetric again, with the largest |Ah3 s 7| distortions
of all tests, producing only one wing on one side (Figure 4,
bottom).

This variety of distortion patterns in the recovered LOSVDs
(e.g., asymmetric versus symmetric) can be understood by
comparing the degree to which the template mismatch is either
localized or spread out across the fitted wavelength interval.
After all, the LOSVD, by design, affects every absorption
feature within the wavelength range in the same way. This
means that a mismatch pattern that repeats over the whole fitted
wavelength region in a similar fashion can be compensated for
by modifications of the LOSVD shape.

For example, when we change [Fe/H], the depths of
multiple absorption features between ~5200 and 5450 A are
modified to a roughly similar degree, leading to the many
regular ups and downs in the mismatch pattern shown in the
little panels below each panel with a spectrum in Figure 4. For
the test where we additionally enhanced [Mg/H], this similarity
between the line strength differences of the template and the
mock spectrum even extends to Mg b, such that almost all
absorption features in the fitted wavelength interval are too
shallow by a similar amount (Figure 4, bottom). In these cases,
the recovered LOSVDs show relatively symmetric distortions.
The most symmetric case is the one we described last: here the
LOSVD shows very smooth and symmetric wings that make
the fit to the spectrum appear quite good even though both the
template and the LOSVD are wrong. By raising or lowering the
signal on both sides of the inner, main part of the LOSVD, all
the absorption features of the fitted model collectively become

shallower or deeper, respectively (by the mechanism described
in Section 3.1).

Such symmetric template mismatch, scarcely ever men-
tioned, has already been noted in observations by Bender et al.
(1994), who found that template mismatch biased their
measurements not only of A3 but also of hy. We can expand
on this and say that symmetric template mismatch biases the
sequence of even-order moments, /46 g ., in the same direction
(as with asymmetric template mismatch for the odd-order
moments).

In the remaining cases shown in Figure 4 the mismatch
pattern is very inhomogeneous over the fitted wavelength
region and, in fact, mostly localized (around Mg b). In these
cases, the recovered LOSVD gets asymmetrically distorted.
The fitting optimization process has to seek a solution
compensating for the local template mismatch, e.g., by
distorting the LOSVD. However, at the same time, the freedom
in compromising the LOSVD shape to improve the fit is limited
by the fact that all other features in the fit region do not need a
compensation (or need a different one, e.g., in the opposite
direction). If a single feature is particularly dominant in the
spectrum (and the continuum on both sides of the feature is
particularly smooth and featureless—e.g., as discussed above
with NaD), this compromise can exceptionally result in
symmetric LOSVD distortions as described above. Typically,
however, the LOSVD settles for a shape that is asymmetrically
distorted. Moreover, in comparison to nonlocalized template
mismatch, the improvements in the fit achieved by deforming
the LOSVD are very limited when the mismatch is localized
and the residuals remain relatively large.

The predominant distortion effect of template mismatch
appears to be positive or negative wing signals. Nonetheless,
the dispersion o for all template mismatch mock tests
conducted in this study is biased high. For the tests in this
section the average ¢ mismatch is ~10%. For tests with more
realistic amounts of template mismatch, which we encounter in
Section 4, this bias is ~1%—5%.

3.3. Polynomials Can Amplify the Effect of Template Mismatch

The quality of the fits in the previous subsection is often
lacking, particularly for those mock tests with more spectrally
localized template mismatch. These fits can be improved



THE ASTROPHYSICAL JOURNAL, 948:79 (30pp), 2023 May 10 Mehrgan et al.

Mg mismatch
normalized spectrum . LOSVD . 0.06

template mismatch : +0.2 dex [Mg/H] |

RMS: 1.85¢-05
- = 1t 10.03

mismatcl

0.8 template mismatch : —0.2 dex [Mg/H] |
g éinlisnmt(:h(;\)m r— | .
P e VA . | l 7 | | I
5100 5200 5300 5400 5500 5600 —1500 0 1500
)\ [A} Vios [km/S]

Fe mismatch
normalized spectrum . LOSVD . 0.06

0.8 template mismatch : +0.2 dex [Fe/H]
g gwf\ AV/\ RMS: 9.180-06
<1 _3l ‘ Ir 10.03

0.8 template mismatch : —0.2 dex [Fe/H]
<3 3F ' RMS: 1190:05 1 0.00
IZ]‘ _gimismz\‘t(:h(‘/\w ‘ A\ W ‘ | ‘ ‘ .

5100 5200 5300 5400 5500 5600 —1500 0 1500
AA] Vies [km /]
Mg & Fe mismatch
normalized spectrum . LOSVD ' 0.06
1.0t
0.8l template mismatch : —0.3 dex [Mg/H] |

_ —0.1 dex [Fe/H]

—  5F t t t - —
2 0 ,_% RMS: 2.286-05
< _5>mi>1m1r(']1(‘)\}\ S L 10.03

template mismatch : —0.1 dex [Mg/H] |

08 ‘ . - —0.2 dex [Fe/H]
= § ‘ ' RMS: 7.936-06' ] 0.00
IZ]‘ —2 [ mismatch()) ‘ ~ ‘ ‘ ] ‘ ‘ .
5100 5200 5300 5400 5500 5600 —1500 0 1500
A [A] Vies [km /]

Figure 4. Test for artificially induced template mismatch, with respect to the elemental abundance of Mg, Fe, and Mg and Fe simultaneously, analogous to the Na
mismatch tests from Figure 3.
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Figure 5. Test for artificially induced template mismatch, with respect to the elemental abundance of Mg and Fe simultaneously, in analogy to the Na mismatch tests
from Figures 3 and 4, but with the use of additive /multiplicative polynomials. The ways in which these polynomials change the shape of the effective template during
the fit are indicated in black in the mismatch panels: here we compare the spectral difference between the modified and unmodified mock after the use of the
polynomials, to highlight how the polynomials interfere with template mismatch to produce even further distorted LOSVDs.

substantially by the use of polynomials, which is standard
practice for stellar kinematics. This however, turns out to be
problematic for the recovery of the LOSVD shape. Figure 5
shows again fits with mismatched [Mg/Fe] like the ones in the
bottom panel of Figure 4. However, this time we also use
additive and multiplicative polynomials in the fit. To clearly
highlight the trend in the LOSVD recovery, we use
polynomials with an order up to 10.

The result for the positive [Mg/Fe] mismatch mock (blue) is
particularly concerning: The use of either type of polynomials
increased the quality of the fit from unacceptable (rms =
23 % 107°) to a level that would be considered more than

sufficient in case of an observed spectrum (rms ~ 0.6 X 1073 ).
At the same time, however, while removing almost any
asymmetry from the recovered LOSVDs (compare with
Figure 4), the usage of the polynomials raised strong wings.
This is also evident in the Gauss—Hermite parameterization,
where |Ahj 5 7| decrease while Ahy ¢ g increase.

What happens here is that the freedom provided by the
polynomials is used by the code to homogenize the template
mismatch in different spectral regions. If this is possible, then
symmetric LOSVD distortions can be used to collectively
compensate for the mismatch (as described above). Together,
this leads to a significant improvement of the fit. However, the
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LOSVD shape develops a bias toward extended wings. This
can be seen for the much more uniform template mismatch
mock test after the application of polynomials.

Furthermore, even for the mismatch test where the template
is underabundant in [Mg/Fe] (red), the already-symmetric
distortions of the LOSVD become more pronounced through
the use of polynomials. The additive/multiplicative polyno-
mials modify the effective template such that template
mismatch in Mg b and the Fe features is actually increased.
However, it is increased in such a way that at the same time the
mismatch is homogenized over the wavelength region such that
in combination with a respectively distorted LOSVD the fit to
the spectrum becomes overall much better (rms = 0.8 x 107>
versus 0.5 x 1075). Again, the LOSVD distortion consists of
strong artificial wings (compare with Figure 4), producing the
largest values of A4 g so far.

These tests demonstrate that polynomials should be used
with care. For both tests, the fit to the spectrum became
significantly better, but at the expense of strong LOSVD
distortions. Hence, when template mismatch could be an issue,
a too-liberal use of polynomials can lead to biased LOSVD
shapes. Without template mismatch, polynomials do not lead to
biases (Section 4.3.1).

As we will explain at the start of the next section, this
tendency of polynomials to exacerbate template mismatch in
such a way that symmetric wings are overproduced in the fitted
LOSVD:s is potentially dangerous, not least because it is harder
to identify than template mismatch that leads to asymmetric
LOSVD distortions.

4. Fitting Strategy to Minimize the Effects of Template
Mismatch

As we have demonstrated in the previous section, template
mismatch can induce asymmetric and symmetric distortions of
the recovered LOSVDs.

Asymmetric distortions are less problematic. For galaxies
that are in dynamical equilibrium, in the absence of template
mismatch, stars on the same orbits but on opposite sides of the
center of the galaxy will be seen moving along the line of sight
with velocities +v, i.e., with the same absolute value but
opposite signs. Hence, an asymmetric bias in the shape of the
LOSVD over any spatial region that is axi- or point-symmetric
about the center of the galaxy can be recognized as template
mismatch (e.g., Bender et al. 1994).

Similarly, LOSVD distortions that produce symmetric,
negative wings can always easily be identified as template
mismatch because a negative LOSVD signal is unphysical.

More problematic are symmetric distortions that produce
positive-signal wings, because they lead to a kind of “hidden”
template mismatch. It is “hidden” because the fit to the
spectrum in these cases is usually quite good (e.g., in the
polynomial tests in Section 3.3), while at the same time the
resulting LOSVD shapes are consistent with LOSVD shapes
that can occur in real dynamical systems (via, e.g., radial
anisotropy or variations in the circular velocity curve; see
Section 6). Hence, in this case, the form of the LOSVD itself
does not allow one to judge whether it is distorted by template
mismatch or not. This type of template mismatch is therefore
potentially dangerous.

We now turn to the question whether one can modify the
setup of the fits in such a way that any influence of template
mismatch is at least minimized.

Mehrgan et al.

4.1. Strategy to Reduce Template Mismatch

Assuming that the galaxies in our sample are in dynamic
equilibrium, we argue that asymmetric template mismatch can
be efficiently suppressed by the selection of appropriate
template stars.

To this end, we section the MUSE FOV into half a dozen to
a dozen elliptical annuli and add together spaxels that fall
within each annulus, with spaxels near the boundary of the
FOV added to the outermost annulus. Pixels that are
contaminated by foreground sources such as other galaxies,
AGNsS, or stars are removed before this process. For reasons of
symmetry we also removed all pixels from the FOV that were
point-symmetrical to these contaminated pixels. Then, we
individually fit each of the resulting spectra with all ~1000
stars of the MILES library simultaneously, with an LOSVD
that we constrain to be symmetric around v}, = 0 during the fit,
and then select those templates that are assigned a nonzero
weight as the final template (sub)set for all Voronoi bins whose
centers lie within the annulus in question for the final kinematic
analysis. Typically, this approach to template optimization
yields optimized template sets of roughly 20-30 MILES
templates per elliptical annulus or mock. These empirical
templates serve as an approximation of the underlying stellar
mix in the spectra encompassed by the corresponding annulus.
In the actual fits to the individual spectra in the annulus the
weights of the empirical templates are allowed to vary freely.
During the selection, we use the same wavelength interval and
spectral masks as in our final fits.

4.2. Strategy to Reduce LOSVD Distortions

Since we use MILES stars to fit the massive ETGs in our
sample, we cannot exclude some residual template mismatch,
even after the careful selection of templates. The above tests
have demonstrated that in such a situation one should minimize
the use of polynomials (Section 3.3).

In principle, additive polynomials are only required in a fit if
there is an actual additive component in the spectrum, which
typically means an AGN and would thus only apply to the
central few arcseconds of a galaxy. In that case, for those
central spectra, the lowest possible order of additive poly-
nomials should be used. Fortunately, in the case of our
galaxies, there was no evidence for significant AGN activity
(Rusli et al. 2011, 2013a, 2013b; Thomas et al. 2014; Mazzalay
et al. 2016; Erwin et al. 2018), and all central spectra could be
fit sufficiently well without the use of additive polynomials (see
Section 5). Therefore, we disabled the use of additive
polynomials entirely.

By contrast, fitting observed galaxy spectra entirely without
the use of multiplicative polynomials as well is unrealistic
given residual imperfections in the data reduction process, e.g.,
in the flux calibration of the observations. Typically, even very
extensively flux-calibrated spectra, such as our MUSE data,
cannot be fitted properly without multiplicative polynomials.
To optimize the usage of the polynomials, we tried to
determine the largest multiplicative polynomial order that still
allows for an unbiased recovery of the true LOSVD structure.
The mock tests presented later in this section indicate that a
multiplicative polynomial of fourth order is best for our data
and fit range (see Figure 8). It is likely that the optimal
polynomial order depends on the specific data at hand, the
fitted wavelength interval, the type and mass of galaxy, etc.
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Table 5
Parameters of Mock Spectra: Stellar Population Parameters of the alf -generated Synthetic Templates and Gaussian Parameters of the LOSVD
Mock Template LOSVD
(Z/H] [Mg/H] [Fe/H] [Na/H] vy (kms™h) oy (kms™h W, v, (kms ) o, (kms™)
(dex) (dex) (dex) (dex)
Deep features + wings 0.233 0.231 —0.064 0.523 120 370 0.3 0 900
Shallow features + Gaussian 0.206 0.190 —0.139 0.456 123 374 0.0
Solar abundance + Gaussian 0.0 0.0 0.0 0.0 123 374 0.0

Note. For the the LOSVD, vy, 0; are parameters of the dominant kinematic component, while v,, o, belong to a secondary component with relative weight w,. The

total LOSVD is the weighted sum of the two components, with w; =1 — w,.

Concerning the wavelength interval that we fit, MILES in
principle allows us to model the entire region 4700-7000 A. In
the mock tests above, we only focused on isolated or a few
features, but including more absorption features in the fit
increases the constraints on the shape of the LOSVD.
Unfortunately, the MUSE range includes multiple spectral
regions contaminated by under- or oversubtracted skylines,
regions in which the detector is affected by other instrumental
issues, and sometimes strong emission lines from ionized gas,
such as Ha. All these systematics can distort the recovered
LOSVD shapes. We tried a variety of different setups, before
settling for the wavelength region between ~4800 and 6200 A.
This interval includes Hf, the Mg b triplet, several strong Fe
absorption lines, and the NaD absorption feature. Our approach
involves minimal spectral masking. The specific spectral masks
and wavelength limits vary from galaxy to galaxy and are
determined according to a strategy that is detailed in
Appendix B. For the setup test in this section the spectral
masking was chosen to recover the shape of the LOSVD
without additional distortions from different model spectra after
adding to them mock emission lines for H3, [O 111] A5007, and
[NI] A5199 (with v,o; =200kms ™!, o0 =150kms").

Notably, we did not mask the NaD feature for our best setup.
Masking the NaD absorption feature often resulted in worse
recoveries of the LOSVD (Section 6.5).

4.3. Verification of the Setup

In order to verify our fitting approach, we finally describe a
set of targeted mock tests where we explicitly try to mimic the
conditions under which we fit real massive ETGs and try to
answer the question of how much we can trust the shape of the
recovered LOSVDs. For these final tests we again created
mocks based on synthetic stellar template spectra using alf and
different LOSVD shapes. We fitted these with exactly the setup
that we used for the observed galaxies to obtain an estimate of
the expected scatter (and potential biases) in the measurements.

“Deep Features + Wings”: First, we set out to create a mock
spectrum that is representative of the type of galactic spectra in

Historically, emission lines were often removed from galaxy spectra, instead
of spectrally masked. This, however, can bias the shape of the LOSVD if the
emission is not removed correctly. Nonetheless, we also tested this approach by
fitting different models with added emission lines using the in-built
multicomponent fitting capabilities of WINGFIT, using a simple Gaussian
for the emission-line component, and eighth-order Gauss—Hermite polynomials
for the stellar component. Then, in the next step we refitted the mocks again
with only a stellar component and two different treatments of the emission
lines: spectral masking and subtraction of the emission-line models from the
two-component fits. We found that the recoveries were of similar quality,
though always slightly better in the case of spectral masking, the latter typically
having a factor 1.1-1.2 advantage in terms of rms to the input LOSVD.
Therefore, we here only use spectral masking.

normalized flux
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Figure 6. Deep features + wings mock (black) compared to the shallow
features + Gaussian mock (red). While the mocks are based on different
LOSVDs, the templates were adapted to make the resulting mock spectra as
similar as possible. Differences in individual pixels are typically smaller
than 1%.

the centers of our ETGs where we measured the most
significant LOSVD wings. To this end, we first derived a
stellar population model from a fit with a fourth-order Gauss—
Hermite LOSVD to the central regions of NGC 1332 using alf.
A detailed description of our stellar population fitting
procedure for the sample galaxies will be given in a different
publication (Parikh et al. 2023). Next, we generated a galaxy
mock spectrum based on these stellar population parameters
and an LOSVD with typical wings extending to vjos~
+1700kms~'. The latter was constructed as the weighted
sum of two Gaussians, one narrower component for carrying
most of the signal of the distribution and one broader Gaussian
component for the wings (see the parameters in Table 5).

In the following, we will refer to this mock by the
shorthand DEEP.

“Shallow Features + Gaussian”: In order to investigate how
well we can recover the LOSVD shape despite the danger of
“hidden” template mismatch, we attempted to find a combina-
tion of a wingless LOSVD and a different template stellar
spectrum that—together—combine into a spectrum that
resembles the DEEP mock as closely as possible. Therefore,
we derived an alternative stellar population model by fitting the
DEEP mock with alf, constraining the LOSVD to have a
Gaussian shape. In this way, we forced alf to implicitly
construct a stellar template spectrum that fits the mock under
the constraint of a wingless, Gaussian LOSVD. The resulting
model served as the second mock for our mock tests, which we
will refer to by the shorthand SHALLOW.

It is shown in Figure 6 in comparison with the DEEP mock.
As can be ascertained from Table 5, the LOSVD of the mock is
essentially just the primary component of the DEEP mock,
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Figure 7. Nonparametric WINGFIT recoveries of the LOSVDs of the SOLAR mock (left column), the DEEP mock (middle column), and the SHALLOW mock (right
column). All input LOSVDs are shown in black. As an example for setup invariance of the recovery we show recoveries performed with and without the use of
additive polynomials (blue and red shaded, respectively). The barely visible width of the lines indicates the spread of the recoveries from 10 different noise

realizations.

without the secondary wing component. The main difference
from the latter mock in terms of the chemical abundances is the
reduced [Fe/H] and [Mg/H] (as expected from the discussion
in Section 3), resulting in intrinsically shallower features that
nonetheless, after both underlying spectra are convolved with
their respective LOSVDs, appear to be almost equally deep.
Indeed, we tried to provoke as much degeneracy between the
models as possible: while the underlying population of the
DEEP mock was 12.8 Gyr, a still plausible age, we allowed the
age of the underlying population of the SHALLOW mock to
assume even unphysical values, for the sake of imitating the
DEEP mock as closely as possible, resulting in a stellar
population age of 15 Gyr.

“Solar Abundance + Gaussian”: Finally, we created a
reference model whose stellar populations were purposefully
easy to approximate with our empirical MILES templates, by
convolving a solar abundance template (generated by setting all
abundance ratios to zero, but keeping the age of the underlying
population of the DEEP mock) with the same Gaussian
LOSVD as for the SHALLOW mock. The shorthand for this
mock in the following will be SOLAR.

We generated 10 noisy realizations of each mock assuming
an S/N = 150 (as in our MUSE data). We fitted all mock data
sets with WINGFIT and averaged the resulting LOSVDs in
each velocity bin and determined the scatter.

4.3.1. LOSVD Recovery in the Absence of Template Mismatch

As a preliminary first test, we fitted the three mocks with
nonparametric LOSVDs using an “ideal” template set consist-
ing of the three synthetic templates underlying the mocks. In
this way, for each of the three mocks, one out of the three
candidate templates in the template set was always the “true,”
exact template of that mock.

The LOSVD recoveries are shown in Figure 7. We tried a
variety of different combinations of spectral regions for the fit,
spectral masking, and use/order of multiplicative and/or
additive polynomials during the fit and found that the results
remained invariant under these alterations: in all cases, the
recovery of the LOSVD was successful, irrespective of the
LOSVD shape, and in each fit the correct template was picked
from the template set, while the templates belonging to the
other two mocks were ignored.

4.3.2. LOSVD Recovery under Realistic Conditions

We now turn to the results under realistic conditions, i.e.,
when fitting with the MILES library.

SOLAR: as expected, the recovery of the solar abundance
mock with the MILES stars does not pose any problems or
biases. The LOSVD recovery is essentially as good as under
ideal conditions with the correct template stellar spectrum
(Figure 8 left). And, like the ideal fits that used the “real”
template, the fit result is largely setup invariant, i.e., it does not
depend on the selected wavelength range, spectral masking, or
use of polynomials.

DEEP and SHALLOW: The most interesting question is
whether we can discriminate between the LOSVD shapes
underlying the mocks with the intrinsically shallow and deep
features, respectively, even though the mocks were created in
such a way as to make them appear as similar as possible. As
Figure 8 shows, the recovery is indeed surprisingly good. The
fits clearly reveal the different intrinsic LOSVD shapes
underlying the two mocks. While the rms between the true
LOSVD and the reconstructed one did increase compared to
the ideal situation with known template spectra, it is for both
mocks still very low. In terms of an eighth-order Gauss—
Hermite parameterization, both the asymmetric and symmetric
distortions of the LOSVD of the SHALLOW mock are
negligible, Ahss7<0.01, Ahygg < 0.005. Fitting the two-
component DEEP LOSVD with an eighth-order Gauss—
Hermite polynomial and comparing the sequence of even-
order Hermite moments as a representation of the strong wings,
hy =0.067, hg = 0.033, hg = 0.024, with those of the recovery,
hy=0.063, he=0.017, hg=0.006, we can see that the
recovery overall is quite successful, but it becomes less
accurate with increasing order. In terms of the actual
nonparametric shape of the LOSVD, this amounts to a very
slight overprediction of the LOSVD signal between v, =
4500 and £1500kms ™' and an even smaller underprediction
of the LOSVD signal beyond v;,s = 1500 km s~ !. There is
also a small bias in o of Ao ~ 1% for the SHALLOW mock
and Ao~ 5% for the WINGS mock. Overall, however, the
recovered LOSVD is consistent with the input model within the
statistical uncertainties.

The results of these tests are representative for the line
strengths observed in the center of NGC 1332. The strengths of
Mg b, Fe, and NaD in the centers of the other galaxies of our
sample are similar (e.g., Mg b ~ 5.5-6 A, (Fe) ~3.5-3.7A,
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Figure 8. Summary of mock tests: nonparametric WINGFIT recoveries of the LOSVDs of the SOLAR mock (left column), DEEP mock (middle column), and the
SHALLOW mock (right column) using our final fitting setup. All input LOSVDs are shown in solid black. The extent of the shaded areas indicates the spread of the
recoveries from different noisy realizations of the corresponding mock spectrum. We used a fourth-order multiplicative polynomial and no additive polynomials in

the fit.

and NaD ~ 6-7 A; Parikh et al. 2023, submitted). The only
exception here is NGC 0307, the most lightweight ETG in our
sample, which is markedly closer to solar (Mg b ~ 4.7 A,
(Fe) ~3.2 A, and NaD ~ 4.5 A). Furthermore, all galaxies,
including NGC 1332 and NGC 0307, follow the same radial
trends, moving closer to solar with increasing radius (in the
outer parts of the galaxies Mg b ~ 4.2—4 A, (Fe) ~2.5-3.2 A,
and NaD ~ 3-4.7 A;Parikh et al. 2023, submitted). This
reduces the amount of template mismatch with MILES
templates and consequently the LOSVD distortions, as the
SOLAR test shows. Hence, our tests are representative for our
whole sample and probe the strongest template mismatch we
expect to find in the galaxies. The lack of LOSVD distortions
for these tests is particularly relevant given the fact that for both
mocks there is actually some residual template mismatch
between the effective MILES template and the true one, namely
such that the effective template is a-deficient, relative to the a-
enhanced DEEP and SHALLOW spectra. In Figure 4 we
simulated the effects of this template mismatch on the shape of
the LOSVD in a more isolated fashion, i.e., using a smaller
wavelength region and fewer template stars. One particular
difference is that our fiducial setup for real galaxies that we use
here includes the NaD feature. We note that NaD is often very
strong in ETGs (e.g., Conroy & van Dokkum 2012; Spiniello
et al. 2012; van Dokkum & Conroy 2012). One could have
expected that our effective template underpredicts NaD,
resulting in a suppression of wing signal where genuine wings
could exist. However, we do not find a mismatch of the [Na/H]
abundance in our effective MILES template with respect to the
true one. Therefore, the inclusion of the NaD line did not bias
the LOSVD recoveries in such a way that the distortion effects
of the [Mg/Fe] mismatch were merely compensated in the
opposite direction. In this case we would have only
accidentally recovered the correct LOSVD shape. Instead, it
is the strength of NaD that provides a vital constraint on the
shape of the LOSVD that made the fit more robust against the
mismatch present in the other features.

We note that when we used the setup with minimum rms
according to Table 3, which made extensive use of higher-order
polynomials and where we masked NaD, the (symmetric)
distortions of the LOSVDs were so strong that the recovered
LOSVDs for both SHALLOW and DEEP were excessively
winged and basically became indistinguishable from each other.
Masking the second-strongest feature in our wavelength range,

Mg b, proved less critical but still significantly overpredicted the
wings of the DEEP mock (raising the even-order Hermite
moments, particularly Ak, ~ 0.03). Masking Mg b also increased
o (by ~3%), but the effect of masking any feature also depends
on the other features included in the fit and the particular
mismatch of the templates that are used (e.g., Barth et al. 2002).

Instead, using our best setup from this section, we conclude
that even though the centers of ETGs are often a-enriched by
Type II supernovae as a consequence of rapid early star
formation (e.g., Thomas et al. 1999, 2005; Conroy et al. 2014),
our tests demonstrate that this is not an issue for an unbiased
recovery of their LOSVD shapes.

We repeated these tests for S/Ns of 20, 50, and 80 without
encountering any additional bias in the LOSVD recovery.® At
an S/N = 50, the recovery of the prograde wing of the DEEP
mock LOSVD loses its statistical significance (by contrast, the
more extended retrograde wing can be recovered with
significance even at an S/N =20 up to ~1500kms ™).

5. Results

In the previous sections we have demonstrated that the
nonparametric shapes of LOSVDs can be measured with high
accuracy and precision. We fitted nonparametric LOSVDs with
WINGFIT for all spatial bins of our sample galaxies using the
setup that turned out best in the previous sections. As an
example of these fits, Figure 9 shows a kinematic fit to a
Voronoi bin from the central regions of NGC 1332.

5.1. Nonparametric LOSVDs

In Figures 10 and 11, we show all nonparametric LOSVDs
from our WINGFIT analysis grouped into fast and slow +
intermediate rotators, respectively. We show individual
LOSVDs in different spatial regions, together with their
light-weighted average over these regions. While individual
LOSVDs sometimes show oscillations larger than the
statistical uncertainties from Monte Carlo simulations, the
process of averaging LOSVDs over larger spatial regions
helps to identify the most robust structures (in particular in
the high-velocity tails of the LOSVDs). All galaxies, to a

6 This was the case even for the lowest S/N = 20, despite that the noise in

this case is nominally larger than the differences between the mocks seen in
Figure 6. This appears to be an effect of the large number of pixels used in the
fit, which still provide enough constraints for the LOSVD.
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Figure 9. Left: kinematic fit (red) to the spectrum (black) of the central Voronoi bin of NGC 1332 using WINGFIT. Gray shaded areas indicate spectral regions that
were masked during the fit. Right: nonparametric LOSVDs (solid red) recovered from these fits. The shaded envelope indicates the statistical uncertainties of the
LOSVD from 100 Monte Carlo simulations. The line-of-sight velocities v}, are relative to the systemic velocity of the galaxy.

lesser or greater extent, show LOSVDs with wings. These are
well defined in different parts of the galaxies but typically
decrease from the center outward.

5.2. Parameterization of the LOSVDs: Higher-order Gauss—
Hermite Moments and Large-scale Trends of Stellar
Kinematics

Fitting the nonparametric LOSVDs from the previous
section a posteriori with Gauss—Hermite polynomials, we
also present the results of our stellar kinematic analysis in the
form of 2D kinematic maps of the rotational velocity v,
velocity dispersion o, and higher-order Gauss—Hermite
coefficients hs, hy4, hs, ... ; maps for the fast and the slow
+ intermediate rotators are shown in Figures 13 and 14,
respectively. The maps help to highlight coherent stellar
kinematic structures and patterns across the MUSE FOV. The
highest order of Gauss—Hermite coefficients at which we can
still visually identify coherent structures in the kinematic
maps is larger for the fast rotators in our sample than for the
slow + intermediate rotators. Therefore, we here present the
kinematic maps of the fast rotators in our sample up to hg and
the ones for the slow rotators up to /g. These orders should be
regarded as the highest common order for either group.
Individual galaxies show structures up to even higher-order
moments.

In general, increasing orders of Gauss—Hermite moments
permit an increase in the amount of signal at higher line-of-
sight velocities, v}, in units of o, which can be generated for a
parametric LOSVD. As a result, higher orders of coefficients
are necessary to produce LOSVD wings. This is particularly
important for power-law galaxies, as rotation increases the
distance of the peak of the LOSVD from the terminal velocity
of the tails/wings on the opposite side of the rotation.
Consequently, higher orders and larger values of Hermite
coefficients are needed to represent the full shape of their
LOSVDs. Higher orders also add complexity to the shape of
the distribution, which is, again, particularly relevant for the
power-law galaxies in our sample, as they have LOSVDs with
a stark contrast between dynamically cold, low-dispersion, disk
or disk-like kinematic components and broader, high-

dispersion, bulge and wings components (J. Thomas et al.
2023, in preparation).

In NGC 6861, the kinematic maps show such spatially
coherent patterns along its major axis up to even higher
moments than shown here. We will present a detailed
discussion of the kinematics of this galaxy in a separate paper
(J. Thomas et al. 2023, in preparation).

5.2.1. Odd-order Hermite Moments

Figure 12 shows the higher-order Gauss—Hermite moments
of the ETGs against v, /o, separated into fast and slow
+intermediate rotators by color.

Odd-order Hermite moments add asymmetries to the
LOSVDs. In the first row of the figure, the h;5¢ profiles of
fast-rotating power laws are spread out wide over v,o/c, with
the profiles developing pronounced, curved, sometimes spiral-
arm-like v,o—hy,. (anti)correlation patterns. Correlations or
anticorrelations often reverse their order from one odd-order
moment to the next, resulting in the oscillation of coefficients
around zero between these moments seen in the kinematic
maps. In general, odd-order Hermite moments are largely
influenced by projection effects related to rotation, e.g., the
famous anticorrelation between v, and h3 in most axisym-
metric galaxies. These typical hallmarks extend beyond %5 to
higher odd Hermite coefficients.

The spiral-arm shapes originate from the slope changes in
the diagrams, most notably around |v/0o|~1 and
[Veot/0] ~0.5. Typically, such slope changes are associated
with transitions between different dynamical components, such
as disks and bulges (e.g., Erwin et al. 2015; Veale et al. 2018).
This is particularly visible for NGC 6861, were the h,,,, | (anti)
correlations with v, become much steeper for the transition
from the dynamically hot to the dynamically cold regime,
[Viot/c| > 1. This is also clearly visible in the kinematic maps
(see, e.g., NGC 6861 in Figure 13), where spatial regions with
the strongest odd-order Hermite coefficients trace out the major
axis of the galaxy.

NGC 1332 is a particularly interesting case: here, slope
changes around |v,/c| ~ 0.5 result in a transition from v,o—h;3
correlation to anticorrelation, which then—via the oscillation of
coefficients—reverberates to /s and, to a lesser extent, 4;. The
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Figure 10. Nonparametric LOSVDs for fast-rotating ETGs NGC 0307, NGC 1332, NGC 4751, and NGC 6861. For each subfigure, LOSVDs are shown across three
different spatial regions. Each region, in turn, is represented by one row and defined by all bins between two isophotes (black lines) shown in the left panels of the
subfigures. The respective nonparametric LOSVDs from our WINGFIT analysis are shown in the right panels of the subfigures. Each LOSVD is colored according to
the flux in the respective Voronoi bin. LOSVDs in solid black show the light-weighted average LOSVD in the respective area.

region of Vo, h3 correlation within |v, /0| ~ 0.5 is also very By contrast, slow + intermediate-rotating cores cluster
noticeable in the h3 map for the galaxy (see Figure 13), forming around v,o,/oc =0 and h35;=0. There is only very minimal
a “butterfly shape,” which, as we will argue later on, could be Vror—hon 11 (anti)correlation and odd moment-to-moment oscil-
indicative of the presence of a bar component. lations, with the notable exception being the intermediate
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Figure 11. Nonparametric LOSVDs for slow-rotating ETGs NGC 1407, NGC 5328, NGC 5419, NGC 5516, and NGC 7619.

rotator NGC 7619, which shows steep v,o—h3 anticorrelation, residual asymmetric bias in the shape of the LOSVDs caused

which also features prominently in the galaxy’s kinematic maps by template mismatch is likely very small.

(see Figure 14). None of the slow 4 intermediate-rotating

galaxies have dynamically cold components, |vyo/c| > 1.
Overall, for all galaxies, the odd-order Hermite moments are

largely unbiased, averaging out to zero over the FOV, which is Even-order Hermite moments add symmetric components

also clearly visible in the kinematic maps, suggesting that any to the LOSVDs. They are shown in the second row of

5.2.2. Even-order Hermite Moments
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of each Hermite moment over all galaxies is indicated in black in each panel. The Hermite moments of fast-rotating, power-law ETGs (shades of blue) cover on
average a larger dynamic range than those of slow- and intermediate-rotating, cored ETGs (shades of red). The even-order moments of both galaxy types are on
average positive, while the odd moments are centered on zero. Lines at v, /o = %1 indicate transition points between dynamically hot and cold regions.

Figure 12. The most notable trend is that the coefficients are power laws show mostly linear relations between |v.o| and
overall offset from zero toward h,,,, >0 for all types of h4 68, which are, unsurprisingly, symmetric around v;os = 0.
galaxies—in contrast to the odd moments. The fast-rotating Just as with the odd-order coefficients, we find oscillations of

17
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Figure 13. From left to right: MUSE-based 2D stellar kinematics of fast-rotating ETGs NGC 0307, NGC 1332, NGC 4751, and NGC 6861. In each subfigure, from
top left to bottom right: maps of the rotational velocity v, velocity dispersion o, and higher-order Gauss—Hermite coefficients /3 — hg. We only show pixels inside
the largest isophote that fits wholesale into the MUSE FOV (gray areas inside this region have been excluded from the binning). This implicitly indicates the positions

of the major and minor axes and gives a general idea of each galaxy’s morphology.

the values of the coefficients from one even order to the next,
albeit around values £, > 0 for most v;o /0.

For the slow + intermediate galaxies, there appears to be
little or no correlation with rotation for the even-order
moments. Instead, as can be seen in the kinematic maps, the
even-order moments are more correlated with radius than with
rotation, in the sense that the even-order coefficients typically
increase/decrease at larger radii, while odd-order coefficients
are generally strongest wherever the rotational velocity is
strongest. Typically, the sign of the even moments does not
change from one order to the next in the case of the slow
rotators. These even moments are probably related to the
contrasts between the widths of the narrower main part of the
LOSVD and the broader wings.

18

However, neither A4 nor other higher-order, even Gauss—
Hermite moments can be used to parameterize the wings in a
straightforward manner. This is because even-order moments
govern not only the taillight and cutoff velocity but also the
narrowing or flat-topping of the trunk of the LOSVD.
Consequently, adding, e.g., wings to an LOSVD with a flat-
topped or bimodal shape can result in an LOSVD with a net iy
smaller than that of an LOSVD with a narrower peak but
smaller wings.

We note that NGC 6861 seems to have particularly large
values of hy within |y, /0| ~0.5, compared to other fast
rotators. This could be indicative of a larger, dynamically hot
component in the galaxy contrasting against a narrower, more
flattened component by way of h4. However, this is likely also
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Figure 13. (Continued.)

partly due to dust, as the s4 map of the galaxy (see Figure 13)
shows its largest /4 values in spatial regions associated with
patchy dust bands within the galaxy’s disk. We discuss the
effect of dust on the measurement of the stellar kinematics in
the next section.

5.3. Radially Resolved Angular Momentum

Using our new kinematics, we create profiles of the angular
momentum parameter A of Emsellem et al. (2007, 2011)
against radius, shown in Figure 15. As expected, the profiles
are consistent with the typical fast/slow rotator dichotomy.
However, three galaxies show trends that are worth singling
out: NGC 7619, one of the intermediate-rotating galaxies, has a
A profile perfectly consistent with that of the fast rotators in our
sample for small r/r,, before shallowing out to a profile that is
more similar to the slow rotators, but with overall larger \ at
the same r/r,. Here the “intermediate” classification seems to

19

be particularly apt. Both NGC 5328 and NGC 5419 have local
maxima of A around r/r, ~ 0.1. This is due to the fact that both
galaxies exhibit counterrotation in their central regions (see the
Vior Maps in Figure 14). An inner maximum of the angular
momentum—although weaker—is also present in NGC 1407.
While the galaxy shows some kinematic twist in its center,
there is no sign of counterrotation. All three galaxies appear to
have double velocity dispersion peaks in their centers.

6. Discussion
6.1. Robustness of the Measurements

We are here, for the first time, investigating the full
nonparametric shape of the LOSVDs of massive ETGs up to
the highest bound stellar velocities. Our setup was specifically
designed with the goal of bringing new, previously inaccessible
kinematic aspects of ETGs to light. We have paid a lot of
attention to possible sources of template mismatch and ways to
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Figure 14. From left to right: MUSE-based 2D stellar kinematics of slow rotating ETGs NGC 1407, NGC 5328, NGC 5419, NGC 5516, and NGC 7619. In each
subfigure, from top left to bottom right: maps of the rotational velocity v,o, velocity dispersion o, and higher-order Gauss—Hermite coefficients 3 — hg. We only show
pixels inside the largest isophote that fits wholesale into the MUSE FOV (gray areas inside this region have been excluded from the binning). This implicitly indicates
the positions of the major and minor axes and gives a general idea of each galaxy’s morphology.

minimize its effect on the shape of the recovered LOSVDs. In
Section 4.2 we have discussed mock tests that have shown that
our setup is robust against the expected forms of template
mismatch. A posteriori, our measured LOSVDs for the observed
galaxies confirm the robustness of our setup. Most significantly:

1. The Gauss—Hermite parameters derived from our LOSVDs
give virtually no indication of template mismatch, given
the almost complete lack of bias in /3 and even, to a lesser
extent, the other higher-order odd moments.

. The high-velocity wings that we observe in many
galaxies do not follow the velocity shifts of the LOSVD
peaks in galaxies with rotation: while the main trunk of
the LOSVD is centered on different v, in different
places of a rotating galaxy, the wings remain stationary
relative to vies ~ 0 (e.g., NGC4751 and NGC 6861 in
Figure 10). This makes template mismatch unlikely as the
origin of the wings.

. Template mismatch is likely strongest in the centers of
our galaxies owing to increased metallicity and «
elemental abundances there. However, we find LOSVD
wings at both small and large radii.

We note that fitting the ETGs with the library of stars from
Ivanov et al. (2019), which were observed with MUSE,
produced the same winged LOSVDs as in our analysis. The
wings are slightly less symmetric in this case, due to the
smaller number of templates (only 35), which gives less
flexibility to reduce the template mismatch in our preselection
approach. This test excludes that the shape of the instrumental
LSF of MUSE could bias the LOSVDs toward a winged shape.
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Finally, in Appendix C we compare our kinematic measure-
ments from the ETGs with previous published ones using
different data and methods.

6.2. Origins of the LOSVD Wings

In this section we will speculate on the possible origin of
extended, high-velocity wings for the nonparametric LOSVDs
of ETGs. In addition to the LOSVDs presented here, the
nonparametric kinematic study of the BCG Holm 15A with
WINGFIT (Mehrgan et al. 2019) had also presented evidence
for wings. Furthermore, there are examples of previous studies
(e.g., van de Sande et al. 2017; Veale et al. 2018) noting
increasing h4 toward larger radii in massive ETGs. Veale et al.
(2018), in particular, noted positive values of &, for most ETGs
from the MASSIVE sample. While there is no one-to-one
relation between h, and wings, wings always tend to increase
hy.

6.2.1. LOSVD Wings at Small Radii: PSF Light?

The PSF redistributes light between different regions on
scales on the order of a couple of times the FWHM. In the
central regions, within the cusp or cuspy core of ETGs,
especially approaching the central SMBH, the intrinsic stellar
kinematics have very steep gradients with scales smaller than
the PSF in this study (Rusli et al. 2013a, 2013b). Therefore, it is
very likely that most of the light at large projected velocities—
i.e., the wings—is light from the very center of the galaxy,
possibly including contributions from within the sphere of
influence (SOI) of the central black hole.
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If this is true, fitting nonparametric LOSVDs with the
advanced accuracy, as we do here, might enable us to determine
the masses of the central black holes from Schwarzschild
dynamical modeling, even when the SOI is smaller than the PSF.
We will investigate this possibility in our dynamical follow-up
study of these ETGs (K. Mehrgan 2023, in preparation.).

21

Alternatively, or in addition, there could also be an overlap
of two kinematically distinct stellar populations in the central
parts of the MUSE FOV. Wings would then be produced by the
contrast between a compact high-o component and a brighter
but narrower component that becomes more dominant with
distance from the center of the galaxy.
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6.2.2. LOSVD Wings at Large Radii: A Faint Stellar Envelope?

Wings outside the PSF region must have a different physical
origin. Given the low signal but large stellar line-of-sight
velocities in the wings vios 2 1000 km s L itis likely that they
originate from highly eccentric, loosely bound orbits that take
the stars out to even larger radii. We therefore propose that
these stars are to be associated with a faint, outer envelope of
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weakly bound stars around the ETGs, similar to the much
larger and brighter envelopes around BCGs.

In the latter galaxies, stellar envelopes are usually readily
apparent in the stellar kinematics as a rise in the stellar velocity
dispersion toward larger radii (e.g., Carter et al. 1981, 1985;
Ventimiglia et al. 2010; Arnaboldi et al. 2012; Spiniello et al.
2018; Loubser et al. 2020). For NGC 6166, Bender et al. (2015)
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Figure 15. Angular momentum parameter A over radius, scaled by the effective
radius of each galaxy, r/r,. Galaxies are separated into fast rotators (shades of
blue) and slow rotators (shades of red).

found that this rising velocity dispersion profile increased
toward larger radii, until it meets the dispersion of the cluster
A2199. They concluded that the stellar envelope of the galaxy
was more dominated by the gravity of the cluster than the
central galaxy, to which it was only weakly bound, which was
also evidenced by a growing bias in the rotation velocity
toward larger radii. We propose a similar scenario for our
ETGs, except for the stars being necessarily bound to a galaxy
cluster.

Naturally, light from the outer envelopes of our ETGs would
be much fainter than for the BCGs, which are at large radii
entirely dominated by their envelopes. In our ETGs, in
particular given our comparatively small spatial coverage with
respect to the scales that are relevant here (» > r,), we are in a
regime where we only expect a faint high-c LOSVD
component superimposed on the dominant LOSVD associated
with the inner parts of the galaxy—similar to how we have
constructed the winged mock LOSVD (of the DEEP mock) in
Section 4.3.

While in BCGs the velocity dispersion at large radius rises
because the broader envelope component overshadows the
main galaxy component, for the ETGs we would only expect to
see an increase in the wing light with radius, while the broad
component remains still the minor component. This could lead
to an increase in k4 with radius. By eye, we see increasing wing
light toward larger radii in NGC 6861, NGC 1407, NGC 5328,
and NGC 5419 (see Figures 10 and 11). In these same galaxies
we also find an increase of h4 (see Figures 13 and 14).

However, it must be noted that we are here only observing
these ETGs at relatively small radii, <2r,—we would need
observations at larger radii to properly confirm this trend in
these and perhaps also the other galaxies.

This scenario could also help explain the fact that in some
galaxies the wings are slightly asymmetric. If the wings were
an artifact related to template mismatch, we would expect them
to be larger in the a-enriched galaxy centers rather than in the
outskirts. But asymmetry between the narrower and broader
components could reflect distortions in the dynamical equili-
brium between the inner and the outer parts of the galaxies. For
example, massive BCGs are often not properly settled in their
respective cluster/envelope (see, e.g., the aforementioned
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study of NGC 6166 by Bender et al. 2015, where the BCG’s
central velocity is at odds with the cluster component on a scale
of 50-100 km s~ ')—we would expect this trend to be typically
worse for our less massive ETGs. Hence, the asymmetry of the
wings in our ETGs could originate from the broad LOSVD
component of the envelope being shifted relative to the
narrower component of the galaxy.

Of course, the analogy between such faint stellar envelopes
and those of BCGs can only go so far, as for the latter the
envelope is mostly a halo of stars ripped free, stripped, and
accreted from other galaxies in the cluster (e.g., Bender et al.
2015; Kluge et al. 2020), while for our much less massive
ETGs, which do not sit at the bottom of the gravitational well
of some massive cluster, this probably cannot account for all of
the envelope stars. Instead, we suggest a scenario in which the
faint envelopes are mostly remnants of past mergers, wherein
stars were placed on loose, higher-eccentricity orbits.

Here we have introduced the idea of the faint stellar envelope
purely on kinematic grounds, but this is in itself not
remarkable, as for BCGs there is typically no conclusive way
of confirming an envelope from photometry alone, as in
NGC 6166, where the impetus for the photometric decomposi-
tion by Bender et al. (2015) was derived from the increase in
the velocity dispersion toward larger radii. Yet, for several of
the galaxies in our sample, photometric decompositions require
an outer stellar envelope component: this was the case for
NGC 1407, NGC 5516 (Rusli et al. 2013a), and NGC 6861
(K. Mehrgan et al. 2023, in preparation). The last has been
noted for being surrounded by an especially rich and dense
globular cluster system (Escudero et al. 2015).

6.3. An End-on Hidden Bar Component in NGC 1332?

Some of the most striking kinematic patterns that we found
for the kinematic maps that we produced for our sample are
doubtlessly the ones for NGC 1332 (See Figure 13): the h; map
shows X-shaped or butterfly-like regions of v,,—h3 correlation
at roughly 45° angles to the major axis of the galaxy,
interrupting the usual v,,—h5 anticorrelation regions at smaller
and larger radii. At the same time, we find two lobes of lowered
hy for the central regions of the s, map, as well as extended
handles or lobes of relatively heightened o along the major axis
in the o map.

These patterns look surprisingly similar to the 2D kinematic
signatures of boxy/peanut bulges in simulated disk galaxies
from lannuzzi & Athanassoula (2015): the X-shaped v, "3
correlation regions in particular seem to be a good match for
maps of an end-on bar shown in Figure 29 of lannuzzi &
Athanassoula (2015) for a disk inclination of i=80°.
Intriguingly, a similar inclination of i ~ 85° has been found
by ALMA observations of the circumnuclear disk of
NGC 1332 by Barth et al. (2016).

We therefore cautiously suggest the presence of an end-on
bar in NGC 1332. If this turns out to be true, this would likely
lead to a bias in the determination of dynamical mass estimates
of the galaxy if the bar component is not accounted for. This
could potentially account for the discrepancy between the black
hole mass measurements from dynamical models of the stars in
the galaxy from Rusli et al. (2011) and those from emission
from its circumnuclear disk observed with ALMA (Barth
et al. 2016).

We note that Cretton & van den Bosch (1999) and Emsellem
et al. (2011) have also suggested (but ultimately not favored)
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the possibility of end-on bars in the massive ETGs NGC 4342
and NGC 1277, respectively, based on similar kinematic
signals to what we have detected in NGC 1332.

6.4. Decoupled Cores in NGC 1407, NGC 5328, and
NGC 54192

Similarly striking in the kinematics maps are the decoupled
cores that we found particularly for NGC 5328 and NGC 5419,
as well as, to a lesser extent, NGC 1407 (see Figure 14). They
are central regions where the rotation patterns of the galaxies
suddenly flip and change signs. As previously discussed in
Section 5.3, the three galaxies also seem to have central local
maxima of their angular momentum parameter A\ associated
with the decoupled regions, which distinguish them from the
other cored ETGs.

The counterrotation in the center of NGC 5419 was already
reported by Mazzalay et al. (2016), who, using both HST and
adaptive optics based SINFONI observations, found a double
nucleus in the galaxy. For NGC 1407 Johnston et al. (2018)
claimed a decoupled core from their analysis of the MUSE data
from our proposal. It is not based on nonparametric LOSVDs,
though, and the A3 distribution is biased, likely indicating
template mismatch.

Numerical simulations of merging ETGs from Rantala et al.
(2019) and Frigo et al. (2021) produced rotation and dispersion
patterns matching those we discuss here. Their simulations
suggest that counterrotating decoupled cores are the products of
binary SMBH mergers that occur during the mergers of ETGs
that produce cored ETGs, such as NGC 1407, NGC 5328, and
NGC 5419. Indeed, Mazzalay et al. (2016) suggested that there
are two SMBHs at a distance of ~70pc in the center of
NGC 5419, which are associated with the double nuclei. In our
central rotation map, the inner counterrotating regions appear to
be connected to the larger velocity field in a way that suggests
an inspiraling motion of the stars, which, in this scenario,
would have been caused by dynamical drag of the sinking
SMBHs/nuclei of the merging ETGs (Rantala et al. 2019;
Frigo et al. 2021).

6.5. On the Inclusion of NaD

The 5890 and 5896 A NaD absorption feature is commonly
masked for stellar kinematics/populations owing to the danger
of excess NaD absorption (or emission, but this only applies to
low-mass galaxies, unlike our ETGs; Concas et al. 2019) from
cold neutral gas in the interstellar medium (ISM). Such excess
absorption would lead to an artificial template mismatch,
whereby the template would appear to be more deficient in
[Na/H] relative to the galaxy than it actually is. The result of
this negative template mismatch would be a suppression of
wing light (see Figure 3).

To investigate for the presence of cold, neutral gas, we
performed a number of tests on the MUSE data of the galaxies.
This included (i) inspecting the residuals of kinematic fits,
which did not yield an excess beyond the local noise level, and
(ii) using an isolated absorption-line doublet at 5890 and
5896 A as an additional kinematic component in the fit that,
using WINGFIT’s multicomponent fitting capabilities, was
allowed to have its own kinematics LOSVD independent of
that of the stars. This additional kinematic component,
however, always yielded an LOSVD similar to that of the
stars. Hence, we could not find evidence for an absorption
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signal in the NaD lines that has a different kinematics than the
stars. For galaxies with spatial regions with significant emission
lines—which in the first place meant ionized gas in the cold
disks of NGC 6861 and NGC 4751—we attempted to at first fit
their spectra with a stellar and an emission component while
masking NaD. Then, in a second step, we refitted the spectra
with two components but added the extra NaD absorption
component to the templates of the “emission” component and
fixed its kinematics to the kinematics of the emission lines from
the first step. Tying the extra absorption component to the
kinematics of the cold disks in this way did not produce
acceptable fits to the spectrum.

Thus, we could find no tangible evidence for excess
absorption within the ISM of any of the galaxies in our
sample. However, there is evidence for such absorption from
the ISM of the Milky Way (which can be easily masked;
Appendix B). Therefore, we saw no reason to discard this
strong spectral feature from our analysis.

Including this feature in our mock tests (Section 3)
consistently provided better recoveries of the LOSVD. For
instance, expanding the upper limit of the wavelength range for
our Mg and Fe mismatch tests (see Figure 4) to 6200 A to
include NaD reduced the dominant distortion effects of all tests.
Most notably, for the test where our template was in excess of
[Fe/H], the artificially produced wings decreased from
hy~0.03 to 0.01. The positive effect of including NaD is
hardly surprising, as the continuum of the NaD absorption
feature is especially smooth and featureless on both sides and
the feature itself is usually the strongest in this wavelength
range.

Positive &, values have been observed in several massive
ETGs. Our tests suggest that a good indicator for the robustness
of these measurements is their invariance under inclusion of the
NaD region in the fit.

7. Summary and Conclusions

We have presented the first systematic study of the detailed
LOSVD shapes of massive ETGs using nonparametric spectral
fitting. Our sample encompasses nine galaxies, four of which
are highly flattened, fast-rotating power-law galaxies. The
remaining galaxies are massive slowly rotating galaxies with a
depleted stellar core. The high signal of the MUSE observa-
tions allows us to extract 40—400 individual LOSVDs for each
galaxy from binned spectra that still have an S/N > 100 per
spectral bin. Our LOSVDs are determined with our recently
developed spectral fitting code WINGFIT. It recovers the
LOSVDs in a nonparametric fashion and uses a novel
technique to adaptively optimize the smoothing (Thomas &
Lipka 2022).

We have extensively discussed how well the detailed shapes
of the LOSVDs can be measured and identified various types of
LOSVD distortions related to potential template mismatch.
Based on Monte Carlo simulations with stellar population
models that allow us to vary the abundances of individual
elements, we found an optimal strategy to avoid LOSVD
distortions from template mismatch. Our setup combining the
advanced LOSVD extraction method with very high S/N data
was designed to measure the shapes of LOSVD with
unprecedented precision.

Our most important findings concerning template mismatch
are as follows:
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1. Only when the exact template is among the candidate
template spectra is the LOSVD recovery largely inde-
pendent of the fitting setup, e.g., independent of the fitted
wavelength range and of the applied additive or multi-
plicative polynomials.

2. Template mismatch that affects only individual stellar
absorption features results in the long-known asymmetric
LOSVD distortions, which are easily identifiable as
template mismatch since they lead to a bias in hs.

3. Template mismatch that affects multiple features simul-
taneously or a particularly dominant feature results in
symmetric LOSVD distortions, most often in the form of
excess wings that bias A4 and o high.

4. Such artificial wings can easily “hide” template mismatch
since their presence cannot unambiguously be attributed
to template mismatch.

5. When the right template spectrum is not among the
candidate spectra, liberal usage of polynomials makes
this “hidden” mismatch more likely and amplifies its
distorting effect on LOSVD shapes.

6. Our simulations of fitting massive ETGs in the optical
regions without NaD almost always led to an over-
prediction of light in the LOSVD wings.

To minimize template mismatch, we have developed a
strategy that includes a proper preselection of template stars,
minimal use of spectral masking and polynomials, and a
wavelength basis that includes NaD. We carefully checked the
NaD region in our sample of observed galaxies for contamina-
tion by an absorbing component with kinematics different from
that of the stars. We do not find evidence for such a component.
Fitting all the galaxies with our fiducial best setup, our main
findings are as follows:

1. The complexity of observed nonparametrically derived
LOSVD shapes of our ETGs requires Gauss—Hermite
polynomials of at least sixth or eighth order to be
represented well.

2. All galaxies show some kind of wings in their LOSVDs,
which are unlikely an artifact of hidden template
mismatch.

3. In the central regions of the galaxies the wings are always
strongest and likely originate from light at the very
centers of the galaxies, close to the central SMBH, which
has been redistributed by the PSF. Additionally, a
secondary, faint, and compact central high-o stellar
population could also produce a wing component in the
LOSVD.

4. In some galaxies wings are also present at larger radii.
We propose that these wings could be associated with
faint stellar envelopes consisting of stars that are only
loosely bound to the galaxies, similar to the cluster-bound
stellar envelopes found in many BCGs.

In some of our ETGs photometric evidence for faint outer
envelopes has been found (Rusli et al. 2013a). We are
developing a decomposition method for LOSVDs to compare
photometric and kinematic evidence for distinct stellar
components in galaxies. In addition, deeper spectral observa-
tions, larger samples, and detailed dynamical models are
required to follow up on the outer envelope of massive ETGs in
the future.

The latter in particular will be important here: if extended
LOSVD wings result to some degree from the overlap of
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kinematically distinct stellar populations, stellar dynamical
models with multiple kinematic components might be neces-
sary to properly represent the galaxies. Furthermore, dynamical
models together with independent mass constraints are crucial
to determine the existence or absence of further systematic
issues that affect the shape of the LOSVDs as we have
recovered them here.

We acknowledge project/application support by the Max
Planck Computing and Data Facility. Most kinematic computa-
tions were performed on the HPC system Raven and Cobra at
the Max Planck Computing and Data Facility. We also made
use of the computing facilities of the Computational Center for
Particle and Astrophysics (C2PAP), and we are grateful for the
support by A. Krukau and F. Beaujean through the C2PAP.

This study is based on observations collected at the
European Organisation for Astronomical Research in the
Southern Hemisphere under ESO program 095.B-0624(A),
P.I. J. Thomas.

Appendix A
Creating Mock Spectra and Templates Using alf

For the creation of mock galaxy spectra and synthetic stellar
templates we used the software alf (v2.1), which is an
implementation of the stellar population models first presented
in Conroy & van Dokkum (2012), adapted for fitting the
spectra of old stellar populations (21 Gyr) in the optical to
near-infrared (Sdnchez-Blazquez et al. 2006; Choi et al. 2014;
Conroy et al. 2014; Choi et al. 2016; Villaume et al. 2017;
Conroy et al. 2018). The “spec_from_sum” subroutine of alf
allows one to create model spectra by manually defining model
parameters (instead of deriving them from fitted data), such as
the metallicity or individual elemental abundances such as [Fe/
H], but also the spectral broadening from an LOSVD,
parameterized by Gauss—Hermite polynomials. By manually
setting the LOSVD to a Gaussian with vjos=0kms~' and
o=1kms ', we created kinematically unbroadened template
stellar spectra with an instrumental velocity resolution of
~100km ™" for our mock tests.

For the creation of the shallow features 4+ Gaussian mock,
specifically, from Section 4.3, for which we fitted the deep
features + wings mock with alf using a Gaussian LOSVD, we
required some additional tweaking of the code: the stellar
population models are usually fit in several, same-sized
wavelength sections of the full spectrum, as small as 100 A
in extent, each with its own multiplicative polynomial for the
normalization of the continuum. This however, results in a
model that, even with the correct, intrinsic template, cannot be
properly fit with WINGFIT, as the polynomial of the final
model, which is “strung together” from the polynomials of all
intervals, is too complex. This would have diluted the purpose
of the mock tests based on this model, as the shape of the
polynomial might then have interfered with the shape of the
recovered LOSVD that would have been used to partially
compensate for the mismatch in polynomials. Therefore, during
this fit, we manually set up the fit such that the spectrum was
not separated into intervals but fit as a whole. This resulted in a
model with a lower-order multiplicative polynomial that could
easily be reproduced with the multiplicative polynomial of our
WINGFIT analysis. It should be noted that the alf-generated
templates of our analysis do not include the polynomial and
that these had to be multiplied after broadening with the
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LOSVD to match the original model fit to the deep features +
wings mock.

Appendix B
Spectral Masking and Treatment of Emission

Apart from template mismatch, the true shape of the
LOSVDs can also be distorted by (a) including spectral regions
in the fit affected by systemic issues such as under- or
oversubtracted skylines or regions in which the detector is
affected by other instrumental issues, (b) excess absorption
from neutral gas in the ISM, or (c) not properly treating
emission lines from ionized gas.

Concerning issue (a), we spectrally masked or excluded from
the wavelength interval of the fit all affected regions. This
mostly meant spectrally masking the strong oxygen 5577 A sky
emission line and excluding wavelength regions bluer than
4800 A, which are strongly affected by a sharp upturn of
systemic uncertainties in the case of MUSE. In addition, we set
the upper limit of the wavelength range at around 6200 A,
since, as we briefly described in Section 3, there were strong
residuals from the telluric correction in between ~6200 and
6350 A. The mock tests from that section showed that, for the
recovery of the LOSVD, cutting off the wavelength interval to
the exclusion of contaminated spectral regions is preferable to
including large spectrally masked regions in the fit, which
discontinuously section the spectrum. The particular wave-
length interval and spectral masking we chose vary from galaxy
to galaxy and were determined on a case-by-case basis, but we
generally aimed to maximize the number of (good) spectral
pixels in the fit, as per our prescription from Section 4.3.

For treating issue (b), we consider the 5890 and 5896 A NaD
absorption feature at the redshift of the galaxy for excess
absorption from the ISM within the galaxy and in the rest frame
z=0 for foreground absorption from within the Milky Way.
The latter is frequently ignored in stellar population and
kinematic analyses of galaxies but is readily apparent for most
galaxies of our sample when inspecting the residuals of
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kinematic fits to the galactic spectra (see NGC 5419 in
Figure 16), varying in strength with the position of each
galaxy on the night sky relative to the plane of the Milky Way.
For the former, we could find no evidence of excess absorption
within the ISM of any of the galaxies; see Section 6.5.

As for issue (c), we adopted a two-stage fitting procedure:
First, we fit the stellar spectrum over a range wide enough to
cover Hp3, as well as the strong Ha and [N 1] 6583 A emission
lines, using the in-built emission-line-fitting capabilities of
WINGFIT to fit both absorption and emission features
simultaneously. If we measure a flux large enough that the
local S/N of the emission >3 for these emission lines, as well
as the [O 1] A5007 emission line, we treat the presence of
ionized emission for the spectrum in question as “significant.”
We include the [O IIT] emission lines in this S/N check to avoid
an issue wherein the fit uses emission lines that, unlike [O III]
emission, nominally lie on top of stellar absorption, as is the
case, for example, for HG, to better “fill out” the absorption
feature in the spectrum with an effective model consisting of an
insufficiently deep stellar absorption + an emission component
with an extremely broad LOSVD (¢ > 500 km s~ ). This effect
is in essence a compensation for template mismatch. In the
second stage we narrow the fitted wavelength range to match
that of the final WINGFIT analysis, which does not include the
Ha region, ~4800-6200 A; mask all emission lines within this
range where we judged the ionized emission of the concerned
spectrum to be significant in the previous step; and fit only a
stellar component (no emission). Where this was not the case,
we did not apply any additional spectral masking in addition to
the spectral masking from issues (a) and (b) to maximize the
available constraints on the stellar abundances of the local
template sets.

If, for fits from the first stage of the fitting approach of our
template selection process (see Section 4.1), we detect emission
with S/N > 3 for any elliptical ring section of a galaxy, we
apply the same spatial masking—the spatial masking account-
ing for emission lines—to all spectra of that galaxy, even if
some particular spectrum lies within an aperture for which we
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Figure 16. Left: kinematic fit (red) to the spectrum (black) of a Voronoi bin of NGC 5419 (bottom) using WINGFIT. At ~5890 A the NaD absorption feature of the
Milky Way (z = 0) is clearly visible. Gray shaded areas indicate spectral regions that were masked during the fit—including this excess absorption from the Milky
Way. Right: nonparametric LOSVDs (solid red) recovered from these fits. The shaded envelope indicates the statistical uncertainties of the LOSVD from 100 Monte
Carlo simulations. The line-of-sight velocities v, are relative to the systemic velocity of the galaxy.
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did not find any significant emission. If we did not detect any
significant emission for any of the elliptical sections of a
galaxy, we do not apply any masking of ionized gas for any
bins of that galaxy.

Appendix C
Comparison with Previous Measurements

We here briefly compare our new kinematic measurements
with those of previously published measurements, which were
on similar spatial scales to the MUSE FOV, using different data
and methods. For notable cases, we show the full kinematic
measurements of the galaxies along their major axis and—
where such data were available—the minor axis in comparison
to ours. The observations with which we here compare our own
were mostly long-slit data. In that case, for either axis, we plot
our values of v, o, hs;, and hy of all those bins that (a)
included spaxel lying on the axis in question and (b)
encompassed more spaxel within the slit width of the
comparison data than outside (see Figures 17 and 18).

All comparison measurements were performed using the
FCQ method, which, like for our WINGFIT code, produced
nonparametric LOSVDs that were fit a posteriori with Gauss—
Hermite polynomials, in this case of fourth order. For better
comparison we refitted all of our nonparametric LOSVDs with
only fourth-order Gauss—Hermite polynomials as well.

It should be kept in mind that for all these measurements the
comparison data were binned for an S/N that was a factor 3-5
lower than our MUSE data.

1. NGC 0307: Our measurements for v.y, o, hs, and hy
matched the measurements of Erwin et al. (2018), which
were based on VLT-FORS1 data (see top panels of
Figure 17).

2. NGC 1332: The measured kinematics from Rusli et al.
(2011) seem to overall agree with our own (see bottom
left panel of Figure 17). Their measurements were based
on observations with the RCS at the Multiple Mirror
telescope. The small differences between the measure-
ments can be explained by differences in the PSF, which
for Rusli et al. (2011) was likely smaller than our very
large PSF =212, resulting in a more smeared-out profile
in our case (their PSF was unknown).

3. NGC 4751 and NGC5516: for these two galaxies the
available WiFes-based kinematics were based on obser-
vations with very poor signal (Rusli et al. 2013a).
Therefore, both i3 and h, were essentially not resolved.
Nonetheless, within the uncertainties and for v, and o,
the kinematics match our own measurements.

4. NGC 5328: Most notably for the kinematic measurements
of NGC 5328 from Rusli et al. (2013b), o seems to be
offset by 10%—15% from our own measurements (see top
panels of Figure 18). The measurement from Rusli et al.
(2013a) was based on spectra from the VIRUSW IFU
spectrograph. Their kinematic fits were performed using
only a single template star in contrast to our own
preselected ~30 template stars for this galaxy. Refitting a
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central bin from our own MUSE data using only one
template star from MILES of the same class and spectral
type as the one used in Rusli et al. (2013a), we were able
to reproduce the 10%—15% offset in o.

5. NGC 5419: With the exception of some outliers in o at

large radii, the kinematic measurements from Mazzalay
et al. (2016), which were based on long-slit spectroscopy
from the Southern African Large Telescope, agree well
with our own measurements. Their 43, however, is much
more strongly biased compared to our own—particularly
for the aforementioned o outliers—such that the
differences can be explained by template mismatch.

6. NGC 6861: For the most part, the stellar kinematics from

Rusli et al. (2013a), based on observations from the
EMMI spectrograph at the ESO New Technology
Telescope, agree with our measurements (see bottom
right panel of Figure 17). However, there is a notable
difference around +5” along the major axis: here our
values of o seem to “drop” by 20%—30%, relative to the
values from Rusli et al. (2013a). Our study of the ionized
emissions from the cold disk of the galaxy, which we will
publish in a subsequent publication, reveals star-forming
regions here, which bias o low for our measurements.
The measurements of Rusli et al. (2013a), on the other
hand, were performed in a much redder region of the
spectrum, namely around the CaT triplet. As a result,
their measurements are more robust for the affected bins.
These are in any case only a handful of bins out of the
~300 bins of our MUSE FOV. Furthermore, while for
both measurements of %3 there appears to be a similar
amount of template mismatch, our own measurements of
h4 appear to be more asymmetric about the center of the
galaxy.

7. NGC7619: Along the major axis, within ~5” the

kinematics of Pu et al. (2010) match ours well (see
bottom left panel of Figure 18). At larger radii, and along
the minor axis, the o and sy measured by Pu et al. (2010)
(see bottom right panel of Figure 18) are larger than our
measurements. Furthermore, their v,,, and o profiles
appear less symmetric about the center of the galaxy.
Altogether, this could be symptomatic of template
mismatch, as all forms of template mismatch we have
encountered in this study (see Section 3) have invariably
produced excess wing light. This, by necessity, biases o
and h4 high. Our setup by comparison had specific
precautions put in place to avoid this (see Sections 4.3.2
and 6.1). Furthermore, along the minor axis there is a
significant amount of bias in A3 ~ — 0.03, larger than for
our measurements, a dead giveaway for likely template
mismatch. The data of Pu et al. (2010) were obtained with
the Low Resolution Spectrograph (LRS) of the Hobby-
Eberly Telescope (HET), and only a single template from
the Vazdekis (1999) library of synthetic stellar spectra
was used.
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Figure 17. Stellar kinematics of NGC 0307, NGC 1332, and NGC 6861 parameterized by fourth-order Gauss—Hermite polynomials along the galaxies’ major and, in
the case of NGC 0307, minor axes for nonparametric measurements of the LOSVDs from this study (purple circles) and from Rusli et al. (2011, 2013a) and Erwin
et al. (2018) (blue circles). We show statistical uncertainties for all measurements. Vertical dashed lines show the FWHM of the PSF from our MUSE measurements.
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Figure 18. Stellar kinematics of NGC 5328 and NGC 7619 parameterized by fourth-order Gauss—Hermite polynomials along the galaxies’ major and minor axes for
measurements from this study (purple circles) and from Rusli et al. (2013a) and Pu et al. (2010) (blue circles). We show statistical uncertainties for all measurements.
Vertical dashed lines show the PSF from our measurements.
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ABSTRACT

Evidence from different probes of the stellar initial mass function (IMF) of massive early-type galaxies
(ETGs) has repeatedly converged on IMFs more bottom-heavy than in the Milky Way (MW). This
consensus has come under scrutiny due to often contradictory results from different methods on the level
of individual galaxies. In particular, a number of strong lensing probes are ostensibly incompatible with
a non-MW IMF. Radial gradients of the IMF — related to gradients of the stellar mass-to-light ratio T —
can potentially resolve this issue. We construct Schwarzschild models allowing for T-gradients in seven
massive ETGs with MUSE and SINFONI observations. We find dynamical evidence that T increases
towards the center for all ET'Gs. The gradients are confined to sub-kpc scales. Our results suggest that
constant-Y models may overestimate the stellar mass of galaxies by up to a factor 1.5. For all except
one galaxy, we find a radius where the total dynamical mass has a minimum. This minimum places the
strongest constraints on the IMF outside the center and appears at roughly 1 kpc. We consider the IMF
at this radius characteristic for the main body of each ETG. In terms of the IMF mass-normalization «
relative to a Kroupa IMF, we find on average a MW-like IMF < ayain >= 1.03+0.19. In the centers,
we find concentrated regions with increased mass normalizations that are less extreme than previous
studies suggested, but still point to a Salpeter-like IMF, < e >= 1.54 £ 0.15.

Keywords: galaxies: supermassive black holes — galaxies: ETG and lenticular, cD — galaxies: evolution

— galaxies: formation —stars: kinematics and dynamics — galaxies: center

1. INTRODUCTION

The question of how much stars contribute to the to-
tal mass of distant galaxies remains one of the funda-
mental issues of extragalactic astronomy. The answer
is critical for mass decompositions of these objects into
stellar components, dark matter (DM) and supermassive
black holes (SMBHs), as well as for our understanding of
galaxy formation histories. The difficulty lies in the fact
that the unresolved stellar populations of these galaxies
contain both low-luminosity dwarf stars and stellar rem-
nants — both of which contribute to the galactic mass
and follow the light of these galaxies, but contribute
barely or not at all to the observed light.

kmehrgan@mpe.mpg.de

The stellar initial mass function (IMF) describes the
distribution function of stars as a function of stellar
mass at the time of the star formation events in which
the observed stellar populations of a galaxy were pro-
duced. It encompasses long-lived low-luminosity dwarf
stars whose distribution essentially remains unchanged
during galaxy evolution to the present epoch, and more
massive stars which will have turned into remnants by
the time of observation. Besides allowing an estimation
of the total stellar mass, the IMF informs essentially ev-
ery other part of galaxy evolution, such as star formation
rates, stellar feedback, and heavy element production
(e.g. Kennicutt 1998; Bastian et al. 2010).

Numerous studies have found that a Kroupa or
Chabrier IMF can describe the IMF of the Milky
Way (MW) across multiple different environments (e.g.
Kroupa 2001, 2002; Chabrier 2003; Bastian et al. 2010),
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as well as that of nearby spiral galaxies (e.g. Kassin
et al. 2006; Brewer et al. 2012). This prompts the ques-
tion: is the IMF wniversal to all galaxies? If so, the
proposed IMF models could be used to a priori separate
the baryonic, DM and SMBH content of distant galaxies
in dynamical models, which would greatly improve the
accuracy of SMBH and DM measurements.

Individual star counts, as performed for IMF probes
of the MW, are infeasible in other galaxies, as the stellar
populations are unresolved. Therefore, different meth-
ods have to be used to extract IMF information from
the observed stellar light. There are two dominant tech-
niques in use:

1) Fitting of IMF-sensitive stellar absorption features
whose strength is regulated by the ratio of dwarf to gi-
ant stars with models based on single stellar popula-
tion (SSPs) synthesis libraries. These models output
a stellar mass-to-light ratio Y557 as well as an IMF
model. However, in this manner we can only probe the
low-mass end of the IMF of early-type galaxies (ETGs),
as on the high-mass end (without replenishment from
star formation) most stars have turned into remnants,
which are invisible to SSP modeling. 2) Measurements
of the galactic gravitational potential, via stellar dynam-
ics and/or gravitational lensing. These do not directly
distinguished between DM, stars and the central SMBH
of the galaxy, but produce a total mass-to-light ratio
(M*t/L)Y™ From this, a stellar mass-to-light ratio
T can be inferred relative to assumptions about the
shape of the DM halo. Y™ can be driven up either by
the mass contributions of dwarfs or remnants from the
high-mass end of the IMF.

For either approach, it is convenient to characterize
the IMF probe by a mass normalization factor a of the
stellar mass-to-light ratio relative to a reference Y55P
with a reference IMF, which in this study will be a
Kroupa IMF.

Many of the earliest dynamical probes of the stellar
mass content of ETGs did not directly attempt to sep-
arate DM from stellar masses. These, most notably the
SAURON project (de Zeeuw et al. 2002; Emsellem et al.
2004; Cappellari et al. 2007a), found that ETGs were
fundamentally unlike spiral galaxies in their mass-light
composition: Here, (M'*'/L)¥ > T . with the
ratio for some galaxies being large enough that the total
mass budget could accommodate a Salpeter or super-
Salpeter IMF. Such an IMF produces larger Y, due to
a relative excess of low luminosity dwarf stars relative
to a MW IMF, a phenomenon typically referred to as
“bottom-heaviness”. At this point, there was still no
consensus on whether or not the mass excess relative to
a MW IMF was due to unaccounted DM or an enhanced

stellar contribution. However, even early (spherical) dy-
namical models with DM halo components found sim-
ilar results for the remaining stellar contribution (Ger-
hard et al. 2001). Since then, a number of surveys and
projects focused on dynamical and lensing models of
ETGs have used a variety of DM models to produce
measurements of the stellar mass-to-light Y. These in-
cluded the work of the SLACS group, which analyzed 56
massive lensing galaxies combining strong-lensing with
simple spherical Jeans models (Treu et al. 2010; Auger
et al. 2010), and dynamical studies of the ETGS of the
Coma cluster (Thomas et al. 2007b, 2009, 2011) and
the cluster Abell 262 (Wegner et al. 2012) using sophis-
ticated axisymmetric Schwarzschild orbit superposition
models (Schwarzschild 1979). This was followed up by
the ATLAS?P project (Cappellari et al. 2012, 2013a,b),
which analyzed 260 ETGs using Jeans anisotropic mod-
eling (JAM; Cappellari et al. 2007a; Cappellari 2008).
These studies found galaxy-by-galaxy variation of the
mass normalization «, which correlated with a number
of galactic properties, particularly galactic velocity dis-
persion (e.g. equation 6 of Posacki et al. 2015). Notably,
for massive ETGs with o, 2 250 km/s these studies pre-
dict a mass normalization at least twice the MW-level.

Various lensing studies have been used to more thor-
oughly investigate the central DM profiles of these galax-
ies, but found complementary trends of «, even where
more concentrated DM profiles were used (e.g. Spiniello
et al. 2011; Sonnenfeld et al. 2015; Oldham & Auger
2018b; Sonnenfeld et al. 2019). Napolitano et al. (2011,
2014) used observations of globular clusters and plane-
tary nebulae to derive dynamical constraints on the DM
halos of massive ETGs out to several times the effective
radius. With these constraints they found that unless
the centers of the DM halos had undergone adiabatic
contraction from baryonic infall, these galaxies required
a Salpeter-level a.

At the same time as mass probes converged on a com-
prehensive picture of a variation in «, SSP modeling
probes of the centers of ETGs, often from the same sam-
ples, supported the claim that the established trends of
o indeed arise from variations of the IMF (van Dokkum
& Conroy 2010, 2011, 2012; Smith et al. 2012; Conroy
& van Dokkum 2012; Conroy et al. 2014; Tortora et al.
2013; Ferreras et al. 2013; La Barbera et al. 2013).

Since then, claims in favour of IMF variation among
ETGs with mass and other properties, such as metal-
licity and [Mg/Fe| enrichment, have been accumulating
(Martin-Navarro et al. 2015b; Lyubenova et al. 2016; Li
et al. 2017; van Dokkum et al. 2017; Parikh et al. 2018;
Poci et al. 2022; Bernardi et al. 2019).



However, a number of problems remain with this
framework, which have yet to be resolved before the
IMF can conclusively be determined to be non-universal.
While the overall trends of the IMF found by dynam-
ical/lensing and SSP measurements appear to be in
agreement, on the level of individual galaxies, the mea-
surements of « from the two methods often do not agree
or not even correlate (Smith 2014; McDermid et al.
2014). Furthermore, recent lensing measurements from
the SNELLS and MNELLS surveys (Smith et al. 2015;
Newman et al. 2017; Collier et al. 2018, 2020), as well as
a survey of 23 lensed ETGs by Sonnenfeld et al. (2019),
and individual dynamical measurements (Rusli et al.
2013a; Thomas et al. 2016) have ruled out a mass nor-
malisation « above the MW value for a number of very
massive galaxies with o, > 250 kms.

Work by the CALIFA survey (Lyubenova et al. 2016)
spanning all three methods suggested that the tension
between different IMF probes can be partially allevi-
ated by correcting for aperture effects. Consideration of
aperture differences become crucial if ETGs posses in-
trinsic radial IMF gradients. Bernardi et al. (2018) and
Dominguez Sanchez et al. (2019) suggested that if such
gradients exist, they could bridge the difference between
galaxy-gravitational and stellar population probes of the
IMF. Radial gradients for massive ET'Gs would not be
unexpected in a two-phase formation scenario where the
central stars are mostly formed in-situ at high redshift
while most of the outer material is accreted later on
from smaller sub units with potentially different star-
formation conditions.

A number of stellar population modeling studies have
already claimed internal IMF gradients confined to small
spatial scales on the order of a few kpc (Martin-Navarro
et al. 2015a; van Dokkum et al. 2017; Parikh et al. 2018;
La Barbera et al. 2019; Dominguez Sanchez et al. 2019).
There exist only a few dynamical and lensing studies
related to IMF gradients and these found similar results
for the massive ETG M87 (Oldham & Auger 2018a; Li
et al. 2020), the lensing galaxy ESO 325-G004 (Collett
et al. 2018), as well as for several lensing galaxies from
the samples of Oldham & Auger (2018b) and Newman
et al. (2015).

Our goal in this study is to systematically investigate
for the first time the possible existence of IMF-gradients
with dynamical models. To this end we use our state-of-
the-art orbit-based Schwarzschild dynamical modelling
code which originally goes back to the code of Richstone
& Tremaine (1988); Gebhardt et al. (2003); Thomas
et al. (2004); Siopis et al. (2009). This code has been
advanced since then in many respects, most notably it
accounts for the overfitting problem and respective bi-
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ases by using a generalised model selection technique
(Lipka & Thomas 2021; Thomas & Lipka 2022).

Central gradients in the stellar mass-to-light ratio T
can only be reliably determined if SMBHs are taken into
account. For this reason, we are here studying a sam-
ple of seven massive ETGs with a combination of two
sets of previously published non-parametric 2D stellar
kinematics from a) the Multi-Unit Spectroscopic Ex-
plorer (MUSE), and b) the spectrograph Integral Field
Observations in the Near Infrared (SINFONI). While
the wide-field MUSE data have a high SNR (Mehrgan
et al. 2023), the SINFONI data, which are concentrated
on the central regions of the galaxies, are adaptive op-
tics (AO) supported and resolve the sphere of influence
(SOI) of the SMBHs (Rusli et al. 2011, 2013a,b; Erwin
et al. 2018).

While our sample is relatively small, we combine sev-
eral crucial advancements compared to previous studies:
(i) we systematically probe for dynamical gradients in
ETGs combining spectroscopic data which allows us to
simultaneously constrain the wide-field mass distribu-
tion as well as central SMBHs; (ii) we use Schwarzschild
models that do not require any a priori assumption on
the anisotropy of the stellar orbits; (iii) we use a new
generalised model selection technique that overcomes
known limitations in Schwarzschild fits and allows for
mass measurements with very high precision; (iv) we
consistently use non-parametric LOSVDs both in the
center and for the wide-field data. Points (ii) to (iv)
have been demonstrated to be sufficient to break known
degeneracies and avoid biases in dynamical models even
for (more complex) triaxial galaxies and to allow for
dynamical mass determinations with a precision at the
10%-level (Lipka & Thomas 2021; de Nicola et al. 2022;
Neureiter et al. 2023a).

This study is structured as follows: in Section 2, we
present our MUSE and SINFONI kinematics for the
seven ETGs, as well as our Schwarzschild modeling ap-
proach. in Section 3, we present the derived gradients of
T. Afterwards, in Section 4, we discuss them in terms
of evidence for IMF gradients. Finally, we conclude
our study in Section 6 by summing up our results and
discussing their implications for future investigations of
IMF variations in and between ETGs.

2. ORBITAL DYNAMICAL MODELING:
TECHNIQUE AND DATA

We list the seven ETGs which we dynamically mod-
eled for their Y gradients in Table 1, together with some
of their morphological properties and general informa-
tion about the MUSE and SINFONI data which we used
in this study. This sample is a sub-sample of the nine
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ETGs analysed in Mehrgan et al. (2023). We have sin-
gled out the remaining two galaxies from that previous
study, NGC 5419 and NGC 6861, for separate analysis
elsewhere. NGC 5419 was modelled using our new tri-
axial Schwarzschild dynamical modeling code SMART
in Neureiter et al. (2023b). NGC 6861 will be presented
in Thomas et al. in prep.

All seven galaxies under study here were modelled pre-
viously but using other data, mostly long-slit, for the
outer parts rather than the new MUSE data (Rusli et al.
2011, 2013a; Erwin et al. 2018, which we will refer to as
R+11, R+13 and E+18).

Using the sequencing of ETGs first introduced by Ko-
rmendy & Bender (1996) and Faber et al. (1997) into
luminous ETGs with shallow central surface brightness
cores and less luminous ETGs with steep power-law sur-
face brightness profiles (e.g. Nieto et al. 1991; Crane
et al. 1993; Kormendy et al. 1994; Ferrarese et al. 1994;
Lauer et al. 1995; Gebhardt et al. 1996; Faber et al. 1997;
Kormendy 1999; Lauer et al. 2007; Kormendy et al.
2009), our sample can be partitioned into four cored
ETGs and three power-law ETGs (R+11,13; E+18).
We also classified these galaxies in our previous pub-
lication, Mehrgan et al. (2023) in accordance with the
angular momentum classification scheme of Emsellem
et al. (2007, 2011). As is typical for the core/power-law
dichotomy (for review, see Lauer 2012), the three power-
law ETGs are fast rotating and have either disc compo-
nents or disc-like components, while the cored ETGs
have no disc components and have less rotation. Two
of the cored ETGs are typical slow rotators, while two
have an angular momentum that could be considered
“intermediate”

Below, in Section 2.1, we describe our implemen-
tation of the axisymmetric Schwarzschild dynamical
models which we used on our sample. As inputs,
these models use 3D deprojections of (2D) imaging
data along the line-of-sight, which we describe in Sec-
tion 2.2, and — importantly — stellar kinematics in the
form of non-parametric line-of-sight velocity distribu-
tions (LOSVDs) derived from MUSE and SINFONI
spectroscopy. These kinematics are described in Section
2.3.

2.1. Azisymmetric Schwarzschild modeling

2.1.1. Implementation of models with radial mass-to-light
ratio gradients

We dynamically model the sample galaxies under the
assumption that they are axisymmetric. We discuss this
assumption later on in Section 4.3.

The dynamical models in this study consist of
an advanced implementation of the axisymmetric

Schwarzschild orbit superposition code of Thomas et al.
(2004). It allows for radial gradients of the stellar mass
to light ratio, T(r). We here only briefly summarize
the key features of this implementation and highlight
new additions and those parts of our approach which
are specific to the present study.

Following the Jeans theorem, in a stationary system,
the phase-space density is constant along trajectories
which typically obey three integrals of motion: FE, L,
and the non-classical I3 (for axisymmetric systems).
Hence, we can think of stationary galaxies as the super-
position of orbits which represent the system’s phase-
space (Schwarzschild 1979) and constitute all possible
solutions to the collisionless Boltzmann equation. A
representative sampling of the integrals of motion F, L,
and I3 in a model gravitational potential ® enables us to
construct any allowed configuration of orbits and match
all kinds of observed galaxy shapes and kinematics. By
linking ® to different model mass (density) distributions
via Poisson‘s equation, we can thus optimize the mass
model to best reproduce the observed stellar kinematics
and imaging data of galaxies.

Here, we use the following parameterization for the
mass composition p(r, 6):

p(r,0) = pu(r,0) + Meud(r) + pou(r), (1)
where 6 is the polar angle, Mgy the mass of the cen-
tral SMBH and ppjys the DM halo. For ppjs we ini-
tially chose to adopt the generalised NFW-halo derived
from cosmological N-body simulations by Navarro et al.
(1996); Zhao (1996), which is defined by three parame-
ters, p1g, the DM density at 10kpc, 7, the scale radius
of the halo and ~, the inner slope of the DM density
profile. After extensive preliminary testing we found
that for our sample galaxies the dynamical models al-
ways converged on cored DM-profiles, v = 0 while r;
was always on similar scales ~ 100 kpc. We will discuss
our DM halos and the implications of these findings in
a different study. In the interest of avoiding param-
eter degeneracies with Y(r) and saving computational
time, we set v to zero and rs to a large value outside
the spatial coverage of our kinematic data (in this case
~ 90 kpc, the average best-fit 5 of our preliminary mod-
els). Therefore, we only model one parameter for the
DM halo, p1o.
The stellar mass-density distribution is tied to the
three dimensional deprojection v(r,6) of photometric
imaging, as detailed in Section 2.2, via Y(r),

Px (T‘, 6‘) = T(T) : V(T7 9), (2)

with v(r,0), the 3D light density distribution, which is
not a model parameter, but a constraint — it is fixed to



Galaxy Morphology (M+23) MUSE-PSF [’]) SINFONI SNRuin/A  study for SINFONI
NGC 307  power-law/fast 2.10 30 E+18
NGC 1332 power-law/fast 2.12 83 R+11
NGC 1407 core/interm. 1.93 30 R+13
NGC 4751 power-law/fast 1.59 30 R+13
NGC 5328 core/slow 1.28 30 R+13
NGC 5516 core/slow 2.00 30 R+13
NGC 7619 core/interm. 2.00 30 R+13

Table 1. Selected properties of the observations and kinematic analysis of the sample galaxies with MUSE and SINFONI. The
full width at half maximum (FWHM) of the point spread function (PSF) the MUSE observations are listed here as in Mehrgan
et al 2023 (M+23) for the sake of convenience. The SINFONI observations were adaptive optic based and have a FWHM of the
PSF of roughly 0.15”. We also list morphological classifications of the galaxies from M+ 23 according to their central regions and
their angular momentum into fast, slow and intermediate rotating galaxies. In this study, we supplement our MUSE kinematics
from M+23 with SINFONI kinematics from studies which are listed in the last column: Rusli et al. (2011) (R+11) Rusli et al.
(2013a,b) (R+13), and Erwin et al. (2018) (M+18). We also list the minimum SNR of the SINFONI data. For all MUSE data

SNRmin/A ~ 100 (as described in M-+23).
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Figure 1. Example of our implementation of Yyuee gradi-
ents from the dynamical modeling of NGC 5328. We show
best-fit values for one spatial quadrant of the galaxy (see
Section 2.3). r; is fixed to the MUSE PSF = 1.28" whereas
7f, Thulge,i> Lbulge,r are fit parameters.

the profiles derived from imaging data. Furthermore,
our implementation allows for the modeling of multi-
ple morphological components with separate Y(r) (e.g.
Nowak et al. 2010, E+18). Therefore, for the fast ro-
tating power-law galaxies, NGC 307, NGC 1332, and
NGC 4751 we use a photometric decomposition to dis-
tinguish a bulge and a disc component. These are de-
projected separately and have their own separate Thylge
and Ygjsc. Since the disc components fade into DM-
dominated regions at larger radii and are outshone by
the bulge components in the center, they are locally less
well constrained and we decided to fit the disc com-
ponents without gradients Yqisk(r) — Yaisk. We fit
the bulge components with gradients as with the cored
ETGS, Tbulge(r).

Our implementation of mass-to-light ratio radial pro-
files operates by two values T; y = Y(r; ) at different
distances from the center of the galaxy, r; . We show
an example of this implementation in Figure 1. Between

r; and rp, Thuge(r) is linearly interpolated over log(r).
Outside 7; and 77, Thuge(r) = Thulge;s for r < r;, and
Tbulge (’I") = Tbulge,f for r > Tf.

Here, however, we face two challenges in particular:
At both small and large radii, mass-contributions from
the stars become much more difficult to differentiate
from those of the “dark” components, i.e. the central
SMBH and DM halo. Per definition, within the SOI of
the central SMBH, the enclosed stellar mass is less than
Mgp. Towards the center then, Y (r) becomes overshad-
owed by Mpy in terms of its impact on the observed
stellar kinematics. In the opposite direction, with in-
creasing distance from the galactic center, as the lumi-
nous component of the galaxy becomes ever fainter and
the DM halo more dominant, it becomes more difficult
to determine Y locally.

Therefore, after trying a number of different ap-
proaches for the galaxies, we settled on the following
setup: We defined the inner value Thyige s at 7; equalling
one full width at half maximum (FWHM) of the point
spread function (PSF) of the MUSE stellar kinematics
(see the second column of Table 1) and the outer value,
Thulge,s at a radius 7y, which in the fit is restricted to
an interval between two times the FWHM of the PSF
and two thirds of the MUSE FOV, i.e. up to r = 20".
Beyond this radius, the above mentioned problem with
differentiating between DM and stellar mass contribu-
tions becomes too acute for a measurement. We also do
not add another Yyyige ; inside the PSF, instead keep-
ing Yhulge constant, Yhuige(r) = Youge,i; for r < r; =
PSF since the AO-supported SINFONI data which cover
these spatial scales generally have a much lower SNR
than our MUSE data (see Table 1 and Section 2.3 be-
low).
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For NGC 307, the spatial extent of the bulge com-
ponent is too small, 7 puige ~ 27, to warrant gradient
models in our approach. Therefore, for this galaxy alone
we set Tbulgc,i = Tbulgc,f'

Together with contributions from DM and the SMBH,
and accounting for disk and bulge components where
necessary, we fit a total of four to six parameters, de-
pending on the galaxy: Mg, Yhuige,is L bulge,f; |Ldisk)
Ty and pio.

2.1.2. Model selection and Non-parametric LOSVD fits

Our modeling optimization entails sifting through dif-
ferent sets of (Msw,Ybulge,isYbulge,fs |Ldisk,] Tfs P10)
with the optimization software NOMAD (Audet & Den-
nis, Jr. 2006; Le Digabel 2011; Audet & Hare 2017) and
computing orbit libraries in the associated gravitational
potentials q)(MBH7Tbulge,i7Tbulge,f7 [Tdisk7] Tf, plo). For
each @, tens of thousands of orbits, which are assigned
individual weights, are generated from different (E, L,
I3). The Schwarzschild modeling code then optimizes
these weights by maximizing

S=5—a-x?% (3)

where x? is calculated from the model fit to the ob-
served non-parametric LOSVDs, and S is the Boltz-
mann entropy (Thomas et al. 2004). The deprojected
light-distributions are used as a constraint.

The parameter & constitutes the smoothing of the
models. Lipka & Thomas (2021) have shown that an op-
timal determination of ¢ is required for an unbiased dy-
namical recovery of the internal mass parameters. This
can be achieved by taking the so-called effective degrees
of freedom, mes, a generalised measure of the degrees
of freedom in a penalized system, into account. To that
end, we minimize the generalized Akaike Information
Criterion AIC, = X2 4 2 X meg for penalized likelihood
models (Thomas & Lipka 2022) over a grid of & values.

After determination of the optimal é-value for the cur-
rent ® the associated minimum AIC, value is passed to
NOMAD. NOMAD minimizes the AIC, until the op-
timal (Mpw,Tbulge,is Y bulge,f» [Laisk,) 7f» p10) to fit the
LOSVDs is found. This approach not only optimizes the
smoothing in each trial potential but also takes into ac-
count that the mass optimisation in Schwarzschild mod-
els is actually a model selection problem rather than a
simple parameter estimation (Lipka & Thomas 2021).
The model selection allows for very accurate and unbi-
ased mass- and anisotropy-recoveries (Lipka & Thomas
2021; Neureiter et al. 2023a; de Nicola et al. 2022).

2.2. Galazy light density profiles

The 3D light distribution in our dynamical models,
v(r,0), is constrained by — or rather fixed to — deprojec-
tions of 2D imaging data of the galaxies along the line-
of-sight. We here re-use the imaging data, bulge/disc de-
compositions (where applicable) and deprojections from
the studies which are listed in the last column of Table
1, with one exception, NGC 4751.

For the power-law galaxies, the inclination 7 was as-
sumed from the flattening of their discs at large radii
(for an assumed intrinsic flattening ¢ = 0.2): ¢ = 75 for
NGC 307 (E+18) and ¢ = 90 for both NGC 1332 and
NGC 4751. For the four disc-less cored galaxies, we as-
sumed ¢ = 90. Axisymmetric Schwarzschild models of
realistic triaxial N-body simulations of core galaxies sug-
gest that even using the AIC, optimization technique,
the models often fit the galaxies best at i = 90. These
tests further suggest that the bias of the mass-to-light
ratio that can arise from the assumption of axial sym-
metry (and ¢ = 90) is on the order of 15% (Lipka et al.
in prep).

All galaxies, including NGC 4751, have been assumed
to be close-to or directly edge-on for the deprojec-
tions,based on their flattening at large radii

For NGC 4751, we performed a new disc/bulge decom-
position (as none has been performed in R+13) based on
the same HST NICMOS2 images we used in R+13, com-
bined with K-Band observations with VIRCAM (Emer-
son et al. 2006; Dalton et al. 2006). We followed the
same steps and approach as for the other galaxies to
produce the disc/bulge decomposition and separate de-
projections for both components. This is outlined in
Appendix A.

2.3. Non-parametric stellar kinematics

MUSE data: The MUSE stellar kinematics of our
sample were the result of the first systematic study of
the detailed non-parametric shapes of the LOSVD of
massive ETGs, which we published in Mehrgan et al.
(2023), from here on M+23. They were derived using
the new non-parametric spectral fitting code WINGFIT
(Thomas et al. in prep.), which also uses the data-driven
AIC,-optimisation technique of Thomas & Lipka (2022).
The details of the observations, derivation of the kine-
matics from them, as well as the resulting kinematics
are presented in M+23.

The MUSE non-parametric LOSVDs are the main in-
put for our orbital dynamical models: They cover a large
1/x1’ field of view (FOV), encompassing half to a full ef-
fective radius 7. for each galaxy in our sample. Further-
more, the data were Voronoi binned using the Voronoi
tessellation method of Cappellari & Copin (2003) for a
very high SNR/A > 100 (as described in M+23).



For the dynamical models, we split the MUSE FOV
into quadrants along the major and minor axes of each
galaxy to ensure that we can provide a robust estima-
tion of the error bars of the best-fit model parameters
from the scatter between the quadrants. This resulted
in roughly 15—100 spatial bins per quadrant per galaxy,
each with its own non-parametric LOSVD.

We sampled the LOSVDs either with N, = 15 veloc-
ity bins out to 1500 km/s, or Ny = 17 out to 1700 km/s,
depending on where the LOSVDs of each galaxy termi-
nate . Therefore, all in all, we end up with roughly
225 to 1500 kinematic MUSE-data points per galaxy
per quadrant for our dynamical models.

SINFONI data: For the central regions of the galax-
ies, we also supply our dynamical models with non-
parametric SINFONTI stellar kinematics. These kine-
matics were derived earlier using the maximum pealized
likelihood method (MP) from Gebhardt et al. (2000).

The SINFONI data was in binned into radial and an-
gular segments as in Rusli et al. (2013a). In Table 1, we
list the SNR achieved with this binning. For the details
surrounding the observations, binning, and kinematics,
we refer to the studies listed in the last column of Table
1.

Though covering a much smaller FOV, 3" x 3", cor-
responding to the 100mas-mode of SINFONI, these
LOSVDs, which are adaptive-optics based, and thus not
seeing limited, supply our models with vital constraints
on the central mass-light profile of the galaxies as they
can resolve the gravitational SOI of their central SMBHs
(on a scale of < 1”). For these data we supply the PSF
in the form of 2D images to the dynamical models. The
images typically have a FWHM around ~ 0.15".

We sampled the LOSVDs in the same way as the
MUSE LOSVDs, resulting in ~ 300 — 500 kinematic
data points per galaxy per quadrant for our dynamical
models (~ 1000 in the case of NGC 1332).

Combining the kinematic data In Figure 2 we
show, as an example, all the LOSVDs of NGC 7619,
including both MUSE and SINFONI LOSVDs, divided
into quadrants. For the dynamical models we also in-
clude LOSVDs from MUSE which spatially overlap with
those from SINFONI.

2.4. Approach to deriving results

We compute at least 2500 models per quadrant. The
best-fit model parameters in terms of AIC,, as well as

1 The sole exception here being NGC 307, the least mas-
sive ETG in our sample. Here, the LOSVDs terminate at ~
+1000km/s, and we used 21 velocity bins, to properly sample
its much narrower distribution function
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the associated mass profiles, including Y(r), are aver-
aged over all quadrants to produce one final set of model
parameters and mass distribution per galaxy.

For NGC 1332, an independent black hole mass mea-
surement was available from direct observation of the
circumnuclear disk in the central 200 pc of the galaxy
Barth et al. (2016), Mgy = 6.64(—0.63, +0.65) x 108 M.
We had previously dynamically determined a larger
Mgy using Schwarzschild models in R+13. However
the measurement from Barth et al. (2016) have a much
higher spatial resolution of 0.044" (versus ~ 0.15") and
are derived from the kinematics of a cold disk within
the SOI of the central SMBH — a simpler dynamical
problem than our own models. Therefore we fixed Mgy
for this galaxy to the measured value from Barth et al.
(2016) and only varied the other model parameters to
get better constraints on the central Y(r).

For both NGC 1332, and NGC 1407 we had an espe-
cially large number of spatial bins available, with well
over a 120 MUSE+SINFONI LOSVDs per Quadrant.
The same assumption of axisymmetry that allowed us
to split our dynamical models into quadrants and model
those quadrants as “separate” galaxies, over which we
average for the final results, allow us to sort all spatial
bins in a quadrant according to radius and then group
together every second spatial bin as a sub-quadrant to
be modeled independently. Hence for these two galaxies,
we model and average over eight instead of four dynam-
ical best-fit models (for each sub-quadrant we also run
at least 2500 models), which allows us to better sample
the statistical uncertainties.

We here treat the values of Ypuige,i ¢ listed in Table
2 as nuisance parameters and not as the primary mea-
sures of the gradients which we detect: Firstly, if two
photometric components are present, as is the case for
NGC 307, NGC 1332 and NGC 4751, the final gradi-
ent Y(r) emerges from the superposition of the light
profiles of the bulge- and disk-components times their
respective Y-profiles, divided by the total light. In the
case of NGC 1332 and NGC 4751, this produces a much
more complex Y(r) profile than for the bulge-component
alone (for NGC 307, the gradient only emerges from the
superposition of two constant-T components). Second,
we take our T profiles as the average over the individ-
ual (sub-)quadrants of each galaxy at each radius. The
resulting average profiles can be more complex than the
parametric profiles of the individual quadrants.

Furthermore, for better comparison with stellar pop-
ulation models we project Y along the line-of-sight.
However, T as an intended purely stellar mass compo-
nent, depends on assumptions in the mass decomposi-
tion. This is not so much of a concern in regions in
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the center that are at the same time still outside the
SOI. Here T is essentially identical to the total inner
dynamical mass-to-light ratio, (M**/L)(r), as the local
mass-contribution of the DM-component is essentially
drowned out by the stellar component. For all galaxies
in our sample, except one (NGC 1407, see Section 4.3),
the SOI is very small compared to the innermost radius
of our gradient-models, r;/SOT = 3.

However, on scales of 0.5 — 1kpc from the center,
(M*®™*t/L)(r) starts to diverge from Y(r) because DM
begins to assert more influence on the dynamics of the
stars and (M*®t/L)(r) rises relative to Y(r). At this
point, disentangling DM from stars becomes more and
more difficult and the derived Y (r) will depend on the
assumptions about DM (and vice versa).

In order to overcome the difficulty related to the mass
decomposition in the outer parts, we try to determine
the stellar Y(r) focusing entirely on spatial scales where
T ~ M®/L ie where the stellar T is least de-
pendent on any assumption upon the mass decompo-
sition. It turns out that this is possible, because the
stellar dynamical gradients all fall very quickly with
galactocentric radius (see next Section) and at larger
radius the DM halo “takes over”. As a consequence, the
(M*°t/L)(r) profiles are effectively valley-shaped (see
next Section and Figure 5), with a global minimum in
between the two regimes. This minimum is not only a
characteristic property related to the central gradients
but it is also key to determine the stellar mass-to-light
ratio in the main body of the galaxies in a way that
depends only little on the assumed DM profile: under
the only assumption that the stellar mass-to-light ra-
tio does not increase towards the outer parts, the mini-
mum in the total (M*'**/L)(r) is the point of strongest
constraint for the stellar mass-to-light ratio in the main
body of the galaxy. More specifically, it sets an upper
limit for this ratio. We therefore treat the stellar mass-
to-light ratio Tiain = YL (rmain) associated to the radius
Tmain Where the minimum in (M**/L)(r) occurs as the
mass-to-light ratio of the galaxy main body. For the
central stellar mass-to-light ratio, we define Y¢q, simply
as Y (r) within the MUSE PSF (r¢en =7 = PSF).

log(Flux x 10%%rg~tcm?s)
45 50 55 6.0 65

arcsec

arcsec
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Figure 2. Example of the kinematic data used in this
study. Top: Flux map of the MUSE data (north is up,
east is left). Black lines show the major axis (position angle
= 30°) and minor axis. The small black circle in the cen-
ter (r = 1.5”) indicates the SINFONI FOV. Bottom: Non-
parametric LOSVDs from MUSE (red) and SINFONI (grey)
for NGC 7619, separated into the spatial quadrants indi-
cated in the top panel. MUSE-LOSVDs from bins that spa-
tially overlap with the SINFONI FOV are shown in solid red,
whereas all other LOSVDs are shown in a fainter red. The
stellar rotation of NGC 7619 increases towards the center
(Figure 15 of M+23). This trend continues into the spatial
regions resolved by SINFONI (i.e. the SINFONI LOSVDs
are more strongly shifted in +vies.)

3. RESULTS

The best-fit model parameters for all galaxies are
listed in Table 2. The best-fit models have on average



Galaxy Band Toulge,i Thulge, f Ty Taisk Mpu P10 < (6% + mes)/N >
Mo /Lol Mo /Le] [kpc] [Mo/Lo]  [10” Mo]  [10° Mg /kpc?]
NGC 307 K 1.13+0.04 1.134+0.04 — 0.63 +£0.27 0.22£0.04 1.9+0.4 0.72
NGC 1332 R 850+0.83 1.38+0.89 1.0+0.4 2.31+1.62 0.66™ 5.0+0.9 0.76
NGC 1407 B 11.10£+£2.86 1.04£1.08 1.24+0.5 — 5.50 £ 1.58 2.7+04 0.78
NGC 4751 K 2.17+£0.24 0.83+047 1.3+£0.6 0.58+0.13 1.75+0.34 5.5+ 0.6 1.39
NGC 5328 Vv 6.57+0.51 4.28+043 19+14 — 1.63 + 0.89 1.1£0.2 0.99
NGC 5516 R 6.16 £0.60 2.83+£1.91 29418 — 2.50 £0.53 0.8+0.1 0.95
NGC 7619 I 4.00+£0.79 2.00£1.28 2.0+0.6 — 3.25 £ 1.40 0.8+0.2 0.62

Table 2. Results of Schwarzschild dynamical modeling using mass-to-light gradient models. Photometric bands, as well as
extinction corrections for Y-values for all galaxies were taken over from R+11, R+13, and E+18, according to Table 1, except
for NGC 4751. Model parameters are averages with standard deviations over all quadrants or sub-quadrants. Tpuige,; Was fitted
at a set radius r; = PSF, whereas ry, the radius of Thuige,y Was a free parameter in the fit. We also list (sub-)quadrant averages
of (x® + meg)/N of the fits to the non-parametric LOSVDs. (*) For NGC 1332, we used the Mpgu-value measured by Barth
et al. (2016) as a fixed parameter.

Galaxy Teen T main (M""/L)main  Tmain Qtcen Qtmain Croain
Mo/Lo]  [Mo/Lo] [Mo/Lo] [kpc]

NGC 307 4.65+0.04 4.12+0.09 4.64 + 0.04 1.0 1.23+£0.06 1.234+0.06 1.2340.06
NGC 1332 9.694+0.46 2.54+0.34 3.724+0.3 0.9 2204+0.26 0.59+0.20 0.86+0.14
NGC 1407 7.694+1.54 1.29+0.71 2.00 £ 0.61 1.1 1.76 £0.45 0.30+0.18 0.47+0.17
NGC 4751 9.544+0.25 4.12+0.22 5.40 4 0.25 0.8 2.35+0.26 1.246 +£0.28 1.63+£0.32
NGC 5328 6.564+0.11 4.54+0.13 4.88 +£0.12 1.3 1.62+0.13 1.12+0.15 1.21+0.14
NGC 5516 7.834+0.16 4.66 +£0.43 5.00 4 0.42 1.3 1.90£0.19 1.2240.51 1.294+0.50
NGC 7619 5.814+0.29 3.96 +£0.42 4.12 +£0.42 1.1 1.55+£0.31 0.924+0.37 0.97+0.36

Table 3. V-band stellar and total mass-to-light ratios, T, M**/L measured from our best-fit dynamical models. These values
are projected along the line-of-sight for later comparison with SSP models. Therefore, these values should not be confused with
the modeling-parameters in Table 2. Inner Ycen-values are essentially identical to inner (M tot /L)cen. The stellar mass-to-light
ratios of the main body of the galaxy, Tmain are defined at the global minimum of (M**/L)(r), M**/L(rmain) = min(M**/L) =
(M tot /L)main, for all galaxies except NGC 307, where we manually set Tmain = 1kpc. Finally we also show these mass-light
values relative to the stellar mass-to-light ratio assuming a Kroupa IMF for these galaxies from the SSP analysis of Parikh et
al. submitted to MNRAS;, in the form of the excess parameter a.

X2?/N ~ 0.6 over all (sub-)quadrants. Such low y?/N
values for best-fit models have long been typical for
Schwarzschild models, due to the large number of the de-
grees of freedom involved. Taking the effective degrees of
freedom, m.g into account, (x2+meg)/N ~ 0.9 (see last
column of Table 2). The remaining difference between
(x2 +meg) and N likely originates from covariances be-
tween the individual velocity bins of the LOSVDs.

For all intents and purposes our (x? + meg)/N val-
ues demonstrate that our dynamical models produced
good fits to the kinematic data — At least for all galax-
ies except NGC 4751. Here (x? + meg)/N ~ 1.4 was
larger than for the other galaxies, due to the presence of
dust-lanes covering almost the entirety of the major axis
within r. (see Appendix A) We also had to exclude one
quadrant entirely for this galaxy as we could not find a
good fit to the data (x? + meg)/N ~ 3. We treat the

results for this galaxy with some added caution. This is
discussed later in Section 4.2.1.

We show one example-fit to central LOSVDs of
NGC 1407 in Figure 3. LOSVD- and radial kinematic
fits for all galaxies are included in Appendix B.

We show AIC, model selection curves converging on
the best-fit parameters of the (sub-)quadrants of the
galaxies in Figure 4.

In the following we examine the mass-to-light ratio
gradients Y(r) and discuss the effect of gradients Mpy
measurements.

3.1. Mass-to-light ratio gradients

The main result of our study is that we have found
stellar dynamical evidence in favour of radial gradients
of the stellar mass-to-light ratio, Y(r) for all galaxies in
our sample. These gradients are confined to the very
centers of the galaxies and occur on spatial scales of
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Figure 3. Dynamical fits to the non-parametric LOSVDs from the center of NGC 1407. We show fits at two positions near the
major-axis a on opposite sites of the minor axis of the galaxy. MUSE and SINFONI data spatially overlap at these positions.
The MUSE data LOSVDs with statistical uncertainties are shown as black points with error bars, whereas the respective best-fit
dynamical model is shown as a solid dark red line. Analogously, we show the SINFONI data and model LOSVDs in grey and
light red. The best-fit LOSVDs are here shown at the full MUSE velocity resolution.

r ~ lkpc. For all galaxies, T becomes larger towards
the center of the galaxy (Figure 5).

Moreover, in all our galaxies a well-defined global
minimum of the total dynamical mass-to-light ratio
(M*°t/L)(r) occurs. We call the radius where this min-
imum occurs rmain- As explained above, the mass-to-
light ratio at this radius poses strong constraints on the
mass-to-light ratio of the stars in the main body of the
galaxy largely independent of the detailed assumptions
upon the mass decomposition.

NGC 307 is an exception since the galaxy does not
show a minimum in (M**/L). Here we set rmain ~
1kpc, which coincides roughly with the point where
(M*°t/L)(r) begins to rise from the center.

For a few individual (sub-)quadrants of the galaxies
the AIC,-curves of the outer Tyige, £, (and/or Ygiex) did
not converge to a minimum, but instead hit the lower
boundary of our sampling range. This amounts to the
mass contribution of the DM component displacing mass
contribution of the stellar component, and Yyyige, r get-
ting as close to zero as our models allow. As explained,
this does not concern us since rmain < 7y (cf. Tables
2 and 3) for all galaxies, and in our approach we focus
on the parts of the galaxies least affected by DM, while
treating the mass decomposition past ryain as a curtain
we do not look behind — the dynamical mass of our mod-
els can reproduce the kinematics in this region without
us knowing the details of the mass decomposition.

For the gradient-plots in Figure 5, we normalized all
gradients relative to Y., to illustrate by how much

the stellar mass-to-light ratio appears to increase in the
centers of the individual galaxies.

For the four core galaxies in our sample we supplement
our gradient models with models that assume a spa-
tially constant stellar Y both as a consistency check and
for better comparison with previous measurements (Ap-
pendix C). These models without gradients were worse
fits to the kinematic data for all (sub-)quadrants and
galaxies. Compared to their counterparts with gradi-
ents the AAIC, ~ 10 — 20 is significant. In general,
the best-fit T derived from models without a gradient
lie between Yo, and Yo,.in. Note that because the ac-
tual gradients occur on very small spatial scales, this
means that the models without gradients tend to over-
estimate the stellar mass in the main body of the galaxy
by a factor of 1.5 on average. This effect of overestimat-
ing T when such gradients remain unaccounted for had
also previously been suggested by Bernardi et al. (2018);
Dominguez Sénchez et al. (2019).

In Table 3, we list the characteristic inner and main-
body mass-to-light ratios of our models in the V-band,
as well as the IMF normalization « relative to a Kroupa
IMF for these values. We discuss the mass normalisation
in Section 4.

We briefly describe the T-gradients of the galaxies.

NGC 307: As stated above, the bulge of this galaxy
was too small to warrant the implementation of gradi-
ents. There is, however, a weak composite T (r) gradient
from the superposition of the two constant Yi,uige, Taisk-
The increase of our composite Y(r) within 1kpc is con-
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Figure 4. AIC, model selection curves, the equivalent of the classical x* curves for Schwarzschild models. Each curve represents
the (independent) modelling result of one quadrant/sub-quadrant and is derived from the lowest AIC, value of each sampling
point of the corresponding modeling parameter. The best-fit values (red points with errorbars) are determined at the minima

of the AIC, and the variation between the AIC, minima represents the statistical uncertainties of each measurement for each
galaxy.
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Figure 4. (continued) For NGC 4751 one of the quadrants (dashed curve), was not used for the calculation of the best-fit
parameters or any other modeling results.
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Figure 5. Mass-to-light ratio profiles of the sample galaxies. The best-fit stellar T (r) (solid red lines, uncertainties indicated by
dotted red lines) of the galaxies are shown relative to the values of the galaxy main body, Tmain = Y ("main). The radius rmain is
defined at the minimum of the total mass-to-light ratio (M**/L)(r), for all galaxies except NGC 307 (see text). While the stellar
Y (r) depends on assumptions upon the mass decomposition, (M**/L)(r) is directly derived from the observations. We indicate
(M*®*%/L)(r) and its uncertainties by solid grey lines and grey shaded areas, respectively. Note that Y(r) profiles are projected
along the line-of-sight (differences to the non-projected profiles are small). The figure includes comparisons with previous
dynamical models without gradients (R+11,13; E418 and Barth et al. 2016). For the four core galaxies we run comparison
models without gradients as well (denoted as “YT = const.”). Models without gradients are worse fits to the kinematic data and
tend to overestimate the mass in the main body of the galaxy.
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sistent with the one found by E+18, YThyige/Taisk = 1.1
(their values). Considering our Thyige, Ydaisk best-fit
model parameters, our Tpyge-value is identical to the
one from E+18. For the disk component, our value is
overall lower, but still roughly consistent with theirs
within the uncertainties: Ygisx ~ 0.63 & 0.27 versus
1.0+ 0.1 in E+18 (I-band).

NGC 1332: We find a significant, almost factor-of-
four increase towards the center of this galaxy from the
superposition of the disk and bulge components. The
central parts of this gradient (r < 0.3 kpc) have a slightly
larger T than our constant-Y models from R+11. Over
most of the galaxy’s spatial extent, however, our new
models produce significantly lower T. Our central T
is furthermore in agreement with the models by Barth
et al. (2016) for the central 0.2kpc.

NGC 1407: This galaxy has by far the most no-
table Y-gradient in our sample, with a factor six in-
crease towards the center. This is the only galaxy in
our sample for which the SOI of the central SMBH,
rsor = (0.34 £ 0.076) kpc, extends to scales larger than
the inner part of the Y-gradient, r¢en, ~ 0.3kpc. Fur-
thermore, the outer mass-to-light ratio is surprisingly
low, T} = 1.29 £ 0.71 in V-band. Even accounting
for uncertainties in the mass decomposition, the total
(M*/L)main ~ 2 is by far the lowest in our sample.
However, the comparison models without gradient yield
T = 3.0+ 0.20 closer to our outer mass-light profile and
lower than measured by R+13 (~ 4.6 in V-band). The
latter appears consistent with a radial average of our Y-
gradient, roughly bisecting our mass-light profile in the
middle in Figure 5.

NGC 4751: As with NGC 1332, we find a T-gradient
within the bulge component, which in superposition
with the constant-T disc component produces an ef-
fective total T-gradient of slightly more than a factor
two. The maximum of the gradient, within r < 0.1kpc,
matches our previously published constant-T value from
R+13.

NGC 5328: For this galaxy, the constant-Y mea-
surement is roughly an average over radius of our gra-
dient model Y(r). At the point where our gradient in-
tersects with the constant Y-model (T ~ 5.8 in V-band,
r ~ 0.6kpc), it is also the most well defined with re-
spect to the uncertainties. Our previously published Y-
measurement from R+13 appears to be consistent with
our Y ain, but a factor ~ 1.3 smaller than Y.qy.

NGC 5516 & 7619: For both of these galaxies we
find gradients of a similar magnitude as for NGC 5328,
and for which both our new constant-T models and pre-
vious measurements from R+13, are roughly averages
over radius.

3.2. SMBH measurements

Unless one has kinematic data that resolve the SOI
of a central SMBH very well, there is always some co-
variance between dynamically determined stellar mass-
to-light ratios and the respective black hole mass, Mgy
(e.g. Rusli et al. 2013a). Our previous SMBH mass
measurements for the galaxies studied here were based
on models without gradients hence we expect that after
allowing for gradients the SMBH masses will change to
some extent. However, a direct comparison is difficult,
since the previous measurements used older (mostly
long-slit) kinematic data outside the central regions. If
we directly compare the SMBH masses from the old
(gradient-free) and the new (gradient) models then we
find two galaxies where Mpy goes up and two where it
goes down?. The difference can be up to 50%. This
is surprising, since our new, central stellar mass-to-
light ratios Yen, are always larger than the previous
T from the gradient-free models. However, if we take
our new comparison models without gradients as refer-
ence (which are based on the same data and modelled
with the same advanced Schwarzschild code) then we
find that in the gradient models, Mgy is always smaller
than in the gradient-free models — as expected. The
average decrease is 25%.

The remaining scatter when comparing the old
(gradient-free) models with the new (gradient) mod-
els stems from the fact that the new MUSE data and
advancements in the dynamical modelling have a non-
negligible effect on our SMBH mass measurements. Still,
our new values of Mgy are consistent with those found in
R+13 and E+18 within the uncertainties for all galax-
ies except NGC 5328 (see Section 4.2.1 and also the
discussion in Appendix C of M+23).

In Figure 6 we compare our new dynamical models
to established trends between Mpy and galaxy veloc-
ity dispersion o. We take the data for galaxies from
Saglia et al. (2016) but use the updated values for the
seven galaxies of this study. We also added a num-
ber of the most recent Schwarzschild-based measure-
ments from the literature: From our own work we in-
clude axisymmetric Schwarzschild modeling results for
the massive ETGs NGC 1600 Thomas et al. (2016)
and Holm 15A Mehrgan et al. (2019), which were both
noted for their particularly massive SMBHs, as well as
NGC 5419, which was modeled with our new triaxial
modeling code SMART (Neureiter et al. 2021). More-

2 We restrict the discussion to the four core galaxies where we
ran comparison models without gradients. For NGC 1332 we took
Mgy from Barth et al. (2016) and for NGC 307 and NGC 4751
the new and old Mpy are almost identical.
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Figure 6. Our new dynamical Mpn measurements from
the Schwarzschild models with gradients of this study (red)
compared to the ETGs in Saglia et al. (2016) (grey) and new
SMBH measurements from Thomas et al. (2016); Mehrgan
et al. (2019) and Neureiter et al. (2023b) (all in dark red)
and Thater et al. (2019, 2022); Quenneville et al. (2022);
Liepold et al. (2023) (black). The Mpn — o relation of Saglia
et al. (2016) is shown as a dashed grey line. We re-fitted the
relation using all of the above measurements (solid red). For
the same galaxy, using the same data and modelling codes
we find that Mpu from models that allow for gradients are
25% smaller than in models without gradients.

over we add results from triaxial Schwarzschild model-
ing of NGC 1453 rom Quenneville et al. (2022), using
the o, value from Veale et al. (2018), as well as triax-
ial models for M87 from Liepold et al. (2023). Finally,
we add seven more axisymmetric Schwarzschild mea-
surements for low-mass fast-rotating ETGs from Thater
et al. (2019) and Thater et al. (2022).

With all of these new measurements added, we find
the following relation:

M o
log( J\;;) = (5.054:0.41) -log( 00— s

)+ (8.46 +0.06)
(4)

This updated Mgy - o relation for ETGs is consistent
with the relation of Saglia et al. (2016) (“CorePowerE” in
Table 11 of that study) within the uncertainties, though
slightly steeper.

4. DISCUSSION
4.1. On the stellar IMF

In this section we evaluate our measured radial mass-
light gradients in the context of a potential IMF varia-
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tion within galaxies. To this end we calculate the mass
normalization of our Y(r) and M*'*'/L(r) profiles rel-
ative to SSP-based measurements assuming a Kroupa
IMF, T%STPWW (Parikh et al. submitted to MNRAS).
While this is not a direct measurement of the shape
of the IMF itself, it allows us to explore what level of
bottom-heaviness is compatible with the dynamics of
the galaxies, since the presence of low-luminosity dwarf
stars is expected to be the main driver of IMF variation
in ETGs (van Dokkum & Conroy 2010).

4.1.1. Radial IMF gradients

The radius yain is particularly relevant for our IMF-
probes. The total-mass profiles from our dynamics ef-
fectively serve as upper-limits for the bottom-heaviness
of the IMF: Formally all IMF models which produce
YTrvr(r) below our derived (M°'/L)"(r) are consis-
tent with our analysis — we only need to account for the
difference between Y1y (r) and (Mt /L)Y (r) by local
mass-density corrections to our DM-halo models. Thus,
at rmain, the radial position of the global minimum of
(M*°t/L)(r), the constraints on the maximum bottom-
heaviness of the IMF are strongest. We here formulate
the IMF mass normalization for a Kroupa IMF for both
our Y(r) and (M*°*/L)(r), and refer to them as a(r) and
a't(r), respectively. As explained above T depends on
the mass decomposition but is projected along the line-
of-sight (as the SSP measurements are). The directly
measured quantity (M®*'/L)(r) is independent of any
mass decomposition but its projection is useless as it
carries all the DM in the outskirts of the galaxy/model
with it.

Values of the main body of each ETG, aumain, ai5%,
as well as of the inner regions, a.en are listed in Table 3.
As stated before, towards the center, the Y-gradients be-
come essentially identical to (M**/L)(r), and this car-
ries over to . We show the full a(r) profiles up to rmain
for all galaxies in Figure 7.

At roughly 1 kpc our dynamical models are on average
consistent with the T from a Kroupa or Chabrier IMF,
< Qmain >= 0.94 + 0.16 (TChabrier =09 x TKroupa)-
Considering our total mass profiles, at 1 kpc, a local IMF
with a Salpeter level bottom-heaviness is inconsistent
with the fits at a level between one and two sigma for
all galaxies except NGC 5516 and NGC 4751. We find
<aft >=1.16+0.14.

Interior to 0.3 kpc our dynamical models are on aver-
age consistent with the T of a Salpeter IMF, < aeen >=
1.61 £ 0.15 (Ygaipeter ~ 1.55 X Tkroupa). A Salpeter-
level bottom-heaviness is consistent with our dynamical
models for all but one galaxy, the least massive galaxy in
our sample, NGC 307. For more than half of the sample
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levels of bottom-heaviness up to a “heavyweight” o = 2,
are consistent with the fits at a one sigma level.

4.1.2. IMF variation with galaxy o

Many previous studies of the IMF using various meth-
ods found a trend between « and galaxy velocity disper-
sion o which suggests that galaxies with higher o have
higher a. The majority of existing o determinations are
based on models without gradients. Different measure-
ments are also derived over different spatial scales. SSP
probes typically focus on the very center of a galaxy,
i.e. within r./8. Dynamical probes, by tendency try
to capture as much of the galaxy as possible within r.
Apertures of gravitational lensing probes are identical
to the observed Einstein rings, 0g;,, and lie usually in
between SSP and dynamics measurements in terms of
spatial coverage. Lyubenova et al. (2016) found that
part of the tension between different IMF probes could
be alleviated by matching apertures. Here we address
the question what trends with o our a-gradient models
produce for different apertures.

To this end we compare light-weighted averages of our
a profiles 3 and ¢ to different IMF probes from the liter-
ature while adapting our aperture sizes to the respective
comparison sample.

First, in Figure 8 we compare our a measurements on
both small and large spatial scales. In the left panel of
the Figure we consider the “overall” IMF of the galaxy.
By this we mean the light-weighted average a within
an isophote with a circularized radius r4p > Tmain (S€€
below). We compare this a to stellar dynamical «-
measurements from ATLAS3P (Cappellari et al. 2013b)
and dynamics+lensing measurements from SLACS, as
well as lensing measurements from the SNELLS lensing
survey (Smith et al. 2015; Newman et al. 2017). For the
SLACS sample we use the updated values from Posacki
et al. (2015). We also show the quadratic o — o relation
from Posacki et al. (2015) which simultaneously fits the
ATLAS?P and updated SLACS measurements.

The ATLAS®P values were determined for an aperture
of rqp = re. The SLACS values are a combination of
stellar dynamics and strong lensing constraints and the
average Op;, is roughly r./2. Thus, they still probe
similar spatial scales. The SNELLS lens-measurements
on the other hand probe more confined absolute scales,
Ogin ~ 2kpc, which translates into ~ 20 — 70% of r,
depending on the galaxy’s distance.

For the comparison with our measurements, these
varying spatial scales are not a problem, however. The
gradients which we found are so spatially concentrated,

3 We here assume that a(r) = amain for 7 > Tmain

that between r,, = 1kpc and r,, = 7., the integrated
« changes on average by less than 4% for all galaxies in
our sample (we find similarly small changes with aper-
ture past 1 kpc for o). Since a(r) seems to correlate well
with physical radius we here use 7., = 2kpc (average
extent of the SNELLS lenses).

On the a — o diagram for the overall galaxy-wide
IMF, our gradient models appear to follow a differ-
ent, much less bottom-heavy trend than the ATLAS?P
and SLACs galaxies. Six out of seven of our sam-
ple galaxies are more massive than ¢ = 250km/s, yet
our sample scatters around a MW IMF normalization
a =1.03£0.33 (or @ = 1.15+0.17 if we do not count
the outlier NGC 1407), whereas the relation of Posacki
et al. (2015) predicts a Salpeter or above-Salpeter level
bottom-heaviness, « 2 1.55 for ¢ > 250km/s. However,
our gradient models agree well with the SNELLS lens-
ing results, which find a MW-level normalization even
for ETGs with o > 250 km/s.

In the right panel of Figure 8, we compare the bottom-
heavy centers rq, = 7c¢en of our models to SSP IMF
probes from the MASSIVE survey (Gu et al. 2022), as
well as from Conroy & van Dokkum (2012), since their
probes are also focused on the centers of the ETGs. van
Dokkum et al. (2017) also measured radial IMF gradi-
ents for a set of six ETGs using SSP models. We here
add the centermost « values from these gradients to the
diagram.

For the most part, within the uncertainties our cen-
tral a-values seem to be consistent with the SSP trends
of the MASSIVE, Conroy & van Dokkum (2012) and
van Dokkum et al. (2017) samples, which also agree
with the dynamics-based trend of Posacki et al. (2015)
(despite the latter originating from measurements from
much larger apertures).

There is, however, a distinct band of galaxies with
extremely bottom-heavy SSP measurements o« 2 2.5.
Among these galaxies is also NGC 1407 whose SSP-
measured o = 3 is much larger than our central a =
1.76 £ 0.516. Since on the relevant spatial scales uncer-
tainties in the mass decomposition are insignificant, the
dynamical and SSP measurements are hard to reconcile.
This is indicative of a still unresolved broader problem
of matching SSP and dynamical measurements of T on
the level of individual galaxies (Smith 2014; McDermid
et al. 2014).

Nonetheless, considering the overall trends, the two
panels of Figure 8 could be seen to imply that our models
are in agreement with SNELLS lensing results (at large
scales) and SSP modeling results (at small scales) and at
tension with dynamical measurements from ATLAS?P



and SLACS. However, there are unaccounted differences
between the measurements which we discuss in Figure 9.
As we stated in the previous section (and as also dis-
cussed by Bernardi et al. 2018; Dominguez Sanchez et al.
2019), if T(r) intrinsically rises towards the center, this
biases a high for models without gradients. With the ex-
ception of the SSP measurements by van Dokkum et al.
(2017), all of the literature measurements we showed
here were based on the assumption of gradient-free Y.
Hence, for a more consistent comparison, the left-
hand panel of Figure 9 compares the dynamical mea-
surements from ATLAS3P, SLACS, and SNELLS to
our own gradient-free models. As stated above, these
models provide worse fits to the kinematics than mod-
els with gradients and are here used merely to under-
stand where the differences between the various IMF
determinations could arise from. We also add recent
Schwarzschild-based constant-Y measurements of the
ETGs NGC 1600, Holm 15A and NGC 5419 (Thomas
et al. 2016; Mehrgan et al. 2019; Neureiter et al. 2023b).
The figure confirms that models with a spatially con-
stant Y lead to higher . Thus they are more consistent
with the measurements from ATLAS3” and SLACS,
as expected. However, our measurements are still on
the lower side of those distributions. This may be
an artefact of our small sample size. It may also be
due to the differences in the modelling approach. The
ATLAS?P and SLACS measurements were determined
using Jeans an-isotropic modeling (JAM; Cappellari
et al. 2007a; Cappellari 2008) while we use Schwarzschild
models. Schwarzschild models provide the most gen-
eral solutions to the Collisionless Boltzmann Equation
which governs the dynamics of stars in galaxies. We
have shown that using adaptive regularisation, our gen-
eralised model selection and non-parametric LOSVDs,
Schwarzschild models allow for very accurate mass re-
constructions (Lipka & Thomas 2021; Thomas & Lipka
2022; Neureiter et al. 2023a; de Nicola et al. 2022).
Considering the central regions of our models, in the
right-hand panel of Figure 9 we repeat the same dia-
gram as in the right panel of Figure 8 but take the ezxact
aperture of the SSP measurements, 74, = 7./8. Over
this aperture, our gradient models for all galaxies ex-
cept NGC 4751 are similarly offset with respect to the
SSP measurements from MASSIVE and Conroy & van
Dokkum (2012) as they are for a 2kpc aperture to the
dynamical measurements from SLACS and ATLAS3”
(cf. left panel of Figure 8). This demonstrates again
how concentrated our gradients are. Adding once again
the actual constant-Y models for our galaxies to the di-
agram, we find the same results as for the dynamical,
galaxy-wide comparison: Broadly consistent with pre-
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vious trends within the uncertainties, but with « that
tend to be lower overall.

We might summarize the contents of Figures 8
and 9 as follows: In the centers of the galaxies, our
Schwarzschild dynamical YT-measurements reveal in-
creased levels of stellar mass that confirm and agree
with previously suggested mass normalization factors
larger than that of a Kroupa IMF in ETGs. Most likely,
this mass excess points to a bottom heavy IMF in the
centers (but see Section 4.4). The gradients are so cen-
trally concentrated, however, that already for apertures
of only 74, = 2kpc the mass enhancement disappears
and the IMF converges to a Kroupa level, consistent
with measurements in nearby lenses. This largely al-
leviates the differences between previous studies. Not
accounting for existing centrally rising gradients of T bi-
ases « high — for some galaxies high enough to ostensibly
yield a Salpeter-level a. However, there remain some
inconsistencies. Even when compared on equivalent
spatial scales and when matching the use of constant-Y
models, for both small and large apertures, our « values
are overall less extreme than previous probes.

4.1.3. Comparison with SSP-based gradients

After having compared the central values of a from
our dynamical Y-gradient models to the central values
of the SSP-based Y-gradient models from van Dokkum
et al. (2017), we will now compare the full radial a-
gradients with each other. In Figure 10, we show all
seven models from our study together with the average
« gradient determined by van Dokkum et al. (2017) over
the six ETGs of their sample. One galaxy, NGC 1407,
is mutual to both studies.

The figure confirms many of the trends we have found
in the previous subsections. Both our dynamical mod-
els and the SSP models show radial profiles that at large
radii converge on a MW-like IMF normalization on av-
erage. Both approaches yield an increased mass normal-
isation near the center around the Salpeter level. How-
ever, the dynamical masses are about 1.6 times smaller
than the SSP models of van Dokkum et al. (2017) imply.
This difference can not be explained by uncertainties in
the dynamical mass decomposition, as o ~ a'°? in the
center.

For NGC 1407 the discrepancy is even larger: At
no radius is the dynamical profile consistent with the
extremely bottom-heavy « profile measured by van
Dokkum et al. (2017). At the radius where the to-
tal dynamical mass-to-light ratio reaches its minimum,
the dynamical models yield a very low stellar mass nor-
malisation omain = 0.30 = 0.19 whereas the SSP models
produce a “heavyweight” normalisation of a ~ 2.5.
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Figure 7. Profiles of the mass normalization a(r) of our dynamical mass-to-light ratio profiles relative to a Kroupa IMF.
Normalization profiles of the stellar mass component T are shown in red and those relative to the entire dynamical M**/L in
black. Stellar and total « profiles for the same galaxy are connected by grey shaded areas. Grey horizontal dashed lines indicate
Kroupa, Salpeter and “heavyweight” IMFs (o = 1, 1.55 and 2, respectively). We highlight the two ends of the gradients, ccen
and amain (Table 3), with (red) filled and open symbols, respectively. Uncertainties of the total mass profiles are comparable to
those of the stellar component. The gradients are spatially very concentrated and confined to the central kpc of the galaxies.
The gradients are plotted up to the point where the total dynamical M**"/L has its minimum. This point constraints the dtmain

of the main body of the galaxy strongest (see text for details).

Even considering the total dynamical mass, this value
remains surprisingly high compared to the dynamical
afet. = 0.48 £ 0.18. This does not appear to be a
problem originating from our gradient models per-se,
as even our dynamical models without gradient result
in a low o = 0.66 + 0.044 consistent with the gradient
models within the uncertainties. In principle, the lower
dynamical T could be matched with the very bottom-
heavy IMF of van Dokkum et al. (2017) by increasing
the low-mass cut-off of the IMF. However, the central
IMF of the galaxy was also studied with non-parametric
IMF-models in a companion SSP analysis (Conroy et al.
2017). This study suggests that the low-mass IMF slope
remains very steep down to 0.1 Mg (dN/dM, oc M27).

In Section 4.2 we suggest that our dynamical models
of NGC 1407 could be partly biased by the galaxy being
triaxial. On the other hand, however, we already noted
that NGC 1407 is among the handful of galaxies for
which the SSP analysis results in distinctly high mass
normalizations (Figure 8). Even if triaxiality might bias
the dynamical analysis by up to factor of 2 in extreme

cases (Thomas et al. 2007a) it seems unlikely that this
can explain the entire difference between our dynamical
models and the SSP analysis (which amounts to a factor
of ~5).

A similar case is the massive ETG NGC 1600: the
Schwarzschild models of Thomas et al. (2016) produce
a MW-like a = 1.1 £ 0.24 which is consistent with our
results for similar core galaxies presented here (though
the models of Thomas et al. 2016 are without gradients).
However, this low mass normalisation is at tension with
the gradient SSP-models of van Dokkum et al. (2017)
that point to a Salpeter-level or higher bottom-heaviness
at most radii and with the gradient-free models of Gu
et al. (2022) (who found a super-Salpeter normalization
o =1.67+0.16).

4.2. FEvaluation of uncertainties

Our new state-of-the-art dynamical models yield very
spatially concentrated gradients together with an almost
Kroupa-like mass normalisation for the galaxies outside
the center. We have seen that taking into account aper-
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Figure 8. Comparison of our dynamical a(r) and velocity dispersion o within different apertures (red), compared to different
IMF probes. Left: Light-weighted averages of our a(r) and o for an aperture of 2kpc compared to o measurements from the
ATLAS®*P (Cappellari et al. 2013b), SLACS (Treu et al. 2010; Auger et al. 2010; Posacki et al. 2015), and SNELLS (Smith
et al. 2015; Newman et al. 2017) surveys. Right: the innermost « and o of our models compared to the SSP measurements of
(Conroy & van Dokkum 2012) and from the MASSIVE survey (Gu et al. 2022). We also show central a-measurements from the
a-gradient models of van Dokkum et al. (2017). In both panels the solid/dashed black lines shows the quadratic a — o relation
from Posacki et al. (2015) and its scatter. Horizontal light-grey lines indicate Kroupa- and Salpeter-levels of bottom-heaviness.
Both panels taken together illustrate how spatially concentrated the detected gradients are: already over scales of only 2kpc
(left panel) the central high « seen in the right panel are washed out and the IMF becomes Kroupa-like, consistent with nearby
strong lenses.
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Figure 9. Same as Figure 8, but for comparison models without gradients (left, only for the four galaxies for which we generated
constant-T models), to which we add recent constant-T Schwarzschild models of Thomas et al. (2016); Mehrgan et al. (2019),
and Neureiter et al. (2023b) (here T416, M+19, and N+23). For NGC 5328 from our new models (at ¢ ~ 325km/s), the
errobars are of similar size as the scatter point. For the right-hand panel we consider an aperture of r./8, instead of rcen for
«a and o for our models (the literature data remains unchanged from the right panel of Figure 8). Models without gradients
not only fit the data worse but lead to an overestimation of the stellar mass. Still, even without gradients our stellar mass
normalisation « derived with state-of-the-art Schwarzschild models is on the low side of previously found distributions. Within
re/8 the spatially very confined dynamical gradients are already partly washed out and the mass normalisation is on average
lower than in Figure 8 (right).
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Figure 10. Comparison of the IMF normalization « of
our Schwarzschild dynamical Y-gradients (red lines, with
red shaded areas indicating uncertainties) to the mean SSP-
based gradient of van Dokkum et al. (2017, black dashed
curve). We also show the SSP-based gradient with uncer-
tainties for NGC 1407 (light blue area), which is also in our
sample. While the resolved dynamical and SSP gradients
both indicate an increase in « towards the center, the dy-
namical gradients are steeper, more centrally concentrated,
and have a lower mass normalisation. For NGC 1407 the two
approaches yield inconsistent results.

ture effects and gradients can bring different IMF probes
closer together that at first glance seem to yield incon-
sistent results. In this section we discuss some of the
possible systematics which could contribute to the re-
maining inconsistencies between methods.

Generally, there is the potential of a bias towards high
« in some of the SSP models to which we have compared
our dynamical results here. Such a bias could arise from
incomplete stellar libraries. If for instance, elemental
abundances associated with certain IMF-sensitive fea-
tures such as Na I were underrepresented in the stellar
modeling libraries of low-mass dwarf stars, more of them
would be needed to reproduce this feature in observed
spectra, driving up the measured bottom-heaviness. A
more detailed discussion of stellar population uncertain-
ties will be given in the companion paper by Parikh et
al. (submitted to MNRAS). We here focus only on our
own dynamical models, though a complete evaluation of
the discrepancies of different IMF probes among each
other has to take into account the combined effects of
biases of all methods.

4.2.1. Input stellar kinematics

As discussed in Section 2.1, MUSE and SINFONI
LOSVDs are generally consistent with each other within
the uncertainties. Differences still arise due to spa-
tial, spectral, and seeing differences, particularly as the
SINFONT kinematics are supported by adaptive optics,

while the MUSE kinematics are limited by natural see-
ing. We expect the stellar dynamical models to be able
to fit both sets equally well as they take the above men-
tioned differences into account.

Overall, our models were successful in fitting both
sets of non-parametric LOSVDs for six out of the seven
galaxies, as the values of (x? + meg)/N for the fits in
Table 2 show (with NGC 4751 being the exception). In
particular, the models were generally able to fit MUSE
and SINFONTI kinematics simultaneously in areas where
they spatially overlap, r < 1.5”. We show individual
LOSVD fits for all galaxies in such overlapping regions
in Appendix B. In our kinematics paper, M+23, we had
noted forms of “hidden template-mismatch” which can
not be unambiguously diagnosed from the spectral anal-
ysis alone. Since our models were mostly able to repro-
duce both (independent) LOSVD sets simultaneously
at the same spatial locations, it seems that the hidden
template-mismatch in our data was low. In M-+23 we
had taken deliberate steps to render this outcome more
likely, as is detailed in that study. Nonetheless we faced
some problems for a few galaxies, which we briefly de-
scribe here:

NGC 4751: This was the only galaxy in our sample
for which (x? + meg)/N > 1. Moreover, one of the four
quadrants even produced a (% + meg)/N > 3. This
anomalous quadrant was also an outlier in terms of the
best-fit model parameters (see the last plot of Figure
5). We therefore excluded this quadrant from our anal-
ysis entirely. However, the large (x* + meg)/N value
in Table 2 was already derived without this quadrant.
The main limitation here appears to be dust contamina-
tion of the LOSVD signal. As described in Section 2.2
and Appendix A, most of the major axis of the galaxy
is covered with dust all the way to the effective radius
on both sides of the center of the galaxy. Our imaging
data was derived in the K-band and the most severely
contaminated regions were masked before the photomet-
ric decomposition. The SINFONI LOSVDs were de-
rived in the infrared. The MUSE kinematics by con-
trast were measured in the optical and therefore poten-
tially more affected by dust. In general, the presence of
dust in a galaxy should not affect the symmetry of the
LOSVDs, only emphasise the LOSVD signal from some
part of the galaxy more than others — those parts of the
LOSVD which originate from behind the dust along the
line-of-sight being dampened. This is consistent with
both asymmetric spatial variation and biases of even or-
der Hermite moments if the LOSVDs are parameterized
with Gauss-Hermite polynomials. In Appendix B, we
discuss to to what extent the LOSVDs are likely dis-
torted by the dust in terms of hy.



To what extent our dynamical models of NGC 4751
might be biased by dust cannot be evaluated easily.
To be conservative, we quote our sample-averaged IMF
normalization measurements without NGC 4751: <
Qcen >= 1.54 £ 0.15, < apain >= 0.91 £ 0.172, and
< afot >=1.13 £ 0.142. However, our previous con-
clusions on IMF gradients remain essentially the same
even without NGC 4751.

NGC 7619 (and NGC 5516): While we can suc-
cessfully fit the MUSE and SINFONI kinematics for
NGC 7619 for the majority of our spatial coverage, there
are some small problems at the largest and smallest radii
of the MUSE data (the SINFONI data is reproduced
well over the full SINFONI coverage, see Figure 13). At
large radii (r > 20") the hy of our models rises towards
the edges of the MUSE FOV, whereas the MUSE data
appears to follow the opposite trend. Within 2", our
models underpredict the dispersion of the MUSE data
(while reproducing all of the SINFONI data correctly).
This could be indicative of a bias in the MUSE LOSVDs
arising from the aforementioned hidden template mis-
match. Whatever the cause of these differences between
the model and the MUSE data, they are comparatively
small as evidenced by non-parametric LOSVDs them-
selves, as seen in Figure 12 (which, after all are the tar-
get and deciding factor of our dynamical models). Fur-
thermore, the reduced x? for our dynamical fits are still
favourable (see Table 2). Similarly, but less significantly
the dynamical models for NGC 5516 underpredict the
centermost MUSE o value, and hy within 3 arcsecond.
However, once again, the difference in the nonparamet-
ric LOSVDs themselves is small.

NGC 5328 is a galaxy where fitting both data sets,
MUSE and SINFONI, simultaneously turned out to be
particularly difficult. For this galaxy one of two CO
band-heads — the spectral features on which the SIN-
FONTI kinematics for all galaxies were based — was ob-
structed by residual OH emission, limiting the accuracy
of the SINFONI LOSVDs to an extent such that the
central LOSVDs were assumed to have a Gaussian shape
(R+13). We thus used the Gaussian fits from R+13 as
the input SINFONI LOSVDs and not the original non-
parametric LOSVDs. That the shape of these LOSVDs
(Gaussian) is not consistent with the measured shape of
the MUSE LOSVDs is not surprising. This could have
biased our determination of Mgy, but the inclusion of
the SINFONTI kinematics (basically the velocity disper-
sion scale) still provided vital constraints on the recovery
of the Y(r) profile (Appendix B).

4.2.2. Assumption of Axisymmetry
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We have here dynamically modeled the sample galax-
ies under the assumption that they are axisymmetric
systems. For galaxies with strongly ordered velocity
fields like the fast rotating power-law galaxy NGC 307
or even the “intermediate” rotator NGC 7619, which has
the most symmetric velocity field of all our cored ETGs,
this assumption is generally justified. However, cored
ETGs as a whole must have triaxial shapes in general
(e.g. Bender 1988; Kormendy & Bender 1996; Cappellari
et al. 2007b; Emsellem et al. 2007).

The potentially negative effects of triaxiality on the
accuracy of axisymmetric models are generally viewing
angle and shape dependant (e.g Thomas et al. 2007a;
van den Bosch & de Zeeuw 2010). Thomas et al. (2007a)
find that the mass-to-light ratio of triaxial galaxies can
be underestimated in axisymmetric models by as much
as a factor two. The effects of triaxiality in the case of
mass-to-light ratio gradients have not been investigated
yet. However, a factor of two bias holds only in extreme
cases. For example, axisymmetric Schwarzschild mod-
els of the triaxial galaxy M87 from Gebhardt & Thomas
(2009), using an earlier version of our modeling code, de-
termined a SMBH mass of Mgy = (6.4 +£0.4) x 10° M,
which was later confirmed by direct imaging of the
shadow of the SMBH by the Event Horizon telescope
(Mg = (6.5 £ 0.8) x 10°M, Event Horizon Telescope
Collaboration et al. 2019).

While M87 might be special (it appears nearly round
in its central regions) such an accuracy is not entirely
surprising. Numerical merger simulations suggest that
core-formation, which involves the ejection of stars from
the center of a forming core by binary SMBHs, pref-
erentially ejects stars on box-orbits from the center of
merger remnants, which essentially “removes” triaxiality
from within the core break-radius r, (Frigo et al. 2021).
This means that even in the centers of core galaxies there
is no a priori reason to expect axisymmetric gradient
models to be particularly biased.

In addition to triaxiality, allowing for Y-gradients
poses new challenges. E.g. the extended parameter
space and the larger freedom in the stellar mass dis-
tribution might cause degneracies or complications that
were not yet encountered in models assuming only a sin-
gle galaxy-wide Y for the stars.

In order to test for potential systematics in our fits
we have fitted mock data based on a realistic numerical
N-body simulation from Rantala et al. (2018). Since
this simulation was tuned to resemble NGC 1600, it
represents quite realistically a massive triaxial ellipti-
cal galaxy with a DM halo and SMBH. Specifically, the
simulation, as we have set it up here, is a cored ETG
with a SMBH of 8.5 x 10 Mg, and a Y(r) gradient that
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resembles the gradients of real galaxies. l.e. it consists
of an increased TS = 2 inside r ~ 1 —2kpc that is two
times larger than the main-body TS5 = 1 (see Ap-
pendix D for details). We model this mock galaxy with
exactly the same approach that we use for our observed
galaxies.

We find that the input main-body T could be success-
fully recovered (Y ain = 0.93+£0.11 at rman = 1.9kpe).
We have already argued above that we do not expect too
strong biases of axisymmetric models around the core re-
gion of massive galaxies. This is supported by the result
of these mock tests. In addition, the tests show that
even when modelling a steep DM halo with a cored pro-
file (i) the main-body mass-to-light ratio is highly robust
and (ii) the spatial confinement of the gradient can be
well recovered.

The central mass-to-light ratio of the simulation was
overestimated by a factor of roughly 1.6 (Ycen, = 3.16 £
1.13). As argued above, triaxiality may not be the main
driver behind this bias. There are several other rea-
sons, why the central Y., is more difficult to mea-
sure than the mass in the main body. First, the cen-
tral potential is dominated by the black hole (in this
case rso1 ~ 0.5kpc ~ reen) and the stars contribute
less and less to the total mass. Second, the line-of-sight
is more and more dominated by foreground and back-
ground light while the signal from the region physically
close to the center is weak. Hence the increased un-
certainty in the very central parts of the gradient is not
entirely surprising. However, where the bias comes from
is not clear yet. We note that the black hole is recov-
ered within one sigma (Mpy = (7.4 + 2.7) x 109My).
Likewise, the central DM halo mass of the simulation is
recovered within 10%.

Overall this stress test leaves the possibility that the
central Salpeter mass normalization which we inferred
for our sample might actually be an upper limit. We
plan fully triaxial gradient models for our galaxies as
well as more extended tests with simulations to clarify
this issue.

Nonetheless, our finding that the IMF of the sample
galaxies becomes MW-like at 1kpc is a very robust re-
sult. As we have seen in Section 4.1, this in itself is
already an important step in potentially closing the gap
between different IMF probes.

4.2.3. Uncertain cases: NGC 1407 and NGC 1332

Two galaxies in our sample deserve deeper considera-
tion. Firstly, while our axisymmetric dynamical models
provided good fits to all available data for all galax-
ies, there was an problem with fitting our 2D kinematic
data for NGC 1407, which we encountered for none of

the other seven galaxies: As shown in Figure 14, our
dynamical models, while producing overall excellent fits
to the kinematics (see also Table 2 and Figure 3), were
unable to reproduce the velocity signal |v,0t] > 0 along
the minor axis of the galaxy (the y-axis of the maps
in the Figure). As a counterexample, in Figure 15, we
show kinematic maps of NGC 307, for which the full 2D
rotation signal is captured by our dynamical models.
The difference lies in the fact that the velocity field of
NGC 1407 is visibly distorted, the peaks of v.,; not be-
ing aligned with the major axis (M+23) and the v,o; = 0
line not being aligned with the minor axis but pointing
along a diagonal direction outside the central few arcsec-
onds. The full extent of this kinematic pattern cannot
be captured by axisymmetric models. Nonetheless, the
kinematic signal in each quadrant can be individually
reproduced by the axisymmetric models. The only ex-
ception to this is the rotation directly on the minor axis,
which cannot be reproduced with tube orbits. However,
in NGC 1407 as well as in all other core galaxies in our
sample, the velocity signal is overall very weak and thus
carries little of the galaxy’s energy. Hence, mismatch in
the rotation can be expected to result only in a small
mass bias.

The velocity pattern could be well caused by the
galaxy being triaxial. However, the velocity signal is
not very strong and we have seen above from the simu-
lation test that triaxiality is not necessarily a driver for
strong biases. In fact, our measured SMBH corresponds
to a rsor = (2.41 + 0.546)" consistent with r, = 2.01"
(R+13), as is expected for cored ETGs (Thomas et al.
2016). Furthermore, the core of this ETG (as well as
that of the other cored ETGs in our sample), shows the
characteristic orbit structure of a core, with the orbital
anisotropy parameter [ transitioning from positive, i.e.
radial anisotropy, S ~ 0.55 outside the core region to
negative, i.e. tangential anisotropy, 5 ~ —0.55 within
the core. This is predicted by numerical simulations of
core formation (Rantala et al. 2018). We therefore con-
sider the central < cqgen, > of NGC 1407 robust.

However, at large radii the IMF normalisation in
NGC 1407 is worryingly low, even considering uncer-
tainties in the mass decomposition, at%t, = 0.4440.18.
“Worrying”, because the outer parts of massive galax-
ies are thought to be assembled from material of less
massive galaxies and satellites — objects for which a
MWe-like IMF is strongly expected. Therefore, either
we have accidentally detected a rare bottom-light IMF
at Tmain and Y(r) rises again past Tpain to a ~ 1 (so
that the T profile rises at both ends), or — more likely
— our dynamical model is somewhat biased. Strong tri-
axiality (stronger than in the tested simulation) could



in principle explain such a low mass normalisation. An-
other possibility might be that the distortions in the
velocity field do not originate from triaxiality but in-
stead the galaxy might be slightly out of equilibrium
(e.g. due to a recent merger). In any case, we revise
the sample-average of the outer IMF normalization from
Section 4.1 by excluding this ETG from the calculation,
< Qmain >= 1.05 £0.18 (< aff, >=1.25+0.15). Ex-
cluding also NGC 4751, we find < apain >= 1.03+0.19
(< atot, ' >=1.2340.15). However, the conclusions of
our study remain unchanged.

The second galaxy that deserves closer inspection is
NGC 1332. While we have tested our setup on a (static)
triaxial merger remnant, real galaxies can be even more
complex and involve a rotating gravitational potential.
Specifically for NGC 1332, we had inferred the possi-
ble presence of an end-on bar from a comparison of the
galaxy’s 2D stellar kinematics with the kinematical sig-
nature of boxy/peanut bulges of simulated disk galaxies
from Tannuzzi & Athanassoula (2015) (see Section 6.3 of
M+23 for a detailed discussion).

For the dynamical fits, we did not encounter any sig-
nificant issues with reproducing both the MUSE and
SINFONI LOSVDs for this galaxy (see Figs. 12 and
13), which is also evidenced by the value of < (y? +
meff)/N >=0.76.

While the main body amain ~ 0.6 is also somewhat
low for this galaxy, considering the total af°. ~~ 0.9,
the difference to a MW IMF can easily be attributed to
the uncertainties of the dynamical mass decomposition.

We have here used the Mpy of Barth et al. (2016) from
the circumnuclear gas disc detected with ALMA, for
which they measured vgsi ~ 450 — 400km/s at r ~ 1",
Not fixing the central black hole to the value of Barth
et al. (2016) produces a Mpy = (1.58 4 0.43) x 10° M,
which would be consistent with our results from R+13,
but in excess of the ALMA Mgy by a factor of two. At
1" this higher-Mpy model would imply a circular ve-
locity veire 2 500 km/s which is higher than the ALMA
measurements and a central stellar mass normalisation
that would be smaller by a factor 1.3, though still above
Salpeter, qgen, = 1.65 + 0.49. While it is possible that
the ALMA measurement is biased low, the higher spa-
tial resolution of the ALMA data makes it more plau-
sible that the mismatch is due to an end-on bar which
our current models do not account for.

However, for the models which we present here and
use the ALMA Mgy, the circular velocity at 1", veijre =
(459 £ 43.3) km/s is consistent with the ALMA data.
Moreover, the stellar T derived by Barth et al. (2016) is
consistent with the central value of our gradient models
(Figure 5). For all these reasons from our dynamical
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point-of-view, we see little reason to discount our mea-
surements of Yo, at this stage.

4.2.4. Can DM explain the Gradients?

In our simulation tests in Section 4.2.2, we have
demonstrated that our assumption about the inner slope
of the DM halo has no significant influence on the recov-
ered stellar mass-to-light ratio. Cappellari et al. (2012)
also found that the dynamically inferred increased stel-
lar mass normalizations of massive elliptical galaxies do
not depend strongly on the assumed DM halo profile.

Of course, under extreme assumptions this indepen-
dence breaks down. In particular, if one considers a
component of dark matter that follows the light and
thus would become indistinguishable from stellar mass.
Such a component could explain our central measured
mass excess < a >~ 1.5 while the IMF would still be
Kroupa in all galaxies at all radii. On average, the
fraction of mass in our fitted DM components is about
three percent at rpyain ~ 1kpc. Considering the values
of aft. ~at that radius (see Table 3), we can see that
even if we assume that all the dynamical mass in ex-
cess of a Kroupa stellar mass would be dark matter, the
DM fraction would still remain low. Hence, if we also
assume that the IMF is Kroupa in the very centre, the
DM fraction would have to rise from three to almost fifty
percent over a mere 1kpc towards the galactic center.
This would be difficult to explain.

In summary, there is no reason to believe that our
dynamical gradients are biased towards a centrally in-
creasing stellar mass-to-light ratio due to our adopted
DM halo profiles. In case of an exotic DM component
that follows the light, a Kroupa IMF in all galaxies at
all radii would still be consistent with the data though
unlikely (but see Section 4.4).

4.3. Origins of bottom-heavy galactic centers

In the following, we briefly speculate as to possible ori-
gins of the bottom-heavy IMF which we have potentially
measured in the centers of the galaxies.

If the IMF is different in the centers of ETGs, nec-
essarily, the conditions and/or mechanisms of the orig-
inating starbursts of the stellar populations had to be
very different from those found in any environment in
the MW.

Recent studies have proposed that the conditions in
the centers of ETGs when they were first assembled,
z 2 2 were unlike any environment found in the MW.
In this picture, massive compact galaxies, which are
up to 60 times denser than local ETGs and virtually
absent from the local universe are the progenitors of
the centers of massive ETGs. It is proposed that they
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have formed on very short times scales from the in-
fall and compaction of cold gas triggering intense in-
situ star-formation, followed by extreme quenching from
stellar- and/or AGN feedback, turning them into “red
nuggets”’. Around these nuggets stellar components ac-
cumulate via merger- and accretion-driven inside-out-
growth, forming what will become local ETGs (Bezan-
son et al. 2009; Oser et al. 2010; Barro et al. 2013;
Nelson et al. 2014; van Dokkum et al. 2015; Zolotov
et al. 2015; Barro et al. 2016). It has been suggested
that the intense nature of the starbursts which formed
these red nuggets, meaning the exceptional intensity of
the gravito-turbulent fragmentation of the in-falling gas,
where radiation pressure is ramped up by the rate of
star-formation, competing with gravitational collapse,
could have created a relative excess of low-mass dwarf
stars in the centers of ETGs (e.g. Lasker et al. 2013,
Chabrier et al. 2014; Belli et al. 2014; van de Sande
et al. 2013).

While this matter remains speculative, the fact that
the correlation of o with [Mg/Fe] has been found to be
tighter than with o (Conroy & van Dokkum 2012), has
been seen as indication that rapid starbursts are corre-
lated with the excess production of dwarf stars, as the
above scenario also suggests. In our companion paper
(Parikkh et al. submitted to MNRAS), however, we
show that while all galaxies in our sample are strongly
enriched in [Mg/Fe|, [Mg/Fe| ~ 0.3 — 0.4, we do not find
radial gradients for this abundance. The [Mg/Fe| - «
correlation has also been called into question by other
studies (Smith 2014; La Barbera et al. 2015).

On the other hand, if the above formation scenario
for ETGs holds true, we would expect central gradients
of the IMF to correlate more with physical radius than
radius relative to r. (as the outer parts were assembled
later on), which, as we have shown, is the case for our
models. This had also previously been suggested by van
Dokkum et al. (2017).

The main conceptual problem with this framework is
our understanding of the merger hierarchies of massive
ETGs: High-mass ETGs are thought to have assembled
from dry major mergers of less massive ETGs (e.g. Ni-
eto & Bender 1989; Kormendy & Bender 1996; Hopkins
et al. 2009; van der Wel et al. 2009; Lauer 2012; Kor-
mendy & Bender 2013). Numerical merger simulations
suggest that in dry major mergers the compact central
regions of the progenitors sink to the center where a
SMBH binary sling-shots stars to larger radii and forms
a (cuspy) core Rantala et al. (2018, 2019). If the merger
is wet, the new-born core is “covered up” by new star for-
mation, which we expect to produce stars in line with a
MW IMF (since the conditions around nugget-formation

have past at this point). If the merger is dry, the diluted
core remains as-is (e.g. Kormendy & Bender 1996; Kor-
mendy 1999; Kormendy et al. 2009). Either way there-
fore, we expect that IMF gradients in massive galax-
ies become less steep the more they merge. We note
that the two galaxies with the highest central mass nor-
malizations in our sample, NGC 1332 and NGC 4751,
are both power-law galaxies. On the other hand the
least massive galaxy in our sample, NGC 307, has the
smallest aien. It remains to be seen if larger samples of
galaxies modelled with Y-gradients support the implied
dichotomy between cored and power-law ETGs.

Finally, the fact that our gradients seem to all have
the same spatial scale of ~ 1kpc could point to a char-
acteristic size for the detectable remnants of red nuggets
in the centers of ETGs. As of now, it is unclear what
physical processes are the driver for the spatial size of
our measured IMF gradients.

4.4. On the possibility of top-heavy galactic centers

Similar to the “DM following stars” scenario, BHs
could follow the luminous component and explain the
high mass normalizations e, which we found. The only
difference here would be that the IMF would then no
longer be MW-like, as the BHs would be the remnants of
a population of giant stars which made up a much larger
fraction of the IMF than in the MW, i.e. the IMF would
be top-heavy. This scenario is rarely considered since
SSP models cannot probe for top-heaviness, as once the
massive stars become remnants they become invisible to
spectral analysis. But not to dynamical modeling, which
simply measures (enclosed) mass as a function of radius.
As such, our results are fully consistent with a central
top-heavy IMF — any mass decomposition follows from
other assumptions.

There is yet no consensus on the possible origins of
this kind of IMF in the centers of ETGs. However,
first-epoch JWST NIRCam imaging from the Cosmic
Evolution Early Release Science (CEERS) Survey has
provided some insight into the possibility of an early-
universe IMF evolution in this direction: For a sample
of galaxies with z 2 9, Finkelstein et al. (2023) have
found an excess of UV luminosity per unit halo mass at
z ~ 11 relative to extrapolations of the UV luminosity
function at lower redshifts. They argue that this ex-
cess could be accounted for if star formation in these
galaxies was dominated by a top-heavy IMF. This, in
principle, would be compatible with predictions of the
fragmentation of metal-less gas into stars (Bromm &
Larson 2004), i.e. with predictions of the IMF in a
very low-metallicty environment. Since these galaxies
are very compact, r. ~ 0.5kpc, some of the arguments



that we have used for the possibility of bottom-heavy
red nuggets ending up in the centers of massive ETGs
would apply for top-heavy progenitors. But would these
top-heavy populations remain intact in the centers of
ETGs? As with the bottom-heavy centers some level
of dilution of the IMF is expected. Particularly if core
scouring events on similar spatial scales as these centers
are sustained. It is also unclear why the excess of black
holes from these populations would not be driven to the
very center by dynamical friction and merge with the
central SMBH. Nonetheless it will be interesting to see
what further probes of the early-universe IMF from the
JWST era will uncover on this matter.

5. SUMMARY AND CONCLUSIONS

We have constructed state-of-the-art axisymmetric
Schwarzschild models to systematically probe for the
existence of IMF variations within seven massive early-
type galaxies. Our study utilises novel dynamical tech-
niques to improve the accuarcy of the results:

e We consistently use non-parametric LOSVDs both
in the center (from AO-based SINFONI data
with high spatial resolution to resolve the cen-
tral SMBHs) and for the galaxy main body (from
high-SNR, MUSE spectroscopy, Mehrgan et al.
2023).

e We use mass models that allow for radial gradients
of the stellar mass-to-light ratio Y (r).

e We use a generalized model selection technique
to account for the varying model flexibility of
Schwarzschild models Lipka & Thomas (2021);
Thomas & Lipka (2022).

In previous papers we have shown that using non-
parametric LOSVDs and the generalised model selec-
tion allows us to break known degeneracies and to avoid
potential biases in dynamical models even in the more
complex case of triaxial galaxies (de Nicola et al. 2022;
Neureiter et al. 2023a). We showed that with the above
improvements dynamical mass determinations at the
10% precision level are possible.

Applying these models, we have found radial gradients
of T in all seven galaxies, with Y (r) always increasing
towards the center of the galaxies. We have found the
following results concerning these gradients:

e Gradients of Y(r) are concentrated on very small
spatial scales of less than ~ 1kpc.

e The total dynamical mass-to-light of the galax-
ies has a minimum and this minimum occurs at
roughly 7.0 ~ 1lkpc from the center. Under
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the assumption that the stellar mass-to-light ratio
does not increase with radius this point provides
a strong constraint for Y ,,,;, in the main body of
the galaxies.

e Relative to the stellar mass-to-light ratio of the
main body of the galaxy, Yian, the inner Y,
increases on average by a factor 2.6.

e Models without gradients fit the data worse and
yield Y-values between the T e, and T a5, of gra-
dient models. Since gradients occur on small spa-
tial scales, models without gradients can lead to
an overestimation of the stellar mass content of a
galaxy by up to a factor of ~ 1.5.

e Models with gradients yielded Mpy that are on
average 25% smaller than for constant-T models
in our sample.

In order to probe for gradients of the IMF, we calcu-
lated radial profiles of the IMF mass normalization «
relative to SSP measurements assuming a Kroupa IMF.
Our probes revealed the following IMF trends:

® At Tpain ~ 1kpe we find an IMF normalization
which is on average Kroupa-like < apain >=
1.03 + 0.19. Considering the total mass at this
radius, which is independent of any assumption
related to the mass decomposition, we find <
afet. >=1.23 +0.15. A Salpeter-level bottom-
heaviness is inconsistent with the dynamics for five
out of seven galaxies in our sample at a one- to

two-sigma level at this radius.

e In the center of the galaxies we find concentrated
regions of increased mass normalizations with Y-
gradients rising to roughly a Salpeter-like normal-
ization, < aen >= 1.54 +0.15.

e In the center, the DM contribution essentially van-
ishes. Therefore, for many galaxies, there is a spa-
tial interval that is still central enough for DM to
be insignificant, but is at the same time outside
the SOI of the central SMBH, so that a ~ at°t,
i.e. a becomes independent of any assumption re-
lated to the mass decomposition. Considering this
total dynamical mass, five out of seven galaxies
in our sample are consistent with a Salpeter- or
higher-level bottom-heaviness of the IMF in the
very center.

e Taking into account aperture effects and the dif-
ference between models with and without gradi-
ents our results produce similar, but overall less
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extreme levels of bottom-heaviness compared to
many previous studies.

e Not taking into account gradients biases « high.

e The dynamically detected gradients are so spa-
tially concentrated that even within central aper-
tures as small as 7./8 (typical for SSP measure-
ments) aperture effects can affect the comparison.

Our study confirms previous claims in favor of the
non-universality of the IMF. The main issue with this
claim is that while the different SSP, dynamics and lens-
ing studies all agree on the fact of non-universality, and
sometimes the same IMF-trends, they often do not pro-
duce consistent results for individual galaxies. Bernardi
et al. (2018) and Lyubenova et al. (2016) already sug-
gested that gradients put play a crucial role in matching
different IMF probes. Our dynamical evidence for very
concentrated Y-gradients makes the necessity of match-

ing spatial apertures for comparisons between different
works even more crucial. Moreover, the gradients that
we find are so spatially concentrated that taking into
account central SMBHs is important.

Modelling larger samples of galaxies with next-
generation Schwarzschild models similar to the ones
used here and direct comparisons with SSP models
galaxy-by-galaxy will be important to constrain the
IMF better. We plan to do this in a future paper,
also combining gradient models with triaxial symmetry
(Neureiter et al. 2021; de Nicola et al. 2022; Neureiter
et al. 2023b).
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APPENDIX

A. BULGE/DISC DECOMPOSITION AND DEPROJECTION OF NGC 4751

While we used the same NICMOS2 high resolution imaging as in Rusli et al. (2013b), we supplemented this with
more recent large scale K-band imaging from the near infrared camera VIRCAM at the 4m VISTA telescope at La
Silla (Emerson et al. 2006; Dalton et al. 2006). The imaging data consists of two 180 second exposures taken in the
context of the VISTA hemisphere survey (Program ID 179.A-2010) and was taken from the ESO archive.

The decomposition was derived from simultaneous fits to the VISTA and HST images using the “multimfit” extension
of imfit (Erwin 2015) which allows us to fit the same model to multiple images. There was also very strong dust
contamination in the nuclear region and along the major axis (see Figure 11), which we masked during the fit with
imfit. The dust disproportionally affects one side from the major axis of the galaxy more than the other. Due to the
extent of the dusty regions, covering most of the galaxy’s major axis within r., some of the LOSVDs from M+23 for
this galaxy, which were derived in the MgB region, are likely affected by them. This is discussed in Section 4.2.1.

Our best fit was formally constructed from 4 components, which are listed in Table 4. We decided to make component
3 the “disc”, as it was the most flattened component, and we combined components 1, 2 and 4 into one “bulge”
component.

During the dynamical modeling-process, we sample Tgisc on the same grid as Yhuige,s,f- Therefore, if our decompo-
sition was in error, in the sense of there not being two distinct morphological components in the same way as there
are in the other two power-law galaxies in our sample, the modeling can still find a solution which essentially amounts
to just fitting one (bulge) component.

As with the other galaxies, we used the algorithm of Magorrian (1999), which utilizes a penalized log-likelihood
function to produce 3D non-parametric axisymmetric luminosity density distributions vgepro() which are consistent

Component ¢ PA[°] n r.[’] % of total light description

1 0.21 179 3.2 1.1 22.6 nuclear component

2 0.44 175 08 3.5 15.9 inner part of the main body
3 0.62 176 1.7 219 48.3 outer part of the main body
4 0.23 176 0.8 738 13.1 outer envelope

Table 4. Photometric decomposition of NGC 4751 with imfit, showing the ellipticity, position angle, effective radius, and
fraction of the total galaxy light for each component. The position angle of the fourth component was fixed to the one of the
third.
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Figure 11. Dust map of NGC 4751, derived from the binned MUSE datacube (M+23) by computing the difference between
the logarithms of the integrated flux between 7870 — 8500 A and 4870 — 5500 A. Grey areas indicate regions spatially masked
during the kinematic analysis (cf. Figure 13 in M+23). The line at PA = 176° indicates the major axis, the line orthogonal to
this, the minor axis, while g1 — ¢4 are labels for the quadrants used in the modeling. We also show exemplary isophotal ellipses.
The figure shows that every spatial bin of our kinematic input data which lies on the major axis is contaminated by dust all
the way to the effective radius 7 = 22.76". The western (right) regions are affected more significantly than the eastern. The
south-side of the major axis (bottom) appears to be slightly worse affected than the north-side major axis. This makes g3 the
quadrant which is the most affected by dust.

with the 2D input surface brightness profiles, under the assumed viewing angle i. We deprojected NGC 4751 which is
close to edge on for ¢ = 90°, with the bulge and disc components treated separately.
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B. KINEMATIC FITS

In Figure 12 we present LOSVD fits to central MUSE and SINFONI LOSVDs in spatially overlapping regions for all
galaxies, except NGC 1407 which we present separately in Figure 3. As discussed in Section 2.1, MUSE and SINFONI
LOSVD-sets are generally consistent with each other within the uncertainties. Differences in the shapes of the LOSVDs
arise due to spatial, spectral, and seeing differences, particularly as the SINFONI kinematics are supported by adaptive
optics. Baring fundamental kinematic inconsistencies with either set, we expect the stellar dynamical models to be
able to fit both sets equally well at the same spatial location as the models take the above mentioned differences
into account. Fortunately this is the case for our sample, and we produced good fits to both kinematic data sets,
(< X% + meg)/N ~ 0.8 (see Table 2), which indicates a low amount of template-mismatch in the MUSE data from
M+23, as we discuss in Section 4.2.1.

In Figure 13 we show the full radial kinematic profiles of the MUSE, SINFONI, and dynamical model LOSVDs
parameterized by fourth order Gauss-Hermite polynomials for all galaxies. We here add some special notes on the
kinematics and kinematic fits of NGC 1332, 4751 and 5328:

NGC 1332: The radial kinematic profiles for NGC 1332 show that we can simultaneously reproduce both the
MUSE and SINFONI kinematics over the full spatial coverage of our data, despite the bar-like kinematic signatures
noted in M+23. There we had noted a particular hg butterfly-shape, which we can see in the radial profile as the
crisscrossing of the hs-model lines from two sides of the galaxy at around r ~ 6" and 15”. The only outliers are within
~ 0.5"”. Here the models slightly underpredict the hy of the MUSE data. While the difference appears significant in
these figures, it is in fact minuscule when considering the underlying non-parametric LOSVDs (the actual concern of
our dynamcal models). The LOSVDs belonging to NGC 1332 which we present in Figure 12, are from this problematic
region.

NGC 5328: For this galaxy, radial kinematic profiles are also overall good, but within the SINFONI coverage,
r =1.5", the hy of the MUSE data is significantly underpredicted by our models, much more so than for NGC 1332.
This is due to the obstruction of one of the two CO band-heads from which the SINFONI kinematics were measured.
This produced spurious hg, indicating that there were either not enough constraints on the full LOSVD-shape in the
face of possible contamination from sky emission. Therefore R+13 corrected the LOSVDs such that they subtracted
the higher order hs and h4 signal, resulting in a suppression of light at higher velocities, which is very much present
in our MUSE kinematics. These differences are shown for the non-parametric LOSVDs in Figure 12. There, these
differences are also relatively small, but nonetheless show that the MUSE-model LOSVD-signal is suppressed around
Vlos ~ £1000km/s. This slightly biased the fit to MUSE LOSVDs in the center, as seen in Figure 13, whereas the
SINFONI LOSVDs were fit well (since there were more SINFONI LOSVDs within » = 1.5" the latter dominated the
fits in the central regions.): Within the SINFONI FOV our MUSE data has hy ~ 0.03 & 0.01. The models however,
produce a hy that is roughly zero, which corresponds to the hy of the SINFONI data/models. As a consequence, the
< (X% + meg) /N >= 0.99 while still good, is the largest in our sample. The SOI of the SMBH, 7501 = (0.50 £ 0.12)",
is also the only one amongst our four cored galaxies which is inconsistent with the break-radius of the core, r, =
(0.85 £ 0.04). Typically in cored galaxies 7, ~ rgor (Thomas et al. 2016). For dynamical models without SINFONI
LOSVDs, < (x? + meg)/N >= 0.93 becomes lower. However, this produces spurious results: The SMBH and SOI
become even less consistent with 7, as Mgy becomes significantly smaller, Mgy ~ 0.7 X 109M@. The Y-gradient, at
the same time, becomes much steeper, Yeen ~ 9, Tiain ~ 0.6 (V-Band). This essentially amounts to Y (r) vanishing
entirely into the DM. Put in terms of the IMF, this would mean a far below-MW bottom-light IMF normalization
Qmain ~ 0.2, compared of the perfectly MW-like IMF aupain ~ 1 which we found for our full models (see Table 3). As
we argue for NGC 1407, such a bottom light outer IMF is extremely unlikely to be physical. We therefore suggest that
the use of the AO-assisted SINFONI data might have biased our SMBH measurement, but still provided necessary
constraints on the larger shape of the Y-profile, via constraints on the central orbital anisotropy and SMBH. Finally,
in M+23, we had noted a small counter-rotating region in the central few arcseconds of our MUSE FOV. Closer
inspection of Figure 13 shows that the lines tracking our model-v,,; for the MUSE kinematics from two sides of the
galaxy cross and switch signs at around r ~ 3" to fit this counter rotating region correctly.

NGC 4751: Considering the distribution of the dust in NGC 4751 (see Figure 11), the dust appears to be somewhat
evenly distributed within r.. However, the distribution of dust is slightly more extended on the south and west side
from the center. The quadrant which we had to exclude, g3, is the south western quadrant of the galaxy. The effects
of the dust on the kinematics could potentially explain why the (x? 4+ meg)/N of our fits was higher in this galaxy.
Considering the radial profiles of the dynamic fits parameterized by Gauss-Hermite polynomials (see Figure 13), the



29

| | NGO 307 | | | | _NGO13R2 1= oo
a=-0.5" a=+05" a=-0.5" a=+0.5" ¢ MUSE data
¢ SINFONI data
A )
0.1} = 01} 1=
@) (@)
— —
0.0t T 0.0 : ‘ ‘ ‘ ‘ ‘
—1000 0 1000 —1000 0 1000 —1000 0 1000 —1000 0 1000
Vios[km/s] Vies[km /s]
NGC 4751 NGC 5328
a=-05 ' ' a=+05 ' ' a=-06" ' ' a=+06"
0.2} @ A
= 0.1} 1=
0.1t o (@)
! 2
0.0[s==> ‘ s fstF ‘ ‘ 0.0 s ‘ e presss ‘ ‘
—1000 0 1000 —1000 0 1000 —1000 0 1000 —1000 0 1000
Vies[km/s] Vios[km/s]
NGC 5328 NGC 5516
a=-06 ‘ ‘ a=+06" ‘ ‘ a=-05 ‘ ‘ a=+05"
A A
0.1} = 0.1} 1=
@) @)
— —
0.0} 1 I 00 Lassi
—1000 0 1000 —1000 0 1000 —1000 0 1000 —1000 0 1000
Vios|km /s] Vios|km /s]

Figure 12. Non-parametric LOSVD fits from the centers of the sample galaxies except NGC 1407, which we present separately
in Figure 3. We show spatially overlapping fits to the MUSE and SINFONI LOSVDs along the major axis for a distance a
from the center. MUSE data- and model-LOSVDs are shown in black and dark red, respectively, SINFONI data- and model-
LOSVDs in grey and light red. All data-LOSVDs are non-parametric, except the SINFONI data of NGC 5328, whose losvds are
simple Gaussian LOSVDs (see Section 4.2.1). The uncertainties of these LOSVDs are adopted from the original non-parametric
LOSVDs of the SINFONI data for this glaxy.

main problem with the fits appears to be an elevated h4 signal within the central 4" for the MUSE data which the
models cannot reproduce. Considering the non-parametric LOSVDs from this region (see Figure 12), we can see that
while the fit to the SINFONI LOSVDs is quite good, the models have problems reproducing the LOSVD signal of
the peak of the MUSE LOSVDs (roughly between +250km/s). This problem appears to be worse on the side where
Urot < 0 (right side), which corresponds to the southern, dustier side of the galaxy. At large radii (r ~ 20 — 30" in
Figure 13), there also appears to be some bias in hz — a telltale sign of template-mismatch. At the same time hy at
radii large than 10" are biased somewhat low. In the kinematic maps shown in Figure 13 of M+23 it can be seen that
this bias towards low h4 originates from one side of the galaxy, where hy becomes overall negative, the south side,
whereas the north side has overall positive hy. This again makes dust the likely candidate. The large radius template
mismatch could also be associated with this, as the template selection was performed in the same spectral region as
the main kinematic fits (M+23).
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Figure 13. Dynamic fits to MUSE and SINFONI kinematics shown as radial profiles of Gauss-Hermite parameters. Gauss-
Hermite parameters were derived from 8th order Gauss-Hermite polynomial fits to the non-parametric data and model LOSVDs
— though we only show the first four orders here. The MUSE data kinematics are shown as black points with error bars. Since
our dynamical models fit all LOSVDs there should be one model LOSVD point per data LOSVD point, but for the sake of
visibility we show our models as radial averages split into two for the two sides of rotation of each galaxy (red and blue lines).
The dynamical fits to the MUSE data are shown as solid dark red and dark blue lines. Analogously, we show the SINFONI
data in grey and the SINFONI model LOSVDs in light blue and light red. Points without visible errorbars have statistical
uncertainties smaller than the symbols. For NGC 5328, the SINFONI kinematic data points all have hs = hy = 0, since only for
this galaxy we used simple Gaussian LOSVDs which were derived from fits to the non-parametric LOSVDs (see Section 4.2.1).
The errorbars of the data points were derived from fitting noisy realisations of these LOSVDs based on the noise of the original
non-parametric LOSVDs.
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Figure 14. MUSE data-kinematics (left) and dynamical models (right) of NGC 1407 shown as 2D kinematic maps of Gauss-
Hermite parameters. X- and Y-axes are aligned with the major and minor axes of the galaxy. Gauss-Hermite parameters were
derived from 8th order Gauss-Hermite polynomial fits to the non-parametric data and model LOSVDs — though we only show
the first four orders here. The model-map for vyor shows a low-velocity artefact along the minor axis.
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Figure 15. MUSE data-kinematics (left) and dynamical models (right) of NGC 307, same as Figure 14.
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In Table 5 we list the best-fit modeling parameters from our best-fit constant-T models. These models were fully
encompassed in the parameter space of our T-gradient models. Best-fit T-gradient models were in all cases better
fits to the data than constant-T models, with an AIC,-difference of around 10 — 20, slightly larger than the typical
threshold for a black hole measurement, which is easily explained by the fact that the differences between the models
primarily concern the central kiloparsec of the galaxies, which almost entirely accounts for the difference in AIC,,. This
also indicates that outside this radius the slightly larger T of the constant-Y models is taken out of the mass-buget of

C. CONSTANT-T MODELS

the DM component of the total dynamical mass profile.

Galaxy Band T Mgyu P10 a

Mo /Lo]  [10° Me]  [10° Mg /kpc?]
NGC 1407 B 4.14+£0.28 8.50 + 0.87 2.13+0.13 0.75 £ 0.32
NGC 5328 A\ 5.81 £0.31 2.254+0.43 0.85£0.15 1.44 +£0.04
NGC 5516 R 4.83+0.83 2.88+1.13 0.60 +0.05 1.61+0.18
NGC 7619 I 3.00+0.50 4.38+0.38 0.65 £+ 0.05 1.61 +0.20

Table 5. Results of Schwarzschild dynamical modeling using constant mass-to-light models. Photometric bands, as well as
extinction corrections for Y-values for all galaxies were taken over from R+13, according to Table 1. Modeling parameters are
listed as averages and standard deviations of values over all quadrants or sub-quadrants of each galaxy. In addition to the

modeling parameters we also list the IMF mass normalization parameters relative to a Kroupa IMF.
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D. TESTING OUR AXISYMMETRIC MODELS WITH A TRIAXIAL N-BODY SIMULATION

As a stress test, we applied our axisymmetric models with T gradients to a numerical N-body originally from Rantala
et al. (2018). It is the same simulation that we have used to test our triaxial Schwarzschild code SMART and details
about how we extract mock LOSVDs and images can be found in the respective papers (de Nicola et al. 2022; Neureiter
et al. 2023a). We model the projection of the simulation along its intermediate axis. To match the simulation with
the average galaxy in our sample we shrunk it in radius and mass by a factor of two, such that all particle velocities
stay the same. Originally, the stellar particles all have the same mass. To introduce a gradient we have to assign
a mass-to-light ratio to each particle. In a steady state system, a stable mass-to-light ratio gradient needs to be a
function of the integrals of motion. Simply defining a T gradient as a function of radius is not a good option. Instead,
we define the gradient as a function of energy. To do so we first fit a polynomial to the distribution E(r) of the particle
energies. Then we determine the average particle energies Ey . at 2kpc and E.e, at 0.5kpe. For all particles with
E < E, we set the mass-to-light ratio equal to two and for all particles with E > E.in Wwe set the mass-to-light
ratio to one. In between, we interpolated the mass-to-light ratios log-linearly over E. With the mass-to-light ratio
defined for each particle, we can assign a luminosity to each particle and derive LOSVDs and images respectively.
The mock galaxy that we have constructed in this way has a stellar mass-to-light ratio gradient that is similar to our
observed gradients, but somewhat steeper, a bit more extended, and without a central Y-plateau — Y increases to Ysim
essentially in the very center. This can be seen in Figure 16.

To prepare the simulation for Schwarzschild dynamical modeling we set out to generate mock kinematic data in
analogy to the data we used in this study (see Section 2.3). We adopt the simulated MUSE and SINFONI binning
from Neureiter et al. (2023b), asuming a distance of D = 56.2 Mpc (about the largest in our sample). The LOSVDs
were generated over vos = £1500km/s with N, = 15 for both mock-data sets, in analogy to the sample galaxies.
Dividing the galaxy in the spatial quadrants along the major and minor axis (aligned with the xz and y axis of the
FOVs), we derive a total of ~ 80 mock SINFONI plus MUSE LOSVDs per quadrant.

Finally we generated images, in a way that mimics our use of HST and ground-based imaging for the sample galaxies:
One 30" x 30" image with a pixel size of 0.05 arcsec, and one 300" x 300" image with a pixel size of 0.2”. For the
photometric analysis and combination of the images we proceed as with the sample galaxies (see Section 2.2).

The dynamical models of the simulated galaxy use exactly the same setup as was used for the other sample galaxies.

The best-fit models achieved a good (x?+meg)/N ~ 0.96. The models recovered the mass of the central SMBH within
one sigma, Mpy = (7.3842.68)x10° M. As for the sample galaxies we used a cored NFW halo with just one parameter,
P10, which necessarily under-predicts the central DM density of the simulation, which has an inner logarithmic density
slope of v ~ —0.7. Nonetheless, when comparing the enclosed mass within r.., = FWHMpgr = 1.5”, we find that
our models recover the enclosed central DM mass within 8%, Mpas(r < reen) = (4.02 + 1.12) x 108M, /kpc3, versus
M3 (1 < reen) ~ 5.56 x 108 M, /kpe. We also correctly recover the main-body mass-to-light ratio of the stars within
one sigma Y i, = 0.93 £ 0.11. This precision in the SMBH mass, DM recovery and main-body stellar mass is quite
remarkably in view of the fact that the simulation is triaxial but our models assume axial symmetry.

The central mass-to-light ratio is more uncertain. On average, we overestimate its value by a factor of roughly 1.6,
Yiain = 3.16 &+ 1.13, as shown in Figure 16. This bias could have been caused by the fact that the simulation is
triaxial. As triaxial effects are viewing angle dependant, with just one viewing angle tested it is difficult to draw a
final conclusion at this point.

The test presented here should be considered a stress test for our approach. We have shown that even under difficult
conditions (triaxial object, large sphere of influence) the main-body mass-to-light ratio and the spatial scale of the
gradient are very robust. The central amplitude of the gradient — if any — could be shallower than inferred. We plan a
more thorough and comprehensive investigation of how accurate stellar mass-to-light ratio gradients can be recovered
dynamically in a future paper.
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Chapter 5

Conclusions and outlook

In this thesis, I address a number of pertinent issues of the dynamical mass decomposition
of ETGs. The high mass end of the mass function of black holes in ETGs is poorly
understood. At the same time, without strong constraints on the shape of the IMF, the
mass separation of stars and DM in ETGs is uncertain.

The high mass end of the black hole mass function is tied to the centers of massive ETGs,
as the largest SMBHs are expected in the largest and faintest shallow surface brightness
cores. In |Mehrgan et al| (2019), I generate detailed axisymmetric Schwarzschild models
for the massive BCG Holm 15A, which possesses the largest and faintest known core so far
(r, ~ 4kpe, pov ~ 20 mag/arcsec?). I base these models on stellar kinematic data derived
from high-resolution, wide-field observations with MUSE. The data resolve the kinematic
structure of the core of the galaxy in great detail, with more than a hundred non-parametric
LOSVDs from within the core region, derived from spectra with a SNR/A ~ 50, each. I
generate these kinematics using our spectral fitting code WINGFIT, which enables us to
derive non-parametric LOSVDs capturing the full shape of the distribution all way to the
escape velocity. This study constitutes the first time that this advanced kinematic fitting
code has been utilized for dynamical modeling. The dynamical analysis yields the following
results:

e Holm 15A hosts the largest dynamically detected SMBH so far, Mgy = (4.0 £0.8) x
10'°My. This makes it one of only four UMBHs (Mpy > 10'°M,) that have been
dynamically detected thus far.

e Following the predictions of core-scaling relations, the core radius corresponds roughly
to the SOI of the black hole, rso; = (3.8 £ 0.37) kpc.

e [ establish two new core scaling relations, Mpp-1t9y, and Mpy-Xy, describing em-
pirical relations between SMBH mass and central surface brightness/mass-density of
cored ETGs.

e Comparison of the details of the orbit structure and light profile of the core with
N-body merger simulations of Rantala et al.| (2018, 2019) suggest that the galaxy is
the outcome of a merger between two ETGs with pre-existing cores.
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The newly established scaling relations Mgy-po,v, and Mpy-Xo, together with the rgor—
ry, and Mpy-1y, relations, have the potential of replacing classical, “global” scaling laws such
as Mpy-o for massive ETGs, as these generally break down at the high-mass end. The
Mgy-po,v relation relies on a simple photometric measurement, which can be used for a
targeted investigation of the high-mass end of the local black hole mass function with
dynamical models. E.g. ESO program 105.20PX.001(A) (P.I. K. Mehrgan) consists of a
sample of eight cored BCGs which are UMBH-host candidates based on these relations.

The main part of this thesis focuses on investigating ETGs for intrinsic gradients of the
IMF. To derive strong constraints on the stellar mass-to-light ratio Y(r) needed for this
analysis, we require non-parametric stellar kinematics with exceptional accuracy. There-
fore in Mehrgan et al. (2023a), using WINGFIT, I kinematically analyze a unique high-
resolution data set consisting of nine ETGs observed with MUSE, which spatially covers
each galaxy up to at least r./2. To improve the accuracy of WINGFIT even further, we
for the first time adopt the generalized AIC, model selection approach from |[Lipka and
Thomas| (2021)) and [Thomas and Lipka (2022) for the smoothing of the non-parametric
LOSVDs. Furthermore, I perform an extensive series of mock-tests with simulated galaxy
spectra to investigate the effects of template-mismatch on LOSVD recoveries under realistic
conditions. The results of this kinematic analysis are as follows:

e We generate complex nonparametric 2D kinematics from spectra with a very high
SNR/A > 100 per galaxy per spatial bin for all nine ETGs

e Through our tests we identify the possibility of “hidden” template-mismatch, which
cannot be diagnosed from a kinematic analysis alone, as it distorts LOSVDs in a
symmetric fashion.

e We develop a recipe for template selection which can be applied to any galaxy to
effectively minimize template-mismatch.

e Most galaxies in our sample show high-velocity LOSVD “wings” in the central spatial
regions and towards the edges of the FOV.

e We propose that LOSVD wings in the centers of galaxies originate from signal close
to the SMBH which has been spread out by the PSF. We suggest the possibility that
wings found at larger radii originate from loose, weakly bound envelopes of stars
around ETGs.

To probe for internal IMF gradients, I use the above kinematic data for seven [[] of
the galaxies for a Schwarzschild dynamical analysis in Mehrgan et al.| (in press 2023b).
To further strengthen the constraints on spatial IMF variation in the galaxies we require
strong constraints on Mgy and T-gradient models. The SMBH dominates the central
regions of the gravitational potential within rgo;. We combine the MUSE kinematics

'The two remaining galaxies, NGC 5419 and NGC 6861 were singled out for separate analysis in
Neureiter et al.| (2023b) and Thomas in prep.
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with previously published AO-supported SINFONI kinematics covering the central 1.5”
of each ETG (Rusli et al., 2011} 2013a,b; Erwin et al., 2018), which can resolve their
respective SOIs. With few exceptions, IMFE probes of ETGs in the literature assumed
a single, spatially constant T for each LOSVD. We here, for the fist time, augment our
axisymmetric Schwarzschild modeling code with T-gradient models. Furthermore, we also
adopt the AIC, model selection approach for our Schwarzschild models, which helps to
break down known degeneracies in the mass decomposition (Neureiter et al., 2021; Lipka
and Thomas, [2021; de Nicola et al 2022). After I dynamically model the seven galaxies,
I use stellar mass-to-light ratios from a SSP analysis for an assumed Kroupa IMF (Parikh
et al. submitted to MNRAS), to generate radial profiles of a(r) = T%"(r)/ T35 () for
each galaxy to characterize the IMF variations. The dynamical analysis yields the following
insights:

e All seven ETGs have Y(r) which increase towards their centers (on average by a
factor of 2.6)

e The gradients are very centrally concentrated within 1kpc.

e Constant-T models overestimate the total stellar mass of the galaxies relative to
T-gradient models (by up to a factor 1.5)

e The average central IMF mass normalization is consistent with a Salpeter IMF,
< Oy >= 1.54 4 0.15

e For all except one galaxy, the total mass-to-light ratio (M™*/L)(r) has a global
minimum at 7y ~ 1kpe. Ton places the strongest constraints on the IMF of
the main-body of each galaxy. On average we find a MW-like IMF normalization,
< Qain >= 1.03 £ 0.19.

e Many previous IMF probes (e.g. [Posacki et al., [2015; Conroy and van Dokkum)|, [2012)
suggested a spatially constant Salpeter or super-Salpter « for massive ETGs. But
even considering the most conservative mass-decomposition o' = (M**/L) /T35 ..
we find main-body IMFs that are more MW-like < afo. >=1.23 £+ 0.15.

e We show that light-averaging profiles of a(r) over a ~ 2kpc radius “washes out”
high central a-values to produce MW-like < o >= 1.03 £ 0.33, similar to the lensing
results of the SNELLS and MNELLS surveys for massive ETGs for roughly the same
aperture size (Smith et al 2015; Newman et al., [2017} |Collier et al., 2018, 2020))

Our dynamical results are an important step in the direction of facilitating a consis-
tency between different methods of probing the IMF, which is thus far lacking (Smith,
2014; McDermid et al., 2014). But there are significant differences between our dynamical
measurements and SSP probes. To determine the origin of this issue, one needs to consider
a sample of ETGs which uses gradient models both for the dynamical analysis, and the SSP
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modeling, and for which the two methods can be directly compared for the same galaxies.
We perform such an analysis in a companion paper, Parikh et al (submitted to MNRAS).

The dawn of the JWST era could drastically change the way that our results are to be
interpreted: First epoch JWST NIRCAM observations of galaxies at very high redshifts
z 2 9 suggest a relative excess of UV luminosity compared to galaxies at smaller redshifts,
which Finkelstein et al.| (2023) claim as evidence for the top-heaviness of the IMF. These
galaxies are likely progenitors of the centers of ETGs. If the IMF becomes top-heavy in
the centers of galaxies, the consequent relative excess of remnants over a Kroupa IMF
would lead to an increase of Y but not of Y557 since the former is sensitive to the full
integrated mass of the IMF, whereas the latter is only sensitive to the low-mass end of
the IMF. As regions of the universe at higher redshifts become accessible for IMF probes,
IMF-gradient probes from the local universe have to be placed in a consistent framework
of galaxy evolution which can explain why different regions of galaxies were produced with
different IMF's.

Moreover, triaxial Schwarzschild dynamical models are now becoming increasingly avail-
able (e.g. |[Neureiter et al., [2021)). Currently, these are resource-intensive to such an extent
that they are only suitable to the study of individual galaxies. However, this situation
is expected to change in the future, in which case samples of comparable size to the one
presented here should be studied using triaxial models with Y-gradients for cored ETGs.
It will be interesting to see how and if the constraints on radial profiles of the IMF change
for cored ETGs if triaxiality is accounted for.
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