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Abstract 

The smartphone has become an important personal companion in our daily lives. Each time we 

use the device, we generate data that provides information about ourselves. This data, in turn, 

is valuable to science because it objectively reflects our everyday behavior and experiences. In 

this way, smartphones enable research that is closer to everyday life than traditional laboratory 

experiments and questionnaire-based methods. While data collected with smartphones are 

increasingly being used in the field of personality psychology, new digital technologies can also 

be leveraged to collect and analyze large-scale unobtrusively sensed data in other areas of 

psychological research.  

This dissertation, therefore, explores the insights that smartphone sensing reveals for 

psychological research using two examples, situation and affect research, making a twofold-

research contribution. First, in two empirical studies, different data types of smartphone-sensed 

data, such as GPS or phone data, were combined with experience-sampled self-report, and 

classical questionnaire data to gain valuable insights into individual behavior, thinking, and 

feeling in everyday life. Second, predictive modeling techniques were applied to analyze the 

large, high-dimensional data sets collected by smartphones. To gain a deeper understanding of 

the smartphone data, interpretable variables were extracted from the raw sensing data, and the 

predictive performance of various machine learning algorithms was compared. 

In summary, the empirical findings suggest that smartphone data can effectively capture 

certain situational and behavioral indicators of psychological phenomena in everyday life. 

However, in certain research areas such as affect research, smartphone data should only 

complement, but not completely replace, traditional questionnaire-based data as well as other 

data sources such as neurophysiological indicators. The dissertation also concludes that the use 

of smartphone sensor data introduces new difficulties and challenges for psychological research 

and that traditional methods and perspectives are reaching their limits. The complexity of data 

collection, processing, and analysis requires established guidelines for study design, 

interdisciplinary collaboration, and theory-driven research that integrates explanatory and 

predictive approaches. Accordingly, further research is needed on how machine learning 

models and other big data methods in psychology can be reconciled with traditional theoretical 

approaches. Only in this way can we move closer to the ultimate goal of psychology to better 

understand, explain, and predict human behavior and experiences and their interplay with 

everyday situations. 
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Zusammenfassung 

Das Smartphone ist zu einem wichtigen persönlichen Begleiter in unserem täglichen Leben 

geworden. Jedes Mal, wenn wir das Gerät benutzen, erzeugen wir Daten, die Informationen 

über uns selbst liefern. Diese Daten sind für die Wissenschaft wertvoll, weil sie unser 

Alltagsverhalten und unsere Erfahrungen objektiv widerspiegeln. So ermöglichen Smartphones 

eine Forschung, die näher am Alltag ist als herkömmliche Laborexperimente und 

fragebogenbasierte Erhebungsmethoden. Mit Smartphones erfasste Daten werden zunehmend 

im Bereich der Persönlichkeitspsychologie genutzt, aber auch in anderen Bereichen der 

psychologischen Forschung können neue digitale Technologien zur Erhebung und Analyse 

großer Datenmengen eingesetzt werden.  

Diese Dissertation untersucht daher die Möglichkeiten der Smartphone Sensing-

Methode für die psychologische Forschung am Beispiel der Situations- und Affektforschung 

und leistet damit einen zweifachen Forschungsbeitrag. Zum einen wurden in zwei empirischen 

Studien verschiedene Sensor-Datentypen, wie beispielsweise GPS oder Telefondaten, mit 

klassischen Fragebogendaten kombiniert, um wertvolle Einblicke in das individuelle Verhalten, 

Denken und Fühlen im täglichen Leben zu gewinnen. Zum anderen wurden prädiktive 

Modellierungstechniken angewandt, um die großen, hochdimensionalen Datensätze zu 

analysieren, die durch die Smartphones gesammelt wurden. Um ein tieferes Verständnis der 

Smartphone-Daten zu erlangen, wurden interpretierbare Variablen aus den Rohdaten extrahiert 

und die Vorhersageleistung verschiedener automatisierter Machine Learning-Algorithmen 

systematisch verglichen. 

Die Ergebnisse deuten darauf hin, dass mit dem Smartphone erhobene Daten bestimmte 

Situations- und Verhaltensindikatoren für psychologische Phänomene im täglichen Leben 

effektiv erfassen können. In bestimmten Forschungsbereichen wie der Affektforschung sollten 

Smartphone-Daten jedoch herkömmliche fragebogenbasierte Daten sowie andere Datenquellen 

wie neurophysiologische Indikatoren lediglich ergänzen, aber nicht vollständig ersetzen. Die 

Dissertation kommt zudem zu dem Schluss, dass die Verwendung von Smartphone-

Sensordaten neue Schwierigkeiten und Herausforderungen für die psychologische Forschung 

mit sich bringt und die traditionellen Methoden und Perspektiven an ihre Grenzen stoßen. Die 

Komplexität der Datenerhebung, -verarbeitung und -analyse erfordert etablierte Richtlinien für 

das Studiendesign, interdisziplinäre Zusammenarbeit sowie theoriegeleitete Forschung, die 

erklärende und prädiktive Ansätze integriert. Dementsprechend muss weiter untersucht werden, 

wie Machine Learning-Modelle und andere Big Data-Methoden in der Psychologie mit 
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traditionellen theoretischen Ansätzen in Einklang gebracht werden können. Nur so können wir 

dem finalen Ziel der Psychologie näherkommen, menschliches Verhalten und Erleben und 

deren Zusammenspiel mit alltäglichen Situationen besser verstehen, erklären und vorhersagen 

zu können. 
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1. General Introduction 

One of the foundations of contemporary psychological research is Kurt Lewin’s heuristic 

equation, which states that an individual’s behavior is a function of both their personal 

characteristics and their environment (B = f(P, E)) (Lewin, 1936). While Lewin explicitly 

declared that either the person or the environment can be more influential in determining 

behavior in certain situations, an intense person-situation debate about the relative importance 

of the two factors has dominated the research discourse for several decades (e.g., Epstein & 

O’Brien, 1985; Kenrick & Funder, 1988; Pervin, 1989). This important scientific controversy 

has led to a growing body of research being framed around the question of whether the person 

or the situation characteristics matter more (e.g., Fleeson, 2001; Fleeson & Noftle, 2008; 

Funder, 2009). As most scholars agree that both factors matter, researchers in psychology, from 

personality and social psychologists to clinical psychologists, continue to focus on 

understanding person-related features and their interaction with the environment to better 

explain and predict human behavior (e.g., Beck & Jackson, 2022; Fleeson & Law, 2015; 

Sherman et al., 2015).  

For example, at the person level, previous research has linked dispositional factors, such 

as personality and affect traits, to specific behavioral patterns, such as pro-social behavior (e.g., 

Thielmann et al., 2020) or important long-term life outcomes such as quality of life and 

longevity (Aknin et al., 2018; Ozer & Benet-Martínez, 2006; Roberts et al., 2007; Steptoe et 

al., 2009). At the situational level, psychologists broadly agree that the environment influences 

cognition, emotion, and behavior, but there is less consensus on which specific aspects of the 

environment exert psychological effects (Fleeson & Noftle, 2008; Rauthmann et al., 2014; 

Sandstrom et al., 2017). Besides the physical environment itself, such as the location visited 

(Rauthmann et al., 2014; Rauthmann & Shermann, 2020; Saucier et al., 2007), more 

subjectively experienced characteristics such as the pleasantness or sociability of a situation can 

influence personality-related behaviors (e.g., Rauthmann et al., 2014; Rauthmann et al., 2015; 

Rauthmann & Sherman, 2020). 

Therefore, building on such previous studies, this dissertation addresses both ‘lenses’ of 

psychological research, the person and the environment. Comprising two empirical studies with 

different research focuses in psychology, this thesis aims to provide new exploratory insights 

into the interplay between person- and situation-related characteristics. For this purpose, state-
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of-the-art digital technologies, that have opened up new possibilities for psychological research, 

are leveraged. 

1.1. Psychological Research in the Digital Age 

Psychologists can employ various assessment techniques, both in laboratory and real-life 

settings to better understand and predict human behavior and the interplay of individuals with 

their environment. Historically, self-assessments have been a staple in psychological research, 

but there has been a growing interest in more objective measurements of naturalistic behavior, 

such as behavioral observations in real-life situations, to improve the accuracy of psychological 

assessments (Baumeister et al., 2007; Yarkoni, 2012). Advances in digital technology have 

made it more feasible to collect and analyze vast amounts of objective data in addition to 

subjective questionnaire data (Yarkoni, 2012). This had led to the rapid development of a new 

field of research called ambulatory assessment, which refers to the study of natural behavior in 

real-life contexts (Conner & Mehl, 2015). This broader framework comprises passive logging 

through mobile sensing (using the built-in sensors of devices such as smartphones also known 

as smartphone sensing), as well as active logging through smartphone-based questionnaires. 

With their growing popularity for research purposes, several terms have been established, with 

digital phenotyping being used mainly in the field of mental health research (e.g., Onnela & 

Rauch, 2016; Raballo, 2018). Although focusing on different fields of applied psychology, 

these research streams have in common that they integrate computer science (or computational) 

methods into psychology, which is often referred to as psychoinformatics (Montag et al., 2016; 

Yarkoni, 2012). These new approaches for psychological diagnosis as well as intervention use 

digital data sources to predict for example a person’s personality traits (e.g., Chittaranjan et al., 

2011; Stachl et al., 2021) or identify changes in a person’s emotional state (e.g., Pal et al., 2021; 

Tzafilkou et al., 2022). 

Especially personality psychologists interested in the manifestation of personality traits 

in daily life have recently pushed for a new focus on more objective data in psychological 

assessments (Harari, Vaid, et al., 2020; Montag & Elhai, 2019; Renner et al., 2020; Stachl et 

al., 2020; 2021). However, new digital technologies also hold great potential for other research 

areas, ranging from affective sciences to situation research. For example, to measure a person's 

perception of the sociality level of a situation, the person could either be asked to rate the 

psychological characteristics of a situation or the occurring communication patterns could be 

observed using unobtrusively sensed behavioral data, such as in-phone communication or social 

media activity (e.g., Harari et al., 2016; Harari, Müller, et al., 2020; Lane et al., 2014; Montag 
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et al., 2014). Moreover, mobile sensing holds great potential as a clinical tool for monitoring 

at-risk populations and advancing mobile health (or mHealth) interventions (Mohr et al., 2017). 

For instance, the accurate measurement of affective experiences can offer the opportunity to 

augment mental health care by providing personalized, precise, and preemptive interventions 

that support insights into patterns of health-related behavior and self-management (e.g., 

Marzano et al., 2015; Naslund, et al., 2015). 

Therefore, the present dissertation investigates the opportunities provided by digital 

technology in psychological research. Concretely, the research leverages smartphones as a data 

source, utilizing two smartphone-based data collection methods (experience sampling and 

smartphone sensing), along with conventional survey measures. 

1.1.1. Smartphones as Data Collectors 

Although smartphones were not intended to be designed for psychological research, they can 

be repurposed to collect large amounts of ecologically valid data from global samples. When 

participants download apps specifically developed for research purposes, smartphones can 

record where they are, what they are doing, and what they can see and hear, as well as run 

interactive surveys, tests, and experiments (Harari et al., 2017; Miller, 2012; Montag et al., 

2016). Integrating headsets, biosensors, or other peripherals through wireless connections can 

reveal insightful information on a person’s thoughts, feelings, and behaviors. Additionally, the 

growing use of technological devices like smartphones has also enabled a real-time collection 

of self-reports in psychology (van Berkel et al., 2017). 

Experience Sampling 

The experience sampling (or ecological momentary assessment (EMA)) method enables 

multiple in situ psychological assessments to be taken throughout the day. Overcoming the 

limitations of classical laboratory or questionnaire-based studies, there has been a surge of 

psychological research using EMA approaches over the past decades, ranging from personality 

psychology (e.g., Matz & Harari, 2021; Müller et al., 2020) and affective sciences (e.g., 

Kuppens et al., 2022) to clinical psychology (e.g., Ebner-Priemer & Trull, 2009).  

Smartphone-based experience samplings offer various benefits for psychological 

assessments to enhance our understanding of psychological experiences in everyday life (see 

de Vries et al. (2021) for a comprehensive review). First, real-time assessments can increase 

data accuracy by reducing memory or recall biases (e.g., Ben-Zeev et al., 2009; Ellison et al., 

2020; Neubauer et al., 2020). Moreover, the data is collected in real-world environments, 

improving the ecological validity and generalizability of research findings (e.g., Scollon et al., 
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2003; Shiffman et al., 2008). Third, repeated assessments enable to capture the dynamic 

processes such as the intra-individual changes in well-being (e.g., van der Krieke et al., 2017; 

Wichers et al., 2016). Lastly, experience samplings can be applied in conjunction with other 

methods, including psychological, physiological, and behavioral data (Scollon et al., 2003). 

Such multi-method (or multi-modal) assessments can help identify context-specific 

relationships between personality, affective experience, and behavior (e.g., Goldstein et al., 

2021; Hoemann et al., 2020; Huckins et al., 2019).  

Apart from the tremendous potential, experience sampling also brings new conceptual, 

methodological, and technological challenges (see Scollon et al. (2003) for a comprehensive 

review). For example, multiple assessments can result in a high daily burden for participants, 

risking increased dropouts and low response rates (Shiffman et al., 2008). Accordingly, new 

psychometric measurements and scales suitable for repeated experience samplings must be 

developed and validated (de Vries et al., 2021). Furthermore, the technological implementation 

of the data collection procedure, including a suitable randomized sampling design, can be 

challenging (van Berkel et al., 2017). Technological challenges include for example strict 

battery optimization techniques or an appropriate presentation of questionnaires on different 

devices. 

Summing up, although experience sampling approaches hold great new potential, they 

are still based on self-reporting procedures, which, in turn, are associated with well-known 

response biases, such as the tendency for people to present themselves in a favorable light or to 

forget certain details (e.g., Gosling, et al., 1998; Paulhus & Vazire, 2007). Accordingly, self-

report measures may not accurately reflect a person's true thoughts, feelings, or behaviors. 

Therefore, there have been tremendous efforts to collect more objective, behavioral measures, 

for example by using smartphone sensing data. 

Smartphone Sensing 

Having established as daily companions, smartphones and their in-built sensors hold great 

promise to collect a large amount of granular data about their users in everyday life (Harari et 

al., 2015, 2016; Miller, 2012). Such data can include information about the person’s 

environment (e.g., location, environmental illumination), social interactions (e.g., calls, 

messages), daily activities (e.g., phone usage, social media activity), or mobility patterns (e.g., 

distance traveled) (Harari et al., 2016). Collected automatically and unobtrusively in real-world 

settings, smartphone-generated behavioral and situational data is ecologically valid. The 

combination of self-reported data and data collected through a smartphone’s in-built sensors 
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(e.g., GPS, accelerometer) and log files (e.g., number of calls, app usage) has been used to study 

various topics. These range from a person’s day-night behavior patterns (Schoedel et al., 2020) 

to the effect of surroundings and activity on mental health (e.g., Ben-Zeev et al., 2015; Canzian 

& Musolesi, 2015; Lathia et al., 2017; Müller et al., 2020). 

 

Figure 1.1: Data Types, Preprocessing, and Extracted Variables in Smartphone Sensing  

 
 

Note. This exemplary illustration of data types, extracted variables, and related indicators is not comprehensive. The  

clustering of smartphone data types and indicators was inspired by Harari et al. (2017) and Schoedel (2020). 

 

Figure 1.1 depicts the types of smartphone sensing data, preprocessing methods, and variables 

that can be extracted to represent behavioral and situational indicators. GPS data logged by a 

smartphone, for example, provides information about the environment. Before analysis, data 

with poor quality (e.g., study days without GPS data due to connection problems) must be 

removed. The remaining data can be enriched with other data sources using web-based 

application interfaces (so-called APIs). For example, additional information about the type of 

a place or the population density of a district can be retrieved for specific points of interest 

(Mehrotra et al., 2017; Oliveira et al., 2016; Rojas et al., 2016). From this data, variables like 

the number of restaurant visits can be extracted, providing insights into an individual's 

mobility patterns. These mobility behaviors can, for example, be used as an indicator of a 

person’s mental health or well-being (Saeb et al., 2017; Sandstrom et al., 2017; R. Wang et 

al., 2014). 

Requiring new skills in app development and data analysis, as well as raising new 

technical and ethical issues, smartphone sensing is said to transform psychology even more 

profoundly than previous technological advances (Miller, 2012).  Tracking 800 participants for 
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six months can result in one billion activity logs, which correspond to a total data volume of 

around one terabyte. Accordingly, researchers need to develop new ways of recording, 

organizing, analyzing, interpreting, and protecting the huge volumes of data that are produced 

by smartphone sensing apps (Harari et al., 2016; Lazer et al., 2009; Miller, 2012; Montag et al., 

2016; 2019). Moreover, there are also some technical limitations. For instance, limited battery 

power may constrain how many hours per day a mobile sensing app can gather data, especially 

for energy-demanding GPS data. Connectivity or battery problems can also result in irregular 

logging intervals and a significant amount of missing data. Sampling rates and logging intervals 

must be carefully chosen to ensure an appropriate balance between data accuracy and energy 

efficiency (Miller, 2012; Shepard, et al., 2011; Y. Wang et al., 2009). The complexity of 

cleaning and analyzing smartphone data due to its high velocity, variety, and volume (the three 

Vs of big data) requires psychologists to expand their scientific methods by incorporating 

informatics and statistical methods (Montag et al., 2016; Montag & Elhai, 2019).  

1.1.2. Predictive Modeling Method 

Therefore, another focus of this work is the application of predictive modeling methods to 

leverage unobtrusively collected smartphone sensing data for psychological research.  

The potential of explorative predictive modeling approaches has been highlighted for 

psychological research for some years now (e.g., Orrù et al., 2020; Yarkoni & Westfall, 2017). 

While explanatory research aims to understand the underlying mechanisms of psychological 

phenomena, predictive research focuses on accurately predicting future outcomes (Hofman et 

al., 2021; Shmueli, 2010; Yarkoni & Westfall, 2017). Predictive modeling and machine 

learning go hand in hand, as predictive models typically include a machine learning algorithm. 

Thus, predictive modeling largely overlaps with the field of machine learning and the terms are 

often used interchangeably (Kuhn & Johnson, 2013, p.1). However, predictive modeling 

encompasses much more than the tools and techniques for uncovering patterns within data but 

rather describes the process of developing and training a machine learning model to predict 

future, unseen data (Kuhn & Johnson, 2013, p.vii). Machine learning methods can efficiently 

handle large amounts of high-dimensional data by applying automated algorithms. Moreover, 

comparing the performance of different algorithms can provide valuable insights into the nature 

of the data being analyzed, such as the linearity of the effects. Besides a clear specification of 

the practical and/or theoretical utility of accurately predicting the respective outcome, 

transparency on how the predictive accuracy is evaluated is crucial (Yarkoni & Westfall, 2017). 

Moreover, the high complexity and low interpretability of machine learning models have often 

led to warnings for ‘black box’ models (Pargent & Albert-von der Gönna, 2018; Yarkoni & 
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Westfall, 2017). Thus, researchers have introduced methods to improve interpretability, 

allowing scientists to better understand the cause of predictions (e.g., Molnar 2022). 

Terminology 

Being a highly interdisciplinary field, different terms have been established in research and 

practice. Inspired by Kuhn and Johnson (2013, p.6), the following terminology is used 

throughout this dissertation: 

• The term target variable refers to the criterion or response variable that is predicted. 

• Predictive models can be categorized into two types: unsupervised machine learning 

methods (target values unknown) and supervised machine learning methods (target values 

available). This dissertation focuses on supervised learning. 

• Features or predictors describe the input data used in the prediction models and can be 

continuous, categorical, or binary variables.  

• The prediction model is defined by the specific machine learning algorithm and 

hyperparameter setting used. A hyperparameter is a parameter that is set before the learning 

process begins. These parameters, such as the number of branches in a decision tree, are 

tunable and can directly affect how well a model trains.  

• Predicting categorical (or binary) data is called a classification task. The so-called classifier 

maps the input data to categorical targets. In contrast, regression is used for numerical 

targets, mapping input data to continuous targets using a so-called regressor. 

 

Predictive Modeling Process 

The predictive modeling process includes various phases, a few of which are outlined below. 

A more in-depth chronology of data preparation, feature engineering, and data analysis steps 

applied in this dissertation is illustrated in Figure 1.2.1  

The first step is a thorough literature review to gain an overview of smartphone-sensed 

indicators that can be captured through smartphone sensors and log data. After identifying the 

relevant sensing data types, raw data is preprocessed in the data preparation phase by extracting 

relevant time windows and ensuring data quality through filter criteria, such as excluding 

participants or study days with insufficient data. To capture a broad range of behavioral and 

situational indicators, the smartphone data can be enriched with additional sources such as 

merging with location information from web-based APIs, during the data enrichment phase. 

                                                 
1 For a further theoretical and methodological introduction to predictive modeling, please refer to James, et al. 

(2013) as well as Kuhn and Johnson (2013). 
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The feature engineering process comprises the feature extraction per time window and data 

type of interest.  

 

Figure 1.2: Illustration of the Applied Predictive Modeling Process  
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1.2. Studies of this Dissertation 

1.2.1. Rationale 

In summary, the field of psychoinformatics has made significant progress in recent years and 

has been established particularly in personality psychology. However, there is still huge 

potential for other areas of psychological research to benefit from this advancement. Leveraging 

new digital technologies to collect and analyze large amounts of unobtrusively sensed data, this 

dissertation pursues two goals. 

First, this dissertation seeks to provide a comprehensive investigation of the capabilities 

of smartphone sensing for psychological research. By applying smartphone sensing methods to 

situation research (Study 1) and affect research (Study 2), this work aims to explore the potential 

of new digital technologies for research questions beyond the concept of personality. Previous 

research has already begun to investigate the relationship between specific types of smartphone-

sensed data and psychological phenomena, such as GPS data and mental well-being (Müller et 

al., 2020) or smartphone-mediated communication and sociability (Harari, Müller, et al., 2020). 

While there is a growing body of large-scale smartphone sensing studies, particularly in 

personality computing (e.g., Phan & Rauthmann, 2021; Rüegger et al., 2020; Stachl et al. 2020), 

research often still focuses on examining a handful of sensing data types - probably also due to 

the technical limitations as well as the high effort and expertise required for data collection and 

analysis. Using data collected with the PhoneStudy app during the Smartphone Sensing Panel 

Study (SSPS; Schoedel & Oldemeier, 2020), the studies of the present dissertation comprise a 

large number of different smartphone-sensed data types. Moreover, by combining these 

smartphone logs with smartphone-based experience sampling as well as classical questionnaire 

data, this dissertation highlights the importance of sophisticated multi-method study designs to 

gain valuable insights into individual behavior, thinking, and feeling in everyday life. 

Second, following Yarkoni and Westfall’s (2017) call for psychological research to 

become a more predictive rather than purely explanatory science, principles, and techniques 

from the field of predictive modeling are applied. The use of machine learning algorithms 

facilitates efficient analysis of the large, high-dimensional data sets of this dissertation. As the 

collected sensor data consisted of time-stamped event data, it was preprocessed in a 

sophisticated feature engineering process to extract interpretable variables for the applied 

predictive modeling approach. Furthermore, interpretable machine learning algorithms were 

selected and compared in terms of their predictive performances to gain deeper insights into the 

nature of the smartphone sensing data.  
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Specifically, two empirical studies focusing on different psychological constructs were 

conducted as part of this dissertation project. 

1.2.2. Study 1: Sensing Psychological Situation 

Person-situation-behavior dynamics are influenced by the perceived characteristics of a 

situation (also called psychological situation; Rauthmann et al., 2014; Rauthmann et al., 2015). 

Therefore, Study 1 leverages smartphone-sensed data to predict an individual’s in situ ratings 

of psychological characteristics of situations, such as the perceived level of sociability or 

intellectuality, in daily life. Previous literature using self-reports provided a selection of 

situational and behavioral indicators of psychological situations, which can be translated into 

meaningful smartphone-sensed variables. A supervised machine learning approach was applied 

to explore the predictability of the perceived psychological situation by introducing exploratory 

predictive methods to situation research. This study is a first of its kind in combining insights 

from smartphone sensing research and situation research. 

1.2.3. Study 2: Sensing Affective Experience 

Given its practical relevance for mental health research, Study 2 explores the application of 

smartphone sensing approaches in the field of affective computing. Concretely, the study 

exploratory investigates if affective experience in daily life can be predicted from unobtrusively 

collected smartphone data combining different types of sensing data. For this purpose, a broad 

range of smartphone-sensed indicators was derived from previous research on mental well-

being and affect. Afterward, supervised machine learning algorithms were used to predict 

individuals’ self-reported affect states and traits. Combining smartphone sensing with 

experience sampling, the study utilized a multi-method design to advance the interdisciplinary 

field of affective computing.  

1.2.4. PhoneStudy Project 

PhoneStudy Research App 

The present dissertation uses data collected via a smartphone application (app) developed by 

the PhoneStudy project, an interdisciplinary project of psychologists, statisticians, and 

computer scientists at the Ludwig-Maximilian-University Munich.2 The PhoneStudy research 

app enables the integration of research into everyday life and can be applied by social and 

behavioral scientists to study a large range of scientific questions. The Android-based 

smartphone app provides measurements of a variety of variables via tracking smartphone-use 

                                                 
2 A detailed description of the research project can be found on the project’s website https://phonestudy.org/. 

https://phonestudy.org/
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patterns, such as call behavior, application use (e.g., social media), GPS, and many others. In 

addition, self-report questionnaires for conducting experience sampling of self-report data can 

be administered. 

Smartphone Sensing Panel Study 

The data for the described studies were collected during the Smartphone Sensing Panel Study 

(SSPS), which was carried out by the Ludwig-Maximilian-University (LMU) Munich in 

cooperation with the Leibniz Center for Psychological Information and Documentation (ZPID). 

The study was taking place from May 15th to November 11th, 2020. A quota sample of N = 850 

persons was recruited and participants were asked to install the PhoneStudy research application 

(app) for three or six months. This app, which was available for Android OS version 5 or higher, 

has been developed by the PhoneStudy team of LMU Munich to continuously collect sensor 

and usage data in the background. The study procedure has been approved by the institutional 

ethics committees and review boards of LMU and ZPID and was conducted according to EU 

laws and ethical standards. The panel study combines three data collection modalities: (1) 

smartphone sensing, (2) experience sampling, and (3) monthly online surveys. Thus, the data 

set included high-dimensional and longitudinal behavioral and situational sensing data, in situ 

self-report data, as well as traditional questionnaire data measuring a variety of psychological 

traits and phenomena. A detailed study protocol can be also found in Schoedel and Oldemeier 

(2020).  

1.2.5. Research Transparency and Openness 

This dissertation embraces the values of openness and transparency in science. The studies 

included in this dissertation project follow the Journal Article Reporting Standards (JARS) for 

Quantitative Research in Psychology (Appelbaum et al., 2018). Moreover, the research 

questions and methodological procedures of the exploratory studies of this dissertation were 

preregistered before data analysis. All deviations from the preregistrations are described in 

detail in the respective online supplemental material. For data protection reasons, the raw data 

from smartphone sensors cannot be made publicly available. While access to the aggregated 

data sets is provided upon request, the code scripts for data exclusions, preprocessing, measures, 

and analysis, are published together with various supplemental materials on the respective Open 

Science Framework (OSF) project pages to allow the reproducibility of the studies. In addition, 

a detailed codebook was created for each study to provide interested researchers with as much 

information as possible on the data sets and procedures.  
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Predicting Psychological Situations in Daily Life  

Using Smartphone Sensing 
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2.1. Abstract 

The investigation of the perceived psychological situation (i.e., situational characteristics) and 

its objective counterparts (i.e., situational cues) is crucial for the comprehensive understanding 

of the dynamic interplay between an individual’s characteristics and behavior. However, little 

is known about the relationship between perceived psychological situations and their specific 

situational cues in everyday life. Our study contributes to situation research by introducing 

smartphone sensing for the objective assessment of a wide range of situational cues in everyday 

situations. Specifically, we investigated whether smartphone-generated situational data can 

predict individuals’ ratings of perceived situational characteristics. Combining smartphone 

sensing and experience sampling data collected over two weeks, our data set comprised 675 

sensed indicators for situational cues and a total of 11,506 situational ratings from 510 

participants. Results of an explorative machine learning approach indicate that certain 

dimensions of psychological situations (e.g., Duty, Intellectuality, Mating, Sociality) can be 

predicted with moderate accuracy from smartphone sensing data (e.g., logged events of 

connectivity, phone usage, mobility/activity, and timestamps). Our study provides initial 

evidence for the relationship between perceived characteristics and objectively assessed cues. 

In addition, our findings provide novel insights into the correlates of psychological situations 

and highlight the potential of smartphone sensing for situation research. 

Keywords: psychological situation, situational characteristics, situational cues, 

smartphone sensing, predictive modeling, machine learning  
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2.2. Introduction  

Individuals’ behaviors are embedded in a situational context. Accordingly, psychological 

researchers assume that not only person-related variables (e.g., personality traits) but also 

situational aspects shape human behavior (Asendorpf & Rauthmann, 2020). While behavior has 

been regarded as a function of person and situation for almost a century (e.g., Funder, 2006; 

Lewin, 1936; Schmitt et al., 2013), the investigation of situations has traditionally received little 

attention (Hogan, 2009). Acknowledging this gap, personality science has recently witnessed 

an increase in the study of situations resulting in clarity on the conceptualization and assessment 

of situations. Yet, situations in daily life are still a big unknown (Rauthmann & Sherman, 2020). 

In this context, smartphone sensing methods, which are increasingly utilized in 

psychological research, seem to hold great potential for investigating situations (Harari et al., 

2016; Harari, Müller, & Gosling, 2020; Wrzus & Mehl, 2020). While smartphone sensing has 

been successfully applied to assess personality traits (e.g., Harari, Müller, Stachl, Au, et al., 

2020; Montag et al., 2014, 2015; Mønsted, et al., 2018; Schoedel et al., 2018; Stachl, Au, et al., 

2020; Stachl et al., 2017), its application in psychological situation research is still pending 

(Wrzus & Mehl, 2020).  

2.2.1. The Psychological Situation 

In general, situations can be conceptualized in terms of the information they offer to an 

individual (Rauthmann et al., 2014; Rauthmann, Sherman, & Funder, 2015). The situation 

consists of physical and objectively quantifiable stimuli, so-called situational cues (e.g., the 

presence of others, the ringing of a phone, the workplace, or the current time of the day). These 

cues may be perceived and interpreted by the individual experiencing the situation, resulting in 

psychological situational characteristics (e.g., whether work needs to be done or how 

intellectually stimulating a situation is; Rauthmann et al., 2014, Rauthmann, Sherman, & 

Funder, 2015). Accordingly, situational cues do not possess intrinsic psychological meaning 

but represent the immediate objective environment of an individual. In contrast, situational 

characteristics are based on perceived and processed cues and capture the cognitive 

representation of the situation (i.e., psychological situation) and its attributes (e.g., dutiful, 

positive, or social; Rauthmann et al., 2014, Rauthmann, Sherman, & Funder, 2015).  

Depending on the psychological situation, specific behaviors are presented which, in 

turn, can impact situational cues (Brown et al., 2017). Accordingly, psychological situation 

characteristics have been shown to predict intra-individual differences in behavior (e.g., 
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Horstmann et al., 2021; Sherman et al., 2015). For example, higher levels of perceived Sociality 

were related to more extroverted behavior, while higher levels of perceived Deception were 

associated with less honest and humble behavior (Sherman et al., 2015). 

Situational Characteristics 

The characteristics of a situation are crucial for understanding and modeling the dynamics 

between a person, situation, and behavior (Rautmann et al., 2015a). Previous situation research 

in psychology focused on investigating the content and structure of situational characteristics. 

One central conclusion was that individuals describe (and presumably perceive) characteristics 

of everyday situations on various dimensions. Accordingly, several taxonomies of situation 

characteristics have emerged, differing in both the number and labels of situational dimensions 

(e.g., Brown, et al., 2015; Gerpott et al., 2018; Griffo & Colvin, 2019; Oreg, et al., 2020; 

Parrigon et al., 2017; Rauthmann et al., 2014; Ziegler et al., 2019; see also Rauthmann and 

Sherman (2020) for an overview).  

The prevailing taxonomy appears to be the situational eight DIAMONDS, which 

integrates the most commonly identified dimensions from literature and enables the reliable 

assessment of individuals’ psychological situations (Rauthmann et al., 2014; Rauthmann, 

Sherman, & Funder, 2015). In multiple cross-cultural studies, eight major dimensions for 

perceiving daily situations were identified: (1) Duty (i.e., Does something need to be done?), 

(2) Intellect (i.e., Is deep thinking required or desired?), (3) Adversity (i.e., Are there external 

threats?), (4) Mating (i.e., Is the situation sexually or romantically charged?), (5) pOsitivity (i.e., 

Is the situation enjoyable?), (6) Negativity (i.e., Does the situation elicit unpleasant feelings?), 

(7) Deception (i.e., Is someone being untruthful or dishonest?), and (8) Sociality (i.e., Are social 

interaction and relationship formation possible, required or desired?; Rauthmann et al., 2014; 

Rauthmann, Sherman, & Funder, 2015).  

Situational Cues  

The DIAMONDS taxonomy has been a fertile ground for empirical research fostering a better 

understanding of how individual behavior unfolds within different situations. This research 

investigated whether and how objective situational cues are associated with perceived 

situational characteristics (e.g., Blake et al., 2020; Rauthmann et al., 2014; Serfass & Sherman, 

2015).  

As shown in Table 1.1, the most common and comprehensive way to categorize 

different cues of everyday situations is to distinguish (1) persons/interactions, (2) objects, (3) 

events/activities, (4) places, and (5) time (Harari, Müller, & Gosling, 2020; Rauthmann & 
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Sherman, 2020). For each of these cue types, associations with situational characteristics have 

been identified. For (1) persons/interactions, the sheer presence of people was related to the 

perceived level of a situation’s Mating, pOsitivity, Negativity, and Sociality (Rauthmann et al., 

2014). Moreover, several studies reported that socialness and talkativeness are associated with 

a situation’s Duty, Mating, pOsitivity, Negativity, and Sociality (Breil et al., 2019; Horstmann 

et al., 2021; Rauthmann et al., 2014). Regarding (2) objects, studies found that the presence of 

music is related to a situation’s Intellect and Sociality (Blake et al., 2020; Rauthmann et al., 

2014). As an example of (3) events/activities, the activity of commuting was associated with 

how dutiful, intellectual, adverse, and positive situations were perceived (Rauthmann et al., 

2014). Similarly, engagement in physical activities like moving around was reported to be 

linked to a situation’s level of Duty, Intellect, Mating, pOsitivity, and Sociality (Rauthmann et 

al., 2014). In addition, the (4) place of a situation was found to be systematically related to 

individuals’ psychological situation. For example, bars, cafes, and restaurants were associated 

with a situation’s Duty, Mating, pOsitivity, Negativity, and Sociality (Breil et al., 2019; 

Rauthmann et al., 2014). Lastly, the weekday and daytime of a situation can be affiliated with 

the situation’s Duty, pOsitivity, Negativity, and Sociality ((5) time; Serfass & Sherman, 2015). 

2.2.2. Smartphone Sensing in Situation Research 

Sensing Situational Cues 

The above-described situational cues can be measured objectively (e.g., via cameras, 

microphones, life-logging systems, and sensors; Brown et al., 2017) or subjectively (e.g., 

inquiring about perceived or remembered cues from participants; Rauthmann & Sherman, 

2020). However, previous studies have mostly relied on self-report measures, collecting 

situational variables via either day reconstruction (e.g., Rauthmann et al., 2014) or experience 

sampling (e.g., Breil et al., 2019; Horstmann et al., 2021; Sherman et al., 2015). Such self-

reports are prone to a series of well-known biases and may differ significantly from the actual 

cues (e.g., Baumeister et al., 2007; Rauthmann et al., 2014; Schwarz, 2012). 

A novel way to collect more objective information about individuals’ situations is 

through smartphone sensing (Wrzus & Mehl, 2020). Custom research applications can access 

the native mobile sensors and system logs embedded in a user’s device and retrieve data from 

a variety of modalities (e.g., GPS, app usage, accelerometer; Harari et al., 2016). This 

smartphone sensing approach allows for an unobtrusive and ecologically valid assessment of 

an individual’s current environment (e.g., location, connected Bluetooth devices) and activities 
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(e.g., phone usage, movement patterns) in a scalable manner (Harari, Müller, & Gosling, 2020; 

Miller, 2012).  

Concerning situational cues for (1) persons/interactions, smartphone sensing research 

has successfully predicted social interactions from combinations of multiple data types such as 

ambient noise, Bluetooth environment, or WiFi environment (e.g., Lane et al., 2014; Harari et 

al., 2017; Rüegger et al., 2020). An example of sensing (2) objects is the detection of music. 

The presence of music can be inferred not only by logging a smartphone’s internal audio player 

records (e.g., Harari, Müller, & Gosling, 2020) but also by using specially developed sound 

classifiers to analyze ambient noise (e.g., Lu et al., 2009). Regarding (3) events/activities, 

individuals’ activity levels (e.g., jogging or cycling) have previously been inferred via data from 

smartphones’ accelerometers and GPS logs (e.g., Y.-P. Chen et al., 2008; Do & Gatiza-Perez, 

2014; Lane et al., 2014; R. Wang et al., 2014). Furthermore, smartphone usage itself has 

repeatedly been found to be highly context-specific, suggesting that smartphone usage 

behaviors may also be associated with individuals’ psychological situations (e.g., Karikoski & 

Soikkeli, 2013; Oulasvirta et al., 2012; Xu et al., 2013). For example, social media postings 

(i.e., tweets), which are frequently made via smartphone, have been found to predict situational 

characteristics (Serfass & Sherman, 2015). Furthermore, smartphones accompany their users 

almost 90% of the time, making them a good proxy for their (4) location (Dey et al., 2011). 

Accordingly, patterns in a smartphone’s GPS logs (e.g., Do & Gatica-Perez, 2014; Oliveira et 

al., 2016; Wolf & Jacobs, 2010), Bluetooth environment (e.g., Z. Chen et al., 2014, 2013), or 

ambient lighting (e.g., Azizyan et al., 2009) have been shown to predict whether individuals are 

visiting places such as bars, cafes, and restaurants. Finally, the (5) time point of a situation is 

arguably the most straightforward cue manifesting in smartphone sensing data, as smartphones 

are typically equipped with a timestamp tracker (Harari et al., 2015, Harari, Müller, & Gosling, 

2020). 

Sensing Situational Characteristics 

The abundance of findings reflects the growing research interest in the relationship between 

smartphone-sensed data and situational information. However, past studies have often been 

conducted in the field of ubiquitous computing and have mainly focused on the automated 

inference of situational cues such as the current social (persons/interactions) or geographical 

context (locations; e.g., Azizyan, et al., 2009; Z. Chen et al., 2014, 2013; Do & Gatica-Perez, 

2014; Lane et al., 2014; Lu et al., 2009; Min et al., 2013). Little is known about whether these 
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smartphone-sensed situational cues also reflect the perceived characteristics of the 

corresponding psychological situation (Wrzus & Mehl, 2020).  

Nevertheless, as Table 1.1 illustrates, it is reasonable to assume that smartphone sensing 

data can contribute to capturing an individual’s psychological situation. Self-reports have 

exposed correlations between situational characteristics and situational cues (e.g., Horstmann 

et al., 2021), which, in turn, can be captured by smartphone sensing data (e.g., Harari et al., 

2017). Thus, studying situations using a smartphone sensing approach may yield new insights 

into objectively sensed situational cues and their counterparts in perceived situational 

characteristics. The utilization of smartphone-sensed data has the potential to significantly 

increase the level of information density in psychological research investigating the interplay 

between an individual and the situational context. In contrast to burdensome experience 

samplings, the unobtrusive nature of smartphone sensing could enable the convenient collection 

of situational cues and characteristics for a wide range of everyday situations with high temporal 

resolution across large samples. 

2.2.3. Rationale 

In summary, our study aims to bridge the gap between the two fields of situation and 

smartphone sensing research. We present, to the best of our knowledge, the first empirical study 

that integrates psychological situation research with smartphone sensing by exploring whether 

objective situational data collected via smartphones can predict individuals’ psychological 

situations. Overcoming self-report measures used in previous research, diverse and granular 

smartphone sensing data are used to investigate the link between situational cues and 

psychological situations. Thereby, we consider a wide range of situational cues on the one hand, 

and different types of situations on the other, taking into account the diversity and complexity 

of real-life situations. The great complexity of daily situations, in turn, requires flexible data 

modeling techniques to extract the maximum amount of information from the sensing data. 

Thus, we apply explorative machine learning approaches to investigate how well psychological 

situations can be predicted from objectively assessed situational cues. In doing so, we follow 

researchers who have highlighted the potential of big data and machine learning methods for 

psychological research (e.g., Orrù et al., 2020; Yarkoni & Westfall, 2017), especially in the 

context of situation research (Wrzus & Mehl, 2020). 
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Table 1.1: Overview of Situational Cues and Associated Smartphone-Sensed Indicators 

Situational Cues  Smartphone-Sensed Indicators  

Persons/Interactions 

Presence of people e.g., Breil et al. (2019); 
Horstmann et al. (2021); 

Rauthmann et al. (2014) 

Ambient noise e.g., Harari et al. (2017); Lane et al. (2014); Lu et al. (2009; 2012); Rabbi, et al. (2011); Rüegger et al. (2020); H. Wang 
et al. (2014); Wang & Marsella (2017); R. Wang et al. (2014) 

Social interaction e.g., Serfass & Sherman 

(2015) 

Connectivity  

(e.g., Bluetooth, WiFi)  

e.g., Z. Chen et al. (2014, 2013); Harari et al. (2015); Kalimeri et al. (2013); Min et al. (2013); Wang & Marsella (2017); 

R. Wang et al. (2014); Rüegger et al. (2020); 

  Smartphone usage  

(e.g., screen logs, app logs) 

e.g., Chatterjee et al., 2020; Harari et al. (2017); Harari, Müller, Stachl, Pargent, et al. (2020); Lane et al. (2014); Stachl, 

Au, et al. (2020); Stachl, et al. (2017) 

 

  Communication 

(e.g., calls, text messages) 

e.g., Harari et al. (2016; Harari, Müller, Stachl, et al. (2020b); Kalimeri et al. (2013); Lane et al. (2014); Min et al. (2013); 

Montag et al. (2014); Rüegger et al. (2020); Verkasalo (2009); Servia‐Rodríguez et al. (2017); Stachl et al. (2017); R. 

Wang et al. (2014) 

Objects 

Music e.g., Blake et al. (2020); 

Rauthmann et al. (2014) 

Ambient noise 

 

e.g., Lane et al. (2014); Lu et al. (2009); H. Wang et al. (2014) 

 Smartphone usage  

(e.g., app logs) 

e.g., Harari, Müller, Stachl, et al. (2020b); Stachl et al. (2017); Stachl, Au, et al. (2020) 
 

 Connectivity  

(e.g., Bluetooth, WiFi, headphone) 

e.g., Blake et al. (2020); Lu et al. (2009) 

Events/Activities 

Mobility 

(e.g., commuting, 

physical activity) 

e.g., Blake et al. (2020); 

Rauthmann et al. (2014) 

GPS/ accelerometer e.g., Barnett et al. (2018); Canzian & Musolesi (2015); Y.-P. Chen et al. (2008); Do & Gatiza-Perez (2014); Harari et al. 

(2016, 2017); Lane et al. (2014); Lathia et al. (2017); Montoliu, et al. (2013); Müller et al. (2020); Rojas et al. (2016); 

Saeb et al. (2017, 2016, 2015); Servia‐Rodríguez et al. (2017); R. Wang et al., 2014 

  Ambient noise e.g., Lu et al. (2009); Wang & Marsella (2017) 

   Connectivity 

(e.g., Bluetooth, WiFi) 

Studying/ working e.g., Blake et al. (2020); 
Breil et al. (2019); 

Rauthmann et al. (2014; 

2016) 

Connectivity  

(e.g., Bluetooth, WiFi, flight 

mode) 

e.g., Breil et al. (2019); Z. Chen et al. (2013) 

Location 

Places e.g., Breil et al. (2019); 

Rauthmann et al. (2014) 

Connectivity  

(e.g., Bluetooth, WiFi) 

e.g., Blake et al. (2020); Breil et al. (2019); Z. Chen et al. (2014, 2013); Montoliu, et al. (2013); Rauthmann et al. (2014); 
Wang & Marsella (2017) 

  GPS/ accelerometer 

 

e.g., Barnett et al. (2018); Do & Gatica-Perez, 2014; Fillekes et al. (2019); Harari et al. (2015, 2016); Mehl, et al. (2006); 
Müller et al. (2020); Mehrotra et al. (2017); Montoliu, et al. (2013); Oliveira et al. (2016); Rauthmann et al. (2014); Saeb 

et al. (2017, 2015); Sandstrom et al. (2017); Servia‐Rodríguez et al. (2017); Verkasalo (2009); R. Wang et al. (2014) 

Time    

Weekday & daytime  e.g., Serfass & Sherman 

(2015) 

Timestamp e.g., Harari et al. (2015), Harari, Müller, Stachl, et al. (2020b); Lu et al. (2009); Min et al. (2013); Saeb et al. (2015); 

Servia‐Rodríguez et al. (2017); Verkasalo (2009); R. Wang et al. (2014) 
 

 

Note. The left side of the table shows previous studies that have identified different situational cues of psychological situations. For every situational cue, studies on smartphone-sensed indicators  

of the respective cue are listed on the right side of the table.
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2.3. Method 

All data in this study were collected within the Smartphone Sensing Panel Study (SSPS; 

Schoedel & Oldemeier, 2020). The data collection procedures were carried out following the 

General Data Protection Regulation (GDPR) and received ethical approval. Additional material 

and analysis code can be found in the corresponding Open Science Framework project (OSF).3 

Please note that the tables and figures marked with A are in the Appendix section and those 

marked with S are available in the online supplemental material. 

2.3.1. Procedures 

Within the SSPS, a sample of 850 participants was recruited by a provider for non-probability 

online panels according to quotas that were representative of the German population in terms 

of gender, age, education, income, confession, and relationship status. Participants were 

required to be between 18 and 65 years old, fluent in German, and for technical reasons, use a 

smartphone running on Android 5 or higher (see Schoedel and Oldemeier (2020) for more 

details). After recruitment, participants were randomly assigned to two groups, one of which 

participated in the study for three months (n = 191) and the other for six months (n = 659). 

Afterward, they were asked to install an Android-based application (app) called PhoneStudy4 

on their personal smartphones, which continuously collected smartphone sensing data in the 

background for the respective study duration. The app sent participants a link to a 25-30-minute 

online survey each month (i.e., a total of three surveys for the three-month group, and six 

surveys for the six-month group). In addition, two 14-day experience sampling (ES) waves (the 

first one in July/August, the second one in September/October) were conducted as part of the 

SSPS.  

During these experience sampling waves, participants were asked to complete short five-

minute questionnaires two to four times a day. The schedule for the presentation of experience 

sampling questionnaires was pseudo-randomized as follows: each day was divided into four 

equally sized sections (on weekdays from 7 a.m. to 10 p.m. and weekends from 9 a.m. to 11 

p.m.). Within each segment, the time was chosen randomly, but the interval between two 

consecutive questionnaires had to be at least 60 minutes. Participants were informed about the 

questionnaire via a notification as soon as the smartphone was actively used for the first time 

after the calculated time. This procedure was chosen to increase the respondents’ commitment 

without artificially provoking smartphone use (van Berkel et al., 2019). In order to increase the 

                                                 
3 https://osf.io/kwd82/ 
4 https://phonestudy.org/ 

https://osf.io/kwd82/
https://phonestudy.org/
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motivation of the participants in the context of such a data-intensive study, the different parts 

of the study were compensated separately (e.g., continuous granting of logging permissions; 

online surveys). 

Drawing from this extensive data set, this study focuses on the smartphone sensing data 

collected within the first experience sampling wave (27th of July 2020 to 9th of August 2020). 

Additionally, the study uses self-report data collected within survey 1 (18th to 24th of May 2020; 

demographics), survey 2 (15th to 21st of June 2020; Big Five personality traits) as well as 

experience sampling phase 1 (27th of July 2020 to 9th of August 2020; Situational Eight 

DIAMONDS). For a comprehensive overview of all measures and related data collection 

procedures as well as details on compensation within the SSPS, please refer to the basic study 

protocol provided by Schoedel and Oldemeier (2020). The data analysis procedures applied in 

this study were preregistered as part of a master’s thesis prior to data preprocessing and 

analyses. The corresponding preregistration form is provided in our PsychArchives project.5  

2.3.2. Sample  

As preregistered, participants were only included in our data analyses if they reported at least 

14 experience samples of the respective criterion variable (i.e., Duty, Intellectuality, Adversity, 

Mating, pOsitivity, Negativity, Deception, Sociality). This resembles an average of one 

completed experience sample per day during the two-week experience sampling phase. In this 

way, we wanted to make sure that we were only analyzing data from participants who were 

seriously taking part in the study. Participants who met these inclusion criteria for one of the 

DIAMONDS did so for all others. Applying all exclusion criteria including the preprocessing 

steps as described below, resulted in a final sample of N = 510 participants for the data analysis 

presented in this article. Participants’ demographic characteristics were collected within survey 

1 of the SSPS. Demographic characteristics were provided by 443 participants. This subsample 

included 199 females (45%) and 243 males (55%) aged between 18 and 65 years with an 

average age of 41.39 years (SD = 12.45). As for their highest level of education, three 

participants (< 1%) reported having a doctoral degree, 96 (22%) a university degree, 133 (30%) 

                                                 
5 The preregistration can be accessed at https://dx.doi.org/10.23668/psycharchives.4928. All deviations from the 

preregistration are described in detail in the online supplemental material published on the OSF project page. 

Please note that the preregistration was written as part of a master's thesis, in which I was involved as supervisor, 

and therefore had certain limitations in terms of scope. This manuscript extended the preregistration to include the 

prediction of all DIAMONDS dimensions (only four were selected in the master's thesis) and the 

inclusion/modification of additional sensing-based situation variables. We also added additional exploratory 

analysis for validation purposes. However, the preregistered preprocessing pipeline and analysis methods remained 

the same.  

https://dx.doi.org/10.23668/psycharchives.4928
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a high school degree, 175 (34%) a secondary school degree, 63 (14%) a secondary general 

school degree, and two (< 1%) no school degree. 

2.3.3. Measures 

Self-Report Measures 

Situational Eight DIAMONDS 

Characteristics of participants’ psychological situations were assessed for 14 consecutive days 

in experience sampling measures via the German version of the S8-I ultra-brief measure for the 

situational eight DIAMONDS (S8-I; Rauthmann & Sherman, 2016a). The S8-I consists of eight 

items (one for each DIAMONDS dimension) on which participants indicate the extent to which 

they apply to their current situation (i.e., Duty: “work has to be done”, Intellectuality: “deep 

thinking is required“, Adversity: ”someone is threatened, accused, or criticized“, Mating: 

“potential romantic partners are present“, pOsitivity: “the situation is pleasant”, Negativity: 

“the situation contains negative feelings (e.g., stress, anxiety, guilt, etc.)”, Deception: “someone 

is being deceived“, Sociality: “social interactions are possible or required”) in our data 

analyses. Diverging from Rauthmann and Sherman’s (2016a) S8-I, all items were measured on 

a binary scale (0 = does not apply, 1 = applies). This was done to keep the participants’ burden 

on an acceptable level, as items were presented repeatedly among other self-report measures.  

Big Five Personality Traits 

The Big Five personality traits were assessed using the Big Five Structure Inventory (BFSI; 

Arendasy et al., 2011), a hierarchical personality inventory that defines the five broad 

dimensions (factors) of personality (i.e., Openness, Conscientiousness, Extraversion, 

Agreeableness, Emotional Stability), each consisting of six facets. The questionnaire consists 

of 300 adjectives describing personality, which were rated on a 4-point Likert scale (ranging 

from 0 = untypical for me to 3 = typical for me). With Cronbach’s α values ranging between 

.72 and .92, the BFSI shows favorable psychometric properties (Arendasy, 2009). Since the 

construction of the BFSI does not follow the classical test theory, but the item response theory 

framework, the person parameter estimates of the partial credit model were used as personality 

scores in our analyses. 

Sensing Measures: Situational Cues 

Throughout the study, a broad range of smartphone-sensed situational measures (e.g., 

connected Bluetooth devices, location, app usage) were assessed for up to 25 weeks using the 

Android logging app PhoneStudy. All collected data was timestamped as it was logged on an 

event-based basis by occurrence and/or in predefined time intervals. Depending on the class of 

https://onlinelibrary.wiley.com/doi/full/10.1002/per.2258#per2258-bib-0003
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the logged event (e.g., calls), it was further specified by additional information (e.g., outgoing). 

A comprehensive overview of all logging events and their specifications is provided by 

Schoedel and Oldemeier (2020). In the following sections, we briefly describe how we 

extracted the smartphone-sensed situational cues that were relevant to our research question. 

Concretely, the raw sensing data logged over the two-week ES period were used to 

extract various sensing variables which were selected according to the following principles: 

First, situational correlates of individuals’ psychological situations (i.e., DIAMONDS) were 

identified based on an extensive literature review (see Table 2.1). Second, we derived 

manifestations of these correlates in smartphone-sensed data based on previous literature and 

theoretical reasoning. For instance, we identified the activity of studying or working as a 

correlate of perceived situation characteristics (Rauthmann et al., 2014). This activity in turn 

has been successfully predicted via machine learning based on Bluetooth connectivity data (Z. 

Chen et al., 2013). Additionally, one may infer such activities based on the user’s smartphone 

usage (e.g., less general app usage). Consequently, we included connected Bluetooth devices 

and general app usage as predictor variables in our study. Third, our theoretical selection of 

predictor variables was dependent on the data. For example, we did not include noise-related 

predictors in our study, although they are likely to be related to the DIAMONDS, because such 

data type was only recorded in the evening. 

The resulting ideas for extracting situational cue variables in our study were based on 

events of five different clusters of data types (referred to as sensing modalities in the following): 

(1) connectivity (e.g., Bluetooth status or connected headphones), (2) smartphone usage (e.g., 

app usage or screen times), (3) communication (e.g., calls, text messages), (4) 

GPS/accelerometer, (e.g., total distance covered or types of places visited), and (5) timestamp 

(e.g., daytime or weekday). Table 2.1 presents an overview of these sensing modalities and 

derived variable classes. Please note that in machine learning jargon, variables are called 

features, so we use this term in the following.  
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Table 2.1: Overview of Different Feature Classes per Smartphone Sensing Modality  

 

Categorizations 

The raw sensor data collected was directly interpretable for most data types, but some data types 

were not inherently meaningful. Thus, certain types of raw logging data had to be clustered into 

a finite number of categories before psychologically meaningful features could be extracted. 

Concretely, we derived categorizations for the sensing data on (a) connected Bluetooth devices, 

(b) apps used, and (c) places visited. In order to not go beyond the scope of this paper, detailed 

information on the newly developed categorizations and the respective definitions of categories 

are provided in Table A2.1 and the codebook available in the OSF project. 

The raw sensing data on the Bluetooth connectivity status of the devices were grouped 

using a newly developed two-level category system. At level 1, the Bluetooth events were 

grouped as turned “on/connected”, turned “on/disconnected”, or turned “off”. For “connected” 

events, we further differentiated the types of connected Bluetooth devices (e.g., “headset”, 

“computer”, or “car”).  

To gather data on participants' smartphone use, the names of the apps used in each 

session were recorded and categorized into meaningful app types, such as “social media” or 

“gaming”, based on a category system developed by Schoedel et al. (2022). To ensure data 

quality, only categories with at least moderate interrater agreement (Cohen’s Kappa > .60) were 

used, while “system apps” that automatically run in the background were excluded.  

To track participants' locations, GPS and accelerometer data were logged (on-device) 

using the Fused Location Provider API.6 For example, we employed the GeoHash algorithm 

(Niemeyer, 2008), which uses GPS latitude and longitude data to identify frequently visited 

geographic regions and extract indicators of individual location visiting patterns per participant. 

                                                 
6 https://developers.google.com/location-context/fused-location-provider 

Sensing Modality Feature Class 

Connectivity (con) Bluetooth, flight mode, headphones, power cable, WiFi 

Smartphone usage (sma) Apps, music, notifications, screen 

Communication (com) Calls & text messages, keyboard logs 

GPS/accelerometer* (GPS) Activity states, altitude, displacement, distance covered, 

GeoHashs, places, speed, trips 

Timestamp (timestamp) Daytime, weekday 
 

Note. The abbreviations of the sensing modalities as reflected in the feature names are shown in brackets.  

* GPS data were enriched via different APIs to identify the types of places visited.  

https://developers.google.com/location-context/fused-location-provider?hl=en
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Furthermore, using all available GPS data points, participants' home and workplace locations 

were identified by applying a sophisticated clustering algorithm as described in the online 

supplemental material. Additionally, the GPS data points logged at the time point of the 

experience sampling were annotated with the closest point of interest (POI) by using the Google 

Places Nearby Search 7, HERE Geocoding & Search API 8, and Foursquare Places API 9. 

Moreover, a total of 1,457 unique latitude/longitude data pairs were categorized by iteratively 

developing a categorization based on the HERE Places Category System 10. This resulted in 

different types of places, ranging from “food” to “outdoors” or “nightlife” (see Table A2.1). 

Finally, we enriched the data by incorporating for example the population density of the 

respective city in 2020, using the GENESIS-Online database of the German Federal Statistical 

Office (Destatis, 2020). 

In addition, the processing of certain types of data was already integrated into the 

PhoneStudy app. First, the keyboard logs were preprocessed on-device using the 

LanguageLogger app (Bemmann & Buschek, 2020). Moreover, physical activity recognition 

was embedded into the PhoneStudy app using the Google Activity Recognition API.11 Further 

details on the data enrichment processes can be found in Schoedel et al. (2022) and the online 

supplemental material in the OSF project. 

Feature Extraction 

The smartphone-sensed situational cues were linked to self-reported situational characteristics 

by aggregating the logged events in relation to their respective experience sampling (ES) 

reports. Given the exploratory nature of the research and the lack of previous studies on the 

appropriate time window to observe situational cues, two different temporal perspectives were 

applied. Specifically, we decided to extract features from the raw sensing data onto two types 

of aggregation modes: status and timeframe aggregation.  

So-called status features reflect variables that were extracted at the exact time the 

experience sampling was recorded. The status features reflect binary features, i.e., status is 

present (1) or absent (0). For instance, the feature Bluetooth status “on” indicates whether a 

participant’s Bluetooth was turned on at the time the specific experience sampling questionnaire 

was answered. In contrast, so-called timeframe features are variables that quantify events within 

                                                 
7 https://developers.google.com/maps/documentation/places/web-service/search-nearby 
8 https://developer.here.com 
9 https://location.foursquare.com/developer/reference/places-api-overview 
10 https://developer.here.com/documentation/places/dev_guide/topics/place_categories/places-category-

system.html 
11 https://developers.google.com/location-context/activity-recognition 

https://developers.google.com/maps/documentation/places/web-service/search-nearby
https://developer.here.com/
https://location.foursquare.com/developer/reference/places-api-overview
https://developer.here.com/documentation/places/dev_guide/topics/place_categories/places-category-system.html
https://developer.here.com/documentation/places/dev_guide/topics/place_categories/places-category-system.html
https://developers.google.com/location-context/activity-recognition
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a certain timeframe around the respective experience sampling record. For instance, the 

timeframe feature total duration of app usage quantifies the total duration of app usage within 

one hour around the specific experience sampling questionnaires. As the start and end of daily 

situations can vary drastically (Rauthmann & Sherman, 2016b), a range of different timeframes 

may be informative about an individual’s current psychological situation. Based on previous 

research on the average length of situations (Rauthmann & Sherman, 2016b) and the prevalence 

of situational manifestations (Andone et al., 2016; Wilcockson et al., 2018), a time window of 

30 minutes before and 30 minutes after the start of the related experience sampling 

questionnaire was chosen for the extraction of timeframe features. That is, the raw logging 

events that occurred within these 60-minute time intervals were aggregated to quantify the 

distribution of the number, frequency, and duration of logging events for each timeframe feature 

(i.e., using the sum, median, median absolute deviation, minimum, and maximum). A detailed 

explanation of all quantification metrics can be found in Table A2.2.  

Description of Features 

The feature extraction procedure resulted in a total number of 675 features (58 status features 

and 617 timeframe features) for our predictive modeling approach. In order not to go beyond 

the scope of this paper, we do not provide a step-by-step description of our exact preprocessing 

procedures here, but refer the interested reader to the supplemental material on the project’s 

OSF repository for more detailed information.12 However, for a better understanding of the 

derived smartphone-sensed situational cues, some examples are given in the following:  

The connectivity features comprise situational cues that reflect the connectivity of a 

participant’s device by sensing the current connectivity status via Bluetooth, WiFi, or power 

cable. For example, the number and type of connected devices at the time of experience 

sampling are considered (status feature). 

The smartphone usage features reflect the participant’s phone-related behavior, 

including for example the number or type of apps that are used. Moreover, the number or 

duration of screen sessions as well as response times to notifications in and around the situation 

of interest are measured (timeframe feature). 

The communication sensing modality considers for example features related to calls or 

text messages, as well as data collected from keyboard logging. For instance, the total number 

of outgoing calls or the average duration of a call was calculated (timeframe features). In 

                                                 
12 https://osf.io/kwd82/ 

https://osf.io/kwd82/
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addition, the average sentiment of a text message or the total amount of words per text message 

are included in this sensing modality, following Pennebaker et al. (2015). 

The features developed based on the GPS/accelerometer data cover information about 

the current location (or POI; point of interest), such as the type of place (e.g., home, work, shop, 

or restaurant), as well as other characteristics such as the population-density in the current 

district. For example, the type of place being visited during the experience sampling is extracted 

(status feature). In addition, speed- or accelerometer-based activity states (e.g., driving vs. 

walking) in a current situation are estimated (status feature). Other geographical metrics, such 

as the spatial coverage of the participant around the situation, are also included in this sensing 

modality (timeframe feature). 

Finally, the timestamp features include all time-related information, from the time of day 

to the weekday of the current situation (status feature). 

2.3.4. Data Preprocessing 

Following the preregistration, a series of preprocessing steps were applied to prepare the data 

for predictive modeling. To ensure high data quality, data were excluded based on criteria at 

the level of complete study days, experience sampling (ES) records, and single observations. 

First, days with low levels of smartphone usage (less than ten unlocks of their screen or total 

usage time below 15 minutes) were excluded. Second, ES reports with a completion time above 

15 minutes were excluded. This represents the maximum time participants were instructed to 

spend on the questionnaire. Third, due to technical logging errors, single observations of 

features could reach extreme values unrelated to the participant’s situation. We therefore 

inspected the distributions of all extracted features prior to predictive modeling and replaced 

extreme outliers (4 standard deviations from the mean) in extracted features with missing 

values.  Fourth, following the recommendations of Kuhn and Johnson (2013, p. 42), features 

with (a) more than 90% missing values, (b) zero or near-zero variance (10% cut-off), or (c) 

strong correlations with other features (r > .90) were removed, and missing values were imputed 

using median imputation. Please note that this step was performed within each inner resampling 

iteration to avoid overfitting.  

2.3.5. Data Analyses 

Machine Learning Algorithms 

We employed machine learning methods to predict the reported presence (or absence) of 

individuals’ psychological situations from smartphone-sensed status and timeframe features. 

Concretely, we framed the prediction of the eight perceived situational characteristics (i.e., the 
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DIAMONDS dimensions) as eight binary classification problems. The predictions were made 

on the level of experience sampling records.  

To determine the best model, the predictive ability of a random forest and a logistic 

Lasso regression was compared to a featureless (naive guessing) model by conducting a 

statistical benchmark experiment. The random forest model is capable of handling non-linear 

relationships and complex interactions (Breiman, 2001). The model is based on multiple 

bootstrapped and decorrelated decision trees, reflecting an all-rounder that is widely used in 

machine learning research (Wright & Ziegler, 2017). The logistic Lasso regression, a linear 

model with L1 regularization, provides interpretability and sparsity of coefficients (Tibshirani, 

1996).  

Evaluation Metric 

To assess the predictive performance of the machine learning models, we focused on the area 

under the receiver operating characteristic curve (AUC). This cutoff-independent metric 

balances the trade-off between sensitivity and specificity (Hosmer et al., 2013).13 A naïve 

guessing model without features (featureless model) shows a linear relationship between the 

sensitivity and specificity, manifested in an AUC of .50. In prediction tasks, a model can 

perform better or worse than the featureless model. Accordingly, the AUC is defined between 

zero and one, while the higher the value above .50, the better the model fit (James et al., 2013, 

p. 150; Kuhn & Johnson, 2013, p. 264).  

Resampling 

To prevent overfitting, we applied repeated ten-fold cross-validation as a resampling scheme. 

Due to the repeated experience sampling measures per person, our analyzed data comprised 

two levels: experience sampling records and participants. Since the observations of a participant 

belong together and must not be separated during resampling, we applied a blocked resampling 

procedure using the participant’s identifier as the grouping factor. Both the random forest and 

the Lasso models were trained with the standard settings of the mlr3 package (Lang et al., 2019), 

using the ranger (Wright & Ziegler, 2017) and glmnet implementations (Friedman et al., 

2010).14 

                                                 
13 The sensitivity (or true positive rate) measures the proportion of correctly classified positive observations, while 

the specificity (or true negative rate) reflects the correctly classified negative observations. 
14 In classification, the default setting of the random forest function (classif.ranger) conveys an estimation of 500 

decision trees with the Gini coefficient as a loss function. In default, the Lasso (cv.glmnet) optimizes the value of 

the L1 penalty (i.e., 𝜆) in a ten-fold cross-validation with the model’s deviance as a loss function. In default 

settings, the optimal 𝜆 is the value that gives the most regularized model such that the cross-validated error (e.g., 

deviance) is within one standard error of the minimum. 
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Feature Importance 

To gain a better understanding of the importance of specific features, we evaluated the feature 

importance of the prediction models that outperformed the featureless model. Concretely, the 

penalized logistic Lasso regression and the random forest model were fit to the full data sets of 

Duty (n = 11,506), Intellectuality (n = 11,492), Mating (n = 11,475), and Sociality (n = 11,446) 

scores. For the analysis of the single feature importance in the Lasso model, we extracted the 

z-standardized regression weights per feature and assessed their absolute values. For the 

random forest model, feature importance was assessed by permutation method, using the AUC 

loss across ten permutations as the evaluation metric (Breiman, 2001).  

In addition, grouped feature importance scores were calculated for the Lasso and 

random forest models to compare the importance of the five different sensing modality groups. 

Concretely, the grouped feature importance scores represent the difference in the average 

dropout AUC loss of the respective feature group compared to the full model (including all 

features) across ten permutations (Biecek, 2018). 

Linear Mixed Models for Validation  

Moreover, we validated the predicted DIAMONDS scores using Big Five personality traits, 

that are associated with psychological situations (e.g., Jonason & Sherman, 2020; Rauthmann 

et al., 2014; Sherman et al., 2015). Linear multilevel models (LMMs) were calculated for 

dimensions that were predicted better than chance, using two models with the same predictors 

(Big Five traits) but different targets, namely (1) self-reported scores and (2) predicted scores. 

Due to the repeated measurements of participants’ psychological situation scores, we used 

multilevel regression modeling with repeated measures of the DIAMONDS as level 1 variables 

nested within individuals (level 2). We specified a random-intercept-fixed-slope model to 

predict each experience-sampled DIAMONDS score (binary target) and included Big Five 

personality traits as level 2 predictors (Bates et al., 2015; Matuschek et al., 2017). 

Statistical Software 

All data preprocessing and analysis were performed using R 4.0.3 (R Core Team, 2021) and 

Python 3.10 (van Rossum & Drake, 2009). R packages used included dplyr (Wickham, 

François, et al., 2019), httr (Wickham, 2019), jsonlite (Ooms, 2014), lubridate (Grolemund & 

Wickham, 2011), and tidyverse (Wickham, Averick, et al., 2019). Missing imputation was 

conducted using zoo (Zeileis & Grothendieck, 2005). The packages dbscan (Hahsler, et al., 

2019) and geosphere (Hijmans et al., 2017) were used for geographic clustering and spherical 

trigonometric analysis of the GPS data. The Python libraries pandas (McKinney et al., 2010) 
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and NumPy (Harris et al., 2020) were applied for GPS-based trip identification with the infostop 

library (Aslak & Alessandretti, 2020). Predictive modeling was conducted with mlr3 (Lang et 

al., 2019) and linear multilevel modeling was done with lme4 (Bates et al., 2015). The packages 

DALEX (Biecek, 2018) and DALEXtra (Maksymiuk, et al., 2020) were used for grouped feature 

importance analysis. Visualization was performed using ggplot2 (Wickham, 2016), corrplot 

(Wei et al., 2017), and fmsb (Nakazawa, 2021). All R packages used in the analysis are listed 

in the renv.lock file in the OSF project to ensure reproducibility (Ushey, 2020). 

 

2.4. Results 

2.4.1. Descriptive Statistics  

Psychological Situation 

After preprocessing, the final data set comprised 176 predictor variables (28 status features and 

148 timeframe features) from 510 participants with 11,506 (Duty) to 11,175 experience 

sampling records (Sociality). On average, 19 reports were completed per participant, with 4% 

(Deception) to 73% (pOsitivity) of the DIAMONDS dimensions rated as present in the 

experience-sampled situations (see Table 2.2). Based on the random-effects multilevel models, 

we found that between 34% and 47% of the variance in the DIAMONDS ratings can be 

attributed to between-person differences. The person-level intercorrelations between the 

DIAMONDS dimensions ranged from -.46 (for pOsitivity and Negativity) to .50 (for Duty and 

Intellectuality) (see Table 2.2). 

Situational Cues 

In this manuscript, we present only selected examples of situational cues. A comprehensive 

overview of descriptive statistics and correlations for all situational cues can be found in Table 

S5 in the online supplemental material. Figure 2.1 shows the average profiles of selected cues 

across participants and experience sampling reports for each DIAMONDS dimension. The blue 

polygons indicate the average situational cues for situations scoring high, and the red polygons 

indicate situations scoring low on the respective dimension. For example, situations rated high 

on Duty are more likely to be associated with situations outside the home, early on weekdays, 

and with lower app usage. Figure 2.1 illustrates that differential patterns of situational cues can 

be observed for some DIAMONDS dimensions (e.g., Duty, Intellectuality), while there is an 

overlap for others (e.g., pOsitivity, Negativity). 
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Table 2.2: Descriptive Statistics and Intercorrelations for DIAMONDS Ratings 

Note. ICC = Intra-class correlations reflect the proportion of variance between persons divided by total variance (i.e., the higher 

the value, the more is the variance attributable to the person); D = Duty; I = Intellectuality; A = Adversity; M = Mating; O = 

pOsitivity; N = Negativity; De = Deception; S = Sociality; Intercorrelations resemble Pearson correlation on the person-level 

(N = 510); DIAMONDS were measured on a binary scale with 0 = does not apply and 1 = applies. 

 

 

 n M SD ICC Intercorrelations 

     D I A M O N De S 

Duty 11,506 0.48 0.50 .34 -        

Intellectuality 11,492 0.28 0.45 .40 .50 -       

Adversity 11,481 0.05 0.21 .46 .11 .21 -      

Mating 11,475 0.28 0.45 .47 -.06 -.03 .08 -     

pOsitivity 11,469 0.73 0.44 .42 -.11 -.12 -.16 .20 -    

Negativity 11,463 0.19 0.40 .43 .18 .26 .35 -.02 -.46 -   

Deception 11,453 0.04 0.19 .47 .09 .16 .45 .08 -.08 .27 -  

Sociality 11,446 0.56 0.50 .40 .22 .21 .08 .25 .07 .09 .08 - 
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Figure 2.1: Visualization of Selected Smartphone-Sensed Situational Cues per DIAMONDS 

Dimension  

 
 

 

Note. GPS (Coverage) = spatial coverage by convex hall (timeframe feature); GPS (Home) = situation at home (status feature); Time 

(Morning) = situation in the morning (status feature); Time (Weekend) = situation at the weekend (status feature); Sma (Dur Apps) = 

total duration of all app usages; Sma (Num Apps) = total number of all apps used; Com (LIWC (Adj)) = avg. score of LIWC dimension 

Adjective in keyboard logs (timeframe feature); Com (LIWC (Article)) = avg. score of LIWC dimension Article in keyboard logs 

(timeframe feature); Con (Bluetooth) = total duration of Bluetooth disconnected; Con (WiFi) = total duration of WIFI status off 

(timeframe feature). The average of the feature calculated across all experience samplings after z-standardizing the raw data (N = 510) 

is shown. The DIAMONDS were measured on a binary scale with 0 = does not apply (no in red) and 1 = applies (yes in blue). 
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2.4.2. Prediction of Psychological Situations 

Benchmark Experiments 

Table 2.3 summarizes the results of the benchmark experiments for each DIAMONDS 

dimension, with the models ranked by highest predictive performance (mean AUC) from lowest 

to highest: featureless model, random forest, and Lasso. The random forest and Lasso models 

outperformed the featureless model, with higher mean AUC levels for Duty (.680 and .689), 

Intellectuality (.592 and .631), Mating (.559 and .586), and Sociality (.589 and .574), 

respectively. However, the random forest and Lasso models did not perform better than the 

featureless model for Adversity, pOsitivity, Negativity, and Deception at the descriptive level. 

 

Table 2.3: Summary of Mean AUCs per Target Variable and Algorithm 

Note. The coefficients represent the mean values of the AUC and are based on a ten-times repeated ten-fold cross-validation. 

 

This impression is confirmed by the distribution of AUCs over the 100 iterations (i.e., repeated 

10x10-fold CV) of the benchmark experiment shown in Figure 2.2. The AUCs for Adversity, 

pOsitivity, Negativity, and Deception predictions by both random forest and Lasso were close 

to the featureless model, while both models outperformed the featureless model for Duty, 

Intellectuality, Mating, and Sociality. The range of the box plots across all iterations shows that 

the predictions were robustly better than a naïve guessing approach. Both random forest and 

Lasso performed more or less similarly for all DIAMONDS dimensions.  

Targets 

Algorithm 

Featureless  

Model 

Random  

Forest 

Logistic Lasso 

Regression 

Duty .500 .680 .689 

Intellectuality .500 .592 .631 

Adversity .500 .550 .534 

Mating .500 .559 .586 

pOsitivity .500 .517 .541 

Negativity .500 .515 .530 

Deception .500 .515 .531 

Sociality .500 .589 .574 
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Figure 2.2: Distribution of AUCs across Resampling Iterations per Algorithm 

 
 

Note. AUC = Area under the operating characteristic curve; FL = featureless model; RF = Random Forest; LR = logistic 

Lasso regression; Distributions are based on a ten-times repeated ten-fold cross-validation. 

 

Feature Importance 

We analyzed the feature importance for the dimensions of Duty, Intellectuality, Mating, and 

Sociality based on the benchmark experiment results. We focused on the results of the linear 

prediction model (i.e., Lasso) because it had a similar predictive ability to the non-linear model 

(i.e., random forest). The absolute z-standardized logistic regression coefficients of the top ten 

most important features for each dimension are shown in Figure 2.3. The feature importance 

results for the random forest are shown in Table S6.  Of the 175 features included in the final 

modeling after preprocessing, 99 had non-zero coefficients for Duty, 80 for Sociality, 79 for 

Mating, and 69 for Intellectuality, while no sensing modality particularly dropped out of the 

model. However, it is important to interpret the differences in feature importance with caution, 

as the differences in the regression coefficients are rather small. 
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Figure 2.3: Regression Coefficients of Lasso Model per Sensing Modality 

 

Note. beta = z-standardized coefficients of the logistic Lasso regression; SF = status feature (reflecting time point of experience 

sampling), TF = timeframe feature (time window around experience sampling); POI = point of interest. The penalized logistic 

Lasso regression was fit to the full data set of available ratings for Duty (n = 11,506), Intellectuality (n = 11,492), Mating (n = 

11,475), and Sociality (n = 11,446). For visualization purposes, only the features with the ten highest coefficients (absolute 

values) are shown. 

 

 

As can be seen in Figure 2.3, the top ten features for Duty predictions were dominated by the 

timestamp, GPS/accelerometer, and connectivity features. The model was more likely to predict 

a dutiful situation if it occurred on a weekday, in the morning or at noon, in a shop/service or 

at work, and with a connected Bluetooth device. For Intellectuality, weekday mornings, 



Study 1: Sensing Psychological Situation 

 

48 

shop/service or work location, disconnected Bluetooth, less use of time-related (e.g., timer or 

calendar) or news apps, and more short phone checks were predictive. Mating was more likely 

to be predicted if the location was at home on a weekend evening, with a connected Bluetooth 

device and a higher number of trips completed. Sociality was likely when the location was a 

shop/service or work, the phone’s Bluetooth or power cable was not connected, the situation 

was earlier in the day, and less time-related app usage but more quick phone checks occurred.  

In summary, similarities in the importance of features across the four dimensions were 

observed. In particular, the time of the situation (especially weekday vs. weekend; morning vs. 

evening), the current location (at work or shop/service), and the phone’s Bluetooth connectivity 

played an important role in the predictions. The grouped feature importance, calculated by the 

mean AUC loss across ten permutations, indicated that no sensing modality was more important 

than the others for prediction performance (see Table A2.8). 

2.4.3. External Construct Validity of Predictions  

The study also exploratively evaluated the external construct validity of the predicted 

DIAMONDS scores using a nomological net perspective (Bleidorn & Hopwood, 2019; 

Bornstein, 2009; Cronbach & Meehl, 1955). External discriminant validity refers to the 

associations between scores predicted by machine learning models and other constructs. 

Building on previous studies of associations between personality traits and characteristics of 

psychological situations, we inspected self-reported Big Five personality traits to examine 

external discriminant validity (Jonason & Sherman, 2020; Rauthmann et al., 2014; Sherman et 

al., 2015). As we did not perform formal hypothesis testing, confidence intervals are provided 

to indicate the robustness of the results.  

In general, the Big Five personality traits showed similar associations with both self-

reported and predicted DIAMONDS scores (Figure 2.4). For example, the personality trait 

Conscientiousness was positively associated with Duty or Intellectuality, while Extraversion 

was associated with higher Mating. Openness was associated with predicted and self-reported 

Intellectuality and Sociality scores. A more detailed overview of the results can be found in the 

Appendix (Tables A2.3-A2.6) and in the online supplemental material. 
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Figure 2.4: Estimated Fixed Model Effects of the Linear Mixed Models for Duty, 

Intellectuality, Mating, and Sociality 

 

Note. Estimates = fixed effects estimates of linear mixed models for self-reported (left) vs. predicted (right) scores; O = 

Openness, C = Conscientiousness, E = Extraversion, A = Agreeableness, ES = Emotional Stability; 95% confidence intervals 

of estimated coefficients are shown. The red color indicates negative, the blue color positive coefficient estimates.  

 

 

 

2.5. Discussion 

We used a machine learning approach to investigate whether situational cues collected via 

smartphone sensing can predict perceived psychological characteristics (i.e., Duty, 

Intellectuality, Adversity, Mating, pOsitivity, Negativity, Deception, Sociality; DIAMONDS) 

of everyday life situations. For this purpose, we analyzed data collected in a large-scale panel 

study during a two-week experience sampling phase using a representative quota sample. By 

applying a multi-method approach, this study reflects a first step toward an ideal study design, 

as proposed by Rauthmann, Sherman, and Funder (2015): Situational characteristics were 

sampled from many people (i) in their everyday lives (Sherman et al., 2010), with (ii) different 

assessment methods (Rauthmann et al., 2014), from (iii) multiple situations using experience 
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sampling to depict moment-to-moment changes in situation perception (Ram et al., 2012; 

Sherman et al., 2015), and (iv) across a variety of relevant groups (Guillaume et al., 2016). Our 

findings highlight the importance of multi-method study designs for generating new insights 

and show that certain, but not all, characteristics of the psychological situation can be predicted 

from data collected via smartphones. In the following sections, we critically discuss the findings 

of our exploratory study and provide post-hoc explanations for the prediction results. However, 

these interpretations should not be easily generalized and need to be confirmed by hypothesis 

testing in future research. 

2.5.1. Varying Predictability of Different Situational Characteristics 

This study extends previous situation research by using smartphone-sensed situational data and 

machine learning techniques to predict individuals’ psychological situations. To the best of our 

knowledge, this study is the first to respond to recent calls from scholars to address the potential 

of smartphone sensing and machine learning for situation research (e.g., Harari, Müller, & 

Gosling, 2020; Wrzus & Mehl, 2020). By applying different prediction models, we found that 

the situational characteristics Duty, Intellectuality, Mating, and Sociality could be predicted 

above chance. However, the predictability of pOsitivity and Negativity was not very robust 

overall, only performing better than naïve guessing for some of the benchmark iterations. On 

the other hand, the scatter of the prediction performance across iterations for Adversity and 

Deception was very large, leading us to conclude that the prediction did not work for these 

dimensions. 

Prediction of Duty, Intellectuality, Mating, and Sociality 

For Duty, Intellectuality, Mating, and Sociality, our machine learning-based prediction model 

outperformed the featureless model on average, with improvements ranging from 7% 

(Sociality) to 19% (Duty). To illustrate, if we had randomly picked a dutiful and a non-dutiful 

situation from our sample, the Lasso model would have estimated a higher probability of the 

dutiful situation (69%) compared to the featureless model (50%). For comparison, previous 

studies using smartphone-sensed features to predict individuals’ level of Big Five personality 

traits in a binary classification setting (e.g., high vs. low scores) reported similar mean 

prediction accuracies between 59% and 75% (e.g., Chittaranjan et al., 2011; Küster et al., 2018). 

However, it is important to note that direct comparisons between prediction results are 

complicated due to differences in stability and delineation between individuals and situations. 
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Prediction of pOsitivity and Negativity 

Our findings for pOsitivity and Negativity suggest that our algorithms modeled weak 

associations, with prediction performances better than naïve guessing in most iterations. 

However, based on the magnitude of associations between pOsitivity or Negativity and 

situational cues reported in previous self-report-based studies, we would have expected higher 

prediction performances (e.g., Breil et al., 2019; Horstmann et al., 2021; Rauthmann et al., 

2014; Rauthmann & Sherman, 2016a). One reason for the low predictive performance in our 

study may be that we used different methods to assess situational characteristics and cues, 

which freed our correlations from common method biases and probably resulted in lower 

correlations (Podsakoff et al., 2003). Furthermore, previous findings are based solely on 

questionnaire data and can be subject to cognitive biases that may inflate correlations 

(Baumeister et al., 2007; Schwarz, 2012). 

Additionally, small associations may require a larger sample size to detect them, as 

previously noted in research on the relationship between smartphone sensing data and affect 

(Horstmann & Ziegler, 2019). For instance, Sandstrom et al. (2017) examined a sample of 3,646 

participants with an average of 111 experience sampling records and found only weak 

associations between smartphone-sensed locations and affect. In contrast, our sample of 510 

subjects with an average of 19 experience sampling records only accounted for 2% of the 

sample size studied by Sandstrom et al. (2017). As a result, an even larger sample may be 

required to accurately predict the pOsitivity and Negativity of a situation from smartphone-

sensed situational cues. Another reason for the discrepancies with previous findings could be 

the different sample composition. While we investigated a quota-recruited sample 

representative of the German population, previous studies mostly focused on student samples 

(e.g., Blake et al., 2020; Breil et al., 2019; Horstmann et al., 2020; Rauthmann et al., 2014; 

Rauthmann & Sherman, 2016b; Shermann et al., 2015). The generalizability of students' 

situational perceptions to other populations is still an open question for future research.  

Prediction of Adversity and Deception 

The two dimensions Adversity and Deception could not be predicted by our smartphone-sensed 

situational cues. We suspect the under-sampling of these situational dimensions in our study to 

be one reason, making it difficult to train a good prediction model. In line with previous 

research, only a few situations were perceived as adverse or deceptive (Horstmann et al., 2021; 

Sherman et al., 2015). In addition, the Big Five traits of Agreeableness and Neuroticism, which 

are linked to Adversity and Deception (Jonason & Sherman, 2020; Rauthman et al., 2015b), 
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also showed low predictability using smartphone data (Stachl, Au, et al., 2020), consistent with 

our findings. 

2.5.2. Differential Fit of (Smartphone-Sensed) Situational Cues 

Moreover, our prediction results indicate that the smartphone-sensed situational cues were 

differentially informative about different dimensions of psychological situations. We see two 

reasons for this. First, this study supports prior self-report-based findings on the differential 

suitability of situational cues for predicting situational characteristics (Blake et al., 2020; Breil 

et al., 2019; Horstmann et al., 2021; Rauthmann et al., 2014). Our interpretable machine 

learning analysis revealed that the dimension Duty was well-detected from objectively 

measurable situational cues, such as the time of the day or week and location. For example, 

individuals were more likely to rate a situation as dutiful if it was in the morning or at work. 

On the other hand, situational characteristics such as Adversity or Deception were not easily 

perceived from an external perspective (and were not accurately predicted in our study). This 

pattern of results is consistent with previous findings which observed the lowest agreement 

between participants’ (internal) ratings and external raters’ ratings for Adversity and Deception 

(Rauthmann et al., 2014). Similarly, in our study, the external raters (i.e., machine learning 

algorithms) were unable to extract information from the objective situational cues to accurately 

predict (internal) ratings of Adversity and Deception. Thus, our findings underscore the 

importance of considering the external detectability of situational characteristics when 

predicting psychological situations from situational cues. Based on our results, we conclude 

that situational cues are more effective for prediction the more readily apparent they are from 

the outside. 

The second reason relates to the operationalization of situational cues using 

smartphones. Prior research has shown that situational cues provide differential information 

across different dimensions of psychological situations. Accordingly, the smartphone-sensed 

cues used in our study were not able to capture all dimensions equally well. While they were 

very well suited to quantifying aspects of a situation such as time, frequency, and duration of 

activities, they were limited in their ability to depict the quality of a situation. For example, 

except for the few keyboard features, the indicators we used contained little information about 

affective processes in each situation. However, previous studies have demonstrated a significant 

overlap between measures of affect and situation perception (Horstmann et al., 2021; 

Horstmann & Ziegler, 2019). Accordingly, the dimensions most associated with positive and 

negative affect (pOsitivity, Negativity, Deception, and Adversity) (Horstmann et al., 2021) 

were poorly predicted by our smartphone-sensed situational cues.  
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At this point, we already anticipate a limitation of our study that will be discussed later. 

Our study comprised situational cues from five different sensing modalities (i.e., connectivity, 

smartphone usage, communication, GPS/accelerometers, and timestamp). Yet, due to technical 

constraints, we lacked other types of data (e.g., ambient noise, light, photos of the surrounding) 

that have been proven to reveal information about affect (e.g., Lu et al., 2009; Rachuri et al., 

2010; Wampfler et al., 2020). The use of smartphones as a research tool holds great promise 

for situational researchers to gather situational cues at a more sophisticated level in the future. 

By utilizing more advanced analysis techniques for audio data, such as speaker identification 

or sound and ambient noise analysis (Kalimeri et al., 2013; Lane et al., 2015; H. Wang et al., 

2014; W. Wang et al., 2018), researchers will be able to obtain more in-depth situational cues. 

Instead of just detecting that a (digital) social interaction has taken place, future models will 

then be more capable of identifying the emotional tone (i.e., valence) of the interaction and the 

group of people involved (such as friends, family, colleagues, etc.).  

2.5.3. The Diversity of Psychological Situations 

Examining the ‘black box’ of machine learning algorithms, our study found that features from 

all five sensing modalities (connectivity, smartphone usage, communication, 

GPS/accelerometer, timestamp) were important in predicting at least one of the dimensions of 

Duty, Intellectuality, Mating, and Sociality. The analysis showed that no single feature (or 

group of features) was dominant in predicting psychological situations; instead, it was the 

combination of all features that contributed to the predictions. Similar results have been 

observed in previous prediction studies in the field of personality computing (Chittaranjan et 

al., 2011, 2013; Stachl, Au, et al., 2020). This highlights the complexity and diversity of 

psychological situations, requiring multiple types of sensed situational cues for reliable 

predictions. 

For example, connectivity patterns, such as a higher use of the phone’s Bluetooth 

function, were associated with higher levels of Duty and Mating, but lower levels of 

Intellectuality and Sociality. Lower app usage and shorter phone checks were positively 

associated with a situation’s Intellectuality and Sociality. Similarly, prior studies have already 

reported longer periods of concentration and shorter screen times in highly intellectual 

situations (Breil et al., 2019; Rauthmann & Sherman, 2020). In real-life social contexts, people 

tend to check their devices briefly rather than use them for longer sessions, being more sociable 

and outgoing in such situations (Rauthmann et al., 2014). Moreover, our results underpin 

previous findings on the relevance of the location on the perceived Sociality of a situation. 

Being at work or studying in the classroom together with other colleagues was perceived as 
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social (Blake et al., 2020; Breil et al., 2019; Rauthmann et al., 2014), while being at home was 

associated with rather unsocial situations except for Mating activities (Blake et al., 2020; 

Rauthmann et al., 2014). The weekday and time of the day also had an impact on all four 

dimensions (Duty, Intellectuality, Mating, and Sociality), with later days being lower in 

Intellectuality and higher in Mating (Blake et al., 2020). These findings support previous 

research reporting, for example, that these two cues are related to the level of Duty in situations 

described in social media posts (Serfass & Sherman, 2015).  

In conclusion, our results demonstrate the complexity and diversity of real-life situations 

and highlight the need for a wide range of situational cues to accurately capture a situation. Our 

results also underscore the potential of smartphone sensing methods to extract as much 

situational information as possible by considering multiple data types (i.e., sensing modalities) 

within and around the situation. Nevertheless, the interpretation of the feature importance 

presented here should be treated with caution due to certain limitations.  First, the standardized 

regression coefficients were relatively small and some features were highly correlated, leading 

to potential multicollinearity that may have distorted the feature importance scores (Farrar & 

Glauber, 1967). Secondly, binary-coded status features were more often included among the 

most important features in our linear model (Lasso) than non-binary-coded timeframe features. 

This may be a methodological artifact resulting from the model’s preferential selection of 

binary input variables when predicting binary criterion variables. Third, the communication 

modality was the least represented across dimensions, possibly because people are more likely 

to use corresponding apps (which were included in the phone usage category) than traditional 

phone calls or text messages. This resulted in a lack of calls or texts in the selected time frame 

(60 minutes) and many communication modality features were dropped in the preprocessing 

pipeline. However, this should not be interpreted to mean that communication is unimportant 

for situational perception. 

2.5.4. Methodological Lessons Learned for Predicting Psychological 

Situations 

Benchmarking of Different Model Classes 

Benchmarking different models, our results indicate that the flexible non-linear model (random 

forest) did not outperform the linear Lasso model. While this is a common finding in 

psychological research applying machine learning (e.g., Jacobucci et al., 2021; Pargent & 

Albert-von der Gönna, 2018; Rüegger et al., 2020), this finding does not support prior studies 

in situation research suggesting non-linear and interaction effects (Rauthmann et al., 2014; 
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Wrzus & Mehl, 2020). Future research is needed to determine whether this can be generalized 

to other situation studies.  

One possible explanation for this pattern, as noted by Jacobucci and Grimm (2020), is 

that measurement errors in questionnaires may affect the ability of machine learning algorithms 

to accurately model true non-linear relationships, regardless of the sample size. This can explain 

why linear models (e.g., Lasso) are often found to perform just as well as flexible non-linear 

models (e.g., random forest) in psychological research. In our study, we assessed the criterion 

variable using the S8-I developed by Rauthmann and Sherman (2016a), which is highly suitable 

for experience sampling studies but shows limited reliability. This may have influenced our 

results in favor of the linear model. Additionally, Pargent et al. (2022) found that non-linear 

and linear models showed different predictive abilities based on the encoding applied to the 

categorical features. In our study, we used dummy coding for all categorical variables, which 

might have contributed to the pattern found in our benchmarking results and may be a promising 

area for further research and investigation. 

External Construct Validity of Predictions 

We conducted an explorative validation analysis to examine the associations between the Big 

Five personality traits and the predicted versus self-reported situational characteristics. The aim 

was to understand the confidence of the predictions and the inferences made based on the 

estimates of the constructs (Bleidorn & Hopwood, 2019; Rauthmann & Sherman, 2020; Stachl, 

Pargent, et al., 2020). We found comparable patterns of association between the Big Five 

personality traits and the self-reported and (above chance) predicted situational characteristics, 

with slightly higher effects for self-reports, potentially caused by common method biases 

(Podsakoff et al., 2003). This provides important evidence for the external construct validity of 

the predicted situational characteristics, with implications for future situation research. 

While the additional analysis was exploratory and primarily for validation purposes, we 

briefly classify the prediction-based association patterns in relation to previous literature. The 

evidence was mixed, with some findings in line with previous research (e.g., positive 

associations between Openness and situational Intellectuality (Rauthmann et al., 2014; 

Sherman et al., 2015)), while others were not consistent (e.g., no positive associations between 

Sociality and Intellectuality with Extraversion and Agreeableness (Jonason & Sherman, 2020; 

Rauthmann et al., 2014; Serfass & Sherman, 2015; Sherman et al., 2015)). Further research is 

needed to confirm these findings and to investigate the differences in outcomes. 
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2.5.5. Implications for Situation Research 

In recent psychological research debates, there has been increasing criticism of scientific 

psychology’s almost exclusive focus on developing mechanistic and complex models to explain 

and understand psychological phenomena that have little (or unknown) ability to predict future 

behavior (Stachl, Pargent, et al., 2020; Yarkoni & Westfall, 2017). Our study takes up this 

debate. By combining smartphone sensing and machine learning techniques in situation 

research, our findings illustrate the ability of psychological situation theories, such as the 

situational eight DIAMONDS taxonomy of Rauthmann et al. (2014), not only to provide 

explanations but also to make (acceptable) predictions. In doing so, our findings make an 

essential contribution to demonstrating the empirical and practical applicability and relevance 

of this very well-established theory of individuals’ psychological situations and their 

association with situational cues.  

2.5.6. Limitations and Outlook 

Finally, our study has some limitations that highlight areas for improvement in future research. 

Some limitations are related to the use of smartphones for data collection, including potential 

biases in the situation and person coverage. Participants may not always carry their smartphones 

close by, leading to a selection bias in the situations sampled. Additionally, our sample only 

includes Android smartphone users, which might have introduced a bias in terms of personality 

traits or demographics. However, based on the findings of previous studies, we consider this 

bias to be a secondary concern (Götz, et al., 2017; Keusch et al., 2020).  

Another challenge was to accurately identify the logging data that belonged to a specific 

situation. In our study, we extracted features based on a one-hour timeframe symmetrically 

around the experience sampling record. The rationale behind this strategy was to maximize the 

probability of including all logging events that belong to the respective situation, i.e., to create 

a representative snapshot of a situation that is oriented toward the average length of situations 

(Rauthmann & Sherman, 2016b). However, the length of situations can vary, and our feature 

extraction method might have missed the beginning or end of a situation by artificially 

truncating it (Rauthmann & Sherman, 2016b). To overcome these limitations, future research 

could combine smartphone sensing methods with self-reports, such as asking participants to 

indicate the duration of their current situation (Rauthmann & Sherman, 2016b). Thus, further 

studies are needed to investigate the most reliable combination of sensing modalities and 

logging timeframes to accurately identify the situational cues related to the respective situation. 
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Third, the study focused on five sensing modalities to extract situational cues. Although 

a comprehensive set of cues was obtained, further advancements in smartphone sensing 

technology can provide more detailed data. For example, the content of text or information 

visible on the screen may be valuable predictors of psychological situations (Serfass & 

Sherman, 2015). The range of features could also be expanded by incorporating environmental 

information, such as the weather and traffic (von Stumm & d’Apice, 2021), or activity data 

from smartwatches or personal computers (Grover & Mark, 2017; Mehrotra, et al., 2014).  

Furthermore, our study bears some limitations in measuring psychological situational 

characteristics. To minimize participant burden in our repeated measurement study design, we 

used a binary scale instead of the Likert scale of the S8-I by Rauthmann and Sherman (2016a). 

Moreover, we predicted each DIAMONDS dimension separately, but psychological situations 

are naturally characterized by the combination of different dimensions. For instance, a highly 

positive and intellectual situation differs from a highly positive and mating situation. While our 

models only focused on predicting psychological situations using the DIAMONDS dimensions, 

other taxonomies exist (e.g., Parrigon et al., 2017; Rauthmann et al., 2020), with some critics 

favoring theoretically derived taxonomies (e.g., Neel et al., 2020; Reis, 2018; Schönbrodt & 

Hagemeyer, 2015).  

It is also important to note that our data were collected during the Covid-19 pandemic, 

which affected the daily lives of individuals in Germany (Kuper et al., 2021). For example, 

participants might have encountered fewer social situations, with the workplace reflecting the 

main social anchor during the pandemic. Additionally, mobility patterns might have varied 

depending on the individual personality (Chan et al., 2021; Elarde et al., 2021). Therefore, 

future research needs to examine the replicability of our findings in a post-pandemic context. 

 

2.6. Conclusion 

The present research combines smartphone data and self-reports to investigate the relationship 

between situational cues and psychological situations. The study illustrates that perceived 

situational characteristics can be partially predicted by objectively sensed situational cues, 

highlighting the potential of smartphone sensing and machine learning approaches in situation 

research. Herewith, our findings extend previous findings on the correlates of psychological 

situations and provide empirical evidence for the practicality of the DIAMONDS taxonomy to 

gain deeper insights into the human perception of situations in daily life. The study contributes 
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to situation research in psychology by emphasizing the need for multi-method study designs 

that integrate multiple types of data to fully understand the complexity of everyday life 

situations. 
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2.9. Appendix 

Table A2.1: Overview of Categorizations Applied for Feature Extraction 

Note. POIs = poinst of interest. Cohen’s Kappa was calculated per place category to measure the level of agreement between 

the two independent raters.  

 

Category Description  

Connectivity: Bluetooth devices  

Watch The connected device is a wearable watch.  

Headset The connected device is a headset or headphone.  

Phone The connected device is another smartphone or cordless phone.  

Computer The connected device is a laptop or desktop computer.  

Health The connected device is a health-related wearable, such as weighing 

or pulse rate measure device. 

 

Car The connected device is a in car entertainment system.  

HiFi The connected device is a HiFi system or loudspeaker.  

Uncategorized Other connected devices.  

n.a. The connected device reveals no information about its type  

GPS/accelerometer: POIs 
Cohen’s 

Kappa 

Arts & Entertainment Places providing entertainment and arts such as theatre, museum, or 

tourist attractions. 

1.0 

College & University Educational places such as schools, colleges, universities, or libraries. 1.0 

Nightlife Spot Places visited in the context of nightlife such as bars, pubs, or clubs. 1.0 

Food Places providing food and drinks such as restaurants, cafes, or food 

markets. 

1.0 

Outdoors & Recreation Places visited for outdoor or recreation activities such as sport 

facilities, parks, or other natural areas. 

1.0 

Professional & Other 

Places 

Places providing healthcare or governmental services such as 

administration departments, hospitals, or COVID-19 testing stations. 

.82 

Religion Places visited for religious activities such as churches or mosques. 1.0 

Residence Places providing accommodations such as hotels or other lodgings. 1.0 

Shop & Service Places visited for shopping or other services, such as stores, 

supermarkets, repair, or financial services. 

.93 

Travel & Transport Places related to travel and transport activities such as public 

transport stations, parking sites, or airports. 

.98 

GPS/accelerometer: Activity states  

Still The device is still (not moving).  

In a vehicle The device is in a vehicle, such as a car.  

In a road vehicle The device is in a vehicle on the road.  

In a four-wheeler 

vehicle 

The device is in a vehicle with four wheels (e.g., car)  

In a two-wheeler vehicle The device is in a vehicle with two wheels (e.g., motorcycle)  

In a rail vehicle The device is in a vehicle on rails.  

On a bicycle The device is on a bicycle.  

On foot The device is on a user who is walking or running.  

walking The device is on a user who is walking.  

running The device is on a user who is running.  

unknown Unable to detect the current activity.  
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Table A2.2: Name and Specification of Key Terms Used in Feature Description 

Key term Specification 

Feature types  

Status feature Prediction variable based on one logging event at the timepoint of the 

experience sampling 

Timeframe feature Prediction variable based on several logging events within a timeframe of 

one hour around the experience sampling 

Features  

App Mobile applications that are actively used by the user (e.g., no system 

applications running in the background) 

 POI Points of interests visited by the user, reflected by the place’s category 

merged using different places application programming interfaces (APIs) 

Quantifiers  

Min Minimum value 

Max Maximum value 

Average Measure of central tendency: Median 

Variation Measure of variation: Median absolute deviation around the median 

Days  

Weekday Monday, 07:00 am - Friday, 6:14 pm 

Weekend Friday, 6:15 pm - Monday, 06:59 am 

Daytime  

Morning 7:00 am - 10:44 am (on Saturdays and Sundays: 9:00 am - 12:29 am) 

Noon 10:45 am - 2:29 pm (on Saturdays and Sundays: 12:30 am - 3:59 pm) 

Afternoon 2:30 pm - 6:14 pm (on Saturdays and Sundays: 4:00 pm - 7:29 pm) 

Evening 6:15 pm - 10:00 pm (on Saturdays and Sundays: 7:30 pm - 11:00 pm) 
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Table A2.3: Linear Mixed Model Results for Duty 

Table A2.4: Linear Mixed Model Results for Intellectuality 

Table A2.5: Linear Mixed Model Results for Mating 

 

 Self-reported  Predicted 

Fixed 

Effects 
Estimate [95% CI] SE Estimate [95% CI] SE 

Intercept -0.14 [-0.28, 0.00] 0.07 -0.12 [-0.21, -0.03] 0.05 

Openness 0.12 [-0.12, 0.37] 0.12 0.02 [-0.14, 0.17] 0.08 

Conscient-

iousness 
0.26 [0.04, 0.50] 0.12 0.01 [-0.13, 0.16] 0.07 

Extra-

version 
-0.20 [-0.47, 0.06] 0.13 0.08 [-0.01, 0.24] 0.09 

Agreea-

bleness 
-0.19 [-0.39, 0.00] 0.10 -0.08 [-0.21, 0.04] 0.06 

Emotional 

Stability 
0.06 [-0.15, 0.28] 0.11 0.01 [-0.13, 0.15] 0.07 

 Self-reported  Predicted 

Fixed 

Effects 
Estimate [95% CI] SE Estimate [95% CI] SE 

Intercept -1.32 [-1.53, -1.13] 0.10 -1.43 [-1.64, -1.23] 0.10 

Openness 0.40 [0.08, 0.74] 0.17 0.36 [0.02, 0.70] 0.17 

Conscient-

iousness 
0.26 [-0.05, 0.58] 0.16 0.26 [-0.06, 0.58] 0.16 

Extra-

version 
-0.14 [-0.51, 0.22] 0.18 -0.04 [-0.41, 0.34] 0.19 

Agreea-

bleness 
-0.41 [-0.69, -0.15] 0.13 -0.46 [-0.74, -0.19] 0.14 

Emotional 

Stability 
-0.06 [-0.36, 0.23] 0.15 -0.01 [-0.32, 0.29] 0.15 

 Self-reported Predicted 

Fixed  

Effects 
Estimate [95% CI] SE Estimate [95% CI] SE 

Intercept -1.93 [-2.23, -1.63] 0.15 -2.3 [-2.44, -1.83] 0.16 

Openness -0.53 [-1.02, -0.04] 0.25 -0.62 [-1.11, -0.13] 0.25 

Conscient-

iousness 
0.35 [-0.12, 0.81] 0.23 0.42 [-0.04, 0.89] 0.24 

Extra- 

version 
0.79 [0.26, 1.32] 0.27 0.86 [0.32, 1.39] 0.27 

Agree-

ableness 
0.10 [-0.30, 0.49] 0.20 0.08 [-0.32, 0.47] 0.20 

Emotional 

Stability 
0.22 [-0.21, 0.66] 0.22 0.13 [-0.31, 0.56] 0.22 
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Table A2.6: Linear Mixed Model Results for Sociality 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Self-reported  Predicted 

Fixed 

Effects 
Estimate [95% CI] SE Estimate [95% CI] SE 

Intercept 0.42 [0.23, 0.60] 0.09 0.41 [0.23, 0.59] 0.09 

Openness 0.28 [-0.03, 0.59] 0.16 0.20 [-0.11, 0.51] 0.16 

Conscient-

iousness 
0.09 [-0.21, 0.38] 0.15 0.07 [-0.22, 0.36] 0.15 

Extra-

version 
0.10 [-0.24, 0.44] 0.17 0.16 [-0.18, 0.49] 0.17 

Agree-

ableness 
-0.09 [-0.34, 0.16] 0.13 -0.05 [-0.30, 0.19] 0.12 

Emotional 

Stability 
0.07 [-0.20, 0.35] 0.14 0.06 [-0.21, 0.33] 0.14 



Study 1: Sensing Psychological Situation 

 

79 

Table A2.7: Regression Coefficients of Top Ten Features for the Logistic Lasso Regression 

Note.  = z-standardized coefficient of logistic regression; SF = status feature (moment of experience sampling), TF = 

timeframe feature (around experience sampling); POI = point of interest; The penalized logistic Lasso regression was fit to the 

full data set of available Duty (n = 11,506), Intellectuality (n = 11,492), Mating (n = 11,475), and Sociality (n = 11,446) ratings, 

respectively. 

Target Sensing Modality Situational Cue  

Duty    

 Timestamp weekend (vs. weekday) (SF) -1.17 

 Timestamp morning (SF) 0.78 

 Timestamp noon (SF) 0.68 

 GPS/accelerometer current place is a shop and service POI (SF) 0.67 

 GPS/accelerometer current location is at work (SF) 0.55 

 Timestamp evening (SF) -0.51 

 GPS/accelerometer current place is a POI with unknown category (SF) 0.27 

 Connectivity device is connected to a device of unknown type (SF) 0.20 

 Timestamp afternoon (SF) -0.18 

 Connectivity power cable status is connected (SF) -0.15 

Intellectuality   

 Timestamp weekend (SF) -0.88 

 Timestamp morning (SF) 0.43 

 GPS/accelerometer current place is a shop and service POI (SF) 0.39 

 Timestamp evening (SF) -0.37 

 Timestamp noon (SF) 0.37 

 GPS/accelerometer current location is at work (SF) 0.35 

 Connectivity device is connected to Bluetooth (SF) -0.16 

 Smartphone usage total number of usages of time apps (TF) -0.07 

 Smartphone usage total number of usages of news apps (TF) -0.07 

 Smartphone usage ratio number of phone checks and usage sessions (TF) 0.05 

Mating   

 GPS/accelerometer current location is at work (SF) -0.61 

 Timestamp weekend (SF) 0.50 

 Timestamp noon (SF) -0.38 

 Timestamp morning (SF) -0.29 

 Connectivity device is connected to Bluetooth (SF) 0.27 

 GPS/accelerometer current location is at home (SF) 0.26 

 Timestamp timepoint of experience sampling is at evening (SF) 0.24 

 GPS/accelerometer current place is a shop and service POI (SF) -0.12 

 Timestamp timepoint of experience sampling is at afternoon (SF) -0.12 

 GPS/accelerometer total number of different trips (TF) 0.07 

Sociality   

 Connectivity device is connected to Bluetooth (SF) -0.21 

 GPS/accelerometer current location is at work (SF) 0.20 

 GPS/accelerometer current place is a shop and service POI (SF) 0.13 

 Timestamp evening (SF) -0.14 

 Timestamp afternoon (SF) -0.12 

 Smartphone usage total number of usages of time apps (TF) -0.08 

 Communication median score of LIWC category “pronouns” (TF) -0.07 

 Connectivity power cable status is connected (SF) -0.05 

 Smartphone usage ratio number of phone checks and usage sessions (TF) 0.05 

 GPS/accelerometer current place is a POI with n.a. category (SF) 0.05 
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Table A2.8: Grouped Feature Importance of Sensing Modalities for In-sample Predictions of 

the Logistic Lasso Regression 

Note. VI = grouped feature importance score representing the difference of the mean dropout AUC loss of the respective feature 

group compared to the full model (including all features) across ten permutations; The penalized logistic Lasso regression was 

fit to the full data set of available Duty (n = 11506), Intellectuality (n = 11492), Mating (n = 11475), and Sociality (n = 11446) 

ratings, respectively; The loss function used to assess feature importance is 1-AUC; Grouped feature importance was calculated 

using the DALEX (Biecek, 2018) and DALEXtra package (Maksymiuk, et al., 2020). 

 

 

 

 

 

 

 

 

 

 

 

Target Sensing Modality VI 

Duty   

 Timestamp 0.05 

 GPS/accelerometer 0.01 

 Smartphone usage 0.01 

 Connectivity 1.40 e-04 

 Communication 6.81 e-05 

Intellectuality   

 Timestamp 0.07 

 GPS/accelerometer 0.02 

 Smartphone usage 0.01 

 Connectivity 2.42 e-04 

 Communication 4.91 e-05 

Mating   

 Timestamp 0.03 

 GPS/accelerometer 0.02 

 Smartphone usage 0.01 

 Communication 0.34 e-03 

 Connectivity 0.11 e-03 

Sociality   

 GPS/accelerometer -0.02 

 Smartphone Usage -0.01 

 Connectivity -1.62 e-03 

 Timestamp -1.56 e-03 

 Communication 1.99 e-04 
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3. Study 2: Sensing Affective Experience 

_____________________________________________ 
 

Smartphones as Mental Well-being Barometers: 

Predicting Affect in Daily Life Using Different Sensing Modalities  

 

 

 

 

 

 

 

 

 

Note: This study was preregistered: https://doi.org/10.23668/psycharchives.6895. For data privacy 

reasons, raw smartphone sensing data is not made publicly available. However, to ensure transparency 

of the analyses, the preprocessing and analysis code, as well as supplemental material of the study are 

published on the corresponding Open Science Framework: https://osf.io/a6wtc/. The password for the 

aggregated data can be provided upon request. 

 

https://doi.org/10.23668/psycharchives.6895
https://osf.io/a6wtc/
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3.1. Abstract 

Momentary experiences of positive and negative affect are core components of human well-

being and performance. A growing number of smartphone-based mental health applications 

rely on affective experiences in daily life as an important proxy for mental well-being and as 

an early warning signal for personalized interventions. Therefore, this study investigates 

whether passively sensed data can be used to recognize individuals’ self-reported affective 

states and traits based on their smartphone sensing data. This exploratory study uses data 

collected from N = 453 participants in a two-week experience sampling wave which was part 

of the Smartphone Sensing Panel Study (SSPS; Schoedel & Oldemeier, 2020). Different cross-

validated machine learning algorithms were compared to predict participants’ momentary affect 

states and traits from a variety of situational and behavioral indicators. In contrast to previous 

studies, a broad range of different smartphone-sensed data types were combined to capture the 

complexity and diversity of affective experience. Our findings show that none of the prediction 

models based solely on smartphone sensing data for affect states and traits performed notably 

better than our baseline models. Thus, this study reveals the limits and challenges of using 

smartphone sensing data alone to predict affective experiences in everyday life, underscoring 

the importance of multi-modal studies to capture the volatility and complexity of human affect. 

Keywords: affect, affective experience, mental well-being, smartphone sensing, 

affective computing, predictive modeling, machine learning 
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3.2. Introduction 

Affective well-being plays a crucial role in our daily lives, as it can influence what we do, how 

we do it, and how we experience it. In the long run, our affective well-being can impact our 

quality of life and even our life expectancy (Aichele et al., 2016; Friedman, Kern, et al., 2010; 

Koopmans et al., 2010). Due to the essential role of affect, many applications have emerged in 

recent decades to promote mental health by improving our mood (Marzano et al., 2015). In turn, 

in order to develop interventions to improve affective well-being, it is essential to properly track 

and detect affect as accurately and unobtrusively as possible. 

With the rise of modern technologies, such as smart wearables or smartphones, a 

growing body of research has emerged. However, the experience of affect is highly complex 

and volatile, and can be influenced by the interplay of various factors, including situational 

factors such as the weather (e.g., Kööts et al., 2011; Park et al., 2013) and person-related factors 

such as biological underpinnings (e.g., cortisol levels, cardiovascular functions) (e.g., Steptoe 

et al., 2009) or personality (e.g., Cheng & Furnham, 2003). For example, just because the 

weather is bad today, we do not necessarily feel bad because, despite the bad weather, we are 

enjoying a nice evening with our loved ones. Our favorite place, like the park in our 

neighborhood, may be associated with positive feelings at the weekend, but negative ones after 

a tough day at work. In order to accurately and unobtrusively capture an individual’s affective 

experience, a comprehensive multi-method approach is needed, gathering as much information 

as possible about the current situation, behavior, as well as person-related characteristics. 

Therefore, this study combines situational and behavioral information collected from 

smartphones and external sources with self-reported feelings to investigate how smartphones 

can be leveraged to predict affective experiences in real-life situations. 

3.2.1. Importance of Affect for Mental Well-being 

Mental well-being issues have become a global concern due to the fast-paced lifestyles of 

modern society. According to the World Health Organization (WHO), the burden of mental 

health disorders is expected to cost the global economy nearly $1 trillion annually by 2030 

(World Health Organization, 2017). Affect-related mental health problems such as depression, 

bipolar disorder, and other mood disorders negatively affect people's quality of life (Fusar-Poli 

et al., 2015; Jansen et al., 2013). The COVID-19 pandemic has further highlighted the 

importance of mental health, as it has had a significant impact on people’s lifestyles and mental 

well-being (Aknin et al., 2022; Giuntella et al., 2021). The Global Burden of Disease (GBD) 
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2020 study estimates that the COVID-19 pandemic has led to a 25% to 30% increase in cases 

of major depressive disorder worldwide in 2020 (Santomauro et al., 2020). 

From a psychobiological perspective, positive affect serves as an important resource for 

mental well-being, as it helps individuals to withstand daily stress and cope with mental 

disorders such as depression or anxiety (e.g., Kashdan & Steger, 2006; Ong et al., 2006; 

Wichers et al., 2020).15 Good mental health, in turn, has a positive impact on physical health 

outcomes, bolstering the immune system functioning and buffering the effects of stress (Aichele 

et al., 2016; Howell et al., 2007, Steptoe et al., 2009; Veenhoven, 2008).  

3.2.2. Conceptualization of Affect 

The construct of affect is complex and therefore conceptually difficult to grasp. Different 

disciplines have various theoretical conceptualizations and definitions of affect, with no clear 

terminology used consistently across studies.16 

Core Affect 

According to Russell (2003), at the heart of any emotionally charged experience is the so-called 

core affect, which can be perceived as good or bad, excited, or unnerved. This affective 

experience unconsciously influences our perception, cognition, and behavior and can be 

affected by many internal and external factors (Russell, 2003). Core affect can therefore either 

be experienced as free-floating (mood) or attributed to a cause (triggering an emotional 

episode). Russell (2003) describes the concept of core affect as the simplest neurophysiological 

state, similar to what Thayer (1986) called activation, what Watson and Tellegen (1985) called 

affect, and what Morris (1989) called mood. In this framework, mood is simply defined as “a 

prolonged core affect with no object” (Russell, 2003, p.149).  

While some studies focus on the effects of mild, non-specific positive and negative affect 

on thinking and behavior, others concentrate on specific emotional states such as anger. In 

contrast to affective experience, these distinct emotions are defined as more object-oriented, 

intense, conscious, and short-lived experiences, such as fear, anger, or disgust (Forgas & Koch, 

2013). This study follows the free-floating conceptualization of affective experience and 

                                                 
15 In the following, we distinguish between the term mental well-being (as a broader state of happiness and 

contentment with low levels of distress and overall good mental health) and affective well-being (which refers to 

the frequency and intensity of positive and negative affective experiences) (American Psychological Association, 

n.d.). 
16 For a comprehensive discussion of the history and conceptualization of affective structure, see for example 

Russell (2003) or Watson et al. (1999). 
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focuses on the terminology of (core) affect. In research, however, the terms (core) affect and 

mood are often used interchangeably. 

Structure of Affect 

An empirically well-established conceptualization of affect is the circumplex ordering of 

stimuli around the dimensions of valence (unpleasant vs. pleasant) and arousal (low vs. high) 

(Feldman, 1995; Larsen & Diener, 1992, Russell, 1980; Russell et al., 1989; Watson & 

Tellegen, 1985). The valence dimension describes the hedonic quality of an affective 

experience, while arousal refers to the level of stimulation associated with it (Feldman, 1995; 

Russell, 1980). In response to stimuli, a person can experience an event as neutral (the center), 

moderate, or extreme (the periphery) (Russell, 2003). 

Another structure of affect is based on the dual structure of positive affect (PA) and 

negative affect (NA) as the general dimensions of affective experience (Watson, et al., 1988). 

This two-factor approach is widely supported by research and has been linked to psychological 

constructs such as stress, anxiety, depression, and self-esteem (Merz & Roesch, 2011). 

Although PA and NA are distinct and separate dimensions, they are modestly and negatively 

related (Crawford & Henry, 2004; Lonigan et al., 1999; Tellegen et al., 1999, Terraciano et al., 

2003).  

Trait and State Affect 

Affect can be both a (dispositional) trait and a (situational) state, although assessments of affect 

have typically relied on approaches that overestimate the role of stable traits and underestimate 

situational variation (Mischel, 2004; Shiffman, et al., 2008). Scholars have argued that affect 

can be measured either as a trait (e.g., “How do you usually feel”) or as a state (e.g., “How do 

you feel right now”) by modifying survey instructions accordingly (Hufford, 2007; Watson & 

Clark, 1994). Clearly, trait affect and state affect are interconnected and aggregations of states 

over time can approximate a trait. For example, a person with a high level of negative affect 

trait is likely to experience more states of negative affect in daily life. However, although trait 

and state scores appear to share some variability, traits do not fully explain all momentary 

affective experiences (Merz & Roesch, 2011; Vaidya, et al., 2002; Watson & Clark, 1997). 

3.2.3. Mental Health in the Digital Age 

Digital Mental Health Interventions 

Even though there is often no lifelong cure for serious mental illness, effective and timely 

interventions can improve long-term mental well-being (Morriss, et al., 2013). The rise of 
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mobile health technologies has made effective health interventions more accessible, as the 

number of mobile health (mHealth) apps focusing on mental health has grown rapidly in recent 

years. According to a 2015 World Health Organization (WHO) survey, 29% of the 15,000 

mHealth apps focused on mental health diagnosis, treatment, or support (Anthes, 2016). Meta-

reviews have found that these mental health apps promise clear clinical benefits as stand-alone 

or complementary treatments (e.g., Cornet & Holden, 2018; East & Havard, 2015; Mehrotra & 

Tripathi, 2018). 

Well-designed apps can effectively help people manage serious mental health issues, 

such as depression, stress, and anxiety (Mohr et al., 2017; Stawarz et al., 2019), as well as 

psychosis (Marzano et al., 2015; Naslund, et al., 2015; O’Hanlon et al., 2016). A wide range of 

mHealth apps have been used in intervention studies to increase engagement in activities that 

alleviate their symptoms, improve treatment adherence, and support mental health self-

management (Ben-Zeev et al., 2015; Caldeira et al., 2017). For instance, self-tracking of 

affective well-being can help users to gain more awareness of their affective experiences, 

enabling proactive self-regulation and maintenance of mental well-being (Gay et al., 2011; 

Murnane et al., 2016). This proactive approach to mental health management empowers users 

to be active and makes mental health resources more accessible (Caldeira et al., 2017). Positive 

affect can be a valuable resource, enhancing cardiovascular, hormonal, and immune functions 

(Howell et al., 2007; Steptoe et al., 2009), promoting healthy behaviors like healthy eating and 

physical activity (Schultchen et al., 2019), and fostering open-minded thinking and effective 

problem solving (Nelson et al., 2014). 

While further research is needed to fully endorse the use of mental health and well-being 

apps for all populations, several technical, methodological, and privacy challenges still exist 

(Anthes, 2016; Chandrashekar, 2018; van Ameringen et al., 2017). For example, one 

methodological challenge is the lack of empirical evidence on mental health apps available on 

the market, while their efficiency and effectiveness are highly dependent on user adherence 

(Anthes 2016; Torous et al., 2018). An important improvement factor that has been shown to 

increase user engagement and adherence is the tailoring of the app content to individual needs 

(Jakob et al., 2022; Valentine et al., 2022). Accordingly, personalized early warning signs can 

enable more timely and effective interventions and preventive measures (Abdullah & 

Choudhury, 2018; Morriss et al., 2013; Paraschakis, 2017).  
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Digital Mental Health Assessment 

Experience Sampling 

Accurate and granular monitoring of symptoms and early-warning triggers is crucial for 

personalized interventions. However, unobtrusively assessing and analyzing individual 

affective experiences in daily life is challenging, which is why most mental health apps still 

rely on self-reported tracking (Marzano et al., 2015). The experience sampling (ES) method 

enables multiple assessments of momentary affect integrated into daily life. The increasing use 

of technologies such as smartphones has enabled the collection of ES assessments in real-time, 

leading to the development of mobile apps that prompt users to assess their affect several times 

a day. These apps use instruments such as two-dimensional affect grids (e.g., LiKamWa et al., 

2013; Servia-Rodríguez et al., 2017) or items describing positive or negative emotional 

experiences (e.g., Zhang et al., 2018). However, self-report measures of affect require the users 

to correctly reflect on, recall, and report their experiences, even though people may not fully 

understand all the factors related to their affective experience (Watson, 2020). For example, 

they may not correctly perceive and interpret their internal physiological cues, such as heart 

rate or temperature regulation (Ventura-Bort et al., 2021). Finally, their affect may also be 

related to their willingness to participate in ES assessments, potentially leading to missed 

assessments of negative affect (Rintala et al., 2020).17 Thus, alternative assessment approaches 

to self-reported experience sampling are becoming increasingly important in the development 

of digital mental health interventions. 

Smartphone Sensing 

Sensors in devices, such as mobile phones, wearables, and computers, leave a stream of digital 

traces. This has given rise to an interdisciplinary field of research called affect recognition or 

affective computing, aiming to detect a person’s affective experience through wearable 

technology (see Schmidt et al. (2019) for a review). Physiological markers of affective 

experience have been identified, measured via EEG (Gable et al., 2021; Petrantonakis & 

Hadjileontiadis, 2010; Stikic et al., 2014), skin conductance, or temperature (Sano et al., 2015, 

2018; Steptoe et al., 2009, 2005). However, sensing these markers typically requires using 

external sensors or devices, which limits their practical applicability in daily life. 

The widespread adoption of smartphones and the increasing computational and 

communication capabilities of these devices, along with the growing number of embedded 

                                                 
17 A detailed overview of measurement errors in the context of self-reported affect assessments is provided by 

Gray and Watson (2007, pp. 171-183), as well as Humrichouse et al. (2007, pp. 13-34). 
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sensors, have made them a viable alternative to wearables. Having become an integral part of 

people’s daily lives, smartphones can be used to passively collect data from large and diverse 

populations in an unobtrusive, efficient, and ecologically valid way (Dey et al., 2011; Harari et 

al., 2020; Lane et al., 2010; Miller, 2012). This can be achieved by tapping into the many 

sensors embedded in the phones that can measure the location, activity, communication, light, 

sound, and digital device usage, among others. The digital traces people leave behind when 

using their smartphones can provide valuable information about where they are, what they are 

doing, and what they are seeing and hearing.  

The unobtrusively collected data can then be translated into situational and behavioral 

indicators of affective experience (Cornet & Holden, 2018; de Vries et al., 2021; Mohr et al., 

2017; Onnela & Rauch, 2016). “Putting mood into context”, research has shown that timely 

and accurate collection of data from different sources can serve as reliable indicators for 

people’s affective experience (Sandstrom et al., 2017, p.96). However, most previous studies 

have only considered the combination of a few selected indicators, often focusing on specific 

types of data such as GPS (e.g., Ben-Zeev et al., 2015; Canzian & Musolesi, 2015) or 

touchscreen data (e.g., Wampfler et al., 2020). Therefore, the goal of this study is to leverage a 

combination of various situational, behavioral, and dispositional indicators identified in 

previous research to investigate the manifestations of affective well-being in daily life and to 

give future research an idea of how data collection for personalized interventions in digital 

mental health could be designed. 

3.2.4. Indicators of Affective Well-being 

Researchers have identified various behavioral, situational, and dispositional correlates of 

affective well-being, ranging from the characteristics of the environment or activities to person-

related attributes. However, existing studies have mainly focused on small pathological samples 

(e.g., Ren et al., 2022; R. Wang et al., 2016) or used adolescent samples (e.g., Ben-Zeev et al., 

2015; LiKamWa et al., 2013; MacLeod et al., 2021; Messner et al., 2019; Sano et al., 2018), 

while the generalizability of the findings to larger populations is still to be investigated. 

Social Interaction 

For instance, social interaction is one of the factors known to promote pleasant feelings (Nauta 

et al., 2019; Ram et al., 2014). Prior research has observed that pedestrians might feel better in 

places with a lot of activity going on and many people being around (e.g., Ettema & Smajic, 

2015). Thus, high levels of social interaction, including digital communication such as phone 

calls or text messages, indicate high levels of positive affect (e.g., LiKamWa et al., 2013; R. 
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Wang et al., 2016, 2014), while a decrease in communication activity indicates increased levels 

of depressed or stressed feelings (Ben-Zeev et al., 2015; Madan et al., 2010; Messner et al., 

2019; Servia-Rodríguez et al., 2017). Accordingly, social media usage that promotes feelings 

of connectedness with others can boost affective well-being (Verduyn et al., 2017). However, 

extensive passive usage of social networks (e.g., scrolling) can tip over into negative feelings 

related to social comparison and envy (Meier & Johnson, 2022).  

Places and Mobility 

Moreover, how and where individuals move may also be associated with affective well-being. 

Studies have revealed that the types of places visited are associated with affective well-being 

(Cai et al., 2018; Chow et al., 2017; Müller et al., 2020; Sandstrom et al., 2017). For example, 

social places such as restaurants and bars (Cai et al., 2018; Müller et al., 2020) and time spent 

in nature have been shown to improve affective well-being (Russell et al., 2013). Spending 

more time at home, in turn, is linked to more negative and less positive affect (e.g., Cai et al., 

2018; Chow et al., 2017; Ren et al., 2020) and may even manifest in mental health problems 

(R. Wang et al., 2016). Decreased or irregular geospatial activities can also serve as a trigger of 

affective well-being issues (Ben-Zeev et al., 2015; Cai et al., 2018; Canzian & Musolesi, 2015; 

de Vries, 2021; DeMasi et al., 2017; Lee et al., 2017; Servia-Rodríguez et al., 2017; Spathis et 

al., 2019). 

Smartphone Usage  

Smartphone usage data, such as screen time (Messner et al., 2019; Ren et al., 2022; Sano et al., 

2018), touch data and typing dynamics (Cao et al., 2017; Wampfler et al., 2020), or app usage 

patterns (LiKamWa et al., 2013) can serve as important proxies of affective experience. Some 

studies have also indicated that extended smartphone usage may be associated with lower levels 

of affective well-being, at least for younger or predisposed groups (MacLeod et al., 2021; 

Messner et al., 2019; R. Wang et al., 2016). For example, people with higher anxiety scores 

often spent more time looking at their phone screens (MacLeod et al., 2021).  

Sleep Patterns 

In addition to our daily activities, our nightly activities may also be affiliated with our affective 

experiences. Studies have shown that sufficient, uninterrupted sleep is linked to positive affect 

(Ben-Zeev et al., 2015; DeMasi et al., 2017; Lane et al., 2011; R. Wang et al., 2014). Analyzing 

screen time during the night, for example, can provide important contextual information about 

affective experiences (MacLeod et al., 2021). 
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Diurnal Patterns 

Prior research has also found that people tend to exhibit more positively associated behaviors, 

such as socializing or laughing, in the first eight to ten hours after waking (Hasler et al., 2008). 

Data from millions of public Twitter messages revealed that people around the world 

experience higher positive affect after waking time and on weekends (Golder & Macy, 2011), 

while a review of experience sampling studies found higher affective well-being in the evenings 

and on weekends (de Vries et al., 2021). In line with the finding of diurnal rhythms in affective 

experience, several studies have identified the weekday or time of the day as important 

indicators of affective experience (Cai et al., 2018; Servia-Rodríguez et al., 2017).  

Weather 

It is a common belief that sunny weather leads to happiness and rain brings sadness. Therefore, 

the role of weather as an important environmental indicator of people’s affect has also been 

thoroughly investigated. Some previous studies have shown that positive and negative affect 

are related to factors such as temperature, sunlight, and humidity (Denissen et al., 2008; Kööts 

et al., 2011; Park et al., 2013). However, the relationship is very complex and can also be 

influenced by factors such as sociocultural background (Park et al., 2013) and time spent 

outdoors (Keller et al., 2005). 

Personality 

In addition to behavioral and situational indicators, personality traits, such as emotional 

stability, have a strong association with affect (Cheng & Furnham, 2003; Ching et al., 2014; 

Geukes et al., 2017; Pavot, et al., 1990). Individuals high in Extraversion tend to experience 

more positive affect, whereas Neuroticism is associated with higher levels of negative affect 

and arousal (Cheng & Furnham, 2003; Spathis et al., 2019). Thus, combining information on 

personality traits with smartphone sensing data can provide valuable insights into an 

individual’s affective experience (Denissen et al., 2008; Kööts et al., 2011; Sandstrom et al., 

2017; Spathis et al., 2019). 

3.2.5. Rationale 

Summing up, the diversity of the identified indicators observed for affective experience 

undermines that “to fully capture the richness and complexity of affective phenomena, we must 

also study [them] in the muddiness of daily life” (Kuppens et al., 2022, p. 3). Thus, measuring 

affect in different contexts and in response to different activities or events can help to 

understand its dynamic and multiple causes. Accordingly, the real-time data collection in the 

natural environment of participants can provide unique insights into patterns of affective 
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experience. This deeper understanding can, in turn, foster the development of smartphone-based 

interventions to enhance well-being.     

The subjectivity and complexity of affective experience in daily life make it challenging 

to predict. In line with recent advancements in sensor technology and apps, there is a growing 

call for applying machine learning methods to contribute to understanding the dynamics of 

affective experience in daily life (Kuppens et al., 2022). Our study therefore employs a multi-

method design, combining smartphone logs with experience sampling assessments, and 

classical questionnaire data from a large representative sample in Germany. Using a 

sophisticated machine learning approach, this study aims to explore the accuracy of predicting 

affective experiences from unobtrusively collected smartphone data, in order to improve future 

mobile applications for mental well-being assessment and intervention. 

Accordingly, the study makes two key contributions to affective computing research. 

First, it systematically compares different temporal perspectives of affective experience, 

including both affective experience as a relatively enduring feel-good experience and the 

prediction of momentary affective states. Second, we aim to fully exploit the potential of 

smartphone sensing to track affective experience by combining six categories of behavioral, 

situational, and dispositional indicators of affective well-being: (1) social interaction, (2) places 

and mobility, (3) smartphone usage, (4) sleep patterns, (5) diurnal patterns, (6) weather, and 

(7) personality. Building on previous research in both areas, this study seeks to bridge the gap 

between affective and smartphone sensing research.  

3.3. Method 

3.3.1. Procedures 

Data collection was conducted as part of the six-month Smartphone Sensing Panel Study 

(SSPS) from May to December 2020. The study used three data collection modalities: (1) 

smartphone sensing, (2) experience sampling, and (3) monthly online surveys (for more details, 

see Study 1 of this dissertation as well as the study protocol of Schoedel and Oldemeier (2020)). 

The self-report measures analyzed in this study were collected during survey 1 (May 2020; 

demographics), survey 3 (July 2020; PANAS data), and survey 4 (August 2020; Big Five 

personality traits). A representative sample of N = 453 participants in Germany provided 

experience-sampled self-reports and passively collected smartphone data during the second ES 

wave (9th of September to 4th of October 2020) that was used in this study. The study was 

preregistered under https://doi.org/10.23668/psycharchives.6895. All deviations from the 

https://doi.org/10.23668/psycharchives.6895
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preregistration in data preprocessing and analysis and the rationale behind them are reported in 

the online supplemental material published on the OSF project page. 

3.3.2. Sample  

Sociodemographic characteristics were provided by a subsample of n = 384 participants and 

are visualized in Figure 3.1. The sample consisted of 48 % female (n = 184) and 52% male (n 

= 200) participants, aged between 19 and 65 years (M = 42.0, SD = 12.8). The highest level of 

education was reported by 22% of participants as a university or doctoral degree, 33% as a high 

school degree, 32% as a secondary school degree, 21% as a secondary general school degree, 

and less than 1% reported no school degree. Most of the smartphones used were manufactured 

by Samsung (64%), followed by Huawei (13%) and others (23%). 

3.3.3. Data Preparation 

Several data exclusion criteria were applied to ensure data quality, as described in the 

preregistration. First, participants who completed fewer than five experience sampling (ES) 

reports were excluded. Second, only study days with a minimum of phone usage, defined as a 

minimum of ten unlocks of the phone screen and a total usage time of 15 minutes, were 

considered in the analysis. Moreover, at least two experience sampling reports per day with 

response times of less than 15 minutes were required to enable meaningful predictions. After 

applying all exclusion criteria, including the preprocessing steps as described below, the final 

data set included N = 453 participants and 9,460 experience sampling reports, with an average 

of M = 20.9 (SD = 8.35 [1; 34]) ES reports per user. 
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Figure 3.1: Information on Study Sample Characteristics 

 

Note. The graphic displays the composition of the sample in terms of gender (in % female vs. male); age (in % per category); 

Big Five personality traits (BFSI personality self-reports; Arendasy et al., 2009; z-standardized values; O = Openness, C = 

Conscientiousness, E = Extraversion, A = Agreeableness, ES = Emotional Stability); employment (in %); education (in %); 

smartphone manufacturers of participants’ device (in %). Demographic and smartphone information was available for a 

subsample of n = 384, and the BFSI data was available for the full sample of N = 453 participants.  
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3.3.4. Experience Sampling Measures 

During the two-week experience sampling phase, participants rated their momentary affect 

states two to four times per day. Participants were asked to indicate their valence (“How do you 

assess your current emotional state?”) and arousal (“How do you assess your current activity 

level”) level on a six-point Likert scale (0 = very unpleasant/very inactive to 5 = very 

pleasant/very activated). The self-designed single-item measures were based on Russell’s 

(1980) circumplex model and were chosen to keep the participant burden low. 

3.3.5. Survey Measures 

Affect Traits 

In survey 3 of the SSPS (July 2020), participants’ affect traits were measured using the German 

version of the Positive and Negative Affect Schedule (PANAS; Breyer & Bluemke, 2016). The 

20-item self-report measure separately evaluates a person’s levels of positive affect (PA) and 

negative affect (NA) (Watson et al., 1988). Participants rated ten adjectives each for PA (e.g., 

active, enthusiastic, proud) and NA (e.g., afraid, scared, ashamed) on a five-point- Likert scale 

(ranging from 1 = not at all to 5 = extremely). The PANAS is a widely used measure that has 

demonstrated reliable and valid results (e.g., Serafini et al., 2016; Watson et al., 1988, Watson 

& Clark, 1994; Wedderhoff et al., 2021). 

Personality Traits 

We used the well-established Big Five personality trait theory for personality assessment. In 

survey 4 of the SSPS (August 2020), participants’ Big Five personality traits were measured 

using the German version of the Big Five Structure Inventory (BFSI; Arendasy et al., 2009). 

This hierarchical personality inventory defines five broad dimensions of personality (Openness, 

Conscientiousness, Extraversion, Agreeableness, and Emotional Stability). The questionnaire 

consisted of 300 adjectives describing personality, which were rated on a four-point Likert scale 

(ranging from untypical for me to typical for me). In our analyses, we used the person 

parameters of the partial credit model as the personality trait scores, as the construction of the 

BFSI follows item response theory. 

3.3.6. Sensing Measures 

Moreover, participants downloaded the PhoneStudy research app for Android OS version 5 or 

higher, which was developed to passively collect data from their phone sensors.18 The app 

collected several data types, including (1) GPS logs, (2) phone logs (e.g., calls, texts, app 

                                                 
18 See https://phonestudy.org for more information on the PhoneStudy project. 

https://phonestudy.org/
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usage), (3) connectivity logs (e.g., Bluetooth status, connected devices), and (4) keyboard logs 

(e.g., number of words typed). Detailed information on the collected smartphone logging events 

is provided by Schoedel et al. (in press). The raw sensing data logged over the two-week ES 

period was used to extract various sensing variables (also known as features). 

Feature Engineering Process   

Our feature engineering process was guided by a theory-driven approach and began with a 

comprehensive review of smartphone-sensed indicators in affective computing research. This 

resulted in a focus on six sensing modalities (reflecting different data types): (1) 

communication, (2) location, (3) music, (4) smartphone usage, (5) time, and (6) weather. These 

modalities can measure a range of behavioral and situational indicators of affective experience. 

An overview of previous literature is provided in Table 3.1, while the sensing modalities used 

in the present study are briefly introduced below. 

Communication 

Smartphone sensing research has linked (in-phone) communication patterns to affective 

experiences, considering the number and length of text messages or emails, as well as phone 

call records (e.g., Madan et al., 2010; Messner et al., 2019; Servia-Rodríguez et al., 2017). For 

example, a decrease in communication activities such as calling or texting has been associated 

with feeling sad or stressed among students (Madan et al., 2010). Other studies have also used 

systematic logging of keyboard data to gather communication-related information (Cao et al., 

2017). Building on such previous research, this study also integrates in-phone communication 

data in the prediction models.  

Location 

GPS and accelerometer data are widely used to study affective experiences by tracking users’ 

geolocation traces. This provides insights into mobility patterns and physical activity, such as 

location variance or distance traveled (de Vries, 2021; DeMasi et al., 2017; Lee et al., 2017; 

Servia-Rodríguez et al., 2017; Spathis et al., 2019). Moreover, the types of places visited have 

been shown to reveal information about affective experiences (Cai et al., 2018; Chow et al., 

2017; Müller et al., 2020; Sandstrom et al., 2017).  

Smartphone Usage 

Various affective computing models also included smartphone usage data such as screen time 

(Messner et al., 2019; Ren et al., 2022; Sano et al., 2018) and app usage patterns (e.g., 

LiKamWa et al., 2013). In addition, we also extracted connectivity-related smartphone data, 
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such as the device’s Bluetooth, power charging, or headphone plugin status, to collect more 

behavioral and situational information.  

Time 

We also extracted time-related features such as the weekday and time of the day, as done in 

previous sensing studies (e.g., Cai et al., 2018; Servia-Rodríguez). By combining these features 

with others, such as screen time during the night, this study aims to provide important 

information related to affective computing, such as sleep patterns (MacLeod et al., 2021). 

Weather 

Weather information, such as temperature, wind power, and sunlight, was also identified in the 

literature review as an important environmental indicator (Denissen et al., 2008; Kööts et al., 

2011). Although not directly recorded by the PhoneStudy app, external weather information 

was added using the time and GPS logs of the app to form this additional sensing modality (see 

Data Enrichment section). 

Data Enrichment 

In order to reflect the participants’ daily behavior and situations as comprehensively as possible 

and to cover all the feature types deemed important, the raw smartphone data was enriched with 

additional data from external sources. This includes both on-device data enrichment, which is 

already embedded in the PhoneStudy app, and off-device data enrichment, which is performed 

after data collection. An overview of the data enrichment steps applied per sensing modality is 

provided in Figure 3.2. While the categorizations of connected devices and apps were 

conducted after data collection (off-device), the keyboard logs were preprocessed on-device by 

integrating the LanguageLogger app (Bemmann & Buschek, 2020) in the PhoneStudy app. 

Moreover, physical activity recognition was embedded into the PhoneStudy App using the 

Google Activity Recognition API. Details of the data enrichment processes are provided in 

Schoedel et al. (in press), which is why we focus exclusively on describing two additional off-

device data enrichment steps conducted in the present study: (1) enrichment of music features 

with song attributes and (2) integration of weather data. An overview of all raw data 

categorizations can be found in the Appendix Table A3.1. 
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Table 3.1:  Previous Research on Smartphone-Sensed Indicators of Affective Well-being 

Sensing 

Modality 

Feature Class Exemplary Features a) References  

Communication   

 Calls/ text 

messages 

e.g., number of outgoing/ 

incoming calls, number of 

outgoing/ incoming text 

messages, emails 

Cai et al., 2018; Lane et al., 2011; 

LiKamWa et al., 2013; Ma et al., 2012; 

MacLeod et al., 2021b); Madan et al., 

2010; Messner et al., 2019; Servia-

Rodríguez et al., 2019; R. Wang et al., 

2016b) 

Keyboard logs e.g., semantic text 

characteristics, 

keyboard typing dynamics 

Cao et al., 2017 b); Carlier et al., 2022; 

Neviarouskaya, et al., 2011; Nguyen et 

al., 2014; Z. Wang et al., 2020 

Location    

 Places  

(e.g., GPS, WiFi) 

e.g., places visited, homestay, 

location changes 

Cai et al., 2018; Chow et al., 2017; 

Müller et al., 2020; Ren et al., 2022; 

Sandstrom et al., 2017; Servia-Rodríguez 

et al., 2019; R. Wang et al., 2016 b) 

 
Movement     

(e.g., 

accelerometer, 

gyroscope) 

e.g., transition time, speed/ 

acceleration, activity type, 

location entropy/variance 

Ben-Zeev et al., 2015 b); Cai et al., 2018; 

Canzian & Musolesi, 2015 b); DeMasi et 

al., 2017; Lane et al., 2011; Lee et al., 

2017; LiKamWa et al., 2013;  

Ma et al., 2012; MacLeod et al., 2021 b); 

Müller et al., 2020; Ren et al., 2022; 

Sano et al., 2018; Servia-Rodríguez et 

al., 2019; Spathis et al., 2019; R. Wang et 

al., 2016 b) , 2014 

Music    

 Music listening 

behavior 

e.g., duration of music 

listening, acoustic 

characteristics 

Miranda et al., 2009 b); Till et al., 2016 b); 

Zhang et al., 2018 

Smartphone Usage   

 Phone screen  

(on/off) 

e.g., screen usage, screen 

checks 

Ben-Zeev et al., 2015 b); DeMasi et al., 

2017; Lane et al., 2011; MacLeod et al., 

2021b); Messner et al., 2019; Ren et al., 

2022; Sano et al., 2018; Wampfler et al., 

2020; R. Wang et al., 2016 b), 2014 

 Phone apps e.g., app categories used, 

duration of app usage 

LiKamWa et al., 2013; Messner et al., 

2019; R. Wang et al., 2016 b) 

Time    

 Timestamp e.g., morning, evening, night, 

weekend vs. weekday 

Cai et al., 2018; de Vries et al., 2021; 

Servia-Rodríguez et al., 2019 

Weather    

  e.g., temperature, wind power, 

sunlight, humidity, barometric 

pressure 

Denissen et al., 2008; Keller et al., 2005; 

Kööts et al., 2011; Park et al., 2013 

 

Note. The studies included in the literature review considered different conceptualizations and operationalizations of affective 

experience (e.g., momentary positive/ negative state affect, distinct emotions, mental well-being). a) The exemplary features 

shown were also extracted in the feature engineering process and included in the prediction models of this study. b) Studies 

focused on mental health and disorders (e.g., depression, schizophrenia, suicidality, ...) as target variables.  
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Figure 3.2: Overview of Off-Device and On-Device Data Enrichment Steps per Sensing 

Modality 

 

Note. An exemplary overview of off-device data enrichment (i.e., post-hoc data collection) and on-device data enrichment steps 

(i.e., embedded in the PhoneStudy app) conducted for this study.  

 

Song Attributes 

The PhoneStudy app logged the titles of the songs played, which were enriched with audio 

attributes using the Spotify Web API.19 The audio features include characteristics such as 

acoustic, danceability, instrumentality, and liveliness. This allowed us to extract music features, 

such as the average danceability of songs listened to by a user. All related features are described 

in detail in Appendix Table A3.2.  

Historic Weather Data  

By combining GPS and timestamp logs, the hourly and daily weather was retrieved using the 

Visual Crossing Weather API, which provides historical weather data.20 The weather data 

includes information on the cloud coverage, temperature, humidity, moon, precipitation, sun, 

or wind. Features such as minimum and maximum temperature, average solar radiation, and 

UV index were calculated from this data. A summary of all weather-related features is provided 

in the Appendix Table A3.2.  

 

                                                 
19 https://developer.spotify.com/documentation/web-api/reference/#/operations/get-several-audio-features   
20 https://www.visualcrossing.com/resources/documentation/weather-api/weather-api-documentation/#history 
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Feature Extraction  

Time Windows 

The features were extracted by aggregating raw smartphone sensing data for different time 

frames in order to compare the predictive power of features based on different time windows 

of smartphone data. In line with theoretical discussions on the duration of affective experience 

sequences in daily life, previous studies have used various time perspectives, ranging from daily 

or (bi-)weekly aggregation (Müller et al., 2020; Spathis et al., 2019) to time windows of one to 

twelve hours (Chow et al., 2017). The time point of the selected time window may also impact 

predictive accuracy, as historically contextual features may be more predictive than 

instantaneous features (Cai et al., 2018). Therefore, we decided to systematically compare 

different time windows of smartphone data before and around the experience-sampled self-

reports. 

 

Figure 3.3: Illustration of Feature Types Extracted for Different Time Windows 

 

Note. This figure exemplarily outlines the raw sensing data (e.g., GPS) logged during the study. Three different feature types 

were extracted for different time windows: (1) hourly, (2) daily, and (3) two weeks. 

 

Figure 3.3 exemplarily visualizes smartphone logs, such as GPS data points, that we collected 

during the two-week experience sampling period. The logs were used to extract two different 

types of sensing features. The first type of feature is based on data aggregated from the hour 

before each experience sampling (ES) report and is called hourly feature. The second type of 

feature is based on the sensing data available for the entire 24-hour period of the respective 

study day and is called daily feature. Third, we created a so-called two-week feature set by 
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calculating the aggregated value of the daily features per participant over the 14 study days. 

Different quantification measures (mean, median, mean absolute deviation, minimum, 

maximum) were used to aggregate the daily features into these two-week feature sets. Including 

one aggregated observation per smartphone sensing feature per participant, this feature set was 

only used to predict participants’ affect traits. To illustrate the different feature sets and their 

temporal perspectives, a sketch of three example data sets is provided in Figure A3.1 in the 

Appendix. 

Sensing Modalities 

In total, several hundred features were extracted, which can be grouped into the following six 

sensing modalities: (1) communication, (2) smartphone usage, (3) location, (4) music, (5) time, 

and (6) weather. Except for some daily weather features that were not available on an hourly 

basis, similar features were extracted for the hourly and daily time windows. This resulted in 

730 hourly sensing features and 744 daily sensing features. In addition, daily features were 

aggregated for the full two-week time window of the experience sampling study, resulting in 

744 two-week features. While Table 3.2 provides an overview of the features and selected 

examples, a full description of the features extracted from the raw smartphone sensing logs is 

provided in the Appendix Table A3.2. 

 

Figure 3.4: Total Number of Features Extracted per Sensing Modality and Time Window  

 
Note. This figure illustrates the total number of extracted features per sensing modality and time window of raw sensing data 

used for feature extraction. The total number of features extracted for the two-week time window equals the total number of 

daily features (ntwo-week = 744 features). 

 

 

730 hourly

744 daily
FEATURES

Weather85 hourly

84 daily
FEATURES

LOCATION

Weather369 hourly

369 daily
FEATURES

COMMUNICATION

Weather11 hourly

18 daily
FEATURES

WEATHER

5 hourly

1 daily
FEATURES

TIME

Weather197 hourly

204 daily
FEATURES

SMARTPHONE
USAGE

MUSIC

63 hourly

68 daily
FEATURES



Study 2: Sensing Affective Experience 

 

102 

Table 3.2: Overview of Smartphone-Sensed Features per Sensing Modality 

Sensing Modality  Feature Class Feature Examples 

Communication  calls mean duration of outgoing calls 

text messages variation of text message length 

keyboard usage logs in 

communication apps  

minimum amount of words per message 

Location places b) total time spent at home 

 altitude mean altitude of locations visited 

 Geohash total number of different GeoHashs visited 

 displacement radius of gyration of GPS logs 

 speed maximum speed 

 mobility/ activity b) mean probability of activity walking 

Music  listening behavior  variation of duration of sessions listened to songs 

songs mean level of danceability of songs listened to 

Smartphone usage  connectivity b)  

power plug status 

flight mode status 

Bluetooth connectivity 

WiFi connectivity 

headphones plug status 

 

total duration of power cable status connected 

total duration of flight mode status on 

total duration of smartphone Bluetooth connected 

total duration of WiFi status on and disconnected 

total duration of headphone status plugged 

screen  minimum duration of screen usage session 

apps b) total number of different app categories used 

notification mean latency of notification caused app usage 

Time weekday current timestamp is at the weekend 

 daytime b) current timestamp is at night 

Weather clouds cloud coverage of sky 

 temperature maximum temperature 

 humidity relative humidity 

 moon a) daily moonphase 

 precipitation total amount of precipitation 

 sun solar radiation power 

 wind mean windspeed 
 

Note. The table provides an overview of the six sensing modalities of situational and behavioral features. The feature examples 

reflect only a small selection of all extracted features. All features were created for an hourly (i.e., 60 minutes before experience 

sampling was started by the participant), daily (i.e., 24 hours of the respective study day), and two-week ES wave time window 

(i.e., all available study days). a) Features were only extractable on a daily and two-week basis due to the underlying database. 

All quantification metrics (i.e., total, ratio, min, max, mean, variation) of features were based on logging events within these 

time windows. b) Features were extracted for each category of the corresponding categorizations as shown in Appendix Table 

A2.1 (i.e.; device categories; app categories; LIWC dimensions; Spotify audio feature category; activity recognition categories). 

All categorical features are dummy coded with 1 = yes; 0 = no. Keyboard logging features were extracted only for keyboard 

logs entered in communication applications (i.e., average sentiment of a text message (SentiWS; Remus et al., 2010) and 

Linguistic Inquiry and Word Count (LIWC, Wolf et al., 2008)).  
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3.3.7. Data Analyses 

All data preprocessing and analyses were performed using R Statistical Software (R Core Team, 

2021). As R does not make use of parallelization by default, parallel computing capabilities 

supported by mlr3 were enabled by using the R-packages future (Bengtsson, 2022a) and 

progressr (Bengtsson, 2022b). For reproducibility, we used the package management tool renv 

(Ushey, 2020) and provide a complete list of all R packages used in this paper in the renv.lock 

file in the corresponding OSF repository via https://osf.io/a6wtc/. 

Preprocessing  

Due to potential technical recording errors caused by the PhoneStudy app, single observations 

might have reached extreme values that do not reflect real (extreme) situational or behavioral 

patterns. Therefore, we used robust estimators (e.g., median, mean absolute deviation) for 

feature engineering and applied a dedicated data preprocessing procedure.  

First, categorical variables (factors) were re-coded as dummy variables and numeric 

variables were centered and scaled. Second, we decided to replace extreme observations 

exceeding four standard deviations from the mean with missing values. Additionally, irrelevant 

and redundant features were excluded from the analyses. Specifically, features with more than 

90% missing values, zero or near-zero variance 21, and extremely highly correlated features (r 

> .90) were dropped, following the recommendations of Kuhn and Johnson (2013, p.42). A 

median imputation algorithm was used as the missing value imputation method to replace 

missing values. 

Benchmark Experiments 

Given the exploratory nature of the present study, a predictive modeling approach was applied. 

Specifically, several benchmark experiments were conducted to investigate our research 

questions. In predictive modeling, benchmark experiments allow the systematic comparison of 

different prediction models and data sets in terms of their predictive performance (Hothorn et 

al., 2005). Table 3.3 provides an overview of the data and machine learning algorithms used to 

predict the target variables in the benchmarks. As the predicted target variables were 

operationalized as affect states (repeated measures of valence and arousal at the level of 

                                                 
21 Concretely, near-zero variance features fulfilled the following two criteria: (1) less than 10% of the observations 

had unique values, and (2) the frequency ratio of the most common value to the frequency of the second most 

common value was greater than 19 (95/5). 
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experience sampling) and affect traits (one measurement of positive and negative affect), the 

different benchmark experiments included different data sets.  

Additional benchmark experiments were conducted for the prediction of both affect 

states and traits to further investigate whether predictive performance improved when only data 

collected on the weekend were included. As the results of this additional analysis did not differ 

from the main analyses reported here, we do not describe the results further in this manuscript. 

 

Table 3.3: Overview of Benchmark Experiments per Target Variable 

No. Feature Set Algorithm Target Variable 

Benchmark Experiments for Predicting Affect States 

 

 

 

 

1) 

Hourly  

Featureless, Random Forest, Lasso Valence  

Daily 

Hourly + Daily 

BFSI 

Hourly + Daily + BFSI 

Previous Affect State 

2) 

Hourly 

Featureless, Random Forest, Lasso Arousal  

Daily 

Hourly + Daily 

BFSI 

Hourly + Daily + BFSI 

Previous Affect State 

Benchmark Experiments for Predicting Affect Traits 

3) 

Two-week 

Featureless, Random Forest, Lasso Positive Affect  Two-week + BFSI 

BFSI 

4) 

Two-week  

Featureless, Random Forest, Lasso Negative Affect Two-week + BFSI 

BFSI 
 

Note. Overview of the four statistical benchmark experiments conducted for the prediction of affect states (i.e., valence; arousal) 

and affect traits (i.e., positive affect; negative affect) and the feature sets and algorithms compared in the different benchmarks. 
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Data Sets 

Prediction of Affect States. First, we modeled the self-reported momentary affect states 

assessed via experience sampling. Thus, two separate benchmark experiments were conducted 

to predict the self-reported scores of valence and arousal at the observational level. We aimed 

to systematically compare the predictability of smartphone sensing features extracted for 

different time windows (i.e., hourly and daily features) with self-reported BFSI personality 

scores. Therefore, the different sensing feature sets were included both individually and in 

various combinations with and without the personality data. Finally, we included an additional 

baseline model that included only the previous valence and arousal scores measured in the 

preceding experience sampling report as features.  

Prediction of Affect Traits. Table 3.3 shows that in the two benchmark experiments for 

predicting self-reported positive and negative affect traits, the daily sensing features were 

averaged over the two-week ES wave. Additionally, the smartphone sensing feature sets were 

combined with the BFSI personality trait data, while the third model used only the personality 

trait scores for prediction. 

Machine Learning Algorithms 

Besides comparing different data sets, we also benchmarked different algorithms (hereafter 

referred to as models). Serving as the baseline, a featureless model was included in each 

benchmark experiment. This baseline algorithm does not consider any features, but constantly 

predicts the observed mean value of the target variable of the training data set for all cases in 

the test set. In addition, we fit a non-linear random forest (RF; Breiman, 2001) using the 

implementation called ranger (Wright & Ziegler, 2017), which is particularly suitable for high-

dimensional data. The default number of ntrees = 500 regression trees were grown using the 

estimated variances of the target variable. Third, a regularized logistic linear regression (Lasso; 

Tibshirani, 1996; Zou & Hastie, 2005) was trained using the mlr3-integrated glmnet algorithm 

(Friedman, Hastie, et al., 2010).  

Performance Metrics 

To estimate the predictive performance of the models, the data sets were split into a training 

and a test set. As a resampling strategy, a ten-fold cross-validation scheme with ten repetitions 

(repeated 10x10 CV) was conducted to evaluate model performance. To avoid over-optimistic 

performance evaluation, preprocessing was performed within the resampling scheme whenever 

possible. Due to the nested data structure (i.e., repeated ES observations per person), the 

resampling procedures included blocking to avoid oversampling of participants with a larger 
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number of ES observations. This method ensures that observations of the same participant are 

considered to belong together and are not split into the training and test sets. 

All models were trained to reduce the mean squared error (MSE) for regression tasks. 

The MSE is one of the most commonly used metrics for evaluating the performance of models 

with numeric target variables. The closer a predicted target value ri is to the true value ti, the 

smaller the MSE: 

. 

Moreover, we analyzed the coefficient of determination (R2) as a measure of 

performance, which is defined as: 

. 

The coefficient subtracts the root mean squared error (RSE) from 1, so it compares the 

squared error of the predictions relative to a naive model predicting the mean. It can be 

interpreted as the proportion of the variation in the target variable (i.e., affect states/ affect traits) 

in the data that can be explained by the respective prediction model.  

 

3.4. Results 

3.4.1. Descriptive Statistics 

Depending on the respective target variable, the preprocessing resulted in different sizes of final 

feature sets and samples (see Table 3.4). 

Affect States 

A total of 9,460 self-reports of valence and arousal states were collected from 453 users over 

the 14-day ES wave, with an average score of M = 3.62 (SD = 1.03) for valence and M = 3.01 

(SD = 1.30) for arousal. Figure 3.5 shows that the skewness of valence was -.96 indicating an 

extremely left-skewed distribution and -.54 for arousal reflecting a moderately left-skewed 

distribution across individuals. Intraclass correlations indicated that between-person differences 

accounted for 49% (for valence) to 39% (for arousal) of the variance in self-reported affect 

states across experience samplings. 
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Figure 3.5: Distribution of Affect States on Experience Sampling Level 

 
 

Note. X-axis reflects the scores on a six-point Likert scale ranging from 0 = very pleasant to 5 = very 

unpleasant for valence and 0 = very inactive to 5 = very activated for arousal. Count = number of 

experience sampling reports with the respective scores (N = 9,460). 

 

 

Affect Traits 

At the trait level, 363 users completed the positive and negative affect questionnaires. On 

average, participants reported a slightly more positive affect trait, with an average score of M = 

3.36 (SD = 0.80) for positive affect, while their average score for negative affect was M = 2.11 

(SD = 0.92). Accordingly, as can be seen in Figure 3.6, the skewness of the positive affect was 

found to be -.33, indicating an almost symmetrical distribution, and that of negative affect was 

.86, indicating a moderately right-skewed distribution. The kurtosis of the positive affect scores 

(kappa) was found to be κ = .10, reflecting an almost normal distribution. The kurtosis of the 

negative affect scores was found to be κ = .39, indicating a slightly heavier-tailed distribution 

compared to the normal distribution. 
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Figure 3.6: Distribution of Affect Traits on Experience Sampling Level 

 

Note. X-axis reflects the total positive and negative affect scores which were measured by items 

participants rated on a five-point Likert scale ranging from 0 = not at all to 5 = extremely. Count = 

number of users with respective scores (N = 363). 

 

 

Table 3.4: Descriptive Statistics of Benchmark Experiments 

Benchmark Experiment 1: Prediction of Affect States 

Feature set Sample size No. of features No. of observations 

  
Before 

preprocessing 

After 

preprocessing 
Valence Arousal 

Hourly 409 730 148 7,879 7,879 

Daily 406 744 133 7,994 7,971 

Hourly + Daily 406 1,474 281 7,852 7,852 

Hourly + Daily + BFSI 349 1,509 317 6,830 6,830 

BFSI 390 35 35 8,228 8,228 

Previous Affect State 453 1 1 9,456 9,428 

Benchmark Experiment 2: Prediction of Affect Traits 

Feature set Sample size No. of features No. of observations 

   PA NA 

Two-week 363 1,141  363  363 

Two-week + BFSI 363 1,176 363 363 

BFSI 363 35 363 363 
 

Note. PA = positive affect, NA = negative affect. Sample sizes reflect the number of users with available feature and target data 

for each benchmark experiment after preprocessing. The number of observations reflects the number of ES reports after data 

preparation and preprocessing. The two-week feature sets were extracted by aggregating the preprocessed daily feature sets per 

participant, hence the number of observations equals the number of participants. The number of features in the two-week feature 

sets reflects the final number of features included in the prediction models. 
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Correlations 

We found a moderate positive correlation between the arousal and valence states (r(456) = .42, 

p < .01). Moreover, there was a moderate positive correlation between positive affect and 

valence (r(399) = .40, p < . 01) and arousal states (r(399) = .34, p < .01). Negative affect was 

moderately correlated with valence (r(399) = -.30, p < .01) and positive affect (r(399) = -.37, p 

< . 01), while low correlations were found with arousal (r(399) = -.11, p < .05). 

The detailed descriptive statistics for the self-reported affect states and traits, their 

intercorrelations, and their correlations with participants’ age, gender, and Big Five personality 

traits are presented in Table A3.3 in the Appendix. In general, very low correlations were found 

between the affect states and traits with the demographic variables, while some moderate 

correlations were found with the Big Five personality traits. Furthermore, Pearson correlation 

coefficients of situational and behavioral features with self-reported affect states and traits were 

computed and are provided in the online supplemental material (Table S1).22 

3.4.2. Prediction of Affect States  

As the results for different performance metrics (MSE and R2) were similar, we focus on 

reporting the MSE as the performance metric of the models in the following. The distributions 

of the R2 across resampling iterations by affect state target are shown in Table A3.4 (Figure 

A3.2). When interpreting the results descriptively, it should be noted that a lower predictive 

performance of a model is not only expressed by a higher MSE, but also by a larger dispersion 

of the MSE (i.e., a wider spread of the points). Comparing the different models in our 

benchmark experiments, our results do not suggest a superior predictive performance of the 

non-linear random forest model compared to the linear prediction model (Lasso). Following the 

premise of the highest possible interpretability in the case of equal prediction performance 

(Kotsiantis, et al., 2007; Molnar, 2022), we focus on the results of the regression-based Lasso 

model in the following. 

For valence, the distribution of the mean squared errors (MSE) across the resampling 

iterations of the applied 10x10 CV resampling scheme for the Lasso did not differ from the 

featureless (naïve guessing) models on a descriptive level. The y-axis in Figure 3.7 displays the 

different feature sets that we compared in the benchmark experiment. The boxplots show that 

the Lasso models were close to the featureless models for the feature sets containing exclusively 

sensing features (i.e., hourly, daily, daily + hourly), exclusively personality trait features 

(BFSI), as well as the combination of sensing and personality features (hourly + daily + BFSI). 

                                                 
22 https://osf.io/a6wtc/ 

https://osf.io/a6wtc/
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In contrast, the Lasso model including only the individuals’ previous valence states as 

predictors showed a superior predictive performance (see Table 3.5).  

Similarly, for the prediction of arousal states, only the models that included the previous 

valence states as predictors showed slightly better predictive performance (i.e., lower MSE and 

lower dispersion of MSE) than the featureless baseline model (see Table 3.5). 

 

Table 3.5: MSEs across Resampling Iterations for the Prediction of Affect States by Feature 

Set and Algorithm 

Prediction of Valence 

Feature Sets 
Featureless   Lasso 

MMSE  SDMSE  MMSE  SDMSE 

Hourly 1.06  0.22  1.08  0.22 

Daily 1.06  0.19  1.14  0.27 

Hourly + Daily 1.07  0.21  1.15  0.31 

Hourly + Daily + BFSI 1.07  0.22  1.13  0.33 

BFSI 1.07  0.21  0.98  0.19 

Previous Affect State 1.06  0.21  0.73  0.10 

Prediction of Arousal 

Feature Sets 
Featureless   Lasso 

MMSE  SDMSE  MMSE  SDMSE 

Hourly 1.06  0.19  1.09  0.18 

Daily 1.70  0.20  1.74  0.19 

Hourly + Daily 1.70  0.19  1.62  0.18 

Hourly + Daily + BFSI 1.71  0.21  1.68  0.25 

BFSI 1.72  0.21  1.70  0.21 

Previous Affect State 1.70  0.15  1.47  0.13 
 

Note. This table presents the means and standard deviations of the mean squared error (MSE) measures across the 100 

resampling iterations of the 10x10 CV scheme. The performance measures are reported according to the feature sets, which 

were compared in the benchmark experiment for predicting affect states (i.e., valence; arousal) with the Lasso versus the 

featureless (naïve guessing) model. 
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Figure 3.7: Distribution of MSEs across Resampling Iterations for Affect States per Feature 

Set for the Lasso Model 

 
 

Note. Distribution of the mean squared errors (MSE) across the resampling iterations of the applied 10x10 CV scheme for 

Lasso and baseline featureless (naïve guessing) models. The y-axis reflects the different feature sets systematically compared 

in the benchmark experiment. MSEs of the single iterations are represented by single dots. The boundaries of the boxes in the 

boxplots indicate the 25th and the 75th percentile, while their middle lines indicate the median.  

 

 

3.4.3. Prediction of Affect Traits  

Similar to the prediction of affect states, we focus on reporting the regression-based Lasso 

models with the MSE as performance metric for the results of the benchmark experiments 

conducted to predict the affect traits (i.e., positive affect; negative affect). The distribution of 

R2 values across resampling iterations for positive and negative affect is shown in Table A3.5 

and Figure A3.3 in the Appendix. 

The different feature sets included in the prediction models for positive affect traits 

revealed that the Lasso model including only the smartphone-sensed features extracted over the 

14-day ES wave did not show superior predictive performance compared to the baseline 

featureless model (Table 3.6; Figure 3.8). The addition of the self-reported Big Five personality 

traits (BFSI) slightly improved the predictive performances compared to the featureless 

baseline model. The best predictive performance was observed when the Big Five personality 

traits were added to the smartphone sensing features. The boxplots in Figure 3.8 also show that 

the dispersion of the MSEs across iterations was smaller for the model combining smartphone 

sensing and personality traits than for the model based on personality traits alone. 
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Table 3.6: MSEs across Resampling Iterations for the Prediction of Affect Traits by Feature 

Set and Algorithm 

Prediction of Positive Affect 

Feature Sets 
Featureless  Lasso 

MMSE  SDMSE  MMSE  SDMSE 

Two-week 0.64  0.14  0.64  0.13 

Two-week + BFSI 0.64  0.14  0.50  0.11 

BFSI 0.63  0.17  0.48  0.14 

Prediction of Negative Affect 

Feature Sets 
Featureless  Lasso 

MMSE  SDMSE  MMSE  SDMSE 

Two-week 0.81  0.17  0.81  0.17 

Two-week + BFSI 0.81  0.22  0.70  0.18 

BFSI 0.81  0.21  0.66  0.15 
 

Note. This table provides means and standard deviations of the mean squared error (MSE) measures across the 1000 resampling 

iterations of the repeated 10x10 CV scheme. The performance measures are reported by feature set systematically compared in 

the benchmark experiment for the prediction of affect traits (i.e., positive affect; negative affect) with the Lasso versus the 

featureless (naïve guessing) model. 

 

 

For the prediction of the negative affect traits, the Lasso model combining the 14-day sensing 

feature set with the Big Five personality traits (BFSI) showed slightly better prediction 

performance than the featureless baseline model at the descriptive level (Table 3.6; Figure 3.8). 

Similar results were observed when only the personality trait features (BFSI) were considered, 

while the comparison of MSEs in this benchmark experiment suggests that the two-week 

smartphone sensing features did not contribute to an increase in predictive performance.  
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Figure 3.8: Distribution of MSEs across Resampling Iterations for Affect Traits per Feature 

Set for the Lasso Model 

 

Note. Distribution of the mean squared errors (MSE) across the resampling iterations of the applied repeated 10x10 CV scheme 

for Lasso and baseline featureless (naïve guessing) models. The y-axis reflects the different feature sets systematically 

compared in the benchmark experiment. MSEs of the single iterations are represented by single dots. The boundaries of the 

boxes in the boxplots indicate the 25th and the 75th percentile, while their middle lines indicate the median. 
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3.5. Discussion 

Applying different machine learning algorithms, this study systematically examined whether 

passively sensed smartphone sensing data can be used to predict participants’ momentary affect 

states (i.e., valence and arousal) and stable affect traits (i.e., positive and negative affect). 

Building on previous affect research, we extracted a wide range of situational and behavioral 

correlates of affective experience in everyday life. In a series of statistical benchmark 

experiments, the predictive performance of various smartphone sensing feature sets with 

different temporal perspectives was compared with the predictive performance of personality 

traits, which served as a baseline to systematically compare self-reported and unobtrusively 

sensed features. For the prediction of affect states, our prediction models incorporating 

smartphone sensing data did not perform better than chance. Our results suggest that most of 

the predictive information about the currently experienced valence and arousal state is provided 

by the individual’s previous affect state. In contrast, the benchmarks for affect traits revealed 

that combining smartphone sensing data with self-reported personality traits led to an increase 

in the predictive performance of the prediction models, especially for positive affect, compared 

to the featureless baseline model.  

3.5.1. Predictability of Affect States versus Traits 

Previous research has suggested that people experience a more positive mood when being in 

social situations and that fluctuations in participants’ negative state affect can be associated 

with different contextual aspects, such as the current physical state, geographic location, and 

time (e.g., Sandstrom et al., 2017; Servia-Rodríguez et al., 2017). However, the prediction 

results of the present study did not replicate previous findings on the associations between 

smartphone-sensed indicators and positive and negative affective experiences in daily life (e.g., 

Cai et al., 2018; Ren et al., 2022; Sandstrom et al., 2017; Servia-Rodríguez et al., 2017).  

One possible explanation for the limited comparability of our results with prior studies 

is the different conceptualization and operationalization of affective experience. As previous 

research has emphasized, employing multiple assessment methods (e.g., different affect scales) 

can impact the observed associations and effect sizes (e.g., Lucas & Fujita, 2000). Our study 

focused on affective experiences as “relatively low-intensity […] and persistent affective 

states” (Forgas, 2006, pp. 6-7). In contrast, previous studies of affect recognition, particularly 

those involving smartphone-based communication and text analysis, have tended to concentrate 

on more distinct and intense emotions as extreme, short-lived experiences (e.g., Arevian et al., 

2020; Carlier et al., 2022; Neviarouskaya, et al., 2011; Ren et al., 2022; Z. Wang et al., 2020). 
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Moreover, research has found substantial differences in predictive performance across different 

affect variables (e.g., highest for anger and lowest for sadness), suggesting that certain negative 

emotions may be more strongly linked to passive smartphone features than others (Ren et al., 

2022). This also underscores the importance of future studies examining distinct negative 

emotional states (e.g., sadness, nervousness, or anger) separately, rather than aggregating them 

into a single negative affect variable, as it is commonly done (Ren et al., 2022). 

In addition, our descriptive analyses revealed limited within- and between-person 

variation in the measured affect states. Similarly, a rather low inter-individual variance was 

observed for both positive and negative affect traits, suggesting that our data set primarily 

captured less extreme affective experiences, rather than more extreme cases. However, it is 

possible that typical day-to-day fluctuations in negative affect are not extreme enough to have 

a noticeable impact on an individual’s cognitive resources (von Stumm, 2016). In other words, 

only considerable changes in negative affect or clinically low levels of affective experiences 

may manifest in behavioral and situational characteristics measured via smartphone sensing 

data, but such cases were rarely observed in the present study. While our research examined 

affective experiences in a sample representative of the German population in terms of age and 

gender, previous studies using passively collected data have mostly involved rather small or 

adolescent samples (e.g., Ben-Zeev et al., 2015; Cai et al., 2018; Cao et al., 2017; Chow et al., 

2017; DeMasi et al., 2017; LiKamWa et al., 2013; Messner et al., 2019; Ren et al., 2022) - with 

some exceptions (e.g., Sandstrom et al., 2017; Servia-Rodríguez et al., 2017). Furthermore, 

studies using passively sensed data in the context of affective well-being have often focused on 

predicting more pathological mental well-being constructs such as stress, depression, or anxiety 

(e.g., Ben-Zeev et al., 2015; Cao et al., 2017; MacLeod et al., 2021; R. Wang et al., 2016). This 

may be another possible reason for the limited replicability of previous findings in the present 

study and highlights the importance of further exploring the generalizability of the findings in 

future research. 

Moreover, our study found that models incorporating both smartphone-sensed indicators 

and personality traits were able to predict positive trait affect slightly better than chance. This 

suggests that personality traits can, at least to some extent, explain interindividual differences 

in trait affect (Cheng & Furnham, 2003; Sandstrom et al., 2017; Spathis et al., 2019; Wilt & 

Revelle, 2019). Previous research in personality psychology has already identified positive 

relationships between positive affect and Extraversion (e.g., Cheng & Furnham, 2003; 

Kuppens, et al., 2007; Lucas & Fujita, 2000; Wilt, et al., 2012), as well as Agreeableness and 

Conscientiousness (e.g., Besser & Shackelford, 2007; Komulainen et al., 2014; Steel, et al., 
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2008). In line with our findings, Spathis et al. (2019) demonstrated that combining passive 

sensing with traditional personality survey data can enable affect predictions with higher 

precision. However, our results did not show similar effects of personality traits on the 

prediction of affect states.  Thus, our findings suggest that enduring personality traits may play 

a more substantial role in predicting more stable affect traits than in predicting fluctuating 

momentary affect states, which warrants further investigation in future research. This is 

inconsistent with previous studies reporting that the Big Five traits predict affect states across 

five cultures (Ching et al., 2014) and can explain approximately one third of the variance in a 

person’s current momentary affect (with the valence dimension being more predictable than the 

arousal dimension) (Yik & Russell, 2001). For example, trait neuroticism has been associated 

with variability in both high- and low-arousal negative affect states, consistent with the trait 

definition of neuroticism as greater fluctuation in negative affect (Sandstrom et al., 2014). One 

explanation may be that individuals tend to select contexts (e.g., the company of others or 

physical activity) that are consistent with their personality traits; for example, extraverted 

individuals are more likely to be in the company of others, which in turn may influence their 

momentary affective experience (Wilt & Revelle, 2017). However, due to the ongoing Covid-

19 pandemic, participants in our study might have had less flexibility to freely choose their 

contexts according to their personality traits, as they were constrained by external restrictions 

(Kuper et al., 2021). It is therefore important to investigate the replicability of the findings in a 

post-pandemic setting. 

3.5.2. Idiographic Approach to Affect Prediction 

Further, our findings suggest that the best predictor of an individual's current affective 

experience is the preceding observation of the affect state. The observed intra-class correlation 

coefficients also indicate a non-negligible intra-individual variability in affective experiences, 

especially for valence scores. Similarly, other studies have already observed that a participant 

is likely to be in a bad mood today if he or she was in a bad mood the day before (e.g., Beltz et 

al., 2016). In this respect, our findings confirm the importance of studying intra-individual 

variability in affect, which has already been highlighted in previous studies (e.g., Beltz et al., 

2016; Bosley et al., 2020; Eid & Diener, 1999; Fisher et al., 2017; Rodriguez et al., 2022; von 

Stumm, 2016). For example, the association between social media use and depressive 

symptoms may vary considerably across individuals, emphasizing the importance of examining 

intra-individual relationships to predict mental well-being and personalize corresponding 

treatments (e.g., Rodriguez et al., 2022).  
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Despite increasing criticism of the underlying assumption of homogeneity across 

individuals and time, the nomothetic approach, i.e., the study of inter-individual variation, has 

long dominated human and social sciences (Molenaar et al., 2004), including affect research 

(Beltz et al., 2016; De Vries et al., 2021; Fisher et al., 2018). Thus, an often-criticized key 

limitation of existing studies is that they still primarily focus on predicting average affect scores 

across individuals, while intra-individual differences and patterns of affective experiences over 

time are often neglected (e.g., Fisher et al. 2018; Howe et al., 2020; Rodriguez et al., 2022). 

While there may be some overlap (so-called consensual variance) in affective experiences 

between individuals due to social expectations (e.g., feeling good when the weather is good), 

this normative component is likely to be small for assessing how we feel in a particular context. 

Accordingly, it might have been difficult for our prediction models to recognize and learn 

patterns across individuals, whereas more individual-specific, personalized prediction models 

may lead to better predictive performance. In the present study, we collected multiple types of 

data from a large sample of several hundred participants. However, our predictive modeling 

approach trained a ‘one-size-fits-all’ model, without explicitly considering individual-specific 

predictor combinations or the multi-level structure of an individual’s repeated measures. 

Rather, predictions were made at the level of individual observations (i.e., of single experience 

samplings of affect).  

In contrast, so-called idiographic models examine correlations within a single person 

over many points in time (Haynes et al., 2009; Molenaar, 2004). This approach has recently 

attracted attention for its ability to model relationships between symptoms and behaviors as 

they unfold over time within a single individual (e.g., Bosley et al., 2020; Epskamp, et al., 2018; 

Fisher, et al., 2017, 2018). Accordingly, affect researchers have increasingly turned their 

attention to the intra-individual variability of affective experiences and new analytical strategies 

have been developed to accommodate the idiographic-nomothetic paradigm (e.g., Beltz et al., 

2016; Jahng et al., 2008; Wigman et al., 2013). Concretely, researchers have several options for 

considering idiographic prediction in future studies of affect prediction. These approaches 

include investigating the antecedents of affect through idiographic network-based analyses 

(e.g., Fisher et al., 2017; Howe et al., 2020; Rodriguez et al., 2022) or idiographic multilevel 

approaches (e.g., Bosley et al., 2020; Goetz et al., 2010). Moreover, nomothetic and idiographic 

machine learning models can either be combined (e.g., Jacobson & Chung, 2020), or their 

performance can be systematically compared with each other (e.g., Cheung et al., 2017). In 

addition, idiographic studies can apply classical machine learning techniques that are also used 

in nomothetic prediction, such as random forests (Cheung et al., 2017) or elastic nets (Fisher & 
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Soyster, 2019). To this end, prediction models can use a standard set of theoretical features or 

consider individual-specific predictors. For example, Beck and Jackson (2022) found that both 

personal and situational factors predict future behavior and experiences, although the key 

predictors can vary widely across individuals. To date, however, idiographic sensing studies 

have mainly originated from the clinical domain, such as the prediction of depressed mood 

(Jacobson & Chung, 2020), smoking behavior (Fisher & Soyster, 2019), or alcohol 

consumption (Soyster et al., 2022). While the discussion of idiographic approaches is 

accelerating, especially in personality psychology (e.g., Kuper et al., 2021; Renner et al., 2020), 

scientists should also drive it for other research areas in psychology. Accordingly, we argue 

that idiographic studies are important to complement nomothetic prediction models and provide 

a sophisticated understanding of the dynamic processes underlying individual differences in all 

areas of scientific psychology (Molenaar, 2004). 

3.5.3. Challenges of Experience Sampling Affect States  

Another possible reason for the limited predictability of affect states could be the experience 

sampling design underlying our study. While sampling from an individual’s everyday life 

undoubtedly has various advantages, data quality in experience sampling studies is an intensely 

discussed phenomenon in affect research (see Scollon et al. (2003) for a review). 

In contrast to sampling from a set of continuous and objective stimuli, such as 

smartphone data, in an experience sampling study, the individual participant decides whether 

or not to respond to a signal. However, one’s attention to and willingness to accept new 

smartphone notifications may be strongly linked to the current situation (Mehrotra et al., 2017). 

For example, individuals are less likely to be receptive to notifications when they are exercising, 

away from home, or going to bed (Mehrotra et al., 2017; Rintala et al., 2020). The current 

activity and location can also be correlated with the momentary affective experience, with 

positive affect being more likely in social situations, such as at a party with friends (Breil et al., 

2019), and negative affect being more likely at work or at home (Chow et al., 2017; Müller et 

al., 2020). However, people tend to use their smartphones less frequently in social situations 

outside the home (e.g., Mehrotra et al., 2017; Rintala et al., 2020), potentially leading to missed 

experience sampling signals and unreported positive affective experiences. Moreover, the time 

of day may have a salient effect on the probability of non-response, with participants most likely 

to ignore notifications early in the day (e.g., Courvoisier et al., 2012; Messiah et al., 2011; Silvia 

et al., 2014).  
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Moreover, the affective experience itself may also be related to the motivation to 

participate in a self-report measure, potentially influencing how compliant the participant is in 

responding to signals (Rintala et al., 2020). However, findings in this area are controversial and 

require further investigation. For instance, Rintala et al. (2020) observed that individuals with 

higher positive affect tended to be more compliant in studies using experience sampling, which 

might have also caused the left-skewed distribution of experience-sampled affect states that we 

observed in the present study. On the other hand, Courvoisier et al. (2012) found that when 

people reported high levels of enthusiasm at one signal, they were significantly less likely to 

respond to the subsequent signal, perhaps because they were engaged in enjoyable and engaging 

activities that interfered with responding to the subsequent signal. 

In addition to the described situational predictors of non-response in experience 

sampling research, there may be systematic dispositional factors that influence participation 

compliance. In other words, are people with certain personality traits more likely to respond to 

self-reports? Thus, to understand the validity of inferences from experience sampling studies, 

it is important to know whether there are situation- or person-related predictors of missing 

experience sampling responses. But research on 'knowing the unknown' is challenging because 

the very data points needed to answer the question are the ones that are missing. While 

researchers have already gained interesting insights from previous experience sampling data 

points (e.g., Courvoisier et al., 2012; Rintala et al., 2020), more technically sophisticated 

methods to collect information about what participants are doing when they miss reports are on 

the rise. For example, using data from unobtrusive audio recordings, recent research has found 

very little evidence that missing data in experience sampling correlates with personality or 

emotion (e.g., Sun et al., 2021). As these findings provide only preliminary evidence for the 

validity of experience sampling in affect research, future systematic studies are essential to 

substantiate them.  

3.5.4. Limitations and Outlook 

In addition, the present study also bears some limitations, which are discussed below and can 

serve as inspiration for future research. 

Smartphone Sensing Modalities 

Although our study comprised a considerable number of different indicators, insights from 

mental health research suggest potential additional indicators that could be leveraged for 

affective computing research by combining different sensing technologies (Abdullah & 

Choudhury, 2018). 
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First, previous studies have highlighted the importance of physiological indicators of 

affective experience. Therefore, we propose to combine smartphone sensors with physiological 

sensor measurements such as skin conductance and temperature (e.g., Sano et al., 2018). As an 

example, wearables such as smartwatches can be leveraged to measure heart rate variability 

(e.g., Hennekens et al., 2005; Weiner et al., 2011) or electrodermal activity (e.g., Lanata et al., 

2014; Schell et al., 2005). Other ideas include integrating data from in-phone cameras to 

measure the user’s facial expressions or eye movements. For instance, research has shown 

improved emotion classification when the front-facing smartphone camera is used as a tool for 

emotion detection based on facial expressions (e.g., Kosch et al., 2020; Niforatos & Karapanos, 

2015). While research has also already identified eye movement features as important indicators 

of affect recognition (e.g., Alghowinem et al., 2014; Lu et al., 2015; Partala & Surakka, 2003), 

the technical feasibility of deploying smartphone in-phone cameras to collect reliable eye-

movement data is still under investigation (e.g., Brousseau et al., 2020; Lim et al., 2020). 

Second, building on previous research (e.g., Madan et al., 2010; R. Wang et al., 2016, 

2014), we incorporated various features of in-phone communication, for example, by applying 

sentiment analysis to the collected keyboard logging data. For privacy reasons, we did not 

record speech or log the raw data (i.e., written content) of a user’s communication traces, but 

extracted meta-statistics such as the average sentiment score of the typed text (see Bemmann & 

Buschek, 2020). On the other hand, when analyzing voice recordings or microphone data, as 

well as written content such as social media texts, previous studies have found significant 

correlations between the communicated content and the affective experience, rather than 

between classical communication features such as the length or number of text messages and 

calls (e.g., Cai et al., 2018; Carlier et al., 2022; Nguyen et al., 2014; Servia-Rodriguze et al., 

2017). In addition, more sophisticated speech analyses (e.g., on acoustic and other 

paralinguistic parameters of the voice) can reveal important information for tracking affective 

well-being (e.g., Arevian et al., 2020; R. Wang et al., 2014). 

Third, ambient sounds measured by microphone data, such as background noise levels, 

were found to be significantly associated with affective experiences and to reveal important 

information about the current environment, for example in combination with GPS data (Servia-

Rodríguez et al., 2017; Spathis et al., 2019). In addition, ambient light sensors can be used to 

determine the position of the phone or detect the brightness of the environment as a promising 

feature to gain more insights into the current environmental characteristics of an individual 

(Ben-Zeev et al., 2015; Ma et al., 2012). For instance, prior research has suggested that the 
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noise level of the user’s environment may be more informative about the user’s mood than their 

sociability level in terms of communication behavior (e.g., Servia-Rodríguez et al., 2017). 

Duration of Affective Experiences   

While there is extensive literature on the causes of affective experiences, there is still a lack of 

empirical research on their interplay with cognition and behavior (Russell, 2003). In general, 

researchers agree that positive or negative affect influences the way we access and use 

information stored in our memory (affect congruence) (Forgas, 2017) and interact with others 

(Forgas, 2002). Nevertheless, it remains an essential question in psychology whether a negative 

or positive event (e.g., a situational trigger or behavioral pattern) causes momentary affective 

experiences or vice versa. In the present study, we extracted features using sensing data 

collected one hour before the moment of assessment (i.e., the experience sampling event), as 

well as data collected within 24 hours of the respective study day. Thus, the present study 

zoomed in on participants’ patterns one hour before each experience sampling event. In doing 

so, we also drew on the findings from previous studies that have already demonstrated the 

predictive relevance of historical contextual features measured prior to the experience sampling 

(e.g., Cai et al., 2018). However, assuming that affective experiences also trigger the situations 

and events that we encounter in our daily lives, the time window after experience sampling may 

also contain valuable information related to the affective experience. 

Moreover, surprisingly little research has yet systematically investigated the duration of 

affective states (Johnson et al., 2008). Research on emotional duration has highlighted that the 

duration of emotional experiences can be highly variable, with durations ranging from a few 

seconds to several hours, or even longer, depending on the events we encounter (Verduyn et 

al., 2009; 2015; Verduyn & Layrisen, 2015). Similarly, negative events were positively 

associated with negative affect six to nine hours later and were negatively associated with 

positive affect ratings for approximately three to six hours (Johnson et al., 2008). Thus, to 

account for the potentially different duration of affective experiences and their manifestations 

in daily life, future studies should additionally consider longer (e.g., six hours) windows of data 

collection before and around the time of experience sampling (Cai et al., 2018; Chow et al., 

2017). In addition, empirical research can further contribute to the ongoing examination of the 

duration and dynamics of affective experiences and their behavioral manifestations in everyday 

life by systematically comparing the informativeness of different time windows of sensing data. 

For example, there may be systematic inter-individual differences in the duration and 
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persistence of affective responses depending on gender (Johnson et al., 2008) or personality 

traits (Schimmack, 2000) that should be further explored in future research.  

Self-Report Measures of Affect  

Another important aspect to discuss is the operationalization of our affect target variables. Our 

self-report-based measures of momentary and general affective experience require the 

participants to (1) recognize, (2) reflect on and experience, and (3) quantify and report them 

accurately (Watson, 2000). This requires a high level of self-awareness of one’s own affective 

experiences, as well as the ability and commitment to report it accurately. Moreover, self-

reports of affective experience can be strongly influenced by social expectations, such as the 

assumption that Monday is the worst day of the week in terms of mood (also known as the 

‘Monday blues’ stereotype) (e.g., Croft & Walker, 2001). Thus, our self-report data on affective 

traits and states may be prone to measurement errors. Some studies of well-being or emotional 

experience have attempted to overcome this limitation by integrating external rater scorings 

(e.g., Ponocny et al., 2016; Sikka et al., 2017; Weismayer, 2021). Nonetheless, given the 

conceptual understanding of affective experience as a deeply subjective psychological 

phenomenon, the reliability of such external raters merits additional investigation. 

Furthermore, our study used different measures to assess affect traits (i.e., positive and 

negative affect) and states (i.e., valence and arousal). However, it is more common to ask 

participants to recall their affect in general (trait) as well as at a particular moment (state), with 

the same PANAS measure being administered twice (e.g., Hufford, 2007; Kashdan & Roberts, 

2004). On the other hand, other studies, have assessed affect several times a day and used the 

average of the experience sampled affect states over a period of time (e.g., two weeks) as trait 

estimates (e.g., Merz & Roesch, 2011; Müller et al., 2020). Therefore, the impact of different 

conceptualizations and operationalizations on the prediction of self-reported affect states and 

traits based on smartphone sensing data requires further exploration in future studies. 

 

3.6. Conclusion 

The successful development of personalized, just-in-time interventions in mental health 

applications relies on reasonably accurate, real-time predictions of people's affective 

experiences in everyday life. By employing a comprehensive multi-method design, this study 

contributes to the growing interdisciplinary body of research on affect recognition. Our findings 

highlight that affect is a highly complex, volatile, and personal experience that is difficult to 
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predict using passively collected data. While the predictability based solely on smartphone-

sensed data needs to be further explored, our research highlights that reliable predictions may 

require a large set of highly sensitive data points that delve deeply into a person’s daily life. 

Smartphones as data collectors can capture a piece of the complex system of a person’s emotion 

and cognition, behavior, and environment. But only when combined with other sources of 

information, such as past events, can the full puzzle of our affective experiences in daily life be 

revealed. 
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3.9. Appendix 

Table A3.1: Overview of Categorizations Applied for Feature Extraction 

Category Sub-category Description 

Bluetooth 

devices 
  

 Watch The connected device is a wearable watch. 

 Headset The connected device is a headset or headphone. 

 Phone The connected device is another smartphone or cordless phone. 

 Computer The connected device is a laptop or desktop computer. 

 
Health The connected device is a health-related wearable, such as 

weighing or pulse rate measure device. 
 

 Car The connected device is a in-car entertainment system. 

 HiFi The connected device is a HiFi system or loudspeaker. 

 Uncategorized Other connected devices. 

 n.a. The connected device does not reveal information about its type. 

Apps   

 
Social network, 

gaming, etc. 

Adapted from Schoedel et al. (2022) 

Spotify song 

attributes 
  

 

Danceability Danceability describes how suitable a track is for dancing based 

on a combination of musical elements including tempo, rhythm 

stability, beat strength, and overall regularity. A value of 0.0 is 

least danceable and 1.0 is most danceable. 
 

 

Energy Energy is a measure from 0.0 to 1.0 and represents a perceptual 

measure of intensity and activity. Typically, energetic tracks feel 

fast, loud, and noisy. For example, death metal has high energy, 

while a Bach prelude scores low on the scale. Perceptual features 

contributing to this attribute include dynamic range, perceived 

loudness, timbre, onset rate, and general entropy. 
 

 

Loudness Relative loudness of a track compared to other Spotify tracks. The 

overall loudness of a track in decibels (dB). Loudness values are 

averaged across the entire track and are useful for comparing 

relative loudness of tracks.  
 

 
Mode Mode indicates the modality (major (1) or minor (0)) of a track, 

the type of scale from which its melodic content is derived. 
 

 

Speechiness Speechiness detects the presence of spoken words in a track. The 

more exclusively speech-like the recording (e.g., talk show, audio 

book, poetry), the closer to 1.0 the attribute value. Values above 

0.66 describe tracks that are probably variatione entirely of 

spoken words. Values between 0.33 and 0.66 describe tracks that 

may contain both music and speech, either in sections or layered, 
including such cases as rap music. Values below 0.33 most likely 

represent music and other non-speech-like tracks. 
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Note. The description of the Spotify song attributes were taken from https://developer.spotify.com/documentation/web-

api/reference/#/operations/get-several-audio-features. 
   

 

 

 

 

 

 

 

Liveliness Liveliness detects the presence of an audience in the recording. 

Higher liveliness values represent an increased probability that 

the track was performed live. A value above 0.8 provides strong 

likelihood that the track is live. 
 

 

Valence A measure from 0.0 to 1.0 describing the musical positiveness 

conveyed by a track. Tracks with high valence sound more 

positive (e.g., happy, cheerful, euphoric), while tracks with low 

valence sound more negative (e.g., sad, depressed, angry). 
 

 

Tempo The overall estimated tempo of a track in beats per minute 

(BPM). In musical terminology, tempo is the speed or pace of a 

given piece and derives directly from the average beat duration. 
 

 

Instrumentality Measurement of the likelihood the track is instrumental vs. 

Predicts whether a track contains no vocals. "Ooh" and "aah" 

sounds are treated as instrumental in this context. Rap or spoken 

word tracks are clearly "vocal". The closer the instrumentality 

value is to 1.0, the greater likelihood the track contains no vocal 

content. Values above 0.5 are intended to represent instrumental 

tracks, but confidence is higher as the value approaches 1.0. 
 

Mobility 

activity 
  

 Still The device is still (not moving). 

 In a vehicle The device is in a vehicle, such as a car. 

 In a road vehicle The device is in a vehicle on the road. 

 
In a four-wheeler 

vehicle 
 

The device is in a vehicle with four wheels (e.g., car). 

 
In a two-wheeler 

vehicle 
 

The device is in a vehicle with two wheels (e.g., motorcycle). 

 In a rail vehicle The device is in a vehicle on rails. 

 On a bicycle The device is on a bicycle. 

 On foot The device is on a user who is walking or running. 

 Walking The device is on a user who is walking. 

 Running The device is on a user who is running. 

 Unknown Unable to detect the current activity. 

https://developer.spotify.com/documentation/web-api/reference/#/operations/get-several-audio-features
https://developer.spotify.com/documentation/web-api/reference/#/operations/get-several-audio-features
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Table A3.2: Overview of Features Extracted per Sensing Modality and Feature Class  

Sensing Modality Feature Class  Feature(s) 

Communication Calls***  • total number of calls; total duration of calls; min 

duration of calls; max duration of calls; mean 

duration of calls; variation of duration of calls 

• total number of outgoing calls; total duration of 

outgoing calls; min duration of outgoing calls; max 

duration of outgoing calls; mean duration of 

outgoing calls; variation of duration of outgoing 

calls 

• total number of incoming calls; total duration of 

incoming calls; min duration of ringing of incoming 

calls; max duration of ringing of incoming calls; 

mean duration of ringing of incoming calls; 

variation of ringing of incoming calls; min duration 

of incoming calls; max duration of incoming calls; 

mean duration of incoming calls; variation of 

duration of incoming calls 

• total number of missed calls; total duration of 

ringing of missed calls; min duration of ringing of 

missed calls; max duration of ringing of missed 

calls; mean duration of ringing of missed calls; 

variation of duration of ringing of missed calls 

• total number of rejected calls; total duration of 

ringing of missed calls; min duration of ringing of 

rejected calls; max duration of ringing of rejected 

calls; mean duration of ringing of rejected calls; 

variation of duration of ringing of rejected calls 

 Text messages  • total number of texts; min length of texts; max 

length of texts; mean length of texts; variation of 

length of texts 

• total number of outgoing texts; min length of 

outgoing texts; max length of outgoing texts; mean 

length of outgoing texts; variation of length of 

outgoing texts 

• total number of incoming texts; min length of 

incoming texts; max length of incoming texts; mean 

length of incoming texts; variation of length of 

incoming texts 

 Keyboard 

logginga) 

 • min amount of words per message; max amount of 

words per message; mean amount of words per 

message; variation of amount of words per message 

• min average sentiment of words; max average 

sentiment of words; mean of average sentiment of 

words; variation of average sentiment of words 

• min score of “LIWC dimension”*; max score of 

“LIWC dimension”*; mean score of “LIWC 

dimension”*; variation of score of “LIWC 

dimension”* 
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Location Places 

  

 • total time spent at home; min distance from home; 

max distance from home; mean distance from 

home; variation of distance from home 

• total time spent at work; min distance from work; 

mean distance from work; variation of distance 

from work 

 Altitude  • min altitude; max altitude; mean altitude; variation 

of altitude; altitude change; altitude positive 

change; altitude negative change 

 Geohash  • total number of different Geohashs visited, min 

time spent per Geohash visited, max time spent per 

Geohash visited 

 Displacement  • radius of gyration; location variance; total distance 

covered; spatial coverage by convex hull 

 Speed  • min speed; max speed; mean of speed; variation of 

speed; speed change; total time spent in transit 

 Activity state  • min probability of “activity category”*; max 

probability of “activity category”*; mean 

probability of “activity category”*; variation of 

probability of “activity category”* 

Music 

consumption 

Listening 

behavior 

 • total duration of sessions listened to songs; min 

duration of sessions listened to songs; max duration 

of sessions listened to songs; mean duration of 

sessions listened to songs; variation of duration of 

sessions listened to songs 

• total number of songs skipped 

 Songs  • total number of unique songs listened to 

• total number of unique artists listened to 

• total duration of songs listened to; min duration of 

songs listened to; max duration of songs listened to; 

mean duration of songs listened to; variation of 

duration of songs listened to 

• total level of “Spotify audio feature category” of 

listened songs*; min level of “Spotify audio feature 

category” of listened songs*; max level of “Spotify 

audio feature category” of listened songs*; mean 

level of “Spotify audio feature category” of listened 

songs*; variation of level of “Spotify audio feature 

category” of listened songs* 

Smartphone usage Connectivity  • total duration of power plug status connected 

• total duration of flight mode status on 

• total number of Bluetooth status changes 

• total duration of Bluetooth status on and 

connecting/-ed 

• total duration of Bluetooth status on and 

disconnected 

• total duration of Bluetooth status off 

• total duration connected with "device category"* 

• total number of WiFi status changes 

• total duration of WiFi status on and connecting/-ed  

• total duration of WiFi status on and disconnected  



Study 2: Sensing Affective Experience 

 

149 

• total duration of WiFi status off 

• total duration of headphone status plugged 

 Screen  • total number of sessions; total duration of sessions; 

min duration of sessions; max duration of sessions; 

mean duration of sessions; variation of duration of 

sessions 

• total number of checks; total duration of checks; 

min duration of checks; max duration of checks; 

mean duration of checks; variation of duration of 

checks 

• ratio between total number of checks and total 

number of sessions; ratio between total duration of 

checks and total duration of sessions 

• first screen time of day; last screen time of day; 

total duration of screen inactivity at night before; 

total number of checks during night before; total 

duration of sessions during night before 

 Apps  • total number of all app usages; total duration of all 

app usages; total number of different apps used; 

min total number of usages per app; max total 

number of usages per app; mean total number of 

usages per app; variation of total number of usages 

per app; min total usage duration per app; max total 

usage duration per app; mean total usage duration 

per app; variation of total usage duration per app 
 

• total number of different app categories used; min 

number of total usages per app category*; max 

number of total usages per app category*; mean 

number of total usages per app category*; variation 

of number of total usages per app category*; min 

total usage duration per app category*; max total 

usage duration per app category*; mean total usage 

duration per app category*; variation of total usage 

duration per app category* 

 Notification  • total latency of notification caused app usage; min 

latency of notification caused app usage; max 

latency of notification caused app usage; mean 

latency of notification caused app usage; variation 

of latency of notification caused app usage 

Time Weekday  • current timestamp is at the weekend (vs. weekday) 

 Daytime  • timepoint at morning; timepoint at noon; timepoint 

at afternoon; timepoint at evening 

Weather Clouds 

  

 • cloud coverage of sky; visibility (distance at which 

objects are visible) 

 Temperature  • dew point temperature 

• temperature at the location; min temperature; max 

temperature 

• feelslike temperature; min feelslike temperature; 

max feelslike temperature 

 Humidity  • relative humidity 
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 Moon  • daily moonphasea) (fractional portion through 

current moon lunation cycle) 

 Precipitation  • total amount of precipitation 

• snowdepth 

 Sun  • solar radiation power 

• UV index 

• daily sunrise epocha); daily sunset epocha); daily 

time difference between sunrise & sunseta) 

 Wind  • mean windspeed 

• wind direction (in metereological degrees) 
 

Note. All features are created for an hourly time window (i.e., 60 minutes before the experience sampling was started by the 

participant), daily time window (i.e., 24 hours of the respective study day), and two-week ES wave time window (i.e., all study 

days available for the respective participant). The features labeled with a) are only extractable on daily and two-week basis due 

to their nature. Accordingly, all quantification metrics (i.e.; total; ratio; min; max; mean; variation) of features are based on 

logging events within these time windows; All categorical features are dummy coded with 1 = yes; 0 = no; b) Keyboard logging 

features were only extracted for keyboard logs entered in communication apps (inter alia the average sentiment of a text 

message (SentiWS; Remus et al., 2010) and the Linguistic Inquiry and Word Count (LIWC, Wolf et al., 2008)); * indicates 

that this feature will be extracted for each category of the related categorization (i.e.; device categories; app categories; LIWC 

dimensions; Spotify audio feature category; activity categories) as shown in Table 2; ** Level of the Spotify audio features are 

weighted by listening duration of the respective song; *** Some of the features of the categories calls, text messages, keyboard 

logs, apps, screen, and notification were built on previous work by colleagues of the Chair for Psychological Methods and 

Diagnostics at the Department of Psychology at Ludwig-Maximilians-University of Munich. All other categorizations and 

feature engineering code was developed by the author. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Study 2: Sensing Affective Experience 

 

151 

Figure A3.1: Different Data Sets Compared in the Benchmark Experiments of the Study 

 
 

Note. This figure exemplarily outlines the different data sets included in the benchmark experiments conducted to predict affect 

states ((1) hourly data set and (2) daily data set) and affect traits (3) two-week data set). 
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Table A3.3: Descriptive Statistics and (Inter)Correlations for Self-Reported Affect States, 

Affect Traits and Related Constructs 

Variable M SD ICC 
Valence Arousal Positive 

Affect 

Negative 

Affect 

Valence 3.60 1.02 0.49 

  
  

Arousal 2.99 1.30 0.39 
0.41 

[0.34, 0.49] 

 
  

Positive Affect 3.36 0.80  
0.40 

[0.31, 0.48] 

0.34 

[0.25, 0.42] 

  

Negative Affect 2.11 0.92  
-0.30 

[-0.39, -0.21] 

-0.11 

[-0.21, -0.01] 

-0.37 

[-0.45, -0.28] 

 

Age 42.03 12.84  0.05 

[-0.05, 0.14] 

0.02 

[-0.08, 0.11] 

0.09 

[-0.01, 0.19] 

-0.07 

[-0.17, 0.03] 

Gender 0.48 0.50  -0.09 

[-0.02, 0.17] 

-0.12 

[-0.17, 0.01] 

-0.08 

[-0.18, 0.02] 

0.12 

[0.01, 0.22] 

Openness -0.21 0.77  0.15 

[0.04, 0.25] 

0.21 

[0.11, 0.31] 

0.44 

[0.35 0.52] 

-0.05 

[-0.15; 0.06] 

Consciousness -0.01 0.79  0.22 

[0.12, 0.32] 

0.20 

[0.09, 0.30] 

0.50 

[0.41, 0.57] 

-0.16 

[-0.26, -0.05] 

Extraversion -0.22 0.76  0.26 

[0.16, 0.36] 

0.20 

[0.10, 0.30] 

0.51 

[0.43, 0.59] 

-0.22 

[-0.32, -0.12] 

Agreeableness 0.05 0.84  0.16 

[0.06, 0.27] 

0.12 

[0.01, 0.22] 

0.30 

[0.20, 0.39] 

-0.51 

[-0.58, 0-.43] 

Emotional 

Stability 
-0.22 0.84  0.34  

[0.25, 0.43] 

0.21 

[0.11, 0.31] 

0.49 

[0.41, 0.57] 

-0.02 

[-0.13, 0.08] 

Note. Intra-class correlations (ICC) reflect the proportion of variance in state measures attributable to between-person effects. 

Affect state scores for valence and arousal were averaged per person to calculate Pearson correlations and 95% bootstrapped 

confidence intervals (in parentheses) at the person level. Due to the availability of questionnaire data, the sample size (n = 453) 

was reduced to n = 384 for demographics (age; gender) and to n = 453 for BFSI personality traits and PANAS (positive and 

negative affect) data. Gender was coded as 0 = male and 1 = female. Valence was coded from 0 = very pleasant to 5 = very 

unpleasant. Arousal was coded from 0 = very activated to 5 = very inactive. Openness, Conscientiousness, Extraversion, 

Agreeableness, and Emotional Stability reflect BFI-2-XS facet scores coded from 0 = do not agree at all to 5 = agree 

completely. Positive and negative affect was measured with the PANAS questionnaire on a scale ranging from 0 = not at all to 

4 = extremely. 
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Table A3.4: R2 across Resampling Iterations for Affect States per Feature Set for the Lasso 

Model 

 Prediction of Valence  Prediction of Arousal 

Feature Sets MR2  SDR2  MR2  SDR2 

Hourly -0.039  0.088  -0.045  0.075 

Daily -0.103  0.241  -0.035  0.036 

Hourly + Daily -0.116  0.279   0.035  0.047 

Hourly + Daily + BFSI -0.091  0.251   0.007  0.089 

BFSI  0.062  0.066   0.003  0.027 

Previous Affect State  0.291  0.068   0.132  0.034 

Note. This table shows the means and standard deviations of the R2 measures across the 1000 resampling iterations of the 

repeated 10x10 CV scheme. The performance measures are reported per feature set that were systematically compared with 

the Lasso model in the benchmark experiment used to predict affect states (i.e., valence; arousal). 

 

 

Figure A3.2: Distribution of R2 across Resampling Iterations for Affect States per Feature 

Set for the Lasso Model 

 

Note. Distribution of the R2 measures over the resampling iterations of the applied repeated 10x10 CV scheme for Lasso 

and baseline featureless models. The y-axis reflects the different feature sets systematically compared in the benchmark 

experiment. The R2s of the single iterations are represented by single dots. The boxes of the boxplots contain all values 

between the 25% and 75% quantiles, while their middle line indicates the median.  
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Table A3.5: R2 across Resampling Iterations for Affect Traits per Feature Sets for the Lasso 

Model 

Feature Sets 
Prediction of Pos. Affect  Prediction of Neg. Affect 

MR2  SDR2  MR2  SDR2 

Two-week -0.026  0.037  -0.033  0.052 

Two-week + BFSI  0.115  0.067   0.182  0.087 

BFSI  0.157  0.096   0.208  0.086 

Note. This table shows the means and standard deviations of the R2 measures across the 1000 resampling iterations of the 

repeated 10x10 CV scheme. The performance measures are reported per feature set systematically compared with the Lasso 

model in the benchmark experiment used to predict affect traits (i.e., positive affect; negative affect). 

 

 

Figure A3.3: Distribution of R2 across Resampling Iterations for Affect Traits per Feature 

Set for the Lasso Model 

 
 

Note. Distribution of the R2 measures across the 1000 resampling iterations of the applied ten times repeated 10x10 CV 

scheme for Lasso and baseline featureless models. The y-axis reflects the different feature sets systematically compared in 

the benchmark experiment. R2s of the single iterations are represented by single dots. The boxes of the boxplots contain all 

values between the 25% and 75% quantiles, while their middle line indicates the median.  
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4. General Discussion 

Tying up, the present dissertation explored the potential of smartphones as a research tool in 

psychology. While digital technologies have already been widely used in the field of personality 

assessment, this research sheds light on two additional potential areas of application in 

psychology, namely situation and affect research. The multi-method design of the two empirical 

studies combined experience sampling reports with passively collected smartphone sensor data. 

In doing so, the dissertation zoomed in on real-life experiences of psychological constructs in 

everyday situations. Study 1 demonstrated that certain characteristics of psychological 

situations can be predicted better than chance from smartphone-sensed data, such as phone 

usage, mobility patterns, or timestamp information. Study 2 investigated the use of different 

types of smartphone sensing data to recognize self-reported affective experiences in daily life. 

Despite the use of a wide range of sensing modalities, reflecting a comprehensive literature-

driven selection of situational and behavioral indicators of affective well-being, predictions 

based solely on smartphone sensing data were not successful. These findings underscore the 

volatility and complexity of affective experiences and highlight the limitations and challenges 

of relying exclusively on objective data to predict highly personal and subjective experiences 

such as affect. 

The subsequent discussion addresses the overall contribution of the dissertation, 

examines the limitations and boundaries of the studies, and derives potential directions for 

future research in the field of psychoinformatics. 

4.1. Contribution of the Dissertation 

4.1.1. Leveraging Smartphones in Psychological Research 

This dissertation explored how smartphones can be leveraged in empirical research in two 

ways: collecting data through smartphone sensing and experience sampling self-reports. Thus, 

this work contributes to the burgeoning field of sensing research across various areas of applied 

psychology.  

The Potential of Smartphone Sensing 

A notable aspect of the two empirical studies is the incorporation of diverse smartphone sensors 

and log files, as well as external data sources. Prior research has mainly focused on individual 

data sources such as GPS and accelerometer (e.g., Müller et al., 2020; Sandstrom et al., 2017) 
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or phone usage patterns (e.g., Montag et al., 2014). Only a few studies have combined a limited 

set of data types, including in-phone communication (LiKamWa et al., 2013; Messner et al., 

2019) or physical activity and ambient sound (Wang et al., 2018). Moreover, only a handful of 

studies to date, mainly in the field of personality prediction, have employed a comprehensive 

range of different smartphone-sensed data types (e.g., Rüegger et al., 2020; Stachl et al., 2020). 

This dissertation advances this line of research by utilizing a broad spectrum of different 

smartphone-collected data types to facilitate more objective and unobtrusive measures of 

psychological constructs in real-life settings. 

In Study 1, the situational DIAMONDS theory (Rauthmann et al., 2014; Rauthmann, 

Sherman, & Funder, 2015) was applied to examine real-life behaviors and situations. The study 

illustrated that specific situational cues, such as social interactions, activities, places, and time, 

can be assessed using passively collected data. This investigation corresponds with recent calls 

for more sensor-based situation research (Harari et al., 2020; Rauthmann et al., 2020) and builds 

on prior research on the associations between situational cues and psychological situations (e.g., 

Breil et al., 2019; Horstmann et al., 2021; Rauthmann et al., 2014). In support of previous self-

report-based findings (e.g., Blake et al., 2020; Breil et al., 2019; Horstmann et al., 2021; 

Rauthmann et al., 2014), the smartphone-sensed variables demonstrated varying efficacy in 

capturing different situational characteristics. In particular, dimensions strongly linked with 

positive and negative affect (e.g., pOsitivity, Negativity, Deception, and Adversity; Horstmann 

et al., 2021) proved difficult to predict using smartphone-sensed situational cues. The results 

suggest that the smartphone-sensed data have a limited capability to represent the emotional 

quality or valence of a situation. These findings were also further corroborated in Study 2, 

which revealed limited predictability of affect traits and states, that are closely related to the 

valence-annotated psychological characteristics of situations, such as the degree of pOsitivity 

or Adversity of a situation (Horstmann et al., 2021; Horstmann & Ziegler, 2019; Kritzler et al., 

2020). Previous research has already identified a significant overlap between measures of affect 

and situation perception (Horstmann et al., 2021; Horstmann & Ziegler, 2019). On the one hand, 

such person-situation interactions may arise from individuals engaging with situations in ways 

that correspond to their personality and mood (e.g., Horstmann & Ziegler, 2019; Rauthmann, 

2021; Rauthmann & Sherman, 2016; Rauthmann, Sherman, Nave, et al., 2015). On the other 

hand, daily situations may also elicit specific affective experiences (e.g., Horstmann & Ziegler, 

2019; Kuppens, 2009).  
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Combining the results of the two empirical studies of this dissertation, it can be 

concluded that the employed smartphone-sensed behavioral and situational indicators used did 

not adequately capture information about the affective components of daily situations. 

Identifying the emotional tone (i.e., valence) of an interaction or emotional experience evoked 

by a particular activity using solely objective data appears to be more challenging than simply 

detecting the occurrence of a social interaction or activity. Furthermore, the unsatisfactory 

predictive performance of certain models suggests that smartphone sensing research may 

require a substantial amount of data in terms of sensor types, granularity, and volume to achieve 

acceptable accuracy. 

Integrating Multiple Data Sources 

Although the technological developments of digital technologies in research are fascinating, the 

dissertation reveals that they have limitations and will not be the solution to all research 

questions posed in psychology. While smartphone sensing has shown potential in predicting 

certain dimensions of psychological situations, self-report measures remain crucial for certain 

areas of research. Accordingly, smartphone sensing data should complement, but not replace, 

self-reports (Montag & Elhai, 2019; Montag et al., 2021; Rauthmann, 2020). For instance, 

unobtrusive sensor-based measures may be suitable for studying traits such as personality or 

behavioral patterns such as sleep and sociability (Harari et al., 2020; Schoedel et al., 2020; 

Stachl et al., 2020). However, other psychological constructs such as mood or affective well-

being are highly subjective experiences that probably hardly manifest in smartphone sensing 

data. Therefore, questionnaires are likely to remain an important source of information, as 

personal feelings and experiences play a crucial role. Smartphones and related data can only 

capture a fraction of a person’s characteristics, behavior, and daily situations. They are only 

one piece of the puzzle. Relying on smartphones alone may therefore limit our understanding 

of the psychological constructs we are trying to capture, as much relevant information remains 

unknown. For example, neurochemical hormone levels (e.g., Alexander et al., 2021) or previous 

events, such as stressful incidents at work (e.g., Sonnentag, 2001), can also significantly 

influence how people think, feel, and behave in everyday life. Accordingly, in line with prior 

research (e.g., Cao et al., 2017), this dissertation also found that combining self-reports with 

passively sensed measures, such as smartphone sensing, can improve the predictive 

performance of psychometric sores. Therefore, future research should incorporate multiple data 

sources, including indirect measures, observations, and neurophysiological and biochemical 
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indicators, to gain a more comprehensive understanding of psychological traits and states 

(Rauthmann, 2020).  

Furthermore, the compatibility of algorithm-generated scores with established 

psychological constructs, typically assessed via self-report measures, requires further 

investigation (Montag & Elhai, 2019; Phan & Rauthmann, 2021; Rauthmann, 2020; Tempelaar 

et al., 2020). While smartphone-collected data and related metrics can provide useful 

information on certain aspects of traits and states, they should not be relied upon alone. Self-

report measures will remain critical in relating smartphone data to established psychological 

constructs, while differences between an individual’s self-perception and actual behavior can 

provide valuable insights. 

4.1.2. Predictive Modeling in Psychological Research 

Another important contribution of this thesis to psychological research is the exemplary 

application of predictive modeling approaches to two research areas in applied psychology. The 

emergence of new types and volumes of sensing data in psychological research requires 

appropriate analysis and interpretation of the results. Machine learning methods offer enormous 

flexibility for modeling not only large numbers of predictor variables but also non-linear 

associations between predictors and targets. However, focusing solely on maximizing 

predictive accuracy is not sufficient when applying predictive modeling in psychological 

assessment, as several challenges and pitfalls need to be cautiously considered (Fokkema et al., 

2022; Rauthmann, 2020; Stachl et al., 2020). Thus, knowing the strengths and weaknesses of 

machine learning methods and how to harness their opportunities in psychological research is 

essential.  

Challenges and Pitfalls 

Therefore, the following section discusses some challenges of predictive modeling in 

psychological research and how they have been handled in the present research. In doing so, 

this dissertation fits into the current discourse on how psychological research should be 

conducted in the era of digitalization and machine learning (e.g., Fokkema et al., 2022; 

Rauthmann, 2020). Furthermore, this dissertation contributes to the discussion on the 

applicability of machine learning methods to traditional psychological science. 

First, the choice of data preprocessing procedures, such as the way categorical variables 

are coded, can have a significant impact on the predictive performance of a model (Pargent et 

al., 2022). Thus, following the example of previous studies (e.g., Schoedel et al., 2020), this 
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dissertation comprised a detailed description of the applied preprocessing pipeline (e.g., data 

transformation, missing value imputation, variable selection). In addition, the use of large 

amounts of data bears the risk of overemphasizing false relationships, which means that 

researchers may discover false effects by chance. Therefore, the predictive modeling 

approaches in both studies incorporated appropriate cross-validated resampling strategies to 

avoid overfitting and correctly estimate model performance (Pargent & Albert-von der Gönna, 

2018; Renner et al., 2020; Yarkoni & Westfall, 2017). On the other hand, measurement error 

and heterogeneity among predictors can negatively impact the accuracy of predictive models, 

particularly in traditional research fields such as psychology (Luijken et al., 2019). Specifically, 

poor measurement quality can lead to severe underfitting of true relationships (Jacobucci & 

Grimm, 2020). The findings of this dissertation also suggest that large sample sizes may be 

required to assign significance to individual predictors, particularly when data sets contain an 

increasing number of predictors with modest effects (Efron, 2020). 

Whereas predictive modeling methods have improved our ability to make predictions, 

the appropriate attribution and interpretation remains a challenging task. With a large number 

of predictors and non-linear associations between predictors and targets, fitted models are 

inherently difficult to interpret. Therefore, it is crucial to avoid a one-sided focus on maximizing 

predictive performance, as this neither adds value to understanding and explaining behavior nor 

enables hypothesis generation (Fokkema et al., 2022). While various tools have been developed 

to interpret black box models, their precision is not always quantifiable (Carvalho et al., 2019; 

Molnar, 2022) and their functioning is not always easy to understand, potentially leading to 

misapplication and misinterpretation (Kaur et al., 2020; Rudin, 2019). The studies in this 

dissertation compared algorithms with different levels of complexity, namely linear and non-

linear models, to shed light on the nature of associations in the data. In line with prior research, 

no (substantial) benefit of more sophisticated non-linear machine learning models over classical 

linear models was observed (e.g., Fokkema et al., 2022; Hand et al., 2006). Accordingly, the 

linear model was chosen to apply interpretable machine learning techniques to contribute to the 

theoretical matching of situational cues and psychological situations, promoting the use of more 

interpretable and sparse models (e.g., Kotsiantis et al., 2007; Molnar, 2022; Rudin, 2019). 

Moreover, this work follows the increasing call from researchers highlighting that the 

scores predicted from smartphone sensing data should be subject to rigorous psychometric 

testing for reliability and validity (e.g., Alexander et al., 2020; Bleidorn & Hopwood, 2019; 

Rauthmann, 2020). The use of newer and larger data sources requires even greater validity of 
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assessment procedures to avoid limited content and validity of results. In particular, construct 

validity must be demonstrated to ensure that the measures accurately represent the intended 

concept (Ziegler, 2014). Improving the understanding of the causes and consequences of 

smartphone-sensed and algorithm-based assessments requires a strong focus on nomological 

validity (Rauthmann, 2020). Therefore, the application of nomological networks (Cronbach & 

Meehl, 1955) in Study 1 was an important first step in contextualizing these scores and 

identifying what they do and do not capture. Future research should continue to refine, adapt, 

and develop theory, evidence, and methods to open the ‘black box’ of predictive models 

(Alexander et al., 2020; Bleidorn & Hopwood, 2019). 

Interdisciplinarity and Collaboration 

Finally, collecting, analyzing, and interpreting the high-dimensional and complex data sets that 

emerge from sensing studies in real-world settings requires additional skills in both statistics 

and computer science. In addition, both studies of this dissertation have confirmed the essential 

role of incorporating domain knowledge and prior research to enable a theory-driven feature 

engineering process (as illustrated in Figure 1.2) and to develop meaningful and interpretable 

models. Bringing together different perspectives and competencies ensures that the models are 

accurate, responsible, ethical, and easy to understand (Phan & Rauthmann, 2021; Renner et al., 

2020). Thus, intensified interdisciplinary collaboration is essential to not only collect, but also 

to correctly analyze and interpret smartphone sensing data. While we agree with Rauthmann et 

al. (2020) that the primary role of psychologists should be the psychological meaning of the 

digitally sensed variables, statistical competencies are also essential for researchers to 

understand and correctly analyze the vast amounts of data generated by digital technologies. 

Thus, big data-specific skills should be integrated into the common methodological and 

statistical training of psychologists (Jacobucci & Grimm, 2020; Yarkoni & Westfall, 2017). 

4.2. Limitations and Future Directions for Research 

Despite the progress this dissertation has made in using smartphone sensing for situation and 

affect research, there are still some limitations that need to be addressed. Therefore, this chapter 

discusses some key challenges and suggests future research directions to advance psychological 

research in the digital age. 
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4.2.1. Integrative Research in Psychology 

The rise of new technologies and data sources has increased the focus on exploring patterns in 

psychological data. To fully harness the potential of these data, it is crucial to strike a balance 

between identifying what works and understanding why it works (Fried, 2020; Rauthmann, 

2020; Robinaugh, et al., 2021). This requires a theoretical and formalized approach, especially 

when collecting and analyzing large amounts of data in an exploratory way, bearing the 

challenge of controlling for multiple testing and avoiding false positive findings. Big data can 

reveal new findings that need to be supported and explained by theory, which is why “theory 

must be also the guiding light in a digital age” (Montag & Elhai, 2019; p.132). Thus, 

smartphone sensing-based research, whether explanatory or predictive, or some combination, 

should specify its scientific goals and theoretical framework (Hofman et al., 2021). The present 

dissertation responds to the appeal for more predictive approaches in applied psychology 

(Yarkoni & Westfall, 2017). While explanation and prediction have often been cast as opposing 

scientific goals, scientists have increasingly outlined that the approaches should be used in a 

complementary manner (Hofman et al., 2021; Mahmoodi, et al., 2017; Yarkoni & Westfall, 

2017). Accordingly, any exploratory predictive research should be cyclically followed by more 

explanatory research, deriving testable hypotheses from the theory and operationalizing them 

in quantifiable terms (Kuppens et al., 2022).  

As described in the respective discussions of Study 1 and Study 2, this dissertation raises 

a variety of research questions that should be addressed by future studies in a hypothesis-driven 

manner. To give just one example, an interesting research question to be pursued in future 

studies could focus on investigating the role of personality traits in the interplay of situational 

indicators such as locations and specific dimensions of psychological situations. The additional 

nomological analyses in Study 1 have already indicated that the Big Five personality traits are 

associated with psychological situations, adding to previous studies (e.g., Jonason & Sherman, 

2020; Rauthmann et al., 2014; Sherman et al., 2015). Other studies have linked individuals’ 

momentary affect to their location, providing preliminary evidence that the relationship 

between affective experience and location may be moderated by personality (e.g., Sandstrom 

et al., 2017). Therefore, an interesting hypothesis to test may be whether the associations 

between situational indicators and psychological characteristics of situations identified in this 

dissertation (such as the location and perceived sociability of a situation) are moderated by 

personality traits. In addition, the following two sections provide additional suggestions for 

future research questions that can be answered in an explanatory manner. 
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4.2.2. Big Data as Fuel for Idiographic Approaches in Psychology 

Traditionally, predictive models in psychology have focused primarily on identifying features 

that differ between individuals in order to predict aggregated behaviors (e.g., Puterman et al., 

2020; van Mens et al., 2020). Also, neither of the two empirical studies in this dissertation 

systematically considered within-person variability in their analyses. While so-called 

nomothetic approaches focus on differentiating people from one another and using such 

differences for prediction, idiographic approaches focus on understanding the dynamics within 

individuals (Molenaar, 2004). However, as already discussed in Study 2 in the context of affect 

research, idiographic approaches are essential for understanding the highly individual and 

dynamic nature of human behavior and cognition. 

Nevertheless, personalized idiographic models come at the cost of increased data 

requirements, as users must provide their own training data to personalize their models 

(LiKamWa et al., 2013). Recent technological advances in both data collection and 

computationally intensive analyses can fuel idiographic approaches in psychological research 

(Renner et al., 2020). For instance, smartphone sensing methods can enable unobtrusive data 

collection across diverse contexts (e.g., Ren et al., 2022), while (smartphone-based) experience 

sampling methods enable dynamic, real-world assessments of psychological constructs (e.g., 

Conner et al., 2009; Scollon et al., 2003). Leveraging big data for idiographic models, a study 

by Cheung et al. (2017) found that idiographic prediction models using machine learning 

algorithms were more accurate than nomothetic models for predicting physical activity and 

exercise behavior. Similar approaches have already been applied in preventive medicine to 

predict drug use (e.g., Boyer et al., 2012) and in clinical psychology to predict smoking behavior 

(e.g., Fisher & Soyster, 2019). While scholars have already highlighted the potential of recent 

technological advances for more idiographic personality research (Renner et al., 2020), it is still 

underutilized in other psychological research areas and should be further leveraged to “bring 

the person back into scientific psychology” (Molenaar, 2004, p.202). 

On the other hand, the increasing popularity of person-specific idiographic models in 

psychological science has also been met with criticism for their potential lack of generalizability 

to other individuals or situations (e.g., Beltz et al., 2016; Connor et al., 2009; Spencer & 

Schöner, 2003). While idiographic models offer highly personalized approaches, they may not 

be able to distinguish between individual-specific patterns and general processes that all 

individuals engage in, at least to some extent (Wright & Zimmermann, 2019). For example, 

almost everyone experiences daily stress and negative emotions as a result from time to time. 
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Similarly, there is an overlap (consensual variance) in situational perceptions that we all share 

(Rauthmann, Sherman, Nave, et al., 2015; Sherman et al., 2015; Wagerman & Funder, 2009). 

For instance, it is common sense that being at a party is typically considered a social situation, 

whereas reading a book at home is not. Furthermore, research in the field of genetic analysis 

suggests that positive affect may be more situational, whereas negative affect may be more 

dispositional - underlining the relevance of intra- and inter-individual variability (e.g., Zheng 

et al., 2016). 

This dissertation therefore highlights the importance of balancing the ability to develop 

personalized models with ensuring comparability across individuals in order to fully realize the 

value of big data (Wright & Zimmermann, 2019). Rather than treating the choice between 

nomothetic and idiographic approaches as dichotomous, they should be seen as complementary, 

as both can provide valuable insights (Beltz et al., 2016; Wright & Zimmermann, 2019). 

Consequently, statistical approaches have been developed that integrate person-specific models 

(i.e., developing a unique model per individual) with a data-driven search for the optimal 

weighting across all subject-specific models (i.e., ‘borrowing’ information from prediction 

models of other individuals) (e.g., Ren, et al., 2022, 2021). Such ideographically weighted 

machine learning approaches have demonstrated superior performance to fully idiographic 

models, suggesting that meaningful shared signals exist across individuals in the predictive 

relationships between smartphone sensor data and affective experiences (e.g., Jacobson & 

Chung, 2020; Ren et al., 2022). Nonetheless, substantial variation across individuals in the 

directionality and strength of the association between predictors and outcomes has been 

observed, underscoring the importance of personalized models. Similarly, Beck and Jackson 

(2022) found that both personal and situational factors predicted future behavior and 

experiences, with key predictors varying significantly across individuals. Thus, the value of 

multi-method studies using smartphones to collect big data will be most fully realized by 

balancing the ability to develop personalized models with ensuring comparability across 

individuals. However, systematically combining nomothetic and idiographic approaches is 

challenging and still requires future theoretical and empirical investigation (Beltz et al., 2016; 

Wright & Zimmermann, 2019).  

4.2.3. Challenges of Smartphone-Based Studies 

Finally, this dissertation has also identified some difficulties in using smartphones as data 

collectors that should be further addressed and investigated in future studies. 
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Generalizability of Findings 

Although psychological assessment is increasingly focused on studies outside the laboratory, 

generalization of research findings remains difficult and external validity is crucial. Advances 

in predictive accuracy which have been achieved in controlled research settings can be negated 

by practical aspects of data issues such as coverage errors in samples, measurement errors, 

interpretability, or ethical issues (Efron, 2020; Fokkema et al., 2022; Luijken et al., 2019; 

Rauthmann, 2020). 

Coverage Errors in Samples 

For example, smartphone sensing studies that target the general population can face concerns 

about a sample coverage bias. In general, smartphone ownership can be correlated with 

substantive socioeconomic and demographic variables, as smartphone owners tend to be 

younger, more educated, and more likely to live in larger communities than non-smartphone 

owners (Keusch et al., 2020). Furthermore, data quality is highly dependent on the willingness 

of participants to download the research app and share their data, which can also be influenced 

by socio-demographic characteristics (Keusch et al., 2022). Although the sample used in the 

studies of this dissertation was carefully recruited and representative of the German population 

in terms of age and gender, a coverage bias might have occurred due to technical limitations of 

the research app, which was only available for certain Android systems (Schoedel & Oldemeier, 

2020). Previous studies have found little coverage bias for key personality and socio-

demographic characteristics exist due to smartphone ownership - even when the sample was 

restricted to Android smartphone owners only (Kreuter et al., 2020). However, future research 

is needed to further investigate how participants’ characteristics, such as age, privacy concerns, 

or motivation, may affect data quality and how data analyses need to be adjusted to account for 

potential coverage and non-participation bias.  

Determination of Causality 

In addition, it is very difficult to determine causality in observational data from smartphones 

because it is not possible to randomly assign participants to specific conditions. In a laboratory 

research setting, participants can be assigned to specific treatment and control groups in a 

controlled manner. For example, randomly selected participants can be instructed to engage in 

a sporting activity prior to the interview, while others can be instructed to lie down. Because 

smartphone sensing studies take place in real-world settings outside the laboratory, participants 

cannot be randomly assigned to specific conditions, nor can their physical environment or 

activity be controlled. Therefore, smartphone-based studies have primarily focused on 
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identifying relationships between smartphone data, rather than determining cause and effect 

(Tsapeli & Musolesi, 2015). However, an alternative quasi-experimental approach for 

smartphone sensing studies can be to compare participants with similar values on the 

confounding variables but different treatment levels (Hofman et al., 2021). For example, 

participants can be divided into a treatment group (e.g., high physical activity) and a control 

group (e.g., no physical activity) based on their accelerometer and location data (Tsapeli & 

Musolesi, 2015). 

Biases in Smartphone Sensing Data 

Another challenge of conducting research in real life is that there may be uncontrollable external 

factors that influence the behaviors and situations that are observed during data collection. The 

studies of this dissertation were conducted during the Covid-19 pandemic, which undoubtedly 

had a strong impact on everyday life in Germany (Kuper et al., 2021). Although the data in the 

present studies were collected during a period of comparatively relaxed restrictions in and 

across Germany (Hale et al., 2021; Steinmetz et al., 2022), the restrictions negatively affected 

the social and cultural activities (e.g. Kohls et al., 2021), mobility patterns (e.g., Anke et al., 

2021; Destatis, 2023), as well as mental health and affective well-being (e.g., Ammar et al., 

2020; Hajek & König, 2022; Lades et al., 2020). Thus, the replicability of our findings in post-

pandemic settings needs to be further investigated in future studies.  

Moreover, while the empirical Study 1 of this dissertation has shown that smartphones 

can be a valuable source of information for certain psychological constructs, the devices are 

primarily designed for social interaction. As Study 2 in particular has highlighted, this raises 

the question of how much of the information obtained from smartphones actually reflects an 

individual's internal processes, and how much it is influenced by their interactions with others 

via the device or with the device itself (Montag et al., 2016). The reliability and validity of 

sensor-based data in psychological research is still not well understood, which can result in 

inaccurate conclusions, as scientists warn (e.g., Fokkema et al., 2022; Phan & Rauthmann, 

2021; Rauthmann, 2020; Ziegler, 2014). For example, the mere awareness of being monitored 

in a study can lead to distortions and trigger emotions, memories, or behavioral patterns (Kern 

et al., 2016; Kosinski et al., 2015; Whelan & DuVernet, 2015). In addition, the use of digital 

technology itself could influence the observed behavioral, emotional, as well as cognitive 

processes (e.g., Hadar et al., 2017; Hoehe & Thibaut, 2020). Therefore, another question for 

future research is to systematically investigate whether there are biases caused by smartphone-

based study designs. Furthermore, establishing common research standards and guidelines is 
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another important step to avoid false conclusions and to control for potential biases in 

smartphone sensing data. 

Study Design Guidelines  

Due to the growing number of smartphone sensing studies, researchers can already build on 

existing smartphone sensing measures of in-phone communication (e.g., number of outgoing 

calls or text messages) or mobility behavior (e.g., total distance traveled per day). However, 

common study guidelines and research standards are crucial to ensure comparable and 

reproducible results, as well as high data quality (Montag et al., 2016). Otherwise, poor 

measurement quality can lead to severe underfitting of true associations (Jacobucci & Grimm, 

2020). Therefore, research-based recommendations are needed to guide the design of 

smartphone sensing data collection, including details on sampling frequency or collection 

period. In particular, the impact of the study duration and sampling frequency on the data 

quality for different data types needs to be systematically investigated. For example, a 

participant's phone usage behavior may only need to be observed for a few days or weeks, 

whereas less frequently used features may require longer observation periods (Montag et al., 

2014). Furthermore, as discussed in Study 2, the selection of specific time windows of raw data 

used for feature extraction is an important but challenging decision. Studies on personality traits 

and affective well-being may need to focus on daily or weekly patterns (e.g., DeMasi et al., 

2017; Sano et al., 2018; Stachl et al., 2020), whereas studies on state variables should rather 

use an hourly time scale (e.g., Ren et al., 2022). Although the studies presented in this 

dissertation compared different time scales in several benchmark experiments, only a fraction 

of all possible levels of aggregation could be investigated.  

In addition, smartphone sensing studies require strict attention to data security and 

ethical guidelines, as they may reveal personal information about participants (Harari et al. 

2016; Montag et al., 2016; Phan & Rauthmann, 2021; Renner et al., 2020). Therefore, very 

complex technical solutions are required to conduct sensing-based studies and handle the data. 

The PhoneStudy research app used in this dissertation used encryption and only shared 

aggregated data, excluding any personally identifiable information (Schoedel & Oldemeier, 

2020). However, privacy concerns and risks are increasing with the growth of mental health 

care technologies (e.g., Iwaya et al., 2023). Adherence to ethical standards is not only morally 

crucial when collecting sensitive data but can also benefit sample quality by increasing 

willingness to participate (e.g., Bemmann et al., 2022; Harari et al., 2016; Kreuter et al., 2020). 
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Thus, researchers must continue to advance the ethical discourse and treat data privacy as a top 

priority in smartphone sensing research. 

 

4.3. Conclusion 

The digital age has opened up new opportunities for empirical research, also in applied 

psychology. This dissertation contributes to the emerging application of smartphone sensing 

methods by investigating the potential of smartphone-gathered data for situation and affect 

research. The two empirical studies combined active logging of experience-sampled self-

reports with passively collected smartphone sensing data. In contrast to previous research, a 

broad range of different data types were combined in order to observe situational and behavioral 

indicators of the psychological concepts as comprehensively as possible. By providing two 

empirical examples of applying state-of-the-art machine learning methods to psychological 

research questions, this dissertation contributes to a better understanding of the potential of 

introducing more observational data. The research findings indicate that smartphones can serve 

as an important source of information for psychologists to better understand and predict person- 

and situation-specific characteristics - but the full potential is only realized in combination with 

other data sources and methods. Accordingly, self-report- and sensor-based research should not 

be seen and treated as competing (or even substituting) approaches, but rather as 

complementary methods. 

In summary, smartphone sensing data can offer new opportunities for objective 

observation, but also introduce new challenges compared to traditional self-report measures. 

Mitigating these challenges requires sophisticated study design standards, interdisciplinary 

collaboration with experts, and multi-method approaches. Conducting high-quality research 

outside the laboratory needs a deep understanding and expertise in various fields and may 

necessitate increased communication and collaboration with other researchers and specialists. 

Accordingly, psychological research will require a great deal of openness, including “open data, 

open collaboration, and above all, open minds” (Ong, 2016, p. 6). 
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