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Abstract 
 

Small interfering RNAs (siRNAs) are expressed directly at DNA breaks in multiple 
eukaryotic species. This opens questions on their expression mechanism in 
Drosophila, where they naturally arise via double-stranded precursors generated by 
sense and antisense transcription. This thesis aims to examine the missing link 
between the DNA break and Polymerase II-mediated antisense transcription at DNA 
breaks.  

Previously shown requirement of splicing components for the efficient generation of 
siRNAs at the DNA break was taken as a starting point: multiple splicing proteins were 
proteomically examined unraveling potential new proteins in the signaling cascade at 
the DNA break. Genome-wide DNA damage was induced before the proteomic 
measurements to examine the function of spliceosome outside of the splicing context. 
To follow splicing proteins of interest, epitope tags were introduced at C-termini using 
CRISPR/Cas9 in Drosophila cells. 

Proteomic results suggested spliceosome might be binding Putzig more during DNA 
damage. Putzig is a zinc-finger transcription factor known for its role in transcription 
and an associate of multiple transcriptional complexes in Drosophila. Using luciferase-
based reporter assay and deep-sequencing, it could be confirmed that Putzig has a 
role in generating small RNAs at DNA breaks. Its role in the genomic context was 
shown for the first time in this work. 
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1. Introduction 
 

1.1. Sense and antisense transcription 
 

The process of transcription is the synthesis of RNA molecules based on information 

in DNA. It is an essential intermediate step of converting the genetic program into 

effector molecules, which is not only specific to the cell type but also the current cellular 

context. This makes it a highly dynamic process [1] that is dependent on and regulated 

according to internal and external conditions. The RNA molecules that result from the 

process can directly exert effector roles in the cell [2] [3] [4] or serve as a template for 

protein synthesis [5].  

 

Central to transcription is the RNA polymerase [6], an enzyme that catalyzes the 

formation of a phosphodiester bond between two ribonucleotides. The ribonucleotide 

chain corresponds to the DNA sequence being transcribed, which is ensured by the 

complementary binding of ribonucleoside triphosphates (rNTPs) to the 

deoxyribonucleotides in DNA via hydrogen bonds. After their binding, RNA 

polymerase catalyzes the phosphodiester bond between the rNTP and a growing 

ribonucleotide chain, which leads to the release of the pyrophosphate ions and 

extends the ribonucleotide chain. RNA is extended in a 5’ to 3’ direction, referring to 

the inherent directionality of the molecule. 5‘ (five-prime) end presents the free 

phosphate group attached to the fifth carbon atom of the pentose sugar, while 3‘ 

(three-prime) end presents a free hydroxyl group on the third carbon atom of the 

pentose sugar. RNA polymerase is only able to catalyze the addition of a 

ribonucleotide at the free 3‘ end of the growing ribonucleotide chain.    

 

Next to RNA polymerase, various other proteins are involved in transcription, and they 

form distinct complexes that mark different transcription phases. This work focuses on 

eukaryotic transcription, to which the further text refers. The process of transcription 

continues from the initiation phase through the elongation phase ending in the 

termination phase. In the initiation phase, the initiation complex [7] is formed including 
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various proteins (transcription factors) next to RNA polymerase, which help its 

recruitment to the distinct DNA sequences relevant for the transcription start named 

the core promotor elements [8] [9].  
 

The sense DNA strand has the same sequence as the mRNA sequence, which means 

that the opposite strand was used as a template for transcription, the so-called 

antisense DNA strand. Sense and antisense strand are terms relevant only in the case 

of a particular RNA transcript and cannot be used for DNA as a whole. Sense 

transcripts are considered to give rise to mRNA and later proteins, while antisense 

non-coding transcripts were initially considered noise. It is known today that they are 

important regulators of gene expression [10]. Two important mechanisms are to be 

considered: First, that the mere event of antisense transcription can affect another 

transcription event [11], and second, that the products resulting from the antisense 

transcription can themselves undertake various effector roles in transcription. Their 

role in transcriptional regulation [12] ranges from regulating chromatin state [13] [14] 

to regulating the expression of particular mRNAs and/or post-transcriptionally 

regulating their stability [15] [16] [17] [18].   
 

Transcription in Drosophila melanogaster [19] includes numerous confirmed antisense 

transcripts [20]. Its genome also shows the classical landmarks of how the eukaryotic 

genome evolved into expanding its regulatory instead of protein-coding potential [241], 

wherein the approximately 170 million base pair genome there are only around 13000 

genes [21] [22], with computational predictions that around 50% of the genome is 

intergenic [23]. This trend continued later, with Homo sapiens having a 2.9 billion base 

pair genome with an estimated around 20000 genes [24] [25].   

 

Drosophila takes advantage of maximizing the genome potential through sex-specific 

and tissue-specific alternative splicing [26] [27] that leads to the same DNA sequence 

producing distinct transcripts that later contribute to fine-tuning protein functions. It is 

estimated that 60% of the genes are being alternatively spliced, comparing to 95% in 

Homo sapiens [28]. Alternative splicing has been confirmed to have a role in 

development [29] [30] [31], stress response [32] [33], metabolism [34] as well as DNA 

repair [35].  
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Drosophila melanogaster also has a very active content of transposable elements [36] 

[37], that can change position and potentially cause genome instability through 

insertions, deletions, and illegitimate recombination [38] [39], and played an important 

role in eukaryotic evolution [39]. DNA transposons, which include a transposase gene 

(coding for transposase, the enzyme responsible for excising the transposon and its 

subsequent insert into a new genomic location), can move inside the genome with the 

cut and paste mechanism. While they are not active in the genome of Homo sapiens, 

16% of Drosophila’s DNA transposons are considered active [36] [37]. A second big 

group of transposons are retrotransposons, which require an RNA intermediate during 

their position moving. The RNA is reverse transcribed and subsequently inserted into 

a different genomic position [40]. These transposons are classified into two distinct 

groups, based on the presence of a long-terminal repeat (LTR) flanking genes with the 

mobilization role. Both groups, LTR and non-LTR transposons are present in 

Drosophila [41] [42] [43]. It is estimated that 45% of LTR and 21% of non-LTR 

transposons are potentially active in Drosophila [36], among others copia [44], blood 

[45], gypsy [46], and roo [47]. This has led to a very delicate system of antisense 

transcripts regulating the transposon levels [48], which will be discussed further in the 

text.  
 

Apart from the internal challenges to genome stability in the form of transposons, 

Drosophila is challenged by various viruses [49, 50], many of them discovered through 

metagenomic analysis [51] [52]. Results show Drosophila is host to numerous viruses 

with negative-strand RNA genomes, positive-strand RNA genomes, double-stranded 

RNA genomes, as well as a smaller number of viruses with DNA genomes [51]. 

Drosophila was thus an important experimental model [53] for understanding virus-

host interactions [53] [54], especially since many of the signaling pathways triggered 

as a consequence of the viral infection in Drosophila are conserved in mammals [49] 

[55] [56]. Extended to that, some viruses have both Drosophila and Homo sapiens as 

a host, including the West Nile virus [57], Dengue virus [58], and other arboviruses 

[49]. Similar to the endogenous regulation of transposons, they use a system of non-

coding RNAs to combat the viral infection. Important to mention is, their viral response 

extends beyond small RNAs, including phagocytosis of infected cells, transcriptional 
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pausing et cetera [50]. 
 

 

1.2. Classes of small non-coding RNAs in Drosophila 
 

 

 Different non-coding transcripts (known as small non-coding RNAs) participate in the 

sequence-specific degradation of nucleic acids. They assist in the fine regulation of 

endogenous gene expression by affecting the stability and thus the amount of mRNA 

[59], control transposon levels [60], and combat viral infections as well [61]. The latter 

two are performed by siRNAs, as part of a system commonly known as RNA 

interference (RNAi), which was confirmed in many eukaryotic species [62]. The RNAi 

signal is a form of nucleic acid-based immunity, as it is known that it propagates 

between cells, protecting not yet infected cells [63]. First used in C. Elegans [64], RNAi 

triggered by synthetic double-stranded RNAs (dsRNAs) found meaningful 

applications. These include numerous medical and industrial applications including 

among others partial disease control in animal models [65], partial parasite reduction 

[66], crop improvement [67], and its contribution to basic research by providing a way 

to cost-effectively perform gene knockdowns [68] [69].  
 

The system, although present in many species, has a common principle of function: 

(i) processing of the transcript by cellular RNases, (ii) complexing the processed 

transcript together with a nuclease from the Argonaute family [70], (iii) sequence-

specific pairing of the RNA-nuclease complex with a target nucleic acid and (iv) 

cleavage of the target nucleic acid by the nuclease. Three classes of small non-coding 

RNAs in Drosophila melanogaster are micro RNAs (miRNAs), PIWI-interacting RNAs 

(piRNAs), and small-interfering RNAs (siRNAs) [71]. 
 

MicroRNAs (miRNAs) present a class of conserved, 21-24 nucleotide (nt) long class 

of small non-coding RNAs that post-transcriptionally regulate the protein-coding 

transcripts (mRNAs), mostly via their 3’ UTR (untranslated region). They are linked to 

many physiological (germline development [72], tissue growth [73], cell differentiation 

[74], and among others behavior [75]) as well as pathological conditions (including 
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neurodegenerative disorders and more [76] [59] [77]).  Their genes are mostly 

transcribed by RNA polymerase II in the nucleus resulting in primary miRNAs (pri-

miRNAs) which are subsequently cleaved by the microprocessor complex [78]. The 

member of the microprocessor complex that is central to processing is an RNase III 

nuclease Drosha (together with the dsRNA-binding protein Pasha) [79], resulting in 

around 70 nt long precursor miRNA (pre-miRNA) with a hairpin structure and a 5’ 

phosphate end, and a 2 nt single-stranded overhang at the 3’ end. At this stage, pre-

miRNAs are exported to the cytoplasm via Exportin-5 [80] [81], where they are 

processed by the RNase III nuclease Dicer-1 [82] together with Loquacious [83] [84] 

isoform B into a 22 nt long miRNA/miRNA* duplex. Particularly Dcr-1 from the Dicer 

family is involved in the processing of the miRNAs in Drosophila.  One of the miRNA 

strands [85] is being incorporated into the RNA-induced Silencing Complex (RISC 

complex) which contains the Argonaute (Ago) nuclease [86], and where Ago1 is 

preferentially involved in the miRNA pathway [87]. The strand that is incorporated in 

the RISC complex is called the guide strand, whereas the strand not being 

incorporated in the RISC complex is called the passenger strand and is eventually 

degraded (miRNA*) [88]. The RISC complex is with the incorporation of the miRNA 

activated and can now cleave the mRNA complementary to the miRNA incorporated 

in the complex. Like the silencing miRNA system seen in other animals, perfect 

matching of miRNA to the transcript is necessary for efficient degradation, while a few 

mismatches can lead to translation attenuation. Separately, miRNA can arise also 

from introns, named mirtrons [89]. 

 

Small interfering RNAs (siRNAs) present a class of 21 nt long small non-coding RNAs 

and are considered a part of the RNAi system. The pathway can be activated either 

due to exogenous (of viral origin or in-vitro synthesized) or endogenous (originating 

from the transcription of the host’s genome) dsRNA precursors [90]. Endogenous 

precursors can be long-structured loci, natural sense-antisense transcripts (NATs), as 

well as transposable elements. The siRNAs are present in both somatic and gonad 

cells.  

 

In the siRNA pathway, the dsRNA precursor is bound and processed by the 

heterodimer consisting of Dcr-2 and R2D2. Additional proteins join to form the RISC 
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loading complex (RLC). Next, Ago2 joins which marks the forming of the pre-RISC 

complex. As in the case of miRNAs, the passenger strand is cleaved and subsequently 

ejected. siRNA-directed cleaving by Ago2 is a single cut of the target sequence. The 

cut is precise, and it is exactly the siRNA residues 10 and 11 if counted from the 5’ 

end. The cut is followed by the degradation of the fragments by the cellular 

exonucleases.  
 

siRNAs are at least in worms amplified to create secondary siRNAs, and in these 

organisms, this is possible through the presence of the RNA-dependent RNA 

polymerase (RdRP). In worms [91] or plants [92], this can lead to a systemic RNAi 

response through the organism.  

 

PIWI-interacting RNAs (piRNAs) are a 24-31 nt long class of small RNAs with a role 

in regulating transposons in the gonads [93] [94] [95] where their expression is 

spatially restricted [96]. They protect the germline’s genome from transposable 

elements and take part in germline differentiation [97] [98] [99] [100]. Just as miRNAs 

and siRNAs, they form a complex with a nuclease from the Argonaute family [101]. In 

Drosophila, while Piwi nuclease is present in complexes with piRNAs in both ovarian 

follicle- as well as germ cells, Aub and Ago3 are present only in the latter. Piwi silences 

transposons co-transcriptionally in the nucleus, while Aub and Ago3 exhibit slicer 

activity by cleaving transposon transcripts [102].  

 

piRNAs can arise in three different ways: the de-novo biogenesis [102], the ping-pong 

cycle [103], as well through phasing [104]. The de-novo pathway is not understood 

well, but it gives rise to piRNAs that enter the ping-pong cycle. In the first step of the 

cycle, the Aub-loaded piRNA, which is usually antisense to transposon mRNA, drives 

the sequence-specific slicing of transposons by Aub. After the single cleavage, the 

transposon transcript is now divided into two fragments. The RNA helicase Vasa helps 

the transfer of the 3‘ fragment onto Ago3, which is further processed by a 3‘-5‘ 

exoribonuclease. This leads to a mature piRNA, which aids sequence-specific slicing 

of complementary transposon by Ago3. To my knowledge not yet identified protein 

drives the transfer of the new transposon fragment back to another Aub nuclease, 

where it matures and aids the Aub slicing activity. This way, the ping-pong activity of 
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piRNA between Aub and Ago3 leads to the maturation of piRNAs. Ago3 drives 

separately the process of phasing. In this pathway, the cleavage products by Ago3 are 

processed by Zucchini, and after that loaded into the piRISC complex together with 

Piwi. Piwi can separately bind de-novo piRNAs, but their abundance is lower than 

those produced via the phasing [102].  
 

 
1.3. Small interfering RNAs expressed at the DNA break  
 

 

Small interfering RNAs are also known to be expressed directly at the DNA break 

[105]. They were first discovered in the experiments carried out in Arabidopsis thaliana 

[106] and were quickly confirmed in human cells as well [107], providing proof of 

evolutionary conservation of the phenomenon. The expression of damage-induced 

RNAs (diRNAs) was independently found in Drosophila [108]. This chapter will cover 

the comparative analysis of diRNA synthesis in these species: Arabidopsis thaliana, 

Homo sapiens, Mus musculus, and Drosophila melanogaster. 
 

In Arabidopsis thaliana, damage-induced RNAs (diRNAs) arise from the double-

stranded precursors that are made from the sense or antisense transcript by one of 

the few RNA-dependent RNA polymerases. Results show that the generation of 

diRNAs happens at a similar frequency from sense and the antisense strands [106]. 

Mutations in RNA-dependent RNA polymerases RDR6 and RDR2 lead to a massive 

decline in diRNA production (82 and 87%). The same RNA-dependent RNA 

polymerases have a role in other small RNAs processed from double-stranded 

precursors [109] [110]. The transcription of diRNAs also depends on the presence of 

RNA polymerase IV, and ATR kinase, and they are complexed with AGO2 as mature 

siRNAs [106].  
 

In Homo sapiens, diRNAs are detected at the repetitive rDNA regions, whilst it was 

not shown they could be detected at the unique gene or intergenic loci [107]. In the 

experiments with I-PpoI nuclease, diRNAs at the repetitive loci were detected 

dominantly upstream, and not downstream of the cut. Inhibition of RNA Pol II by α-
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Amanitin (binds the RNA polymerase II active site [111]) or DRB (blocks carboxyl-

domain terminal kinases and thus transcription elongation [112]) leads to a reduced 

number of the reads upstream of the cut with the I-PpoI nuclease, proving its direct 

role in the process. Inhibition of RNA Pol I as a control did not lead to a decrease in 

the reads upstream of the cut [107].  
 

Processed independently of the microprocessor complex members Drosha and 

DGCR8, they are however processed by Dicer and subsequently loaded to AGO-

family protein. However, a Dicer knock-out in the mouse embryonic stem cells 

(mESCs) did not lead to the complete abolishment of diRNA expression, but only those 

of 21 nt in length, typical for the Dicer-processed small RNA.  The longer ones were 

still detected by deep sequencing, implying at least two different classes of diRNAs 

expressed at the DNA break at least in mice [107]. 
 

In Drosophila, double-strand breaks but not nicked DNA lead to the production of the 

diRNAs. Experiments with the expression vectors showed that (i) their efficient 

production depends on the RNAi factors and in particular Dcr2 and Ago2 and that (ii) 

diRNAs produced can silence the transcripts in trans, as seen with the luciferase 

reporters [108] [113]. Furthermore, their expression is dependent on the active 

transcription [114]. This argues that the double-strand precursor in Drosophila arises 

from the sense strand of the currently produced transcript, and the potential 

recruitment of a polymerase to initiate transcription at the DNA break leads to 

antisense transcription.  
 

Drosophila lacks RNA Polymerase IV and RNA-dependent RNA polymerase. This 

opens the question of which RNA Polymerase is recruited to the DNA double-strand 

break to perform the antisense transcription. The double-stranded precursor for diRNA 

is in Drosophila different than in other species, made directly on the DNA. Under the 

assumption that the currently transcribed region in the sense direction by the RNA 

polymerase II serves as one-half of the double-strand template for siRNA, mechanistic 

difficulty exists in inhibiting RNA Polymerase II to test for its antisense transcription 

activity. However, nascent sequencing followed by an RNA Polymerase II 

immunoprecipitation (NET-Seq) points to the activity of the enzyme in the antisense 
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transcription at the DNA break. In other organisms, the hypothesis on RNA 

Polymerase choice is partially challenged by the reports of RNA Polymerase III being 

recruited to the break event [115]. This however could not be confirmed in Drosophila 

with the same NET-Seq experiments [116] [113]. 
 

This opens questions on mechanistic aspects of the antisense transcription at the DNA 

break by RNA Polymerase II and whether a new transcriptional complex is being 

recruited or the already transcribing polymerase makes a U-turn-like movement.  
 

 

 

1.4. Proposed role of damage-induced siRNAs in DNA repair 
 

 

DNA repair is crucial for genome stability and cell survival, as it ensures intactness of 

DNA. Multiple DNA repair pathways exist in Drosophila [117] [118] and the pathway 

of choice depends on the type of break and current cellular context. Those include 

base excision repair [119] [120], nucleotide excision repair [121] [122], mismatch 

repair [123] [124] [125], interstrand crosslink repair [126], repair by homologous 

recombination and repair by end-joining, where the canonical and theta-joining [117]  

(also known as microhomology-mediated end joining [127]) have been described. 

DNA double-strand breaks are repaired with either repair by homologous 

recombination [128] [129] [130] (referred to as HR) or non-homologous end-joining 

repair [131] (from now referred to as NHEJ). Outcomes of these two pathways are 

different: while HR restores the genetic information, NHEJ can result in mutagenic 

outcomes, for example, insertions or deletions [132]. Classically seen the choice 

between HR and NHEJ depends on the cell cycle, where NHEJ is predominantly active 

in cells currently in the G1 phase, while HR is predominantly active in the S and G2 

phases since a sister chromatid is required. However, evidence shows that in 

Drosophila the repair pathway choice also depends on tissue type and development 

stage [117]. Germline cells predominantly repair DNA double-strand breaks by HR, 

while somatic cells are thought to rely more on NHEJ.  
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Small interfering RNAs resulting in the place of DNA damage, damage-induced RNAs 

(diRNAs), have been postulated to affect DNA repair by homologous recombination. 

This was shown in experiments on Arabidopsis thaliana, where the efficient HR is 

perturbed upon DCL2, DCL3, and DCL4 knockdowns, which also affects diRNA 

expression. Effects were particularly strong for DCR3 (98% reduction in diRNA 

expression) [106]. Given that they are expressed either adjacent to the break site (in 

Drosophila melanogaster and Arabidopsis thaliana) or a few nucleotides away  (in 

Homo sapiens), it is postulated that they are acting in cis. However, a clear role of 

diRNAs remains elusive.  
 

However, a few mechanisms of action have been proposed. There is no evidence that 

diRNAs are involved in the formation of the H2AX foci in Arabidopsis or healthy human 

cells, characteristic for the initial recruitment of DNA repair factors to the break site, 

and their role is postulated to be downstream of these events, leaving the initial DNA 

damage response independent of their presence [106]. Later it was proposed that their 

role is limited to homologous recombination via AGO2, important for the RAD51 

recruitment. According to this model, diRNAs guide AGO2 to the site of the DNA break 

[133]. It was independently found that they have an importance in the recruitment of 

RAD51 and BRCA1, aside from engaging in histone modifications [134]. 
 

In Drosophila, reporter assays show no evidence for the requirement of diRNAs in the 

DNA repair by homologous recombination [113], which is unperturbed upon Dcr-2 

knockdowns, as well as Dcr-2 and Ago-2 mutant flies. Particularly in the case of 

Drosophila, the collateral effects on the miRNA pathway are avoided, as the pathway 

is separated from the miRNA pathway with its own Dicer and Ago protein. 
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1.5. The role of the spliceosome in the expression of diRNAs and DNA repair 
 

 

The spliceosome [135], a multi-component structure constituted of around 100 

proteins and small nuclear RNAs (snRNAs) is an essential part of the process of gene 

expression. The eukaryotic genes evolved into containing not only coding sequences, 

named exons, but non-coding sequences as well, named introns. Even though cellular 

roles have been described for some introns [136], they are usually excised from the 

transcript for mRNA to get to a mature state. The process of excising introns from the 

newly forming transcript is called splicing and it occurs co-transcriptionally, meaning it 

happens while the remaining transcript is still synthesized by the RNA polymerase 

[137].  
 

The spliceosome is a dynamic structure with multiple complexes forming and resolving 

along the splicing cycle. This cycle begins with the formation of the early spliceosome 

E complex via the complementary binding of the U1 snRNA to the 5’ splice site [138] 

[139] [140]. This event is followed by the formation of the A complex [141], where U2 

snRNA binds the branching point (BP). Upon joining of the three snRNPs together 

U4/U6.U5 [142] [143] (the so-called tri-snurp), the pre-B complex is formed. The U4/U6 

association is subsequently loosened for U6 to replace U1 at the 5’ splice site, and the 

binding of additional accessory proteins marks the formation of the B complex [144]. 

The interaction of U4/U6 is then completely lost and U6 can bind U2 to form the active 

site for the first catalytic reaction, making the activated B complex [145]. When the 

adenosine from the branching point becomes docked in the active site, the first 

catalytic reaction happens which results in an intron-lariat [146] intermediate. This 

transitions into the C complex [147], which represents also the branching position of 

the spliceosome, with the position of the intron lariat differing.  In the activated B 

complex the phosphate group of the first intron nucleotide is bound to the 3’OH group 

of the first exon, while in the C complex, it is bound to the 2’OH group of the branching 

point. For the second catalytic step, the same active site is being used, but the 

spliceosome moves from its branching conformation to its exon-ligating conformation. 

The 3’ splice site migrates to the active site where the activated C complex makes the 

second catalytic reaction. The spliceosome then moves to the P complex, marking the 
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post-catalytic part of the splicing cycle, after which it is disassembled and the individual 

components recycled for the new round of splicing.  
 

The splicing machinery can extend its function beyond the canonical role of excising 

the introns from the newly forming mRNA [148]. It is thought that the spliceosome is 

involved in the early phases of DNA damage events [149] [150] [151]. However, the 

non-transcribed breaks are repaired efficiently which implies that splicing should not 

be the essential part of all the repair pathways. Due to its close relationship with the 

RNA Polymerase II, whose speed and progression in the elongation phase influences 

the splicing kinetics [152] and vice versa, it is very possible spliceosome senses first-

hand the DNA break events, that presumably cause the stalling of the RNA 

Polymerase II and its displacement from the DNA break position, as shown in yeast 

[153].  
 

The spliceosome is affected by DNA damage on multiple levels. Various post-

translational modifications of splicing proteins have been reported after DNA damage, 

including PARylation [154], acetylation [155], phosphorylation [156], and ubiquitylation 

[157]. Various splicing proteins are recruited to the sites of DNA damage [158] [159] 

[160]. Furthermore, DNA damage affects the expression of splicing factors [161] [162] 

[163]. On the other side, the depletion of the splicing factors causes DNA damage, as 

reported in the genome-wide siRNA screen [164].  

 

The spliceosome plays a surprising role in the expression of the damage-induced 

small RNAs (diRNAs), apart from the classical RNAi components. A genome-wide 

RNAi screen in Drosophila not only revealed components necessary for the efficient 

generation of the diRNAs, but further analysis also showed that a DNA break in a gene 

that is spliced triggers more damage-induced siRNAs than those that are not spliced, 

demonstrating the importance of active transcription and splicing upstream of the 

break [114]. 
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In particular, the Prp19 complex and its associated proteins (Prp19-related complex) 

were predominantly identified in the RNAi screen in Drosophila. The complex shows 

certain versatility in the roles it plays in the cell, with the best-described role in splicing. 

During the formation of the pre-B complex, the three snRNA complexes U4/U6.U5 join 

and become extensively re-modeled towards the activation of the spliceosome through 

the forming of the B and the activated B-complex. The Prp19 complex is responsible 

for the stable association of U6 and U5 to mRNA. Apart from its role in splicing, it 

mediates DNA damage response, transcriptional elongation, and proteasome 

degradation [165]. By being included in both the elongation of the RNA Polymerase II 

and the positioning of particular snRNAs in the precatalytic phase of the splicing, 

Prp19 has a good sensing opportunity for stalling of the transcriptional machinery due 

to a DNA break. 
 

A big portion of this work is on Tango4 (PLRG1 in Homo sapiens), a Drosophila Prp19-

related complex protein that was shown to influence the generation of the diRNAs. It 

is a 52 kDa protein with several WD-40 repeats. The second part of this work was 

done on Sans fille (snf), a protein from the U1/U2 interacting spliceosome E-complex. 

It is a 24.5 kDa protein with two RNA-recognition motifs.  
 

Under the current model, stalled spliceosomes as a result of the DNA break serve as 

a signal for the recruitment of the new RNA polymerase II or a turn of the polymerase 

currently transcribing the sense transcript to perform the antisense transcription, thus 

forming the double-stranded precursor that will eventually become a substrate for Dcr-

2 and lead to mature diRNAs (Figure 1.5.1.). There are initial indications that these 

events also depend on the canonical homologous recombination factors Mre11-

Rad50-Nbs1, shown by the inhibitor Mirin effect in the luciferase reporter assay [116]. 
 

It is an open question through which signaling mechanism the spliceosome recruit sor 

changes the polymerase activity – there is a missing link between the stalled 

spliceosome and the antisense transcription.  
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Figure 1.5.1 The model of stalled spliceosomes leading the antisense transcription via RNA 
polymerase II [116]. 
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2. Materials and methods 
 
2.1. Materials 
 

2.1.1.  Primers 
 

Primer 
name 
 

Sequence 

CRISPR_
Ct_snf 
 

CCTATTTTCAATTTAACGTCGGGAGTTGCGTTCACTTCTGTTTAA
GAGCTATGCTG 
 

Ctag_Snf_
s 
 

GCGCTGCAGGGCTTCAAGATTACGCCGACGCACGCCATGAAGA
TAACGTTCGCCAAGAAGGGATCTTCCGGATGGCTCGAG 
 

Ctag_Snf_
as 
 

TTATTCTATAGTTTAAATTATTATTGGAGTTGCTGGAACGCCCGG 
CGACTGGAGTTGCGTGAAGTTCCTATTCTCTAGAAAGTATAGGA 
ACTTCCATATG 
 

CRISPR_
Ct_tango4 
 

CCTATTTTCAATTTAACGTCGCTAGGAGTCTAGAATTTGGTTTAA 
GAGCTATGCTG 
 

Ctag_tang
o4_s 
 

GCCAGCGAGGAGTCGCATCCGATTAACTGGCGACCGGATCTAC
TGAAGCGCCGCAAATTCGGATCTTCCGGATGGCTCGAG 
 

Ctag_tang
o4_as 
 

TTTTAATGAAATCGTTTGGAAAATCGTATTCTATTATGGATAGGCT
TACAAACTAGGAGTGAAGTTCCTATTCTCTAGAAAGTATAGGAAC
TTCCATATG 
 

CRISPR_
Ct_sf3b1 

CCTATTTTCAATTTAACGTCGAGTACGAGCGGTACGAGTGTTTAA
GAGCTATGCTG 

Ctag_sf3b
1_s 

ACGCTCTGATCGCCGGCTATCCGCGGATTACTAATGATCCCAAG
AACCAGTACGAGCGGTACGAGTTGGACTACACGCTAGGATCTTC
CGGATGGCTCGAG 

Ctag_sf3b
1_as 

TTTGGATTTATATATTGGTATCTTAGAGAATCCTACCACTAGCAG
ATAAGCTATTACAATGAAGTTCCTATTCTCTAGAAAGTATAGGAA
CTTCCATATG 

CRISPR_
Ct_cactin 

CCTATTTTCAATTTAACGTCGTATCGCTACAGGCGGTGAGTTTAA
GAGCTATGCTG 

Ctag_cacti
n_s 

CAGTTCCACAACAACATCTTCCAGCTGTGGTTCCACTTCAAGCG
CTATCGCTACAGGCGGGGATCTTCCGGATGGCTCGAG 
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Ctag_cacti
n_as 

ATAACATAGGACTGCACAAAAGGATGGTTTGGGTAATCTAGGCC
AGACGGTGACAATCCTGAAGTTCCTATTCTCTAGAAAGTATAGG
AACTTCCATATG 

pzg_Crispr
_cterm 
 

CCTATTTTCAATTTAACGTCGCCCTAGGGCCAATCCTAGTGTTTA
AGAGCTAT GCTG 
 

pzg_sense
_cterm 
 

GGTGGCCCCTCCGGCGGCAGCTTTTTTGCCCTGGAGGAGTTTA
CGGAGAC AAAGACCGACGGATCTT CCGGATGGCTCGAG 
 

pzg_as_ct
erm 
 

CCAGTCCTCTTCGCATGCCAGTATGGTATAGTGGTCATGACCAC
GCCCCTAGGGCCAATCGAAGTTCCTATTCTCTAGAAAGTATAGG
AACTTCCATATG 
 

Pzg1_t7_s 
 

TAATACGACTCACTATAGGGAACAATCTGCTCAGTAGCGGA 
 

Pzg1_t7_a
s 
 

TAATACGACTCACTATAGGGCCTGCAGGAGTTTACGTGGAC 
 

Pzg2_t7_s 
 

TAATACGACTCACTATAGGGCGGCTGTTCAACACGCATT 
 

Pzg2_t7_a
s 
 

TAATACGACTCACTATAGGGGCACTTGAAGAAGTTGGTCTGA 

Pzg3_t7_s 
 

TAATACGACTCACTATAGGGGAGGCTACAGATACGCCCAC 
 

Pzg3_t7_a
s 
 

TAATACGACTCACTATAGGGCACTAGATGCCTCCGACACT 
 

ATPsynB_
exo 
n2_qPCR_
left 
 

CGTTGCAGAGTACTTCCGTG 
 

ATPsynB_
exo 
n2_qPCR_
right 
 

CATGTCGGTAGCCAAGGTTG 

ATPsynB_
exo 
n2_qPCR_
right 
 

CATGTCGGTAGCCAAGGTTG  

pzg_exon1
_q PCR_le 
 

TTGTTCGATGACCTTCC CGA 
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pzg_exon1
_qPCR_rig
ht 
 

AAGGAGCTTCTGGGTGT TCA 
 

woc_t7_s 
 

TAATACGACTCACTATAGGGGGGAGACCATGGACTTCT 
 

woc_t7_as 
 

TAATACGACTCACTATAGGGCTCACAAACTTAAAGGCGG 
 

woc_t7_s_
v2 
 

TAATACGACTCACTATAGGGCGACTATGGATTTCGGG 
 

woc_t7_as
_v2 
 

TAATACGACTCACTATAGGGATCTCGGCCATCATAAGCAA 
 

hp1c_t7_s 
 

TAATACGACTCACTATAGGGCTCATCCAGAAATTCGAGG 
 

hp1c_t7_a
s 
 

TAATACGACTCACTATAGGGACTCAGCGGACTGATCCAC 
 

hp1c_t7_s
_v2 
 

TAATACGACTCACTATAGGGCTATTTCCAGAAGATGG 
 

hp1c_t7_a
s_v2 
 

TAATACGACTCACTATAGGGGATTTTCCGCCATGGGCA 
 

Row_t7_s
ense 
 

TAATACGACTCACTATAGGGTTAACGGCCAGGTGTTCCA 
 

Row_t7_a
ntisense 
 

TAATACGACTCACTATAGGGAGCACCAGCTTAACCTTC 
 

Row_t7_s
ense_vers
2 
 

TAATACGACTCACTATAGGGCGGGCTTATGCAATAGAGA 
 

Row_t7_a
ntisense_v
ers2 
 

TAATACGACTCACTATAGGGCGTTCTTGTCCTGCAAA 
 

rp49 A2 
 

ATCGGTTACGGATCGAACA 
 

rp49 B2 
 

ACAATCTCCTTGCGCTTCTT 
 

CG2493_
CRISPR_ 

cctattttcaatttaacgtcgATAGTGGAGCGATTCAGTAgtttaagagctatgctg 
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sf3b1_Cter
m_tagchec
k 

CCGTACGGCATTGAATCCT 

 

 

2.1.2.  Plasmids 
 
 

Plasmid name and description Made in this 
work 

TT01, homology donor for C-term genomic tagging with 

TurboID 

Yes 

PD01, CG2493 gRNA  Yes 

RB1, Renilla luciferase expression plasmid No 

RB2, Firefly luciferase expression plasmid No 

RB4. Renilla luciferase expression plasmid, truncated variant No 

RB10, plasmid used as a backbone for cloning No 

MH4, homology donor for CRISPR/Cas9 with Flag tag und 

Blasticidin resistance 

No 

KF297, homology donor for CRISPR/Cas9 with V5 tag und 

Puromycin resistance 

No 

 

 

2.1.3.  Enzymes 
 
 

Enzyme Producer 

Benzonase Merck, Germany 

DNAse I ThermoFischer Scientific, USA 

Proteinase K Promega, USA 

Taq polymerase Home-made 

Pfu polymerase Home-made 

EcoRI HF New England Biolabs, USA 
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NotI HF New England Biolabs, USA 

BamHI HF New England Biolabs, USA 

T7 endonuclease New England Biolabs, USA 

 

 

2.1.4.  Primary antibodies 
 

 

Antibody Producer 

α*Flag, HRP-coupled Merck, Germany 

αFlag M2 Merck, Germany 

αV5, HRP-coupled Bio-Rad Laboratories GmbH, USA 

αV5 Bio-Rad Laboratories GmbH, USA 

αHA, HRP-coupled Roche, Switzerland 

αHA, HRP-coupled Company unknown 

αStreptavidin, HRP-coupled ThermoFisher Scientific, USA 

αMyc Santa-Cruz Biotechnology, USA 

αT7 RNAPol Novagen, Merck, Germany 
 

*anti 

 

2.1.5.  Secondary antibodies 
 

Antibiotic Producer 

Anti-mouse-HRP Jackson Immunoresearch, United Kingdom 
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2.1.6.  Antibiotics 
 

 

Antibiotic Producer 

Blasticidin S HCL Invitrogen, USA 

Puromycin Invitrogen, USA 

Zeocin Invitrogen, USA 

Ampicillin in powder Carl Roth GmbH + Co. KG, Germany 

Kanamycin in powder Carl Roth GmbH + Co. KG, Germany 

 

 

2.1.7.  Kits 
 

 

Kit Producer 

CloneJET PCR Cloning Kit ThermoFisher Scientific, USA 

DyNAmo Flash SYBR Green qPCR 

Kit 

ThermoFisher Scientific, USA 

Pierce™ Silver Stain Kit ThermoFisher Scientific, USA 

PureYield™ Plasmid Miniprep 

System 

Promega, USA 

QIAquick Gel Extraction Kit Qiagen, Germany 

ReliaPrep™ gDNA Tissue Miniprep 

System 

Promega, USA 

RNA Clean & Concentrator-5 Zymo Research, USA 

SuperScript™ III Reverse 

Transcriptase 

ThermoFisher Scientific, USA 

Wizard® SV Gel and PCR Clean-Up 

System 

Promega, USA 

ZR small-RNA PAGE Recovery Kit Zymo Research, USA 
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2.1.8.   Chemicals 
 

 

Chemical Producer 
 

Acetic acid VWR Chemicals, USA 

Acetonitrile Carl Roth GmbH + Co. KG, Germany 

Agarose Biozym Scientific GmbH, USA 

Agarose Low Melt Carl Roth GmbH + Co. KG, Germany 

Aluminum sulfate Carl Roth GmbH + Co. KG, Germany 

Ammonium bicarbonate Carl Roth GmbH + Co. KG, Germany 

Ammonium peroxodisulfate Carl Roth GmbH + Co. KG, Germany 

Bradford solution Bio-Rad, Germany 

Chloroform Merk, Germany 

cOmplete™, EDTA-free Protease 

Inhibitor Cocktail Roche, Switzerland 

Dimethylsulfoxide Carl Roth GmbH + Co. KG, Germany 

Disuccinimidyl suberate Thermo Fisher Scientific, USA 

DTT Carl Roth GmbH + Co. KG, Germany 

EDTA AppliChem, Germany 

Ethanol 99% Merck, Germany 

Ethanol 99% Carl Roth GmbH + Co. KG, Germany 

Formaldehyde 30% Carl Roth GmbH + Co. KG, Germany 

Formic acid Merck, Germany 

FUGENE  Promega, USA 

Glycerol  Carl Roth GmbH + Co. KG, Germany 

Glycine Carl Roth GmbH + Co. KG, Germany 

Iodoacetamide Merck, Germany 

Isopropanol VWR Chemicals, USA 

Magnesium chloride hexahydrate Merck, Germany 
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Magnesium chloride hexahydrate Merck, Germany 

Methanol VWR Chemicals, USA 

N-laurylsarcosine Merck, Germany 

Potassium hydroxide pellets Merck, Germany 

ProtoGel National Diagnostics, USA 

Sodium chloride Merck, Germany 

SybrGold Carl Roth GmbH + Co. KG, Germany 

SybrSafe Carl Roth GmbH + Co. KG, Germany 

TEMED Carl Roth GmbH + Co. KG, Germany 

Tergitol Thermo Fisher Scientific, USA 

Trifluoroacetic acid Carl Roth GmbH + Co. KG, Germany 

TRIS Carl Roth GmbH + Co. KG, Germany 

Triton X-100 Merck, Germany 

Trizol Invitrogen, USA 

Tryptone Carl Roth GmbH + Co. KG, Germany 

Tween 20 Carl Roth GmbH + Co. KG, Germany 

Urea Carl Roth GmbH + Co. KG, Germany 

UreaGel System Buffer National Diagnostics, USA 

UreaGel System Concentrator National Diagnostics, USA 

UreaGel System Diluent National Diagnostics, USA 
 

 

2.1.9.   Buffers 
 

 

Buffer Ingredients 

10x TBS 1.5 M NaCl 

 500 mM Tris 

 pH=7.4 

5x SDS Running Buffer 125 mM Tris 



24 

1.25 M Glycine 

1% SDS (w/v) 

Lysis buffer for the IP 10 mM HEPES 

1.5 mM MgCl2 

1% Tergitol NP-40 Type 

1 mM DTT 

10% Glycerol 

1x cOmplete™, EDTA-free Protease 

Inhibitor Cocktail Roche 

Wash buffer for the IP 25 mM HEPES 

150 mM NaCl 

12.5 mM MgCl2 

1% Tergitol NP-40 Type 

1 mM DTT 

10% Glycerol 

1x cOmplete™, EDTA-free Protease 

Inhibitor Cocktail Roche 

10x Western blotting solution 250 mM Tris 

1.92 M Glycine 

Lysis buffer for the Comet Assay 2.5 M NaCl  

0.1 M EDTA  

10 mM Trizma base of pH 10  

1% N-laurylsarcosine  

0.5% Triton X-100  

10% DMSO 

 
Electrophoresis buffer for the Comet 

Assay 

300 mM sodium acetate  

100 mM Tris-HCl 
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10x PBS 2.7 mM KCl 

135 mM NaCl 

10 mM Na2HPO4 

2 mM KH2PO4 

TBS-T 1x TBS with 0.05% Tween 

50x TAE 2 M Tris-base 

100 mM EDTA 

5.8 % acetic acid 

10x TBE 0.9 M Boric acid 

0.9 M Tris-base 

0.5 M EDTA 

DNA loading buffer 30% glycerol 

0.025% xylene cyanole 

0.025% bromophenol blue 

Formamide loading dye 80% formamide 

1 mg/ml xylene cyanole 

1 mg/ml bromophenol blue 

10 mM EDTA  

4x SDS loading buffer 200 mM TRIS HCl of pH 6.8 

8% SDS 

40% Glycerol 

0.04% Bromophenolblue 

Coomassie G250 stock solution 0.5 g/l stock solution in 100% EtOH 

Colloidal Coomassie staining 

solution 

0.5 % Coomassie G250 stock solution 

10% EtOH 

50 g/l aluminium sulphate 

2% H3PO4 

Coomassie staining solution 45% methanol 

0.25% Coomassie Brilliant Blue 

10% acetic acid 
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Coomassie destaining solution 45% methanol 

10% acetic acid 
 

 
2.1.10.  D. Melanogaster cell lines 
 

 

Cell line Made in this work 

S2-cells with stable Cas9 expression,  

clone 5-3 

No 

Tango4-Flag, C term Yes 

Snf-Flag, C term Yes 

Tango-Flag, Snf-V5, C term Yes 

Putzig-Flag, C term Yes 

Putzig-Flag, Tango4-V5, C term Yes 

 

 

2.1.11.  E. coli strains 
 

 

Bacterial strain Made in this work 

Top10 No 
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2.1.12. Media 
 

 

Media Ingredients 

SOB medium for making the SOC 

medium 

0.5% yeast extract 

10 mM NaCl 

2%  Tryptone 

mM KCl 

10 Mm MgCl2  

10 mM MgSO4 
 

SOC medium 20 mM glucose in SOB medium 

LB medium 0.5% yeast extract 

1% Tryptone 

1% NaCl 

 
Supplemented with 100 μg/ml Ampicillin  

Schneider’s Drosophila medium with  

L-Glutamin 

Produced by Bio & Sell, Germany 
 
Supplemented with 10% % fetal bovine 

serum (Sigma-Aldrich, USA) for cultivation 

of S2 Drosophila cells or without it for 

transfection purposes 
 

 
 

2.1.13.  Hardware 
 

 

Device Producer 

Amersham Imager 600 General Electrics, USA 

EASY-nLC 1000 Liquid Chromatograph ThermoFisher Scientific, USA 
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 FACScalibur Flow Cytometer Becton Dickinson, USA 

Gel imager with a transilluminator Intas Science Imaging 

Instruments GmbH, Germany 

Guava® easyCyte™ Flow Cytometer Luminex Corporation 

K5250 basic shaker IKA-Werke, Germany 

Leica TC-SP2 fluorescent microscope coupled 

to a Canon Eos 77D camera 

Leica, Germany 

Canon, Japan 

LTQ Orbitrap XL Hybrid Ion Trap Mass 

Spectrometer 

ThermoFisher Scientific, USA 

Fluorescent microscope equipped with a photo 

camera 

Leica Camera, Germany 

Canon, Japan 

PCR thermocycler Lab Cycler 1119270116 SensoQuest GmbH, Germany 

PCR thermocycler Life Touch Bioer Technology, Germany 

Polymax 1040 Shaker  Heidolph Instruments GmbH & 

Co. KG, Germany 

PowerPac Basic Power Supply Bio-Rad Laboratories GmbH, 

USA 

PowerPac HC Power Supply Bio-Rad Laboratories GmbH, 

USA 

Q Exactive HF-X Hybrid Quadrupole-Orbitrap 

Mass Spectrometer 

ThermoFisher Scientific, USA 

qPCR thermocycler BioMetra Analytik Jena, Germany 

Reax 2 Shaker Heidolph Instruments GmbH & 

Co. KG, Germany 

Table centrifuge Rotanta 460 R Hettich, Germany 

Tabletop centrifuge 5417R Eppendorf, Germany 

Tabletop centrifuge 5415R Eppendorf, Germany 

Tecan-M1000 Tecan Group, Switzerland 

Thermo mixer compact Eppendorf, Germany 

UltiMate 3000 HPLC System ThermoFisher Scientific, USA 
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2.1.14.  Software 
 

 

Program Producer 

ImageJ National Institute of Health, USA 

Serial Cloner http://serialbasics.free.fr/Serial_Cloner.html 

Ape M. Wayne Davis, USA 

R The R Foundation, The Comprehensive R 

Archive Network 

Microsoft Office Microsoft, USA 

Perseus Max Planck Society, Germany 

MaxQuant Max Planck Society, Germany 

Guava Soft 2.7 Merck, Germany 

Flowing software Turku Bioscience Center, Finland 

qPCR soft 3.4 Analytik Jena, Germany 

Tecan i-control Tecan Group, Switzerland 

Integrative Genomics Viewer (IGV) Broad Institute, USA 
 

 

2.1.15. Databases  
 

 

Database Owner 

InterPro EMBL-EBI, United Kingdom 

FlyBase Harvard University, Indiana 

University, University of 

Cambridge 
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2.2. Methods 
 

2.2.1.  Culturing Drosophila S2 cells 
 

 

The cells were cultured in Schneider’s Drosophila medium with L-Glutamine (Bio & 

Cell, Germany), supplemented with 10% fetal bovine serum (Sigma-Aldrich, USA) and 

1%  Gibco™ Penicillin-Streptomycin (Thermo-Fisher Scientific, USA). They were split 

in TC plates (Sarstedt, Germany) at the concentration of 1x106 cells/ml and kept at 

25° C. S2 cells were in suspension and they were split once to twice weekly by diluting 

them 1:10 into fresh medium. 

 

 

2.2.2. Transfection of Drosophila S2 cells 
 

 

Drosophila S2 cells were transfected for different purposes by diluting the nucleic acid 

of interest in Schneider’s Drosophila medium (Bio & Cell, Germany) without the fetal 

bovine serum and 4% FuGENE® HD Transfection Reagent (Promega, USA). The 

transfection mix was incubated at room temperature and after 30 minutes added to 

the cells (at a concentration of 1x106 cells/ml). 
 

 

2.2.3.  Cloning of Drosophila S2 cells 
 

 

Drosophila S2 cells were diluted to either 8x103 cells/ml or 16x103 cells/ml and plated 

in TC 96-well plates (Sarstedt, Germany) in 100 µl of the adapted medium. The 

medium was composed of 80% selection media with either Blasticidin S HCl (Thermo-

Fisher Scientific, USA) in the final concentration of 10 µg/ml or Puromycin-

Dihydrochloride (Thermo-Fisher Scientific, USA) in the final concentration of 0.5 µg/ml 

and 20% of conditioned media (filtered cell culture medium in which the S2 cells have 
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been present). Clones were picked after two or three weeks. 
 

 

2.2.4. Freezing and thawing of the Drosophila S2 cells 
 

 

Drosophila S2 cells were frozen in Schneider’s Drosophila medium (Bio & Sell, 

Germany) with 10%  Dimethylsulfoxide (Roth, Germany) and kept at -170 °C in 

cryovials (Biozym, Germany). The cells were thawed on ice, centrifuged at 5000 rpm 

for 5’, and resuspended in fresh media. 
 

 
2.2.5.  Isolation of genomic DNA 
 

For the isolation of genomic DNA, 500 µl of 1x106 cells/ml cells were harvested and 

centrifuged at  6000 rpm for 5’ and then resuspended in 160 µl of phosphate-buffered 

saline (PBS). The DNA was subsequently isolated using the ReliaPrep™ gDNA Tissue 

Miniprep System (Promega, USA) according to the manufacturer’s instructions. 

Genomic DNA was stored at -20 °C.  

 
 

2.2.6.  DNA clean-up from gel or PCR reaction 
 

 

DNA was cleaned up using the Wizard® SV Gel and PCR Clean-Up System 

(Promega, USA). If from a gel, the band was cut and incubated with the same volume 

of Membrane Binding Solution and incubated at 50-65 °C until dissolved. If from a 

PCR reaction, the whole reaction was mixed with the same volume of Membrane 

Binding Solution. DNA was subsequently cleaned up according to the manufacturer’s 

instructions.  
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2.2.7.  DNA Sanger sequencing 
 

The Sanger sequencing was performed by Eurofins Genomics (Germany). 
 

 
2.2.8.  DNA digest and end-modification for cloning 
 

 

1-2 µg of DNA was incubated with the respective restriction enzyme either overnight 

(non-high-fidelity enzymes) or 1 hour (high-fidelity enzymes) from New England 

Biolabs (USA) at 37 °C. The reaction for enzymes with compatible buffer was 

assembled as follows: 
 

 

Component 50 µl reaction 

DNA 1-2 µg 

10X CutSmart Buffer 5 µl 

Restriction enzyme 1 1.0 µl (20 units) 

Restriction enzyme 2 1.0 µl (20 units) 

Water up to 50 µl 

 

 

The end modification for the backbone was performed with 1 µl FastAP 

Thermosensitive Alkaline Phosphatase (Thermo-Fisher Scientific, USA) and 

incubated at 37 °C for 30’. 
 

 

2.2.9.  DNA ligation 

The DNA was ligated overnight at 24 °C in a 10 μl reaction with 1 μl T4 DNA Ligase 

(NEB, USA) and the 1 μl 10x T4 DNA Ligase Reaction Buffer (NEB, USA).  
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2.2.10.  Bacterial transformation after cloning 
 

 

Top 10 Competent cells (lab stock) were thawed on ice and 1 µl of plasmid mini prep 

was added (concentration varied from 100 to 300 ng/µl). Cells were incubated on ice 

for 30’, heat-shocked in the water bath for 1’ at 42 °C, and then put on ice for 2’. 900 

ml of SOC medium was added, and cells were shaken at 37 °C on 300 rpm for 30’. 

For cloning, the whole mix was plated on agar plates with either Ampicillin or 

Kanamycin to select the transformed cells. 
 

 

2.2.11.  DNA gel electrophoresis 
 

 

1% agarose (Biozym Scientific GmbH, USA) in 1x TAE buffer (3.1.9.) was boiled. 5 µl 

SYBRSafe (ThermoFischer Scientific, USA) was added. GeneRuler DNA Ladder Mix 

(ThermoFischer Scientific, USA) was used as a marker. Gel was run on 55 V for 

approximately 45’. 
 

 

2.2.12.   DNA editing with the CRISPR/Cas9 system 
 

 

CRISPR/Cas9 system based on the one from Streptococcus pyogenes has been 

adapted for genome editing in Drosophila melanogaster cells [166]. Sequence 

specificity is ensured via linking the U6 snRNA promoter from the Polymerase III and 

specific sequence of interest via an extension PCR. Next to sgRNA, a homology donor 

was also made that included an epitope tag as well as a selection marker. After a 72-

hour knockdown of NHEJ factors with dsLig4 and dsMus308, the sgRNA and 

homology donors were transfected using FUGENE, and selected first for the four days, 

then in the second round seven days with either Blasticidin (10 µg/ml)  or Puromycin 

(0.5 µg/ml).  
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2.2.13.   RNA isolation 
 

Cells in the concentration of 1x106 cells/ml were pelleted by centrifugation at 5000 rpm 

for 5’ at 4 °C.  The pellet was mixed with 500 µl Trizol by repetitive pipetting. The 

homogenized sample was incubated for 5’ at 15-30 °C to dissociate the nucleoprotein 

complexes. 100 µl of chloroform was added, shaken by hand for 15’’, and incubated 

for 3’ at 15-30 °C. The samples were centrifuged for 15’ at 10000 rpm in a pre-cooled 

centrifuge (4 °C). The upper aqueous phase was transferred to a fresh tube. RNA was 

precipitated with an isopropyl-alcohol content of 50% and the sample was incubated 

for 10’ at room temperature. Samples were centrifuged for 15’ at 10000 rpm in a pre-

cooled centrifuge (4 °C). The precipitate formed was washed with 1 ml of 75% EtOH. 

The sample was mixed by vortexing and then centrifuged for 5’ at 7500 rpm in a pre-

cooled centrifuge (4 °C). RNA was air dried for 10’ and re-dissolved by adding 20 µl 

nuclease-free water. 
 

 

2.2.14.  RNA clean-up and digest 
 

 

DNAse digest was done with DNase I (ThermoFisher Scientific, USA) for 30’ at 37 °C. 

 

Component Amount 

RNA 5-10 µg 

DNase Buffer (DNase I with 

magnesium) 

5 µl 

1 µl RiboLock 1 µl 

1 µl DNase I 1 µl 

Water up to 50 µl  

 

Clean-up and concentration of RNA were done with an RNA Clean & Concentrator kit 

(Zymo Research, USA) according to the manufacturer’s instructions.  
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2.2.15. Synthesis of cDNA 
 

 

cDNA was synthesized with either oligoDT or random hexamers using the 

SuperScript™ III Reverse Transcriptase (ThermoFisher Scientific, USA) according to 

manufacturer’s instructions. The ribonuclease inhibitor of choice was RiboLock RNase 

Inhibitor (ThermoFischer Scientific, USA).  
 

 

2.2.16 Synthesis of dsRNA  
 

 

The PCR reaction was assembled with primers adjusted for T7 polymerase.  

 

Component for PCR 

5 µl Taq Puffer +(NH4)2SO4-MgCl2 

1µl dNTPs (10mM each) 

5 µl MgCl2 (25mM) 

1 µl T7prom_primerspecific_fw (10µM) 

1 µl T7prom_primerspecific_rv (10µM) 

0.5 µl Taq 

35,5 µl H2O 

1:10 cDNA 

 
 

Component for in-vitro 
transcription 

10  μl 10x T7-buffer 
 
25  μl  PCR product 
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0.5 μl  1 M DTT 

3.5 μl  ATP, 4.25 mM 

3.9 μl  CTP, 4.25 mM 

4.3 μl  UTP, 4.25 mM 

6.8 μl  GTP, 6.5 mM 

44  μl Water 

2    μl T-7 Polymerase (home-made) 

 

 

The reaction was incubated overnight at 37 °C. DNase treatment was done with 1 µl 

of DNase I for 30’ at 37 °C. The  sample was then centrifuged at maximum speed in a 

pre-cooled centrifuge for 15’. Strands were annealed for 5’ at 95 °C.  
 

 

2.2.17.  T7 endonuclease assay  
 

Genomic DNA was isolated according to 3.2.5. and the DNA was used as a template 

for the PCR.  

 

 

Component Amount 

10X buffer KCl 2,5 µl 

dNTPs 0,5 µl 

MgCl2 (25mM) 2,5 µl 

Primer 1  0,5 µl 

Primer 2 0,5 µl 

Taq (bought Taq) 0,5µl 

Genomic DNA 2 µl 

 

PCR program:  
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Initial denaturation 95 °C 5’ 

Denaturation 95 °C 30’’ 

Annealing 58 °C 30’’ 

Extension 72 °C 30’’ 

Final extension 72 °C 5’’ 

Cooldown 4 °C hold 
 

 

Denaturation and reannealing of the PCR product was done by the following 
program: 
 

 

95 °C 5’ 

95 to 85 °C at -2 °C/s 

85° to 25 °C at -0.1°C/s 

4 °C hold 
 

 

T7 endonuclease digestion was by adding 10 μl of the PCR product to 10 μl master 

mix out of 2 μl NEB 2 Buffer, 0.5 μl T7 endonuclease and 7.5 μl H2O. The mix was 

digested for 16’ at 37 °C and analysed on a 2.5% agarose gel.  
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2.2.18. Quantitative PCR (qPCR) 
 

 

Quantitative PCR was performed using the DyNAmo Flash SYBR Green qPCR kit 

(ThermoFisher Scientific, USA).  

 

Component Amount 

Mastermix 5 µl 

Forward primer 0.5 µl 

Reverse primer 0.5 µl 

ROX 0.5 µl 

Water 2.5 µl  

cDNA template 1:10 1 µl 

 

 

 
2.2.19.   Deep sequencing of small RNAs 
 

 

Small RNAs were size selected by denaturing gel electrophoresis in the 20% urea gel 

in 1xTBE  for 90’ at 250 V. As the marker, miRNA marker was used after boiling 5 µl 

at 95 °C.  The samples (~20 µg of RNA) were pre-mixed with an equal amount of 

formamide loading buffer (homemade) and boiled for 5’ at 70 °C. The gel was 

afterwards stained with 0.1% SybrGold (ThermoFisher Scientific, USA) in a petri dish 

for 5’. Using the transilluminator the region corresponding to small RNAs was excised 

and the recovery was made using the ZR Small RNA PAGE Recovery Kit 

(ZymoResearch, USA) using the manufacturer’s instructions.  

 

Linker ligation to the 3’-end of the small RNAs was done for 1.5 hours at room 

temperature.  
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Component Amount 

Size selected RNAs in water 6 µl 

ATP-free T4 RNA ligase buffer (10x) 1 µl 

Solexa 3’ linker 1 µl 

PEG-8000 (50%) 1 µl 

Truncated T4 RNA ligase 2 1 µl 

 

10 µl of formamide loading buffer was added to the sample and the reaction was heat-

inactivated for 5’ at 95 °C. The sample was then loaded to a 15% urea gel and run in 

1xTBE at 250 V for 75’. Gel was stained with 10% SybrGold for 5’ in a petri dish and 

the corresponding region of 25-50 nt was excised using a scalpel (B Brown, Germany). 

The RNA from the gel slice was recovered using the ZR Small RNA PAGE Recovery 

Kit (Zymo Research, Germany). 

 

Adapter ligation to the 5’-end of the small RNAs was done for 1.5 hours at room 

temperature.  

 

Component Amount 

Purified RNA after 3’ ligation in water 5 µl 

ATP-free T4 RNA ligase buffer (10x) 1 µl 

ATP 1 µl 

Solexa 5’ linker 1 µl 

DMSO 1 µl 

Normal T4 RNA ligase 1 1 µl 

 

The inactivation for done for 5’ at 95 °C. The reaction was mixed with 2 µl of thewith 

oligo RT primer index and incubated for 2’ at 95 °C. The following mix was prepared: 
 

 

 



40 

Component Amount 

5’ adapter ligation reaction 9 µl 

Oligo RT primer index (5 µM) 2 µl 

5x First Strand Buffer 4 µl 

DTT (100 mM) 2 µl 

RiboLock RNAse inhibitor 1 µl 

dNTP mix (10 mM each) 1 µl 

 

The mix was incubated for 2’ at 50 °C, after which 1 µl Superscript III enzyme 

(Invitrogen, USA) or 1 µl water as a control was added. The reaction was incubated 

for 30’ at 50 °C and deactivated for 5’ at 95 °C. PCR amplification of cDNA was done 

in 23 cycles (98 °C for 1’ initial denaturation, 98 °C for 15’’ denaturation, 58 °C for 30’’ 

annealing, 72 °C for 30’’ extension, 72 °C final extension). 

 

Component Amount 

First Strand cDNA 5 µl 

5x PCR buffer (with 2.5 mM Mg2+) 20 µl 

dNTP mix (10 mM each) 2 µl 

Solexa 5’ ext primer 1 µl 

3’ PCR index 1-9 primer 1 µl 

Water 70 µl 

Hot Start Phusion polymerase 1 µl 

 

The PCR product was gel-purified in a 3% agarose gel for 50’ at 55 V. Bands around 

160 nt were excised and purified using the Qiagen gel extraction kit (Qiagen, 

Germany) according to the manufacturer’s instructions. The product was then 

quantified in a 3% agarose gel for 50’ at 55 V. The product was then diluted two times 

separately for the final PCR reaction.  
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Component 
Mix 1 

Amount Component 
Mix 2 

Amount Component 
Mix 3 

Amount 

Mixed sample 18 µl Mixed sample 

1:3 

18 µl Mixed sample 

1:10 

18 µl 

Illumina qP 1.1 0.5 µl Illumina qP 1.1 0.5 µl Illumina qP 1.1 0.5 µl 

Illumina qP 2.1 0.5 µl Illumina qP 2.1 0.5 µl Illumina qP 2.1 0.5 µl 

5x HF buffer 5 µl 5x HF buffer 5 µl 5x HF buffer 5 µl 

dNTPs  0.5 µl dNTPs  0.5 µl dNTPs  0.5 µl 

Phusion pol. 0.5 µl Phusion pol. 0.5 µl Phusion pol. 0.5 µl 

 

PCR amplification was done in 1 cycle (98 °C for 1’ initial denaturation, 98 °C for 15’’ 

denaturation, 59 °C for 30’’ annealing, 72 °C for 30’’ extension, 72 °C final extension). 

Samples were run on a 3% agarose gel for 50’ at 55 V. Purification was done with 

Beckman Coulter™ Agencourt AMPure XP (Beckman Coulter, USA) according to the 

manufacturer’s instructions. The samples were then sequenced using an Illumina 

instrument. 
 

 

2.2.20.   Western Blot 
 

 

Harvested cells were centrifugated at 5000 rpm for 5’ and the medium was removed. 

Cells were then resuspended in PBS and mixed with SDS loading buffer (200 mM Tris 

HCl with pH 6.8, 8% SDS, 40% Glycerol) and boiled at 95 °C for 5 minutes before 

being loaded to an 8-10% SDS gel. The gel was run at 150 V for 1 hour in 1% Running 

Buffer (125 mM Tris, 1.25 M Glycine, 10% SDS, pH=8.3). The membrane for transfer 

was activated for 20’’ in 100% EtOH. The transfer was done at 100 V for 1.5 hours in 

1x Western Solution (3.1.9.). The membrane was washed two times in water for 10 

minutes, followed by one wash for 10 minutes in 1x TBS-T (1.5 M NaCl, 500 mM Tris, 

pH=7.4, 0.05% Tween). Blocking was done for 1 hour in 5% milk in TBS-T and 

incubated with a primary antibody (diluted 1:1000-1:5000 times) overnight at 4 °C. 
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Before exposure, the membrane was washed 3 times for 10’ in TBS-T, after which the 

Thermo Scientific™ SuperSignal™ West Dura Extended Duration Substrate 

(ThermoFisher Scientific, USA) solution was used if the primary antibody with HRP 

was used. If not, the membrane was incubated with the secondary antibody (1:5000-

1:10000) for 2 hours at room temperature in TBS-T, and the membrane was washed 

three times for 10 minutes in TBS-T, before the Western Dura solution was used.  

 

 

2.2.21. Immunoprecipitation 
 

 

For immunoprecipitation 10 ml of cells (1x106 cells/ml) were harvested and washed 

with 10 ml ice-cold PBS. The pellet was resuspended in 300 μl lysis buffer without 

urea and left for 10’ on ice. The sample was then centrifuged for 5’ at 5000 rpm in a 

pre-cooled centrifuge at 4 °C. The supernatant was removed, and the pellet was 

resuspended with 100 μl lysis buffer with urea and left on ice for 5’. The sample was 

then centrifuged for 5’ at 5000 rpm. The supernatant was removed, and the pellet was 

resuspended with 110 μl lysis buffer without urea. The chromatin-bound components 

were released in this step by adding 2 μl of the nuclease benzonase and incubation at 

37 °C for 2’. The reaction was stopped with EDTA-NaCl solution and put on ice. After 

that the sample was centrifuged for 5’ at maximum speed and the supernatant was 

collected to be put on beads. The beads were washed 3 times with the IP buffer (25 

mM HEPES, 150 mM NaCl, 12.5 mM MgCl2, 1% Tergitol NP-40 Type, 1 mM DTT, 

10% Glycerol, 1x cOmplete™, EDTA-free Protease Inhibitor Cocktail), after which they 

were diluted in the lysate and agitated for 1 hour at 4 °C. After that, supernatants were 

collected, and the beads were washed 4 times with the IP buffer and then boiled with 

1x SDS loading dye for 10’ at 95 °C if the sample proceeded to western blotting.  
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2.2.22.  Protein crosslinking 
 

 

Protein crosslink was done with 1% Formaldehyde for 10’ at room temperature. The 

reaction was quenched with 1.25 M glycine. 
 

 

2.2.23.  Protein staining with silver stain 
 

 

Gels were stained with the PierceTm Silver Stain Kit (ThermoFisher Scientific, USA) 

according to the manufacturer’s instructions.  
 

 

2.2.24.  Mass spectrometry 
 

 

To get rid of the detergent whose presence can interfere with the measurement, beads 

from the IP were washed three times with 50 mM NH4HCO3. The beads were then 

centrifuged at maximum speed for 15’ and the supernatant was removed. Trypsin 

digestion was done with 5ng/µl trypsin in 1M Urea/50 mM NH4HCO3 overnight at 37 

°C. The sample was centrifuged for 10’ at maximum speed and beads were washed 

2 times with 50 mM NH4HCO3. To reduce the disulfides, 1 mM DTT in the final 

concentration was added and the sample was incubated for 10’ in the dark on 25 °C. 

Subsequently, iodoacetamide was added in the final concentration of 1.35 mM and 

the sample was incubated for 30’ at 25 °C in the dark. Trifluoroacetic acid (TFA) was 

then added to a final concentration of 1.25% and was proceeded with Solid Phase 

Extraction to clean up the sample before measurement, a chromatography which was 

done in EmporeTM C18-SD 7mm/3ml Extraction Disk Cartridges (Supelco, USA). The 

columns were conditioned with 1 ml of methanol (1.500 rpm for 1’), followed by 0.1% 

trifluoracetic acid in 70% acetonitrile (1.500 rpm for 1’), 0.1% trifluoracetic in water 

(1.500 rpm for 1’). Eluate was loaded and centrifuged at 1500 rpm for 5’. 1% TFA in 

water was added and the sample was centrifuged at 1500 rpm for 3’. The sample was 
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eluted with 250 µl of 70% acetonitrile in water (150 rpm for 3’). The sample was 

lyophilized using the speed vacuum at 42-55 °C for approximately 2 hours. Peptides 

were then diluted in 15 μl CH2O2 for measurement. The samples were then measured 

on the mass spectrometer. 
 

 

2.2.25.  Luciferase assay 
 

 

Luciferase experiments were done either after a knockdown (20 μg/ml dsRNA for 72 

hours) or a chemical treatment (different concentrations for 2 hours). After that the 

luciferase plasmids were transfected for 72 hours in the following quantities per well 

of a 96-well plate (using 1 μl Fugene-HD): circular Renilla luciferase (5 ng total, 

plasmid pRB1), circular Firefly luciferase (25 ng total, plasmid pRB2) and linear Renilla 

luciferase (40 ng total, plasmid pRB4 linearized with BamHI). Samples were prepared 

for measurement with Dual-Glo Luciferase Assay (Promega, USA) according to the 

manufacturer’s instructions. Measurement was done with the machine Tecan Infinite 

M1000 in the Greiner 96 Flat Bottom Black Polystyrene plates (Greiner, Austria). 
 

 

2.2.26.  Fluorescence-activated cell sorting 
 

 

The cells were not labeled for the FACS measurement in the Guava® easyCyte™ 

Flow Cytometer. 10000 cells were selected, and the different cell populations were 

followed. The quantification was done in the  Flowing Software (Turku Bioscience 

Centre, Finland).  
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2.2.27.  Neutral comet assay  
 

 

Microscopic slides were coated at least 24 hours before electrophoresis with 0.8% 

normal melting agarose and kept on room temperature. Low melting agarose of 0.7% 

was prepared 2 hours before cells were harvested and kept at 37 °C. Around 150x103 

cells in total were mixed for each sample with 65 μl of low melting agarose and spread 

on the microscopic slide. Cell lysis was done directly on the microscopic slide in the 

dark using the lysis buffer (2.5 M NaCl, 0.1 M EDTA, 10 mM Trizma base of pH 10, 

1% N-lauryl sarcosine, 0.5% Triton X-100 and 10% DMSO) at 4 °C for an hour. 

Electrophoresis was done on 10V using the electrophoresis buffer (300 mM sodium 

acetate, 100 mM TRIS-HCl). Cells were fixed 2 times 10’ using 100% EtOH and air-

dried for two hours at least.  Cells were stained with 1:10000 Hoechst dye and 

subjected to microscopy. Comet tails were analyzed by ImageJ. 
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3. Results 
 

3.1. Tagging spliceosome components using CRISPR/Cas9 
 
 

The goal of this work was to follow particular splicing proteins after massive induction  

of  DNA damage, to understand better their protein interactions outside of the splicing 

context. I started with introducing epitope tags to splicing proteins first. 

 
Illustration 3.1.1. Experimental approach in this work. Massive chemical damage was 
followed by proteomic analysis of particular splicing components. 

 

The DNA sequences coding for the splicing proteins Tango4 and Snf (Figure 3.1.1., 

A), both belonging to the pre-catalytic spliceosome, were edited using CRISPR/Cas9 

to express a Flag tag at the C-terminus of the respective protein in Drosophila S2 cells 

[166]. Tagging of Act5C served as a positive control.  

 

Based on western blotting results using the Flag antibody, it was confirmed that Act5C, 

Tango4, and Snf were successfully tagged, while other spliceosome candidates, like 

Sf3b1 and Cactin, were not. Using the PCR check for the tag insertion it was later 

confirmed that the gene coding for Sf3b1 was edited too but failed to produce a 

functional protein (Figure 3.13.1, A). Further work was continued with these two cell 

lines, further referred to as Tango4-Flag and Snf-Flag. Both of these cell lines were 

further used for proteomic studies where Tango4 and Snf served as bait, and mass 

spectrometry signals confirmed finally the successful tagging of both proteins.   
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Figure 3.1.1. The splicing cycle. In A, a graphical representation of where proteins of interest 

have a known function in the splicing cycle. In B, western blot confirmation of successfully 

expressed spliceosome proteins with an epitope tag. Act5C was the tagging control. Snf and 

Tango4 were successfully tagged except in one case for Snf, while Sf3b1 although 

genomically edited (Figure 3.13.1, A), failed to produce a functional protein detected on the 

western blot. Expected molecular weight: Act5C=41.8 kDa, Sf3b1=149.6 kDa, Cactin=86.6 

kDa, Snf=24.5 kDa, and Tango4=52.7 kDa. 

 

 

 

3.2. Optimization of the extraction procedure for immunoprecipitation 
 

 

To test the optimal co-immunoprecipitation conditions, a double-tagged cell line with 

both Tango4 and Snf having an epitope tag was made, and clonal selection was 

performed. The standard IP procedure described in the methods was extended with 

testing the nuclease Benzonase to test for improved extraction of chromatin-bound 

complexes. An extract for the co-immunoprecipitation experiment with the double-

tagged cell line Tango4-Flag, Snf-V5 was then made with and without the nuclease 

Benzonase. The results show the Benzonase treatment improves the extraction 

efficiency (Figure 3.2.1). As a secondary conclusion which was not the aim of the 
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experiment, results indicate a potential interaction of Tango4 and Snf. However, to 

evaluate the extent of the background, an IP with a non-specific antibody control would 

be needed. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2.1. A co-immunoprecipitation experiment on the double-tagged Tango4-Flag, Snf-

V5 cell line in the presence and absence of Benzonase with the αFlag M2.  Top panel: Tango4. 

Bottom panel: Snf. L=Lysate, S=Supernatant, B=Bound fraction. 

 

 

3.3. Crosslinking followed by Mass Spectrometry in the Tango4-Flag 
cell line 

 
 

I used the crosslinking with formaldehyde (FA) to stabilize the transient interactions 

and perform a test mass spectrometry measurement. 
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Figure 3.3.1. Crosslinking followed by mass spectrometry in the Tango4-Flag cell line. The 

immunoprecipitation was done with Flag and control Myc antibody. L=Lysate, S=Supernatant, 

B=Bound fraction (A). Lysis efficiency was measured in the sample using the Bradford assay 

(B). Venn diagram shows number of proteins detected in the FA-crosslinked (Flag-IP) versus 

non-crosslinked sample (Flag-IP) (C). 

 

 

The immunoprecipitation experiment was performed on the Tango4-Flag cell line, 

using the Myc antibody as an antibody control. Tango4 was pulled with a Flag antibody 

using the magnetic beads and two conditions were tested: with and without the 0.37% 

Formaldehyde crosslinking. The immunoprecipitation was successful and there was 

no binding in the Myc sample (Figure 3.3.1., A), while there was binding in both 

samples with the Flag-coated beads.  
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Further, a Bradford assay was done to test the protein concentration of lysates in all 

the crosslinking samples versus controls. Formaldehyde decreased the protein 

concentration in both 0.37% and 1% FA samples (Figure 3.3.1., B). Crosslinker 

disuccinimidyl suberate (DSS) did not affect the extraction efficiency but required 

lengthy sample preparation. 
 

Comparison of the formaldehyde crosslinked versus non-crosslinked sample resulting 

from the mass spectrometry measurement revealed a portion of proteins detected in 

either of the conditions (Figure 3.3.1., C), suggesting that the formaldehyde 

crosslinking changes meaningfully the Tango-4 bound fraction towards unspecific 

interactions. But primarily, it affected extraction efficiency and was dismissed from 

further experiments.  
 

 

3.4. Testing the S2 cell line sensitivity to Zeocin  
 

 

I chose two approaches to test for the Drosophila S2 cell line sensitivity to Zeocin 

treatment, a drug that chemically induces DNA double-strand breaks. The first was to 

perform fluorescence-activated cell sorting (FACS) to test for general cell survival. The 

second approach was a neutral comet assay to confirm DNA damage at the single-

cell level through imaging the DNA fragmentation and quantification of the comet tails 

created in the electric field due to DNA migration. 
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Figure 3.4.1. Fluorescence-activated cell sorting (FACS) after increasing Zeocin 

concentrations in Drosophila S2 cells for 4 hours. In A, the population of living cells (R-1) and 

dead cells (R-2) were counted, and this served to calculate the killing curve plotted in B. 

 

 

The cells were not specially labeled for the fluorescence-activated cell sorting. 

However, two populations of cells were visible with no labeling as well due to their 

light-scattering properties (Figure 3.4.1, A), going in line with the presence of dead 

cells in every cell sample. I used this to select the two populations of cells and follow 

the development upon Zeocin treatment.  

 

With increasing concentrations of Zeocin, the population of dead cells increased (R-2, 

Figure 3.4.1., A). The cells in both populations were counted, and the percentage of 

R-2 in overall cells was calculated, based on which the kill-curve was plotted (3.4.1., 

B), starting from the initial 80% percent of living cells, and IC50 concentration was 
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estimated as close to 3.25 mg/ml. 
 

The selected concentrations of Zeocin treatment for 4 hours were used for the neutral 

comet assay to test the DNA fragmentation visible in the electric field. I was using the 

protocol for the comet assay that detects specifically the double-strand DNA breaks 

(neutral comet assay).  

 

Minimal DNA fragmentation was visible in the untreated samples. The tails were longer 

with increasing Zeocin concentrations, being maximal in the 3.25 mg/ml Zeocin 

treatment. Interestingly, the 0.35 mg/ml and 0.75 mg/ml concentrations produced 

similar comets, while the big shift was achieved with the 3. 25 mg/ml Zeocin 

concentration (Figure 3.4.2, A). The comet tails were then quantified manually using 

ImageJ (Figure 3.4.2., B). 
 

Since the IC50 Zeocin concentration based on the fluorescence-activated cell sorting 

also produced the longest comet tail lengths, I decided to proceed with this 

concentration further in the proteomic measurements.  
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Figure 3.4.2. Neutral comet assay after increasing concentrations of Zeocin in Drosophila S2 

cells. In A, micrographs of single Drosophila S2 cells producing comets after the treatment 

with Zeocin. In B, quantification of comet tail lengths in different concentrations of Zeocin 

(n=15). 
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3.5.   Interactome changes of Tango4 upon induction of DNA double-
strand breaks  

 

 
The immunoprecipitation experiment after the 4-hour 3.25 mg/ml Zeocin treatment 

was analyzed in three biological replicates. The Myc antibody was used as the non-

specific antibody control, while the Flag M2 antibody was used to pull down Tango4 

using magnetic beads and the extraction protocol shown in the methods section. It 

included lysis buffers with and without urea, Benzonase the nuclease for releasing the 

nuclear fraction, and no crosslinking to stabilize the transient spliceosome interactions. 

The procedure was successful in showing no binding in the non-specific antibody, 

while it showed specific binding in the case of the specific antibody, in this case, Flag 

(Figure 3.5.1., A), with similar levels of protein in each sample (always the same 

amount taken from the sample, one-tenth of the lysate).  
 

After the measurement, principal component analysis was performed to group 

samples based on the protein abundancies, later described in detail in the discussion. 

This statistical method can quickly show in 2D or 3D the correlation between all 

samples or all proteins across all samples. In the analysis considering the samples 

themselves, two distinct groups can be noticed. One is the Myc pull-down control 

samples, and the other group presents the Flag pull-down samples. This argues for 

the specificity of the immunoprecipitation samples. The principal component analysis 

across all detected proteins shows quickly Prp19 complex as a distinct category, 

implying the specificity of the bait (3.5.1., C). 
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Figure 3.5.1. Mass spectrometry after Zeocin treatment in the Tango4-Flag cell line. In A, 

immunoprecipitation experiment in three biological replicates. L=Lysate, S=Supernatant, 

B=Bound fraction. In B, principal component analysis across all individual samples. In C, 

principal component analysis for individual proteins across all samples. 
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Next, hierarchical clustering of identified proteins was done, where proteins are 

clustered based on their expression profiles. The first cluster at the top of the tree was 

the Prp19 complex, with almost all of its primary components (Figure 3.5.2., A). An 

interesting uncharacterized protein with kinase-like domains, CG31974, was identified 

in the clustering as well as in the principal component analysis of all proteins (Figure 

3.5.1, C). However, in the mass spectrometry measurement in the 5-3 cell line without 

any DNA sequence tagged, CG21974 was significantly associated with the Flag IP. It 

is a specific non-specific antibody interaction of the Flag antibody (data not shown). 
 

 

 

Figure 3.5.2. Mass spectrometry after Zeocin treatment in the Tango4-Flag cell line. In A, 

hierarchical clustering of associated proteins around Tango4. In B, STRING analysis of 

experimentally confirmed (pink) and predicted (blue) protein interactors of Tango4, and 

proteins found in this analysis are labelled with an asterisk.  
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I compared these results with the STRING database analysis of protein interactions 

and found known interaction partners, confirming that the core of the Prp19 complex 

has been pulled down via Tango4 using the optimized immunoprecipitation approach. 

I included both the experimentally confirmed and predicted interactors (Figure 3.5.2, 

B).  
 

 

 

Figure 3.5.3. Mass spectrometry in the Tango4-Flag cell line. Volcano plot based on Welch’s 

T-test shows the label-free quantification intensity log2 differences between control antibody 

Myc- and Flag pulled-down samples. Color-coded protein groups are presented in the legend 

on the left.  
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Label-free mass spectrometry was done instead of i.e. SILAC sample labeling before 

the measurement. The qualitative difference between labeled and non-labelled 

approaches has been discussed in [167] and [168]. I have opted for the non-labeled 

approach which saves time in sample preparation, but where samples are measured 

in individual runs.  
 

During the analysis, I took into account the LFQ intensities, which are calculated for 

each protein taking into account all pair-wise peptide comparisons by the MaxQuant 

software [169]. However, I found the absolute intensities useful in seeing where the 

bait positions compared to the rest identified peptides. I then removed potential 

contaminants identified by MaxQuant, as well as peptides that are detected in the 

reverse database. I performed imputation to replace missing values for statistical 

purposes. The rest of the proteins were then stringently selected, requiring 

identification in 3 out of 3 replicates.  
 

The volcano plot comparing the proteins detected in Myc or Flag IP reveals that the 

immunoprecipitation experiments are specific. The analysis identified major Tango4 

interactors, including Prp19, Cdc5, and Bcas9 as strongly enriched in comparison with 

the control immunoprecipitation (Figure 3.5.3., A). Above the significance score are 

many ribosomal proteins as well, often seen in mass spectrometry measurements, 

which could in part explain it. Apart from those, a small group of chromatin remodeling 

factors was also identified in the search.  

 

When I compared the Zeocin treated and untreated samples, there was a single 

statistically significant hit, a seven zinc-finger transcription factor Putzig (Figure 3.5.4). 

Apart from it, the analysis revealed a few more both DNA and RNA binding zinc-finger 

proteins, as well as chromatin remodeling factors as potential interactome differences 

due to DNA double-strand breaks.  
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Figure 3.5.4. Mass spectrometry in the Tango4-Flag cell line. A volcano plot based on Welch’s 

T-test shows the label-free quantification intensity differences between Zeocin-treated and 

untreated samples. Color-coded protein groups are presented in the legend on the left.  

 

 

Given the fact that Putzig had already been identified in a separate RNAi screen as a 

factor important for the efficient generation of small RNAs at the DNA break, I decided 

to pursue further by tagging Putzig and doing non-proteomic experiments with the 

protein.  

 

Also given that mass spectrometry revealed transcription factors binding Tango4 upon 

Zeocin treatment, I performed a domain search to see in detail what type of 

transcription factors they are (Figure 3.5.5.). Domain search was done using InterPro 

[170] which classifies the proteins based on their sequence into superfamilies and 

predicts protein domains. It combines the information from 13 different databases into 

one single output (CDD, Prosite, CATH, Panther, HAMAP, Pfam, MobiDB Lite, PIRSF, 
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PRINTS, SFLD, SUPERFAMILY, SMART, and TIGRfams). Three proteins showing a 

trend for increased association with Tango4 upon Zeocin treatment have the zinc-

finger domains. 

 
 

Figure 3.5.5. InterPro domain search for three RNA-polymerase interacting proteins revealed 

in the Tango4 proteomic analysis upon Zeocin treatment: CG8487, CG4360 and Pzg. Protein 

length indicated at the top; domain super-family from the InterPro base annotated with 

Znf_CH2H_type in light green, different colors below present all Zinc finger C2H2 type 

domains identified through different databases: dark blue=Pfam, purple=SMART, 

pink=PROSITE profiles, dark green=PROSITE patterns.  

 
 
 
 
 



62 

 

Figure 3.5.6. Panther GO-Term analysis of peptides with detected phospho-ST sites in mass 

spectrometry measurement after the Tango4-Flag pull down. GO Term analysis classified 16 

proteins. From those 16 proteins, further classified for biological process (A) protein class (B).  
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As DNA damage triggers a series of phosphorylation events, I performed a first 

analysis in MaxQuant of the phosphorylated peptides upon DNA damage and further 

did a PANTHER GO-Term analysis to classify them to understand which functions 

they have in the cell (Figure 3.5.6.). I used the PANTHER classification system 

(Protein ANalysis THrough Evolutionary Relationships) to classify the retrieved hits 

[171]. PANTHER classifies according to different categories, such as molecular 

function, biological pathway, etc [172] [173].  

 

 

3.6. Relative expression of Putzig after DNA damage with Zeocin 
 

 
 

Since the interactome analysis suggested that Putzig may play a role in the response 

to DNA damage, I wanted to test whether its expression increases upon a 4-hour 

Zeocin treatment. For this purpose, I designed primers for quantitative PCR (qPCR) 

which I used to amplify cDNA derived from cells that had been treated with Zeocin at 

the standard 3.25 mg/ml concentration for four hours. I wanted to test if the increased 

association with the spliceosome we detected may simply reflect an increased overall 

abundance of Putzig after DNA damage. A gene used for normalization was RP49. 

Putzig expression did not increase after the Zeocin treatment (Figure 3.6.1.).  
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Figure 3.6.1. Quantitative PCR (qPCR) showing relative Putzig expression normalized to 

RP49 with and without 3.25 mg/ml Zeocin treatment for four hours.  

 
 
 
 

3.7. Detection of Putzig interactome changes upon DNA damage 
 

 

To understand the Putzig proteome after the DNA damage and confirm the 

spliceosome interaction in the reverse orientation, I have used CRISPR/Cas9 once 

again to genomically edit the Pzg gene to express an epitope tag at the C-terminus in 

Drosophila cultured cells. I selected the cells with Blasticidin in two rounds and seven 

days after the second round of selection I confirmed the tag in our Drosophila S2 cells 

with a western blot.  Tagged Putzig shows a big degradation pattern that one could 

notice in a publication detecting Putzig [174] on the western blot level (Figure 3.7.1, 

A). In the publication, an antibody against the endogenous untagged protein was used. 
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I have prepared mass spectrometry samples according to the standard procedure 

described in the methods section and performed a MASCOT [175] analysis in addition 

to checking for proteins with the highest intensity and confirming the bait and thus the 

cell line I have made. The MASCOT analysis was added to the workflow to add an 

extra database check whether Putzig was a bait, as there were doubts about the 

Western Blot regarding its size, which did not fully match the estimation according to 

its sequence on FlyBase. The analysis revealed Putzig as the first hit with the highest 

absolute intensity. I proceeded with mass spectrometry measurement and initially did 

a hierarchical clustering analysis, revealing the first cluster of Putzig and its well-known 

interacting factor Chromator (the relationship and complexes of Putzig are in detail 

described in the discussion section). The principal component analysis did not 

differentiate strongly between control and Flag IP, implying lower IP sample quality 

(Figure 3.7.1). 

 
 

 

Figure 3.7.1. Mass spectrometry in Putzig-Flag cell line. In A, western blotting against the Flag 

antibody confirms the typical Putzig band pattern.  In B, a hierarchical clustering analysis 

reveals the Putzig clustering with its interactor protein Chromator. In C, STRING analysis of 

experimentally confirmed (pink) and predicted Putzig interactors (blue). Identifiers: 

pzg=Putzig, chro=Chromator. 



66 

 
STRING analysis revealed the experimentally confirmed and revealed Putzig 

interactors such as Chromator, but interestingly did not reveal many of the interaction 

partners such as HP1c complex or TRF2/DREF [176].  
 

Mass spectrometry analysis revealed the binding partners of Putzig after DNA damage 

with Zeocin. Putzig is shown to bind Histone H4 more in the case of massive DNA 

damage, which could go in line with its chromatin remodeling functions, which are the 

best described Putzig factors (Figure 3.7.2.). Putzig interacts with several partners to 

ensure the chromatin accessibility and transcription.  

 

 

 

Figure 3.7.2. Mass spectrometry in the Putzig-Flag cell line. A volcano plot based on Welch’s 

T-test reveals Putzig interactors that bind it with bigger LFQ intensity upon DNA damage with 

3.25 mg/ml Zeocin after four hours. The color code on the side depicts the protein category. 
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Another candidate binding Putzig after DNA damage revealed by the same experiment 

(3.7.2.) was Relative of Woc (Row), a member of the HP1c complex together with 

HP1c and Woc. The interaction of Row and Putzig was shown before [177]. However, 

the change in LFQ intensities between the treated versus non-treated samples was 

small. I nonetheless wanted to further test this complex’ role in the antisense 

transcription that happens as a result of DNA break.  
 

Given the very stringent pre-requirements I used for the analysis in the statistical 

program Perseus (as described in 3.5.), in an already very limited proteomic analysis 

after the immunoprecipitation compared to analyses in the i.e. whole-cell lysates, 

important interactors may be lost. This was especially important to understand in 

looking for Tango4 in the Putzig proteomic data. Tango4 does not pass the Perseus 

filter as it is not detected in 3 out of 3 replicates. 
 

However, it is important to mention that Putzig does bind Tango4 according to mass 

spectrometry results, although inconsistently across replicates. Interestingly, the 

Tango4 hit does not show up as one single identifier, but rather several small peptide 

fragments that belong to Tango4, according to my BLAST analysis (3.7.3.). 
 

When comparing absolute intensities merged for all Tango4 peptide fragments that 

MaxQuant calculated across all samples, Tango4 is detected in the list of proteins, in 

the 54th position of 188 identified proteins. Putzig has the first position in the absolute 

intensities list, followed directly by Chromator. 
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Figure 3.7.3. BLAST analysis of various hits identified in proteomic analysis where Putzig 
served as a bait. The selected peptides show >99% sequence complementarity to Tango4. 

 
3.8. Mass spectrometry independent validation of Tango4-Putzig 
interaction 
 

 

To try to confirm the interaction of Tango4 and Putzig, I have created a double-tagged 

cell line using CRISPR/Cas9, which has a V5 tag on Tango4 and a Flag tag on Putzig 

(Figure 3.8.1). Results could not confirm consistently the interaction of these two 

proteins.  
 

 

 

Figure 3.8.1. Co-immunoprecipitation using double-tagged cell line Putzig-Flag, Tango4-V5. 

In A, the Myc antibody served as a control antibody. In B, the T7 pol antibody served as a 

control antibody. L=Lysate, S=Supernatant, B=bound fraction.   
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3.9. Reporter-based validation of Putzig’s implication in damage-

induced siRNA biogenesis 
 

 

I wanted to indirectly test the effect of Putzig knockdown with three independent siRNA 

constructs on the silencing machinery of the cells and their ability to produce siRNAs. 

For this, I have used a luciferase-based reporter system, where I transfected cells with 

either linear or circular variants of the Renilla luciferase. The ends of the linearized 

plasmid trigger the production of the siRNAs in the cell, which can then silence in-trans 

the circular Renilla luciferase. For transfection control, Firefly luciferase was 

transfected as well. The expectation was to reproduce the published result where 

Putzig showed an effect on the expression of diRNAs [114]. 
 

I have designed and made three different dsRNAs against Putzig exons that I used 

before the luciferase assay. Results show the increase of signal in all three constructs 

compared to the GFP dsRNA knockdown. The increased signal essentially means that 

the silencing machinery is perturbed, therefore the silencing of the circular Renilla 

luciferase is not as efficient as in the controls. The experiment was done in three 

biological replicates, the measurement was done after a single 72-hour knockdown 

with respective dsRNAs, after which the luciferase plasmids were incubated for 

another 72 hours before the luciferase activity assay. The detailed protocol is 

described in the methods section (2.2.24.). Results show a clear effect of Pzg on the 

luciferase signals (Figure 3.9.1.) 
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Figure 3.9.1. Luciferase-based reporter system for evaluating the functionality of the silencing 

machinery in the cell. Circular and linearized Renilla luciferase were transfected together with 

Firefly luciferase which served as a transfection control.  

 

  
 

Figure 3.9.2. A single experiment of the luciferase-based reporter system for evaluating the 

functionality of the silencing machinery in the cell after a double knockdown with respective 

dsRNA constructs. Circular and linearized Renilla luciferase-encoding plasmids were 
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transfected together with Firefly luciferase-encoding plasmid that served as a transfection 

control.  

 

In order to maximize the knockdown efficiency, I have tried a  double-knockdown with 

cells that were made for deep sequencing and performed the same luciferase-based 

reporter assay to asses the silencing machinery in the S2 cells (3.9.2.).  
 

 

 

Figure 3.9.3. Luciferase-based reporter system for evaluating the functionality of the silencing 

machinery in the cell after the knockdown with respective dsRNA constructs of the HP1c 

complex. Circular and linearized Renilla luciferase-encoding plasmid were transfected 

together with Firefly luciferase-encoding plasmid that served as a transfection control.  
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In the double knockdown experiment, the absence of Putzig was more successful in 

impairing the silencing machinery of the cell. The absence of the rest of the factors, 

including the HP1c complex components did not show any effect. I have then also 

tested two different constructs for each HP1c complex factor and performed the same 

luciferase assay. None of the factors has shown an effect on the silencing machinery 

of the cell, with Woc having potentially the strongest effect. Taken together, Putzig 

consistently shows an effect on the efficient expression of DNA break-induced siRNAs, 

while the HP1c complex does not show a reproducible effect. 

 

 

3.10. Deep sequencing of small RNAs at the DNA break in CG2493 

 

 

This experiment aimed to evaluate the effect of Putzig and the HP1c complex on the 

generation of small RNAs at an induced DNA break at the CG2493 gene, which is an 

intronless gene whose transcription unit partially overlaps with an intron-containing 

gene CDC23. The guide RNA that leads Cas9 to the desired site in CG2493 was 

expressed from a plasmid (pPD02), rather than a PCR amplicon, to facilitate 

transfections at a somewhat larger scale. Before the CRISPR/Cas9 cut, two 

consecutive 72-hour knockdowns were performed with dsRNAs targeting Pzg, Woc, 

Row, HP1c, and Dcr-2. To verify efficient cleavage at CG2493, a T7 endonuclease 

assay was performed, where mismatches which arise due to the repair of the cut DNA 

are recognized and cleaved by the T7 endonuclease. As shown in Fig. 3.10.1., the T7 

endonuclease cut every sample except for the uncut control.  
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Figure 3.10.1. T7 endonuclease assay to assess the DNA cut induced by CRISPR/Cas9 in 

the CG2493 gene. The indicated knockdowns were carried out before the genomic cut at 

CG2493. A negative control for the experiment was the sample without the cut at CG2493, 

while the positive control for the assay was the already performed and confirmed T7 cut in the 

EloC gene from another experiment. KD=knockdown, T7=T7 endonuclease. 

 

 

I then proceeded to make the small RNA libraries for short-read Illumina deep 

sequencing. Sample multiplexing was done for all the individual libraries to be pooled 

together and later sequenced at the same time in the Illumina instrument. This is 

achieved by introducing individual barcode sequences [178] to each ligated library 

sample, which later serves for sample sorting in the demultiplexing process where the 

samples can be separated for the analysis that will follow. The log file from the 

demultiplexing suggests a roughly similar amount of reads in each library sample, 

suggesting equal mixing when libraries were pooled together. The reads per individual 

library range from 21 to 37 million reads (Table 3.10.1.). 
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Index no. Knockdown construct All sorted reads 
Genome matching 
after size-selection 

i1 Pzg 23367813 5612633 

i3 Woc 27829321 8867988 

i4 Dcr-2 36611179 2494043 

i5 HP1c 25884582 4856873 

i6 no knockdown 21933449 8052427 

i8 Row 29586481 5831423 
 

Table 3.10.1. The total number of reads together with all genome-matching reads after size-
selection for each sample used for deep sequencing. 
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Figure 3.10.2. IGV (Integrated Genome Viewer) was used to align the sense and antisense 

reads to the CG2493 gene where the genomic cut using CRISPR/Cas9 was made (marked 
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with a red asterisk). The alignment was made with Drosophila (dm3) as a reference genome 

without corrections for the sequencing depths. The corresponding knockdown is indicated on 

the left side, with gene position and orientation at the bottom.  

 

The reads were aligned using the BOWTIE [179], which uses the Burrows-Wheeler 

transform (BWT) technique. A very conservative BOWTIE analysis where no 

mismatch was allowed was performed to assure the specificity. Biochemically added 

adapters are also bioinformatically removed and the size range in nucleotides selected 

was 19-24 nt, to allow for slightly longer and slightly shorter RNAs than the typical 21 

nt Dcr2 product. The reads in the library were normalized to the total number of the 

genome-matching reads. 
 

 

 

 

Figure 3.10.3. Cumulative antisense reads at the CG2493 gene resulted at the DNA break 

after various double knockdowns. Different knockdowns are color-coded in the legend on the 

right. Dcr-2 and Pzg knockdowns show a clear reduction in small RNA reads at CG2493 and 

Cdc23.  
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Putzig once again shows an effect on the expression of small RNAs, now directly on 

the expression of small RNAs at the single DNA break, therefore confirming its role in 

the process (Figure 3.10. 2, 3.10.3.). This is an addition to results shown in the 

luciferase-based assays in this work, as well as the RNAi screen that also showed 

Putzig as a potential candidate in the process [114]. This argues that Putzig is not only 

required for the small RNAs resulting from a linearized plasmid but also for siRNAs 

arising from the chromosomal DNA in the natural chromatin context. 
 

 

3.11. Proteomic analysis of the Snf interactome after DNA damage with 
Zeocin 
 

 

The U1/U2 spliceosome complex protein Snf (sans fille) is another interesting 

candidate for its role in DNA damage expression of small RNAs, as found in the 

genome-wide RNAi screen in Drosophila. I edited its DNA sequence initially with 

CRISPR/Cas9 to express a Flag tag at the C-terminus of the protein, but later also 

made a double-tagged cell line with Tango4, where I tagged it with a V5 tag at the C-

terminus.  
 

I treated the Snf-Flag cell line with Zeocin in the concentration of 3.25 mg/ml for 4 

hours, after which the immunoprecipitation was done under the conditions described 

in the methods section.  
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Figure 3.11.1. Mass spectrometry analysis of Snf-Flag cell line. In A, immunoprecipitation 

experiment in four biological replicates. V5 was used as an antibody control, while the Zeocin-

treated versus non-treated condition was made together with the specific Flag antibody. 

L=lysate, S=supernatant, B=bound fraction. In B, principal component analysis across all 

samples. Flag IP in green, V5 IP in red.  

 

The principal component analysis clearly showed the specificity of the IP, with almost 

all the Flag IP samples making a single group, leaving the V5 IP samples (where V5 

was used as an antibody in immunoprecipitation in a cell line without a V5 tag as a 

control) as a separate entity too. Only one Flag sample co-localized with the V5 sample 

group (Figure 3.11.1). 
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Figure 3.11.2. Mass spectrometry analysis of Snf-Flag cell line. Volcano plot based on Welch’s 

T-test showing log2 difference in LFQ intensities between the control V5 antibody IP and Flag 

antibody IP sample. Snf as a bait reveals interactions with predicted partners from the U1/U2 

complex as well as interactions with the Prp19 complex. 

 

 

Mass spectrometry on the Snf-Flag cell line confirmed well-known interactors of Snf, 

such as Sf3b1, SRP U1, and Sm D3 (Figure 3.11.2). Both absolute intensities (data 

not shown) and differences in LFQ intensities argue for the specificity of the 

immunoprecipitation and confirm the successful pull-out of the U1/U2 spliceosome 

complex. I have performed the STRING analysis, which confirmed one Snf interactor 

found in my data (Figure 3.11.3). 
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Figure 3.11.3. STRING analysis of experimentally confirmed (pink) and predicted (blue) Snf 

interactors. Found interactors in this analysis were marked with an asterisk. 

 

 

I further compared the Zeocin treated versus untreated samples and the analysis 

surprisingly revealed a certain amount of mitochondrial factors and other metabolism-

related proteins as interaction partners of Snf (Figure 3.11.4). These proteins were 

mostly not present in the control mass spectrometry measurement where a cell line 

without tag was used in the immunoprecipitation using Flag or Myc antibodies. 

Therefore, these proteins do not seem to be background noise or contamination in my 
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samples.  

  
 

 

 

Figure 3.11.4. Mass spectrometry analysis of Snf-Flag cell line. Volcano plot based on Welch’s 

T-test showing log2- difference in LFQ intensities between the Zeocin treated and untreated 

sample, revealing mitochondrial and other metabolic proteins as interactors of Snf.  

 

However, if confirmed with downstream experiments, this would be to my knowledge 

one of the first evidence of the spliceosome relationship with mitochondria outside of 

the splicing canonical function [180]. 
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I have performed a quantitative PCR with the primers for the beta subunit of the 

ATPsynthase (one of the hits in my proteomic measurement) to see if the expression 

changes upon Zeocin treatment. Results show no change in the mRNA expression. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. 11. 5. Quantitative PCR (qPCR) showing relative atpsynβ expression normalized to 
RP49 with and without 3.25 mg/ml Zeocin treatment for four hours. 

 

 

 

3.12. Cloning, tagging, and testing of various biotin ligases to test for 

proximity labeling in Drosophila S2 cells 
 

 

Although I have been successful in recovering the spliceosome complexes using my 

immunoprecipitation approach, the number of identified factors especially in Zeocin-

treated samples was small. To find an alternative for stabilizing transient protein-

protein interactions, while not damaging DNA  as with formaldehyde crosslinking, the 

proximity labeling using biotin ligases seemed like a good approach. The idea was to 

use CRISPR/Cas9 to introduce the sequences of various biotin ligases at the 

sequences coding for proteins of interest. I took advantage of an already PCR-based 
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CRISPR/Cas9 system developed in the laboratory, where plasmids together with 

gene-specific primers are used to create homology donors. I have performed cloning 

of our standard plasmids to include the sequences of BASU, MiniTurbo, and Turbo 

biotin ligases sequences together with an HA tag I could use to check for successful 

tagging.  
 

I first used CRISPR/Cas9 to edit the genomic sequence for Act5C in Drosophila S2 

cells to code for the BASU ligase at the C terminus and confirmed the tag with the 

western blot (Figure 3.12.1., A). BASU ligase is a modification of BirA* biotin ligase 

from Bacillus subtilis with a faster biotinylation kinetics [181].  

 

Next, I performed a streptavidin binding assay by detecting the biotinylated proteins 

with Streptavidin coupled to the HRP enzyme, which made them visible on the 

membrane. It was noticed some signal was detected in the sample where there was 

no biotin added (as it is present both endogenously and in the cell culture medium), 

but the signal increased with externally added biotin, showing the pattern of 

biotinylation (Figure 3.12.1, B).  

 

I then cloned the plasmids for our CRISPR/Cas9 system where the homology donors 

carry the improved and more successful biotin ligases MiniTurbo and TurboID. These 

plasmids I have then used to tag Snf and Tango4, where only the Snf tagging was 

successful (Figure 3.12.2, C). I then performed the same streptavidin assay as before 

where I was able to see that compared to the BASU ligase, the TurboID ligase 

achieves stronger biotinylation activity (Figure 3.12.2, D) and at the same biotin 

concentration biotinylates more proteins. This would be a favorable approach for 

making the samples for mass spectrometry. 
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Figure 3. 12. 1. Proximity-labelling using biotin-ligases. In A, the Act5C was tagged with a 
BASU ligase carrying the HA tag. In B, a streptavidin assay was done where Streptavidin-
HRP was used to detect biotinylated proteins on the membrane. In C, confirmation of 
successful tagging of Snf with various biotin-ligases. In D, the same streptavidin assay as in 
B was made where Streptavidin-HRP was used to detect the biotinylated proteins. 
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3.13. Luciferase-based reporter to assess the influence of spliceosome-

inhibitors on DNA break-derived small RNA biogenesis 
 

 

Using western blot as a technique, I could not confirm the production of the functional 

Sf3b1 protein with a Flag tag after I used CRISPR/Cas9 to edit its genomic sequence. 

However, I performed a PCR check where one primer was binding in the Flag tag, and 

the second was binding inside Sf3b1. The results showed that the genomic sequence 

of Sf3b1 was edited (3.13.1., A). 

 

To approach a question from a different angle, I have used Sf3b1 chemical inhibitors. 

In this experiment, I have performed a 2-hour drug treatment with the concentration of 

two splicing drugs Pladienolide B and Herboxidiene, and used Mirin as a control. The 

concentrations used were based on IC50 kill curves made by Romy Böttcher. The 

killing curves were used to understand the lethality of the drugs on our S2 cells, as 

they affect an essential cellular function such as splicing.  I have also used Mirin as a 

drug affecting the homology repair as a positive control [182]. In summary, I could not 

detect any effect of Herboxidiene or Pladienolide B on the generation of siRNAs at a 

DNA double-strand break. However, I have noticed a clear effect of Mirin which 

affected the silencing potential (3.13.1., B), which was later published as part of the 

study of the polymerase of choice for the expression of small RNAs at the DNA break 

[116].  
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Figure 3. 13. 1. In A, PCR confirmations of tagged Sf3b1 with sequences of various epitope 

tags using CRISPR/Cas9 which did not yield functional proteins on western blot (Figure 3.1.1., 

B). Expected sizes of PCR products: GPF=2800 nt, Flag=2200 nt, Strep=2200 nt, and 

V5=2200 nt. In B, Luciferase-based reporter system for evaluating the functionality of the 

silencing machinery after chemical inhibition of Sf3b1. The S2 cells were treated for 2 hours 

with respective drug and then transfected with luciferase plasmids for 72 hours. The assay 

was done with three biological replicates. Mirin served as a positive control.  
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4. Discussion 
 

 

4.1. Addressing transient spliceosome interactions: optimization of the 

methodological framework for proteomic analysis 
 

 
This work aimed to recapitulate the in vivo interactions of the spliceosome in the 

context of DNA damage in Drosophila S2 cells, with a particular focus on proteins that 

participate in the efficient generation of small RNAs resulting at the DNA break 

(diRNAs). However, the rare events of spliceosomes engaging at or as a result of a 

DNA break compared to their canonical role in splicing are challenging to display with 

proteomic methods given the vastly more abundant usual splicing reactions that take 

place in the nucleus at any given moment.  

 

Our strategy of inducing massive, genome-wide DNA damage using Zeocin, a 

phleomycin D1 formulation based on copper, was aimed to increase the proportion of 

DNA damage-associated events. I have tested various concentrations of Zeocin 

during a 4-hour incubation to identify a compromise between giving enough time for 

the cell to activate its DNA damage response, while still not expanding time over the 

frame where the transient interactions involving spliceosome would be finished. 

Literature reported DNA damage induction with Zeocin in yeast already with a 

concentration of 0.2 mg/ml [183]. It was also reported in the literature that Zeocin 

inhibited cell growth in Drosophila Kc1 and SL2 cell lines at 0.05 mg/ml and 0.075 

mg/ml, respectively [184]. 
 

To evaluate the sensitivity of our cultured S2 cells to Zeocin, I have chosen two 

approaches: one was to perform fluoresce-activated cell sorting (FACS) to evaluate 

overall cell viability and the other was to perform a Neutral Comet Assay, single-cell 

electrophoresis to evaluate DNA double-strand break on a single cell level [185]. The 

initial fragmentation in the comet assay can already be seen with Zeocin 

concentrations starting at 0.35 mg/ml. It does not increase visibly at a dose of 0.75 
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mg/ml, but produces comets with very long tails at the concentration of 3.25 mg/ml 

(Figure 3.4.2.). The dose was higher than expected, when compared to the dosage 

reported in the literature, even though the manufacturer also recommends higher 

doses for some cell lines, even up to 1 mg/ml. However, each cell line could have a 

different tolerance to the drug, based on different intrinsic factors (i.e., genetic traits) 

and external factors (i.e., culturing conditions).  
 

Optimization of the immunoprecipitation (IP) went in the direction of assuring that the 

chromatin-bound protein fraction was successfully extracted and that the transient 

spliceosome interactions were preserved. The first was addressed with a 2’ incubation 

of the sample with the nuclease Benzonase, which came after a round of switching 

between the lysis buffers with and without urea, to finally extract the chromatin-bound 

fraction. Benzonase led to an increased efficiency in the final lysis fraction, shown as 

input in Figure 3.2.1.  
 

To preserve transient spliceosome interactions, I have tried crosslinking the samples 

with either formaldehyde (FA) or disuccinimidyl suberate (DSS). FA is a potent 

crosslinker with a short spacer length and a known DNA-damaging agent [186] [187] 

[188], while DSS possesses a mid-size spacer length and is a less challenging agent 

for the cellular physiology [189]. FA crosslinking impaired the overall protein extraction 

measured by a Bradford Assay, more than two times in both 0.37% and 1% 10’ 

incubation (Figure 3.3.1.). It is important to mention that the protein concentration was 

measured only in the final extraction fraction, which opens the possibility of extraction 

after FA treatment having different “dynamics” and proteins being extracted more and 

thus lost in the first extraction fractions. That seems plausible given the cell and 

membrane damaging effect that FA has [190]. Formaldehyde-treated samples were 

further tested on mass spectrometry and non-crosslinked samples served as a control, 

pulled down via the Flag-Tag in the Tango4-Flag cell line.  Only half of the proteins 

identified were the same between the crosslinked and non-crosslinked samples, 

implying potentially big interactome changes upon crosslinking (data not shown). As it 

was affecting the extraction, further sample processing with FA before mass 

spectrometry was dismissed.  
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Figure 4.1.1 Graphic representation of the project workflow: inducing massive DNA damage 

after which the spliceosome proteins of interest will be pulled down via immunoprecipitation 

and later subjected to mass spectrometry measurement 

 

 

4.2. Mass spectrometry confirms the specificity of the pull-down via Tango4-

Flag 
 

 

 

To qualitatively asses the mass spectrometry data, a principal component analysis 

(PCA) was done in Perseus [191]. The PCA takes into account the protein abundance 

levels and forms groups accordingly that are plotted in the two-dimensional space, 

revealing groups of samples that are more or less related to each other [192] [193]. 

This form of explorative data analysis is useful for summarizing the major 

characteristics of the samples and grouping them. The PCA plot separates the protein 

samples according to the antibody used (Figure 3. 5.1., B). In the PCA plot showing 

individual proteins that are associated, the Prp19 complex, in particularly Tango4 and 

its close partner Prp19, separate together. Other Prp19-related factors such as Cdc5 

or Bcas9, also form closer mutual associations than with the rest of the group (Figure 

3.5.2., C).  
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Hierarchical clustering recapitulates the specific nature of the performed 

immunoprecipitation experiments, where the Prp19 complex forms a separate cluster 

at the top of the cluster groups, with a clear difference between the V5 and Flag 

samples as seen in the colors of the heat map (Figure 3.5.2., A). A STRING analysis 

[194] suggests what are both the predicted and confirmed interactors of Tango4, which 

matches to a good extent my proteomic results.  
 

Finally, a volcano plot comparing V5 versus Flag samples in all replicates indicates 

the biggest change of label-free intensity for the members of the Prp19 complex, such 

as Prp19 itself, Tango4, Cdc5, and Bcas9 (Figure 3.5.3.). All of these are well-

described members of the Prp19 complex [165]. Other major groups of proteins 

resulting in the volcano plot are the chromatin remodeling factors and ribosomal 

proteins. A large amount of ribosomal proteins can be detected in control mass 

spectrometry experiments, potentially implying they represent the background in the 

sample.  
 

 

4.3 Proteomic results suggest Prp19-related complex interacts with a few zinc-

finger transcription factors including Putzig 
 

When comparing Zeocin treated versus untreated samples, one can notice the 

increased binding of three different zinc-finger transcription factors upon Zeocin 

treatment, with the most prominent one being the seven zinc-finger transcription 

factors Putzig/Z4 (Figure 3.5.4.). Putzig has already been validated as a factor 

required for the efficient generation of small RNAs at a DNA break in Drosophila in the 

genome-wide RNAi screen [114]. Its association with the spliceosome has not been 

shown before. However, the presence of Putzig in a few nuclear complexes has been 

described, revealing its versatile nature in regulating genome stability. 
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Its role in telomere maintenance was described in Drosophila, whose mechanism of 

telomere extension differs from the other eukaryotes and includes three highly 

conserved non-LTR transposons HET-A, TAHRE and TART [195] [196]. The 

retrotransposons in the telomere regions are being duplicated and inserted, thus at 

the same time assuring their survival and increasing the length of the telomeres. 

Belonging to the class I of transposable elements, their duplication involves an RNA 

intermediate. Putzig regulates together with its partners Jil-1 and HP1a the chromatin 

state in the telomere region, thus actively influencing the transcription of the 

transposable elements. Putzig both assists Jil-1, which positively influences telomere 

extension through supporting euchromatin states and thus transcription, and HP1a 

which influences the heterochromatin spreading and thus acts negatively on telomere 

extension through transcription blockade. In Jil-1 mutants, heterochromatin marks are 

spreading, while in the Putzig mutants, the boundary is disturbed, and it leads to the 

expansion of heterochromatin markers. Its subtle interplay is important to assure that 

telomere extension through transposition stays inside the needed levels, as 

overexpression of transposable elements would eventually lead to genomic instability. 

Furthermore, another complex involving Putzig has a role in the expression of the 

transposons in the telomere regions in Drosophila. The DREF, TRF2, and KEN 

transcriptional complex has a direct role in the expression of the HeT-A and TAHRE 

Fields[176]. Together with them, Putzig is also involved in the regulation of gene 

expression and JAK/STAT pathway. 
 

Putzig associates with the Jil-1 kinase in another complex as well, which regulates the 

genome architecture. Eukaryotic genomes are organized in topologically associated 

domains (TADs) [197], which was shown as a result of series of fluorescent in-situ 

hybridization (FISH) experiments and later the advancement of chromosome 

conformation capture methods that undisputedly showed that the eukaryotic chromatin 

divided in eu- and heterochromatin does not randomly take the position in the nucleus, 

but instead stays in a pre-defined niche, helped by multiple genome architecture 

proteins [198] [199] and regulatory small RNAs as well [200]. This complex includes 

Chromator and BEAF-32 and binds at the TAD borders.  
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However, Drosophila has a more complex chromatin organization in form of polytene 

chromosomes in certain cell types [201], where numerous copies of DNA are present 

forming a higher-form structure with band and interband regions, these representing 

the functional borders for regulating gene expression, similar to TADs [202]. Jil-1 

regulates the phosphorylation of the histone H3S10 at the polytene chromosome 

interbands, in its absence the alignment of the fibrils is highly compromised. The 

proteins that co-localize with it, Chromator and Putzig [203], are responsible for the 

mitotic spindle formation and chromosome segregation [204], as well as the 

maintaining the band-interband structure, respectively [205].  
 

Putzig controls the Notch pathway during the development via its association with the 

NURF complex. At first, it was shown that it binds the DNA at the Notch target genes 

vg and E(spl)m8 independently of its other close interactors with which it aids 

transcription and replication such as TRF2 and DREF [206]. Later it was shown that 

the binding of Putzig to the Notch target genes heavily depends on NURF complex 

[207] [208], and all subunits of this co-purified with Putzig. This implies another 

important role for Putzig in Drosophila development, whose loss leads to increased 

apoptosis [209]. This is an interesting insight into the potential mechanism of Putzig 

action: it does not bind the target genes directly, but rather via its chromatin 

remodelling partners, such as Chromator, HP1a, or HP1c.  
 

The Putzig interaction with the spliceosome would be new in the literature if it can be 

further confirmed. My proteomics data suggest that this interaction exists but 

confirming it with immunoprecipitation experiments did not yield a clear answer after 

being tested in both orientations either via Tango4 or via Putzig. There could be a few 

explanations for that. First, the mass spectrometry measurement done on the Putzig-

Flag cell line did not show statistically significant interaction with Tango4, although the 

protein was detected in many different fragments (peptides which by using BLAST 

uniquely mapped to Tango4, Figure 3.7.3.). It is imaginable that the complex stability 

is affected by the choice of the bait and that the interaction from the Putzig pull-down 

is lost in the mass spectrometry processing steps. Another possibility is the indirect 

binding of these two proteins. When comparing the control IP experiment (V5) with an 

experiment in which the specific antibody was used (Flag),  Prp19 was binding more 
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Flag antibody than the bait Tango4 itself which carried the Flag tag (Table 5.1, 

Prp19=8.26, Tango4= 6.86 difference), so one could argue to which component 

exactly is the Putzig binding in the Prp19 complex. It would be useful in the future to 

test this possibility via an epitope tag on Prp19. Unfortunately, the previous efforts in 

our laboratory did not succeed in tagging the Prp19 in Drosophila S2 cells.  
 

The mechanistic role of Putzig in the generation of the break-derived siRNAs remains 

an open question. Its zinc-finger nature speaks in favor of having the possibility to bind 

nucleic acids directly and/or recruit the transcription machinery, but in that case, the 

most fitting known partners would be the TRF2/DREF/KEN, which is the part of the 

core transcription initiation complex. However, I was not able to detect them in my 

proteomics data. The Putzig proteomic results that suggested its relationship to HP1c 

complex and in particular Row seemed like a plausible explanation of how Putzig can 

aid the transcription by engaging with an HP1 complex that has a positive rather than 

a negative effect on transcription, and a complex that aids the transcription initiation 

for genes lacking a canonical promoter. This is in the case of DNA damage inside a 

transcription unit something that is a potential problem if a new RNA polymerase is 

recruited as there is no available promoter to serve for the assembly of the initiation 

complex. If the polymerase transcribing the sense strand makes a “U-turn”, it is 

possible that the promoter is not the limiting factor, as the polymerase is already 

recruited. That could also explain the absence of TRF2/DREF in the measured 

interactome.  
 

However, HP1c did not prove to be important for the process in the non-proteomic 

assays, leaving the open question of how Putzig aids antisense transcription at the 

DNA break.  
 

Putzig could also be aiding the transcription indirectly through chromatin remodeling 

at the place of the DNA break. Its role in positively and negatively regulating the 

transcription has already been shown, and it might involve novel partners who 

reorganize the position where the RNA Polymerase stalled and make the transcription 

possible.  
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4.3. Non-proteomic assays support Putzig’s role in the expression of small 

RNAs at the DNA break 
 

Both the luciferase reporter and deep sequencing of small RNAs confirm Putzig’s role 

in the expression of the small RNAs at the DNA break. However, Putzig’s requirement 

in the process in the chromosomal setting has been shown for the first time in this 

work. Deep sequencing showed no meaningful effect of the Hp1c complex in the 

process (3.10.3.), which goes in line with luciferase experiments, where only Putzig 

affected the silencing machinery (3.9.3). 
 

 

4.4. Proteomic data of Snf after Zeocin treatment shows interaction with various 

mitochondrial factors 
 

There is an evolutionary connection between the spliceosome and the mitochondria, 

where introns of mitochondrial origin are found in the nuclear DNA and have a role in 

both constitutive and alternative splicing regulation [210].  
 

Splicing is also a process dependent on ATP produced by the mitochondria in various 

parts of the splicing cycle, however the association of Snf with a subset of 

mitochondrial proteins remains mysterious. The hits include the β subunit of the 

ATPsynthase, a mitochondrial trifunctional protein with a role in β-oxidation of long-

chain fatty acids that contributes to a few mitochondrial pathologies [211], as well as 

alpha-ketoglutarate-dehydrogenase, an enzyme mediating oxidizing stress, which 

would go in line with the very heavy Zeocin treatment [212]. It is important to note that 

these proteins have not been identified in other proteomic measurements with Zeocin 

(data not shown). 
 

4.5. Introducing new biotin-ligases to our CRISPR/Cas9 system to aid the 

specificity of the mass spectrometry measurements in the future 
 

The protein-protein interactions are cardinal for understanding cellular physiology and 

many advances were made in the direction of purification, enrichment, and proteomic 
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analysis of protein complexes in different physiological and pathological conditions.  

The immunoprecipitation followed by mass spectrometry approach I have taken in my 

work is efficient for identifying strong and relatively stable protein interactors, while 

many transient interactions could get lost in the process of purification or sample 

processing for the mass spectrometry. Because various detergents interfere with the 

mass spectrometry measurement, several additional washes need to be performed 

apart from the standard washes that are part of the immunoprecipitation experiments, 

thus increasing the possibility of losing transient or weak interactions.  
 

The recently emerging proximity labeling techniques could overcome this by 

alternatively capturing the transient and weak protein-protein interactions when paired 

with mass spectrometry [213]. The concept behind this involves the process of the 

biotinylation of the neighboring proteins by a protein of interest fused with one of the 

biotin ligases. They convert the supplemented substrate into a reactive biotinylated 

intermediate that would then transfer the biotin to side-chain amino acids present in 

the close vicinity [213].  
 

Proximity labeling labeling is being done with two groups of enzymes: biotin ligases 

and peroxidases. The first group uses biotin that is being transferred to lysine, while 

the second uses biotin-phenol together with hydrogen peroxide (H2O2) and has 

tyrosine as the target amino acid [214]. The first proximity labeling approach was 

named BioID after it was made based on the concept behind the DamID method and 

it involved a BirA, E. coli biotin ligase [215]. Later, a smaller in size biotin-ligase was 

developed in the BioID2 attempt to improve the proximal labeling using biotin [216].  

This same biotin ligase was also produced using the Bacillus subtilis, with mutations 

that would increase the reaction kinetics and improve the signal-to-noise ratio, named 

BASU [217]. Overall, BioID, BioID2, and BASU are considered to show similar 

performance. Finally, TurboID and mini turbo variants of the biotin ligases were 

developed in 2012 [218], with higher activity compared to BioID and other previously 

developed biotin ligases [219].  
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APEX represents another promising way to perform proximity labeling by oxidising the 

biotin phenol in the presence of H2O2 into a biotin-phenoxyl radical that then reacts 

with tyrosines in the neighboring proteins [220]. Two challenges arise from this 

approach: low sensitivity and the necessity for H2O2, which causes DNA damage, and 

other physiological challenges for the cell [221]. On the other hand, since no 

biotinylation occurs before the reagents are added, the method allows for excellent 

temporal resolution. 
 

I first used BASU to tag in vivo the Drosophila Act5C (Figure 3.12.1., A) and performed 

a streptavidin assay to detect the biotinylated proteins directly on the membrane 

(Figure 3.12.1, B). The concentration of extra biotin suggested in the literature of 50 

μM was enough to visibly intensify the biotinylation compared to the control. Some 

biotinylation can be noticed in the control as well, probably due to intracellular biotin 

and biotin inside the cell culture medium that was used as a substrate by the biotin 

ligase. The assay could be a useful quality control before proceeding to mass 

spectrometry, where one could then even test if the biotinylated proteins detected 

match the protein sizes of proteins detected on the membrane. 
 

In this work, plasmids for introducing the TurboID, Miniturbo, and Apex via 

CRISPR/Cas9 into the genome have been made. Snf was tagged (Figure 3.12.1, C) 

and the same streptavidin assay was performed, where it was shown that the 

biotinylation is stronger with TurboID and miniturbo than with BASU, consistent with 

the literature results (Figure 3.12.1, D). This could be a future way to address better 

the weak and transient spliceosome interactions.  
 

 

4.6. Splicing drugs targeting Sf3b1 do not have an effect on the expression of 

small RNAs at the DNA break 
 

 

Splicing is an essential process in gene expression and therefore stands very centrally 

in many pathological conditions [222] [223] [224]. One of the proteins involved is 

Sf3b1, which has also been one of the candidates hits in the genome-wide RNAi 
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screen that identified it as a factor important for the efficient generation of the small 

RNAs at the DNA break [114], but tagging it with CRISPR/Cas9 did not yield a 

functional protein although it has been tagged (Figure 3.13.1., A). Big drug discovery 

screens have revealed natural compounds that have an effect on splicing and are 

used to correct pathological splicing [225] [226] [227]. Two of the agents acting on 

splicing isolated from Streptomyces, Herboxidiene, and Pladienolide B, show 

anticancer activity [228] [229] [230] [231]. Both of them have a similar mechanism of 

action based on Sf3b1, a splicing protein that is part of the U2 snRNP [232] [233]. I 

incorporated a drug treatment by Pladienolide B and Herboxidiene before the 

luciferase reporter assay and thus checked whether DNA break-derived siRNA 

biogenesis is perturbed. The killing curves were made for both drugs (performed by 

Romy Böttcher) and a range of concentrations was chosen for the assay. The results 

did not show any effect on the silencing activity in Drosophila, in contrast to Mirin 

(Figure 3.12.1, B), a drug affecting the homologous recombination [234]. The effect of 

Mirin was published in our study related to the polymerase of choice at the DNA break 

that is responsible for the antisense transcription [116]. 
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5. Appendix 
 

5.1. List of proteins identified in proteomic analysis of Tango-Flag cell line 

Protein identified Difference V5-Flag 

Prp19 -8.265488942 

Tango4 -6.848833084 

Cdc5 -6.652212143 

RpL7A -6.317071279 

RpL7 -6.227045695 

RpL27 -6.073028564 

RpL3-RA -5.931020101 

RpL6 -5.865787506 

RpLP1 -5.786828359 

RpL15 -5.624596914 

RpS4 -5.593062719 

CG31664 -5.486794154 

Dmel\CG31974 -5.431954066 

RpL5 -5.428117752 

BCAS2 -5.353844325 

RpL18 -5.317047755 

RpL23A -5.157856623 

RpLP0 -5.152421316 

RpL12 -4.867942174 

RpL10 -4.86382548 

RpL13 -4.857906977 

RpS13 -4.703018824 
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RpL30 -4.693223317 

His1:CG33807 -4.64773496 

RpL17 -4.641236623 

RpS26 -4.499703089 

Hsc70-4 -4.49489212 

RpL27A -4.430548986 

RpL24 -4.403343201 

RpLP2-RB -4.400370916 

RpL34b -4.325454076 

RpL10Ab -4.281312943 

RpL17A -4.280557632 

RpL37A -4.272760391 

RpS16 -4.058572769 

B52 -4.042723338 

RpL9 -4.004770915 

Ssrp-RA -3.855110168 

RpS15Aa -3.769371033 

RpS8 -3.726329168 

RpS3 -3.661627452 

RpS23 -3.646792094 

RpS24 -3.475048701 

RpS7 -3.446961721 

CG4038 -2.627561569 

Hsc70-3 -2.268355687 

RpL13A -2.264189402 

RpL36A -2.216751734 

RPS11 -1.96699206 

SsRbeta -1.745146434 

Dmel\CG15784 -1.423137665 
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Protein identified (excluding 
the bait) 

Difference Flag-Flag Zeocin 

RpS28b -2,275469462 

pzg -2,136934916 

RpS9 -1,815758387 

Dmel\CG31974 -1,6468455 

RpL26 -1,537110647 

RpL11 -1,532800039 

Dmel\CG8478 -1,45778211 

His2Av -1,382656733 

CG10373-RA -1,085863749 

Dmel\CG4360 -1,017359416 

Ssrp-RA -1,002853394 

His2A:CG33859 -0,965216955 

RpS27 -0,879981995 

aru -0,829570134 

RpS16 -0,748252869 

CG7993-RA -0,723069509 

RpS19a -0,637430827 

alt -0,602233887 

RpS2 -0,591943105 

bel-RB -0,575125376 

Nop60B -0,571428299 

Ca-P60A-RC -0,415452321 

CG2064 -0,407372157 

CG4038 -0,393218994 

RpS3 -0,360421499 

sta-RD -0,317536036 

Hsc70-3 -0,30372111 

Hsc70-4 -0,298401515 
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ERp60 -0,294817607 

sqd -0,274960836 

Tapdelta -0,230542501 

RpS26 -0,202377319 

RpS29 -0,190823237 

His4r -0,170898438 

RpL5 -0,165278753 

RpS23 -0,160033544 

RpS24 -0,146696091 

Fmr1 -0,108023961 

RpS18-RB -0,095826467 

RpL21 -0,06551679 

RpL27 -0,02879715 
 

 

5.2. List of proteins identified in proteomic analysis of Pzg-Flag cell line  
 

 

Protein 
(excluding the 
bait) 

Difference Flag - Zeocin 
Flag 

His4r -1.495682398 

row -1.291735967 

Chro -0.38111496 

Hex-A -0.320750554 

Dmel\CG31974 -0.190646489 

RpS14b -0.138096491 
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5.3. List of proteins identified in proteomic analysis of Snf-Flag cell line 
 

 
Protein Difference Flag - Zeocin 

Flag 

snRNP-U1-70K -9.031178474 

Dmel\CG31974 -8.396011353 

snf -8.149991989 

Sf3b1 -7.942116261 

B52 -7.270421982 

Sf3b3 -7.124716282 

Prp8 -7.101250648 

Can -6.794440746 

Dmel\CG4849 -6.633405685 

Prp19 -6.607271194 

Sf3a1 -6.317574024 

Sf3b2 -6.226937294 

SF2 -6.064528465 

Hfp -6.009218693 

Srp54 -5.831031799 

CG14729 -5.628904343 

RpS9 -5.600846767 

RpL7 -5.541612625 

RpL7A -5.528006554 

Cdc5 -5.219066143 

RpL10Ab -5.204394817 
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RpL5 -5.192184448 

RpL3-RA -4.999228954 

Srrm234 -4.950532913 

RnpS1 -4.905161858 

Ciz1 -4.88724041 

RpL6 -4.823321819 

Doa -4.817500114 

Sf3a2 -4.805406094 

RpL18 -4.619645119 

CG31664 -4.596074104 

Pnn -4.584047318 

Alsin2 -4.549799919 

RpL36 -4.533802032 

CDC40 -4.519691944 

CkIIalpha -4.500092506 

Dmel\CG15784 -4.477025986 

RpL30 -4.465763092 

Bx42 -4.454398632 

RpL11 -4.451289654 

Nop60B -4.44086647 

Dmel\CG3436 -4.420285702 

RpL9 -4.371193886 

RpS24 -4.339687347 

RpL15 -4.33466053 

RpS13 -4.312465668 

Tango4 -4.287638187 

RpL13 -4.26299572 

Caper -4.25799942 

RpL24 -4.245203495 

Dhx15 -4.225458622 
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RpL27 -4.217125416 

Pitslre -4.114990711 

Bin1 -4.080038071 

Fand -4.048753262 

 
 

 

Protein 
(excluding the 
bait) 

Difference Flag - Zeocin 
Flag 

Hsc70-5 -4,668994904 

Map205 -3,261417866 

Aldh -3,090513706 

Mtor -3,011713505 

Mtpalpha -2,932994366 

Lam -2,895811081 

alpha-KGDHC -2,668129444 

ATPsynbeta -2,55401659 

P32 -2,208996773 

Gp93 -2,157588482 

Hsp83 -2,141209602 

anon-

WO0118547.80 

-2,028298378 

RAF2 -2,018818378 

Gdh -1,87869072 

FK506-bp2-RA -1,667090893 

Akap200 -1,648581982 

Tctp -1,562399387 

Sar1 -1,464134216 

Mtpbeta -1,442668915 
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Dmel\CG8507 -1,429447651 

TER94-RC -1,424752235 

betaTub56D -1,401036739 

COX6B -1,351112843 

Nlp -1,307950497 

ERp60 -1,271244526 

eEF1alpha2 -1,194045067 

Hsc70-3 -1,187648773 

Eps-15 -1,102864742 

Pdi -1,052904129 

Arf79F -1,052127361 

PMCA -1,032699585 
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