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“The universe is full of magical things, patiently waiting for our wits to grow sharper.”

Eden Phillpotts





Kurzfassung
INVESTIGATING GENERALIZED KITAEV MAGNETS USING MACHINE LEARNING

Frustration in Kitaev-Materialien führt zu einem sehr reichhaltigen und komplexen Phasendi-
agramm, einschließlich der klassischen Spinflüssigkeitsphase. Die Suche nach und das Verständ-
nis von Spinflüssigkeiten und weiteren neuartigen komplexen Phasen der Materie stehen im Mit-
telpunkt der heutigen Forschung zu kondensierter Materie. Mittels analytischer Methoden Ord-
nungsparameter zur Charakterisierung dieser Phasen zu finden, ist nahezu unmöglich. Bei niedri-
gen Temperaturen ordnen sich die meisten klassischen Spinsysteme in komplizierte Strukturen,
die große magnetische Elementarzellen belegen, was die Komplexität des Problems noch weiter
erhöht und außerhalb des Anwendungsbereichs der meisten herkömmlichen Methoden liegt.

In dieser Arbeit untersuchen wir die Hamilton-Operatoren realitätsnaher Kitaev-Materialien
mithilfe maschinellen Lernens. Hauptmerkmale des zugrundeliegenden Algorithmus sind un-
beaufsichtigtes Lernen, welches ermöglicht die Topologie eines Phasendiagramms ohne jegliche
Vorkenntnisse erforschen, und Interpretierbarkeit, welche zur Analyse der Struktur der klassischen
Grundzustände notwendig ist.

In den ersten drei Kapiteln werden wir den Algorithmus des maschinellen Lernens auf ver-
schiedene Hamilton-Operatoren anwenden, die zur Modellierung von Kitaev-Materialien einge-
setzt werden, um zu untersuchen inwieweit die Quantenmodelle und die experimentellen Beobach-
tungen allein durch deren klassischen Grenzfall erklärt werden können. Darüber hinaus erforschen
wir weitere Features dieses Algorithmus, die es uns ermöglichen, verborgene Symmetrien, lokale
Einschränkungen der klassischen Spinflüssigkeiten, sowie bisher unbekannte Phasen im hochdi-
mensionalen Phasenraum aufzudecken.

In den letzten beiden Kapiteln werden wir uns mit dem Verständnis der Struktur der klas-
sischen Grundzustände befassen, welche durch die Verflechtung mehrerer Helices charakterisiert
sind. Wir werden auch versuchen, die Signatur dieser Phasen in Experimenten zu verstehen,
indem wir die Dynamik und den Transport durch Kitaev-Magnete untersuchen.

Diese Arbeit beweist die Tauglichkeit von maschinellem Lernen, hochkomplexe Phasendia-
gramme mit wenig bis gar keinem Vorwissen aufzudecken und hochfrustrierten Magnetismus
zu erforschen. Die Kombination aus maschinellem und menschlichem Einsatz ebnet den Weg zu
neuen und spannenden physikalischen Erkenntnissen.
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Abstract
INVESTIGATING GENERALIZED KITAEV MAGNETS USING MACHINE LEARNING

Bond frustration in Kitaev materials leads to a very rich phase diagram with highly intricate
phases including the classical spin liquid phase. The search and understanding of spin liquids
and novel complex phases of matter is at the heart pf present day condensed matter research. To
search and design order parameters to characterize these phases using analytical approaches is a
nearly impossible task. At low temperatures, most of the classical spins order into complicated
spin structures occupying large magnetic unit cells which further adds to the complication and is
out of the realm of most traditional methods.

In this thesis we investigate realistic Kitaev material Hamiltonians using a machine learning
framework whose key features, of unsupervised learning which helps us study the topology of the
phase diagram without prior knowledge and interpretability which helps us analyse the structure
of the classical ground states, are exploited.

In the first three chapters, we shall use this framework on different Hamiltonians used to
model Kitaev materials and understand to what extent the quantum limit and experimental results
could be explained just by the classical limit of these models. We in addition explore other features
of this framework which lets us uncover hidden symmetries as well as local constraints for the
classical spin liquids and hitherto unreported new phases in the high dimensional phase space.

In the last two chapters we shall dwell on the understanding the structure of the classical
ground states which is quite complicated as it hosts a tangle of multiple helices. We shall also
try and understand the signature of these phases on experiments by studying the dynamics and
transport through Kitaev magnets thus bridging the gap between experiment and theory.

This thesis proves instances of using machine learning to uncover highly complex phase dia-
grams with little to no previous knowledge and serve as a paradigm to explore highly frustrated
magnetism. Through a combination of machine and human effort we are on the way to uncover
new and exciting physics.
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tized thermal Hall plateau reported in [103] where the dotted line indicates a half-
quantization of κxy/T = 1/2(π/6)(k2

B/h). c Temperature dependent Knight shift
KS(T) for in-plane , out-of-plane magnetic fields for H3LiIr2O6. There is no broad-
ening down to low temperatures followed by a saturation to a constant value. Fig-
ure reproduced from [102]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.14 The structure of spin ice in the two-in-two-out configuration at each tetrahedron
resulting in extensive degeneracy in the ground state and thus forming a classical
spin liquid. Figure reproduced from [154]. . . . . . . . . . . . . . . . . . . . . . . . . 18

2.1 Parallel tempering process shown above.The neighbouring replicas are exchanged
when the Metropolis criterion is met. Figure reproduced from [139] . . . . . . . . . . 27
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2.2 The samples on the margins that determine the boundaries are known as support
vector where the data is perfectly separable (left) having an optimal hard mar-
gin and requires a soft margin (right) where the classifier is penalized for mis-
classifications. Figure reproduced from [140]. The penalty coefficient for misclassi-
fication C. Larger the value of C greater the penalty for misclassification and hence
narrower the margin (hard-margin limit). Decreasing the value of C leads to a softer
margin and hence more misclassifcation. In general a smaller value of C is preferred
to avoid overfitting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.3 The geometrical interpretation of the Kernel trick where data that is not separable
in the original space is projected to a higher dimension where it is linearly separa-
ble and the decision boundary is projected back to the original space which now
becomes a non linear boundary. Figure reproduced from [140]. . . . . . . . . . . . . 31

2.4 The different kernels used to find the decision boundary are shown and it is quite
evident that in most cases RBF kernel performs pretty well but also risks overfitting
the data. Figure reproduced from [27] . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.5 The graph contains fully connected two subgraphs shown here by red and blue.
All the vertices in a subgraph have very similar values as shown by the color code
here. Here algebraic connectivity, the second largest eigenvalue of the Laplacian λ2,
refers to the number of edges that need to be cut to disconnect the graphs.Figure
produced from [74] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.6 Figure showing the stripy order where the white and black dots (spins) have oppo-
site orientations. The four-site unit cell here is shown labelled from 1-4. . . . . . . . . 37

2.7 The Cµν matrix learned by a rank-1 TK-SVM in the ST/D2. Each entry represents
a correlation between two spin components defined by the weighted sum of the
support vectors. Results of an eight-spin cluster (2× 2 honeycomb unit cells), which
is the minimal unit of the D2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.8 The four distinct ordering matrices inferred from rank 1 coefficient matrix for the
stripy/D2 order. These correspond to the four correlations 〈S1S1〉, 〈S1S2〉, 〈S1S3〉, 〈S1S4〉
for the spins at sites 1-4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.9 Configurations of an arbitrary D2 state. The spin ~SA1 = (Sx Sy Sz)T is used as the
reference spin, while orientations of other spins are determined according to the
respective ordering matrices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.10 The visualization of spin dynamics which is described by the Landau Lifschitz
Gilbert (LLG) equation. The spin (green) precesses around its effective magnetic
field (red) with direction of motion shown by the blue arrow. The damping force
driving the spin system towards its effective field is shown by the orange arrow and
the random fluctuations as a result of coupling to a heat bath is shown by the yellow
arrow. All these three are perpendicular spin (green) establishing the conservation
of spin length. Figure reproduced from [20]. . . . . . . . . . . . . . . . . . . . . . . . 43

2.11 The precession of spins around an effective magnetic field which when superposed
on the perpendicular plane appears as the collective excitation of the spins. The
number of spins in the unit cell correspond to the total number of spin wave modes
though some of these modes might be degenerate. Figure reproduced from [121] . . 44

2.12 The FM(left) and AFM(right) dispersion calculated from the formulas discussed
above. The main difference is the quadratic and linear dispersion near the zone
center (Γ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.13 The dynamical structure factors computed for the 1D FM(left) and AFM(right) chains
using SpinW program. These are exactly the same as the spectrum in Fig 2.12 and
show that for ordered systems it is possible to recover information about the mag-
netic order as well as the effective Hamiltonian by looking at the DSF spectrum. . . . 50
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2.14 The thermal and magnetic field gradients responsible to thermal and spin currents
are shown here. The spin polarization (shown by the black arrow) is assumed per-
pendicular to the plane which refers to the conserved component of spin magneti-
zation. Figure reproduced from [9] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.1 Depiction of the a honeycomb lattice and the D2h and D2 magnetic cell, which con-
tain eight spins and two sectors marked by A (blue) and B (red). This choice of
magnetic cell fits zigzag and stripy patterns along different directions and also ap-
plies to states at the hidden O(3) points which cannot be captured by a four-site
zigzag or stripy cell. x, y, and z label the three distinct bonds in the Kitaev interaction. 56

3.2 The Lorentzian weighted graph with M vertices and M(M− 1)/2 edges. In order
to produce a 2D graph (as there is only 1 parameter ϕ) an additional random value
is added as the y component. From the figure we identify 5 densely populated sub-
graphs which are further analysed by Fiedler partitioning where parameter points
in each subgraph have similar Fiedler vector values. . . . . . . . . . . . . . . . . . . . 57

3.3 The Fiedler vector acts as the phase diagram of the Heisenberg-Kitaev model. (a)
Gradients in Fiedler vector entries reflect the clustering of the graph. The plateaus
indicate stable phases, and the jumps signal phase transitions. The phases are la-
beled following the common convention: AFM, antiferromagnet; ZZ, zigzag; FM,
ferromagnet; ST, stripy. In addition, the ST and ZZ region are also marked ac-
cording to the D2 and D2h magnetization. The inner panel shows a circular rep-
resentation of the phase diagram. (b) Another partitioning removing data near the
high-symmetry points ϕ = arctan(−2) ∼ 0.65π and 1.65π (indicated by the dashed
lines; the graph is not shown), to demonstrate that data of these special points are
not needed for revealing the hidden O(3) symmetry. The partitioning is reflected
by contrasts between Fiedler vector entries, rather than the absolute values. Panels
(a) and (b) lead to the same topology of the phase diagram. . . . . . . . . . . . . . . . 58

3.4 Fiedler vectors obtained with different choices of ρc. In all cases, where ρc is large
enough to set a characteristic scale “� 1” for the reduced ρ criterion, the clustering
is evident and robust. The profound jumps at ϕ = π

2 , 3π
4 , 3π

2 , 7π
4 correspond to

phase boundaries, as they do not belong to any plateaus (stable phases). . . . . . . . 59
3.5 Measurements of order parameters. The FM, AFM, D2 and D2h magnetization are

measured as a function of ϕ at low temperature T = 10−3
√

J2 + K2. In each phase,
the respective magnetization (M = 〈| 1

Ncell
∑cell ~M|〉 = 1) saturates to unity, while

others vanish, where ~M is the ordering moment in one magnetic cell, ∑cell sums
over magnetic cells, and 〈...〉 denotes the ensemble average. The small residual
moments at ϕ = 0.75π and 1.75π are finite-size effects. At these points, the clas-
sical ground states form decoupled FM and AFM Ising chains with a subextensive
degeneracy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.6 The static structure factor S(~K) for Stripy (ST) and Zigzag (ZZ) phases respectively
(reproduced from [39]). The first and second Brillouin zones are shown with Bragg
peaks at ~K = M high symmetry points. As is evident in the stripy phase we have
Bragg peaks of higher intensity as shown by the size of the circle at the X points
in the second Brillouin zone and low intensity at the M points. In contrast in the
Zigzag phase we have no peaks in the second Brillouin zone and only high intensity
Bragg peaks at the M points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.7 Static spin-structure factor, S(~K), for the (ST) D2 (left) and (ZZ) D2h order (right).
The gray and orange hexagons denote the first and second Brillouin zones respec-
tively, and high-symmetry points are indicated. S(~K) =

〈 1
N ∑ij

~Si · ~Sj ei~K·(~ri−~rj)
〉
,

where~ri is the position of a spin at site i, and a nearest-neighbor bond of the hon-
eycomb lattice is set to unit length. We find Bragg peaks at the M points and addi-
tionally at the X points in the case of D2. . . . . . . . . . . . . . . . . . . . . . . . . . . 61
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3.8 Configurations of an arbitrary D2 and D2h state. The spin ~SA1 = (Sx Sy Sz)T is used
as the reference spin, while orientations of other spins are determined according
to the respective ordering matrices. Compared to stripy and zigzag orders, which
are staggered arrangements of ±~S, the sign flip in a D2 and D2h pattern can occur
at individual components. In special cases ~SA1 = (0 0 ±1)T, these patterns are
equivalent to the Z-type zigzag and stripy patterns shown in Figure 3.9, with a
reduced four-site magnetic cell {A1, A2, A3, B3}. When choosing ~SA1 = (±1 0 0)T

and (0 ±1 0)T, X- and Y-type zigzag and stripy states will be realized, where the
magnetic cells are given by {A1, A2, A3, B1} and {A2, A3, B1, B2}, respectively. In
general cases, the D2h (D2) and zigzag (stripy) orders are different, and the magnetic
cell cannot be reduced to four sites. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.9 Representative configurations of a stripy (ST) and zigzag (ZZ) order. White (~S) and
black (−~S) cycles denote opposite spins. The corresponding magnetization can be
defined as MST =

〈
| 1

Ncell
∑cell(~S1 +~S2−~S3−~S4)|

〉
, and MZZ =

〈
| 1

Ncell
∑cell(~S1−~S2 +

~S3 − ~S4)|
〉
, respectively, where the numbers label the four sublattices. In general, ~S

may point to arbitrary directions. However, in the ground states of the Heisenberg-
Kitaev model, the realization of these above configurations will be accompanied by
~S = (0 0 ±1)T. We hence refer to them as Z type. Such states are present in the
intersection of zigzag (stripy) and D2h (D2) manifolds. . . . . . . . . . . . . . . . . . . 62

3.10 Distribution of spin orientations for states in the ZZ or D2h and ST or D2 phases
away (left) and at (right) the hidden O(3) points, at a low temperature T = 0.001. . . 63

3.11 Magnetization as a function of temperature at the O(3) points, with ϕ ≈ 0.65π for
the zigzag (ZZ) and D2h orders and ϕ ≈ 1.65π for the stripy (ST) and D2 orders.
The D2h (ZZ) and D2 (ST) curves show the same behavior as the Heisenberg-Kitaev
model is symmetric under a sub-lattice transformation J → −J, K → −K, and
meanwhile Si → −Si for either of the honeycomb sublattices. . . . . . . . . . . . . . 63

3.12 Representative blocks of the Cµν matrices of the [a] ZZ/D2h phase learned by a
rank-2 TK-SVM with the eight-spin [b] D2h magnetic cell, away from (a) and at (b)
the O(3) point. Blocks are labeled by the spin indices (i, j). Non vanishing entries in
a block correspond to correlations between quadratic components Sα

i Sβ
j and Sα′

i′ Sβ′

j′ .

Negative elements in the (0, 0) block reflect the spin normalization |~S| = 1. Non-
trivial entries in (a) are the diagonal ones in each 9× 9 sub block. . . . . . . . . . . . 64

3.13 The Cµν matrix learned by a rank-2 TK-SVM with a four-spin triad cluster (inner
panel) at the boundary point ϕ = 3π

4 . The axes iterate over spin indices (i, j) and
spin components (α, β) in a lexicographically order, from bottom (left) to top (right).
The spin indices divide the Cµν matrix into 9× 9 sub blocks. Non-vanishing entries
in a block represent the form of correlations between quadratic components Sα

i Sβ
j

and Sα′
i′ Sβ′

j′ . Blocks with i = j and i′ = j′ lead to constants owing to the trivial

normalization |~S| = 1. Other blocks corresponds to the local constraints G1 and G2.
The pattern learned for ϕ = 7π

4 (not shown) has a similar structure with sign flips
in certain entries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.14 Representative classical ground-state configuration at ϕ = 3π
4 , 7π

4 . The system
forms ferromagnetic (a) or anti-ferromagnetic (b) Ising chains. The subdimensional
symmetry leads to a classical subextensive degeneracy by flipping one entire chain
of spins. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.15 Local constraints at ϕ = 3π
4 , 7π

4 as a function of temperature. G1 and G2 satisfy
Eqs. (3.9a) and (3.9b) in the ground state. (The G2 curves at the two ϕ values over-
lap.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
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4.1 A honeycomb lattice with anisotropic bonds γ(αβ). The shaded region marks a
symmetric cluster of m×m unit cells. A lattice with linear size L is then partitioned
into ( L

m )2 such clusters. Here, m = 2 is shown for example. Larger clusters with
m = 4, 6, 12 are considered in training TK-SVMs. . . . . . . . . . . . . . . . . . . . . . 70

4.2 Graphs associated with the phase diagrams discussed. Each vertex (white circle)
represents a (θ, J)-point with fixed J3 and Γ′, from which training samples are col-
lected. The edge (blue line) connecting two vertices is determined by the learned
bias parameter ρ. Here ρc = 104 is imposed in the weight function.Each graph con-
tains 400 vertices and 79, 800 edges. Edge weights are suppressed in the figure for
visualization purposes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.3 Histograms for the dominating Fiedler entries of the six graph partitioning prob-
lems. The main panels have a logarithmic scale on the vertical axis because the
distribution spans several orders of magnitude. The insets show the main part of
the distribution on a linear scale for easier comparison. . . . . . . . . . . . . . . . . . 73

4.4 Machine-learned J-K-Γ phase diagram for parameters J < 0, K = sin θ < 0, Γ =
cos θ > 0, at T = 10−3. Interactions and temperature are in units of

√
K2 + Γ2. Each

pixel represents a (θ, J) point with ∆θ = 1
48 π and ∆J = 0.02; same for the phase

diagrams below. A rank-1 TK-SVM with symmetric cluster of 12× 12 lattice cells is
used. The color represents the Fiedler entry value (FEV) for the corresponding (θ, J)
point, and the choice of the color bar is guided by the histogram of FEVs. Parameter
points in the same phase have the same or very close values. The blurry regions
indicate phase boundaries and crossovers. The Kitaev and Γ spin liquids reside at
the corner of (θ, J) = ( 3

2 π, 0) and (2π, 0), respectively, which are not distinguished
from disordered IP regime as the rank-1 TK-SVM detects magnetic orders. FM:
ferromagnetic, where FM‖ indicates easy-axis states; Nested ZZ-ST: nested zigzag-
stripy; IP: incommensurate or (correlated) paramagnetic. . . . . . . . . . . . . . . . . 75

4.5 A ground-state configuration of the nested zigzag-stripy order. The red (A) and blue
(B) colors label two inequivalent reference spins, ~SA 6= ~SB. The filled (+) and empty
(−) cycles indicate the sign of a spin. Here the A-spins (B-spins) form zigzag (stripy)
structures on a honeycomb lattice with a doubled lattice spacing. The dashed lines
are a guide to the eye. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.6 Monte Carlo measurements of the nested zigzag-stripy magnetization at different
J’s, with Γ′ = J3 = 0, T = 10−4. Consistent with the phase diagram Figure 4.4
learned at T = 10−3, the nested zigzag-stripy order is preferred by larger |J| and Γ. . 76

4.7 Evolution of the spin structure factor S(q). The inner (outer) area denotes the first
(second) honeycomb Brillouin zone; high symmetries points are indicated. Here
S(q) =

〈 1
2L2 ∑ij Si · Sj eiq·(ri−rj)

〉
is measured at J = −0.1 and T = 10−3. Upon

increasing Γ, the magnetic Bragg peaks pass by the Γ (FM), 1
2 M (nested ZZ-ST),

2
3 M (modulated S3 × Z3) and M (zigzag) points. The length of the wave factors are
stable within each phase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.8 Monte Carlo measurements of the magnetization at fixed J = −0.1, Γ′ = J3 = 0.
Results for T = 10−3 and T = 10−4 are compared. The magnetic order of each
phase in Figure 4.4 is confirmed. The broad IP regions are narrower at very low
temperature T = 10−4 but remain quite sizable, indicating that these regions are
highly frustrated and the orders fragile. . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.9 Monte Carlo measurements of the magnetization with fixed J = 0, Γ′ = 0.1, J3 =
0, at T = 10−4. The wide window between the nested zigzag-stripy and anti-
ferromagnetic orders corresponds to the IP regime in the phase diagram Figure 4.10
(b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77



xxiii

4.10 Machine-learned J-K-Γ phase diagram, with J3 = 0, Γ′ = ±0.1 at T = 10−3. A
zigzag phase prevails over the phase diagram when a ferromagnetic Γ′ = −0.1 is
considered, while an anti-ferromagnetic S3 order is stabilized in the large Γ limit.
All orders in (a) are unfrustrated. By contrast, in the case of an anti-ferromagnetic
Γ′ (b), the nested zigzag-stripy phase expands significantly, and there remains a
highly frustrated IP region at larger Γ values. Panels (a) and (b) are learned with
a symmetric 6× 6 and 4× 4 cluster, respectively. The resolution of (θ, J) points is
same as in Fig. 4.4, namely, ∆θ = 1

48 π and ∆J = 0.02. . . . . . . . . . . . . . . . . . . 78
4.11 Evolution of the zigzag moment (mZZ) along the J = −0.1 line, for J3 = 0.1, Γ

′
=

0,−0.1, at T = 10−3. Spins prefer easy-axes (easy-planes) for the case of Γ
′
= 0 (Γ

′
=

−0.1) at small Γ, but evolves towards n ∈ 〈1̄11〉 with increasing Γ. α = 〈|mZZ · n|〉
measures the projection of the magnetic moment on directions of 〈1̄11〉, and 〈...〉
denotes an ensemble average. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.12 Machine-learned phase diagrams with J3 = 0.1, Γ′ = 0, ±0.1 at T = 10−3. The J3
term universally prefers zigzag states. Special zigzag states are marked in (a) and
(b). The system is more frustrated for anti-ferromagnetic Γ′ (c). The zigzag phase
closely competes with other orders and a broad IP region. ZZ1 and ZZ2 distinguish
different zigzag configurations. Panels (a) and (b) are learned with a symmetric
4× 4 cluster, and panel (c) uses a 6× 6 cluster. Colors reflect the value of Fiedler
entries at each (θ, J) points, whose histograms are provided in shown above. . . . . 80

5.1 The θ ∈ [ 3π
2 , 2π) sector of the graph is shown for visualization. Each vertex labels

a (θ, h) point, following a uniform distribution ∆θ = 0.02π, ∆h = 0.01. The edges
connecting two vertices are determined by ρ in the corresponding decision function
and the Lorentzian weight function. Edge weights are weakened to reduce visual
density. The entire graph contains M = 1,250 vertices with θ ∈ [0, 2π) and M(M−
1)/2 = 780,625 edges, whose partition gives the phase diagram Figure 5.3 (c). . . . . 85

5.2 Histogram of Fiedler vector entries. Each entry corresponds to a vertex of the graph,
namely, a (θ, h) point. Their values are color-coded by the phase diagram Figure 5.3
(c). A logarithmic scale is used in the main panel as the histogram is spanning sev-
eral orders. The inner panel uses a linear scale and shows a zoom-in view of the
bulk of the distribution. From left to right, the five profound peaks in the inner
panel correspond to the two S3 × Z3 phases, the FM S3, the AFM S3 phase and the
full polarized phase, respectively. Flat regions correspond to correlated paramag-
nets and indicate wide crossovers to neighboring phases. . . . . . . . . . . . . . . . 85
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5.3 Machine-learned phase diagram for the honeycomb K-Γ model in a [111] magnetic
field, with K = sin θ, Γ = cos θ and at temperature T = 10−3

√
K2 + Γ2. (a) Cir-

cular representation of the h = 0 phase diagram as a function of angle θ. Classi-
cal Γ (ΓSLs) and Kitaev (KSLs) spin liquids reside in the limits θ ∈ {0, π

2 , π, 3π
2 }

[(K, Γ) = (0,±1), (±1, 0)]. These special limits divide the phase diagram into two
frustrated (KΓ < 0) and two unfrustrated (KΓ > 0) regions, labeled by “−” and “+’,
respectively. While ΓSLs exist only in the two large Γ limits, KSLs extend into the
frustrated regions, until |Γ/K|1 ∼ 0.16 (θ ∼ 0.551π, 1.551π). The h = 0 phase dia-
gram is symmetric under θ → θ + π and a sublattice transformation . (b) Magnetic
cells of the S3 and modulated S3 × Z3 orders. The shaded sites show a magnetic
cell for the FM and AFM S3 order, comprised of six spins. The modulated S3 × Z3
orders consist of three distinct S3 sectors (labeled by A, B, C) and in total eighteen
sublattices. (c) Finite h phase diagram. The FM S3 and the KSL (ΓSL) for K = −1
(Γ = −1) will be fully polarized (FP) once the [111] field is applied. However, an an-
tiferromagnetic Γ extends the FM KSL to a small, but finite, h ∼ 0.01. AFM ΓSL and
AFM KSL are robust against external fields. The former persists until h ≥ 0.2, while
the latter is non-trivially polarized from h ∼ 0.14 with global U(1)-symmetric cor-
relations [U(1)g]. In the frustrated regions and intermediate fields, there are areas
of different partially-polarized correlated paramagnets (CPhs). In particular, in the
sector of K < 0, Γ > 0, the CPhK− and CPhΓ+ regimes erode the modulated (S3×Z3)2
phase, as field-induced suppression of magnetic order takes hold. Each pixel in the
phase diagram represents a (θ, h) point and is color-coded by the corresponding
Fiedler vector entry. Dashed lines separate a spin liquid from a correlated param-
agnet, based on susceptibility of the associated ground state constraint (GSC). The
Fiedler vector and the GSCs are computed from rank-1 and rank-2 TK-SVM, respec-
tively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.4 Static spin-structure factors (SSFs), S(~K) =
〈 1

N ∑ij
~Si · ~Sj ei~K·(~ri−~rj)

〉
, where~ri is the

position of a spin at site i, and 〈.〉 denotes the ensemble average. The two S3 orders
develop magnetic Bragg peaks at the K points of the honeycomb Brillouin zone
(orange hexagon). The two S3 × Z3 orders show Bragg peaks at 2

3 M points, owing
to the larger magnetic cell. The length of nearest-neighbor bonds of the honeycomb
lattice is set to unity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.5 Visualization of the Cµν matrix of the FM S3 and the mod (S3 × Z3)2 phase. Each
pixel corresponds to an entry of Cµν. Non-vanishing entries identify the relevant
components of φµ entering the order parameter. Here results of a 18-spin cluster
are shown for demonstration, while much larger clusters are used for the phase
diagram Figure 5.3. The S3 order is represented multiple times as its magnetic cell
has six sublattices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.6 Monte Carlo measurement of the (S3×Z3)2 magnetization as a function of the [111]
field, in the region of FM K and intermediate AFM Γ. The (S3× Z3)2 magnetization
extends over a finite region of external field and is subsequently suppressed to a
small but finite value, see Figure 5.3(c). . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.7 Temperature dependence of the (S3× Z3)2 order and the corresponding Kitaev and
Γ correlations for h = 0, Γ = −0.5, and K > 0. The system exhibits a two-step
melting, dividing the temperature range into three regimes. In the low-temperature
regime, the (S3 × Z3)2 order is established along with strong GKSL and GΓSL. The
intermediate regime is a correlated paramagnet, where the competing Kitaev and
Γ correlations are already noticeable but not strong enough to stabilize magnetic
order. A trivial paramagnet is found for high temperatures. The dashed lines mark
the location of crossovers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
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5.8 Convention of the quadratic correlations in Table 5.2. 〈.〉, [.] and (.) denote the first,
second and third nearest-neighbor (NN) bonds, respectively. γ = x, y, z label the
type of a NN bond. γ1, γ2 correspond to the two connecting NN bonds. c = γ is
determined by the parallel NN bond. α, β, γ (a, b, c) are mutually orthogonal. CR

6
is a symmetry that rotates the six spins on a hexagon (anti-)clockwise. CS

3 denote
(anti-)cyclic permutations of the three spin components. . . . . . . . . . . . . . . . . 93
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Chapter 1

Introduction

One of the biggest challenges in present day condensed matter physics is the experimental realisa-
tion of spin liquids. The theoretical understanding of this new phase of matter, which is the result
of some form of frustration, was to a major extent advanced by the seminal work of Kitaev [119]
but the experimental realisation still alludes us till this day and is a hotbed for many debates and
discussions in the physics community. In this chapter we shall introduce the reader to the key con-
cepts in spin liquid physics as well as discuss the model which we investigated in this thesis. We
shall also provide an overview of the possible realization of spin liquid physics in materials and
discuss the most promising candidate materials as well as the experiments done and the discus-
sion and debates surrounding their findings. We shall then proceed to discuss machine learning
in general and its applications to condensed matter physics in particular and finally illustrate the
motivation behind this thesis.

Phase transitions are the cornerstone of physics and is one of the most ubiquitous phenomena
experienced by humans from the melting of ice into water to the vaporization of petroleum push-
ing our automobiles forward. The theoretical understanding of phase transitions in terms of a
spontaneously broken symmetry and the emergence of an order parameter which changes values
as we cross the boundary of phase transitions is credited to the seminal work of Landau [129]. The
basic idea is that at low enough temperatures interactions between spins results in a magnetically
ordered state and this ordered state is preserved upto a critical temperature and upon increasing
temperature further we spontaneously lose the order and just have a random thermally fluctuat-
ing system of spins. This sudden abrupt change is referred to as a phase transition. In the other
possible scenario if the transition between the ordered and disordered state is gradual and the
order parameters change their values in a continuous manner we refer to such a transition as a
crossover. This abrupt change is usually accompanied by divergences in thermodynamic quan-
tities which could be first order signalled by the divergence of order parameter or second order
signalled by the divergence of susceptibilities followed by a reduction is spin entropy as the sys-
tem chooses a unique ground state as a result of the symmetry breaking.

Another mechanism of reducing the spin entropy without explicitly breaking any symmetry is
to form collective quantum states with long range entanglement known as quantum spin liquids
(QSL) conjectured by Anderson [6, 13, 190]. The idea of having these QSLs in more than one
dimension was pioneered by Anderson with the conjecture of resonant valence bond (RVB) solids.

This was proposed to be the ground state solution of a system of antiferromagnetically interact-
ing Heisenberg spins with S = 1/2 on a triangular lattice more commonly shortened as THAFM
(Triangluar lattice Heisenberg antiferromagnets). This is an example of geometric frustration and
the problem deals with the configuration of the spin on the third vertex of the triangle while the
other two vertices are occupied by the AFM configurations. The AFM interaction in conjunction
with the geometry results in conflicting interactions between pairs of spins preventing them from
finding a new unique ground state. Anderson’s solution was that the ground state consists of su-
perpositions of spin singlets formed by a pair of S = 1/2 spins which keep on flipping alternately
between the three spins in the triangular unit cell resembling a “liquid" of spin singlets than the
typical picture of static spins pointing in fixed directions in a magnetically ordered system. This
sea of floating spin singlets is the intuitive visualization of a spin liquid. However, it was shown
that this RVB ground state idea was not accurate and the ground state does order in a 120◦ Néel
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FIGURE 1.1: The (quantum) RVB state depicted as a coherent superposition over
different dimer coverings. Each ellipsoid indicates a spin singlet comprising of two
S = 1/2 spins. The classical manifold is extensively degenerate comprises of these
distinct dimer coverings. However the true ground state is not a RVB state rather a

120◦ Néel state. Figure reproduced from [13]

ground state [90, 33]. In other geometrically frustrated lattices, such as the Kagomé or the trian-
gular lattice with additional interactions, RVB-QSLs are proposed to be the ground state solution.
We shall see that these ideas of frustration coupled with interaction form the essential elements
for having a spin liquid [237, 157, 250, 87].

The excitations in magnetically ordered materials can be described in the purview of spin
wave theory by a magnon dispersion spectrum which is well defined i.e. for a given momentum
we have a well defined energy peak. In contrast the key feature of QSLs is the (unusual) fraction-
alized elementary excitations also known as spinons, which give rise to a continuum in energy at
any given momentum i.e. we do not have a well defined magnon dispersion spectrum. This frac-
tionalization also has interesting signatures in transport properties giving rise to fractionalized
thermal and spin conductances [13].

The major breakthrough from the theoretical front came from the seminal work of Kitaev in
2006 [119] where he was able to obtain a spin liquid ground state as the solution of a realistic
Hamiltonian model. Further he showed that the QSL state comprises of spins fractionalized into
emergent quasi particles - the Majorana fermions which is an essential ingredient of any spin
liquid. Khaliullin and Chaloupka [110] proposed a mechanism comprising of crystal field splitting
combined with strong spin orbit coupling resulting in J = 1/2 pseudospins in complex Iridates
which formed the perfect playground to host Kitaev spin liquids and other exotic physics. This
combination of solid state chemistry with advances in theoretical physics has garnered a lot of
attention in the recent years and promised to show new, exotic and exciting physics. We shall
begin by briefly discussing Kitaev’s solution and the emergence of fractionalized excitations.

1.1 Kitaev model and fractionalized excitations

We shall here introduce the Kitaev model [119] and discuss the emergence of fractionalized exci-
tations. The Kitaev model is at its core just a spin S = 1/2 model on a hexagonal two dimensional
lattice with nearest-neighbour bond-dependent Ising interactions with easy axes parallel to x, y, z
axes. On the hexagonal lattice each spin has three nearest neighbours which are indexed to lie
along the x,y and z bonds respectively (see figure 1.2). The Hamiltonian of the Kitaev model is
then,

H = − ∑
<ij>∈γ

KγSγ
i Sγ

j (1.1)

where γ = {x, y, z} refers to the different bonds to the nearest neighbouring spins on a hexag-
onal lattice and we sum over all bonds on the hexagon. The coupling constants Kγ may be
anistropic which leads to either gapped or gapless excitations but the bond frustration arises from
the conflict of each spin with the orthogonal anisotropies of the three nearest neighbour spins.
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FIGURE 1.2: The Kitaev interaction arising from spin-orbit induced bond directional
interactions where spins prefer to remain parallel to the easy axis leading to Ising
type interaction. No spin configuration can simultaneously minimize all couplings

leading to bond dependent exchange frustration. Figure reproduced from [214]

The solution of the above Hamiltonian can be found by fractionalizing each spin in terms of
Majorana Fermions of four different flavours. By definition Majorana Fermions are neutral self-
adjoint particles which are also antiparticles of themselves i.e. f = f † [119]. They are commonly
constructed from other fermions by considering the real and imaginary part described by the
fermion creation and annihilation operators respectively. Thus every complex fermion with the
operators a, a† can create two Majorana fermion modes as f1 = (a + a†) = f †

1 and f2 = i(a −
a†) = f †

2 . We then consider three fixed Majoranas dependent on the bonds (bx, by, bz) and one
free/itinerant Majorana (c) and decompose the spin operator as Sγ = i/2bγc (see Fig 1.3) and
the constraint that bx

j by
j bz

j cj = 1 , ∀j which is imposed by the SU(2) constraint from the S = 1/2
operators [Si, Sj] = iεijkSk. This substitution leads to being able to write the Hamiltonian in a free
Fermion form as

H = − ∑
<ij>∈γ

KγSγ
i Sγ

j = −1
4 ∑

<ij>∈γ

Kγ(b
γ
i bγ

j )cicj := −1
4 ∑

<ij>∈γ

Kγuγ
ijcicj (1.2)

where the bond operators uγ
ij = ±i and their product around each hexagon determines the

flux W = ±1. The flux operator is just the product of the six spins operators Sγ
i with the bond

γ matching the index of the bond, around each hexagon W1−6 = Sz
1Sx

2Sy
3Sz

4Sx
5Sy

6 and has eigen-
values W = ±1 and the flux operators not only commute amongst themselves but also with the
Hamiltonian i.e. [Wlm, Wnp] = 0 , [Wlm,H] = 0. Thus every many body eigenstate can be labelled
by the flux through each hexagon thus block-diagonalizing the Hamiltonian. Since the ground
state is flux free we choose every flux operator to have the same eigenvalue W = 1 by convention.
After choosing uγ

ij = i we are just left with a free Hamiltonian for the Majorana Fermions c which
can now propagate coherently through the lattice with H = i/4 ∑<ij>∈γ Kγcicj. The dispersion
relation of this free Hamiltonian is just the Dirac spectrum [66] with all states appearing in pairs
(particle-hole picture) with positive and negative energies.
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FIGURE 1.3: The fractionalization of spins into two kinds of Majorana fermions de-
picted here by bγ for the stationary localized fermions and c for the mobile itinerant
fermions. The stationary fermions contribute to the Z2 flux with their imaginary
eigenvalues ±i through the bond operator uγ

ij = bγ
i bγ

j which controls the hopping
amplitude of the itinerant Majoranas. Their product around each hexagonal loop

measures the Z2 flux with the eigenvalues ±1. Figure reproduced from [214]

E(~q) = ±
√

ε2
q +42

q , εq = 2[Kz − Kx cos(~q ·~a)− Ky cos(~q ·~b)] , (1.3)

4q = 2[Kx sin(~q ·~a) + Ky sin(~q ·~b)] (1.4)

where ~q is the quasi-lattice momentum and ~a = [0, 1] , ~b = [3/2, 1/2] are the hexagonal
lattice primitive vectors. The spectrum is interestingly depends on the values of the coupling
constants. For isotropic and weakly anisotropic couplings, where the sum of two couplings is less
than the third one, the spectrum is gapless, but for strongly anisotropic couplings where the sum
of two couplings is greater than the third one, we get a gapped spectrum. We could get a gapped
spectrum in the gapless sector by introducing time reversal symmetry breaking perturbations,
such as coupling the spins to an external magnetic field of strength B and the Majorana gap ∆ ∝
B3/K2.

The Majoranas bγ which form a part of the bond operator uγ are fixed and immobile and the
sign of u determines the direction of hopping of the other free Majorana c. Since uγ = ±i this is the
emergent Z2 gauge field and this determines the phase of hopping integral for the c Majoranas. In
each flux sector we can fix the gauge and just replace uγ by±i. The low energy modes correspond
to one of the hexagons having an opposite flux to the rest of the other fluxes. The dynamical spin
structure factor has an imprint of this fractionalization with a q-independent spin gap [160] which
is a result of the localization due to the presence of immobile Fermions in addition to the itiner-
ant ones. The plot of specific heat further confirms this fractionalization with two peaks one at
high temperature corresponding to the itinerant Fermions and the other at low temperature cor-
responding to the flux ordering of the localized Majoranas. Since we have fractionalized charges
theoretically a half quantized thermal Hall conductivity κxy = z/2(Tπ/6), z ∈ Z [101, 161] is
also predicted.

1.2 Realisation of Kitaev Physics

The Kitaev model introduced in the previous section was thought of as a toy model whose ground
state hosts a QSL since in general S = 1/2 spins do not accommodate strong Ising coupling
anisotropies [229]. Khaliullin and Chaloupka in their seminal work [41] showed that it might
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FIGURE 1.4: The honeycomb Kitaev model shown where each circle represents a
S = 1/2 spin with its fractionalization into fixed and itinerant Majorana fermions.
Depending on the chemistry this leads to bond dependent Ising interactions with the
couplings Kx, Ky, Kz. The phase diagram of this model dependent on the values of
the couplings is shown on the right for Kx + Ky + Kz = const. If one of the couplings
dominates over the sum of the other two Kα ≥ Kβ + Kγ where α, β, γ are mutually
exclusive a gapped spin liquid (shaded in blue) is formed. Else around the isotropic
point (shown by a red dot) Kγ = K ∀γ a gapless spin liquid is formed which can
be gapped by introducing a time reversal symmetry breaking interaction with the

Majorana gap ∆ ∝ B3. Figure reproduced from [208].

be possible to realise Kitaev physics with effective spin momentum Je f f = 1/2 in heavy tran-
sition metal compounds due to the interplay between electron correlation and strong spin orbit
coupling. This opened the door for experimental investigation of Iridium oxides (Iridates) and
Ruthenium Chlorides (Ruthenates) as they form the ideal candidates with a d5 outermost electron
shell configuration as required by the mechanism described by Chaloupka et al.

FIGURE 1.5: The different possible orientations of the IrO6 octahedra lead to differ-
ent interaction terms between the Iridium ions (shown in dark blue) at the centre of
each octahedra. Corner sharing (I) geometry leads to a 180◦ Ir-O-Ir bond resulting
in a ferromagnetic Heisenberg exchange. While edge sharing geometry (I I) results
in a 90◦ Ir-O-Ir bond leading to destructive interference between the two pathways
and resulting in Kitaev dominated Ising interactions. Figure reproduced from [214]

We shall here discuss the Iridates but a similar story holds for other material candidates too.
The essential ingredients are lattice distortions coupled with strong spin orbit coupling that results
in Je f f = 1/2 spin moments. In Iridates the Iridium atoms (Ir4+) are in a 4d5 coordination with
5 electrons in its outermost shell. Each Ir4+ is in coordination with 6 other oxygen atoms in an
octahedral configuration with 4 in plane and 1 above and below each. This oxygen octahedron
produces a large crystal field splitting which dominates over the Hunds rule (remember this rule
favours individual occupation of orbitals before coupling and hence a high spin state) and we
have a low spin state with each of the 5 d electrons occupying the triply degenerate t2g manifold
comprising of dxy, dyz, dxz orbitals respectively. The effective orbital momentum of the d orbitals
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which is l = 2 as a result of the crystal field splitting is reduced to l = 1 as the t2g manifold is
isomorphic to the p orbitals manifold [145].

Heavy transition metal compounds such as Ir also have a strong spin orbit coupling whose
origins lie in relativistic physics which is a few orders of magnitude larger than the crystal field
splitting produced by the distortions of the oxygen octahedra. This spin orbit coupling (SOC) ad-
ditionally splits the t2g manifold into a higher energy Je f f = 1/2 Kramers doublet and a lower en-
ergy Je f f = 3/2 quartet where the effective momentum is just the sum of the spin and orbital mo-
menta~Je f f = ~Le f f + ~S where |~Le f f | = 1 and |~S| = 1/2 [113]. In most heavy transition compounds
as the spin orbit coupling usually the dominant interaction (over octahedral/trigonal compres-
sions or typical exchange interactions) the low energy physics is dominated by the Je f f = 1/2
moments and its wave function is just a quantum superposition of the t2g orbitals with equal am-
plitudes but complex phases to describe orbital motion [114]. Thus the Kramer doublets written
in terms of the t2g orbitals are

|Je f f = 1/2, Jz
e f f = −1/2〉 = − 1√

3
(|dxy, ↓〉 − |dyz, ↑〉+ i|dzx, ↑〉) (1.5a)

|Je f f = 1/2, Jz
e f f = +1/2〉 = 1√

3
(|dxy, ↑〉+ |dyz, ↓〉+ i|dzx, ↓〉) (1.5b)

Four of the five t2g electrons occupy the quartet state while the remaining one electron or
equivalently one hole occupies the Kramer doublet. Thus we end up having a Je f f = 1/2 spin
per octahedra which is one of the two essential ingredients for Kitaev physics. A narrow band
of Je f f = 1/2 doublets is formed as a consequence of nearest neighbour hopping and a moderate
onsite Coulomb repulsion opens up a charge gap in this half filled band thus forming a weak
Mott insulator with Je f f = 1/2 moments. Similar physics also applies for the Ruthenates too. The
other essential ingredient is the Ising type of bond dependent interactions which is the hallmark
of Kitaev physics.

The two neighbouring IrO6 octahedra could be either edge sharing or corner sharing. When
the two octahedra share a corners oxygen atom we get a 180◦ Ir-O-Ir bond and the two adjacent Ir
atoms (Je f f = 1/2 moments) interact via super-exchange which can be describe by the Heisenberg
interaction which is the dominant isotropic exchange interaction [93, 113, 63]. We have a pseu-
dospin rotational symmetry (SU(2)) as the electron hopping preserves both the spin and orbital
index.

The more interesting geometry is when the octahedra share an edge instead of a corner. We
now have two 90◦ Ir-O-Ir bonds and the super-exchange interaction between the two Ir ions have
two equivalent paths which results in a destructive interference between the two paths and a
complete suppression of the Heisenberg interaction between the two Je f f = 1/2 moments [93].
We now have an orbital non conserving exchange interaction which manifests as a ferromagnetic
Ising interaction −KJz

e f f ,i J
z
e f f ,j with the easy axes perpendicular to the Ir-O-Ir plane. This is es-

sentially the Kitaev interaction we are behind and is realised in the edge sharing geometry of the
octahedras. In real space the pseudospin Je f f = 1/2 instead hops to a neighbouring Je f f = 3/2
quartet orbital and the ferromagnetic pairing of parallel spins between Je f f = 3/2 and Je f f = 1/2
is favoured by Hunds coupling. Thus we have all the essential elements as required by Kitaev
physics with Je f f = 1/2 pseudospins and bond-dependent Ising interactions −Kγ Jγ

i Jγ
j where γ is

the easy axes perpendicular to the Ir-O-Ir plane. A2 IrO3 (A = Na, Li) and α− RuCl3 were pro-
posed as the earliest candidate materials where the octahedras form a 2D honeycomb layer with
edge sharing geometry which spurred the hunt for Kitaev spin liquids but in real materials there
are additional interactions which are non-negligible and lead to ordering at low temperatures.
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FIGURE 1.6: Figure describing the formation of the effective Je f f = 1/2 moments
essential for Kitaev physics. a shows the splitting of the d5 five fold degenerate
orbitals of Ir4+, Ru3+ into triply degenerate t2g level and doubly degenerate eg level
due to the cubic crystal field of the octahedra in the low-spin configuration. b shows
the additional splitting of the t2g orbital with effective l = 1 as it is isomorphic
to the p orbitals into a Kramer doublet Je f f = 1/2 and a quartet Je f f = 3/2 as a
result of splitting due to spin orbit coupling. c shows the edge sharing geometry that
results in a dominant Kitaev interaction mediated via the p orbitals of oxygen and
the hopping amplitude is shown by tpd. d shows the hopping between the 3/2 and
1/2 neighbouring orbitals followed by a Hund’s coupling JH in real space resulting

in an Ising type ferromagnetic Kitaev interaction. Figure reproduced from [214].

1.2.1 Additional interactions and Model

The most general model for the Iridates and Ruthenates (A2 IrO3, α − RuCl3) comprise of other
exchange interaction terms in addition to the Kitaev interaction. The most generic symmetry
allowed Hamiltonian extensively studied in this thesis also known as the JKΓ model [94, 41, 180,
236] is,

HJKΓ = ∑
<ij>∈γ

J~Si · ~Sj − KSγ
i Sγ

j + Γ[Sα
i Sβ

j + Sβ
i Sα

j ] (1.6)

here < ij >∈ γ with γ ∈ {x, y, z} refer to the three nearest neighbour bonds of every lattice
site in each hexagon and α, β, γ are mutually exclusive where α, β refer of the in-plane components
and γ refers to the out-of-plane component (perpendicular component) with respect to the Ir-O-Ir
plane. In the quantum model the ~S are the Je f f = 1/2 Kramer doublets but we shall extensively
deal with the large-S limit of this Hamiltonian S → ∞ and study the physics at the classical level.
We shall over the course of the next few chapters see and understand what our machine (TK-SVM)
uncovers as the physics of the above Hamiltonian and later in the last two chapters dwell into the
complicated ground state structures as well as the dynamics and currents in this model.
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Having declared the model that is investigated in this thesis let us understand how the differ-
ent terms arise in a realistic material. We already discussed the origin of the Kitaev term. Briefly
it originates as a consequence of edge sharing geometry and a combination of super-exchange
and Hund’s coupling which favours a ferromagnetic parallel alignment of spins. This term is the
dominant term and many theoretical methods including those from quantum solid-state chem-
istry, perturbation theory argue that this term is ferromagnetic in nature (K > 0) [107, 228]. In
corner sharing geometries the Heisenberg interaction is the dominant one with (J < 0) favouring
a ferromagnetic coupling of spins but in edge sharing the Heisenberg coupling is a sub-dominant
term arising from the imperfect destructive interference between the two exchange pathways and
originates from a weak d− d hybridization of the two Ir atoms which favours anti-ferromagnetic
alignment (J > 0) [180, 99, 70]. The distortion induced lowering of symmetry also could give rise
to anisotropic exchanges such as the Dzyaloshinskii-Moriya (DM) interaction [236].

Another significant term is the symmetric off-diagonal Γ [180] interaction which we shall thor-
oughly examine in the last three chapters of this thesis. In most materials its value is comparable
to the Kitaev exchange and leads to some very interesting physics. The origin of this term lies in
the combination of the d− d as well as the anion (oxygen) mediated d− p− d exchange.

This is the most widely studied model in Kitaev literature and has been investigated using
a host of analytical and numerical techniques. In the JK model with Γ = 0 [47, 116] four simple
magnetic orders are found and in addition the KSL is quite robust to Heisenberg perturbations and
extends to a finite window. In the KΓ model we get a very rich phase diagram with complicated
non-collinear and incommensurate spiral phases.

Experimentally it was found that most of these candidate materials show a magnetic ordering
down to low temperatures and in particular zigzag which is one of the phases in the JK model with
parameters J > 0, K < 0 but other studies have found that these materials have a ferromagnetic K
K > 0 and therefore one possible resolution is that there are other additional interactions such as Γ′

or next-next nearest Heisenberg coupling J3 which stabilize the zigzag order with a ferromagnetic
K. These additional interactions also dramatically change the low energy physics by closing the
spin gap or open a spin gap which scales linearly with external field instead of a cubic manner
discussed for the pure K model [202].

Having discussed the model in some detail we shall now discuss the candidate materials and
the magnetic orderings they enter when we lower the temperature.

1.3 Candidate Kitaev Materials

The list of materials proposed to host Kitaev physics is shown in the table below 1.8. In this
section we shall discuss the proposed candidates and their behaviours and experimental results.
The most commonly proposed structure is of Iridates with the chemical formula A2 IrO3 with
A ∈ {Na, Li, Cu} [2, 165]. α− RuCl3 [165, 25, 32, 201] is analogous to A2 IrO3 compounds with
the Iridate IrO6 octahedra replaced with RuCl6 edge-sharing octahedra. α− Li2 IrO3 has an anal-
ogous structure to Na2 IrO3. Other Lithium 2D candidates are synthesised by replacing the in-
ter layer Li ion by another monovalent ion which have the chemical formula A3 − LiIrO6 with
A ∈ {H, Cu, Ag} and these have different stacking pattern from other Lithium 2D candidates.
β− Li2 IrO3 and γ− Li2 IrO3 are 3D analogues of the 2D α− Li2 IrO3 [169, 133]. These 3D structures
and be thought of as a stacking of 2D honeycombs. The β− Li2 IrO3 structure called the hyper-
honeycomb structure has zigzag chains connecting the layers above and below in an alternating
fashion about the bridging bond while in γ− Li2 IrO3 which has the stripy honeycomb structure
stripes of hexagons rotated alternately with respect to the bridging bonds are connected [188]
(see the figure 1.7 for a better clarification of the structure). In both these 3D compounds, each
Ir ion which participates in the Kitaev physics is chemically and crystallographically equivalent
being the center of an oxygen octahedra. This ensures that the local bonds induce Ising type bond
frustration and are just a 3D playground for Kitaev physics [148].
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FIGURE 1.7: The structures of different Kitaev candidates are shown above. a,b show
the general Kitaev interaction and the honeycomb structure of most Kitaev materials
that plays a crucial role in realizing Kitaev physics. c-e show the crystal structures
of the different 2D and 3D materials and f shows the relation between the 2D hon-
eycomb and the 3D hyper-honeycomb which are layers of honeycombs attached in
an alternating manner along the zigzag chain running along the perpendicular di-

rection. Figures reproduced from [208]

In reality none of these candidates have the perfect geometry to host Kitaev physics and the
edge-sharing octahedra are imperfect with small non-cubic distortions that increase or decrease
the Ir-O-Ir or Cl-Ru-Cl bond from the ideal 90◦ required for the edge sharing physics resulting
in trigonal compressions or expansions [25, 212]. The result of this trigonal distortion is that we
don’t have a perfect destructive interference between the two channels and not only the magni-
tude of Kitaev interaction decreases but also the magnitude of Heisenberg and other non-Kitaev
interactions increases. In layered compounds the 2D honeycomb layers are imperfectly stacked
resulting in stacking faults evidenced by the broadened X-ray diffraction peaks. α − RuCl3 also
suffers from low temperature magnetic ordering and further this was shown to depend on the
nature of the sample preparation [32].

Na2 IrO3 is the most easy to synthesis as single crystals can be grown using the flux method [200].
But single crystals of α − Li2 IrO3 are harder to grow since other polymorphs exist but can be
grown by vapour transport method [188, 155]. There are many methods to get single crystals
of α − RuCl3 such as Bridgman technique [228], vacuum sublimation [187] or vapour transport
method [49] but the ordering and physics seems to be heavily dependent on the technique of
growing these single crystals. For A3− LiIrO6 candidates only polycrystalline powder is possible
which is prepared by soaking α− Li2 IrO3 in molten salt solution containing A ions.

1.3.1 Behaviour of Kitaev Candidates

We shall here discuss the experimental results of various properties such as magnetism and elec-
tronic properties. Since this is a brief review we encourage the interested reader to look into
various references and the ever growing arxiv list of Kitaev candidates and materials that promise
to host spin liquids.

Electronic properties

The Kitaev candidates discussed here are all Mott insulators with Je f f = 1/2 localized moments.
The charge gap in the optical conductivity spectrum ranges from for 300− 1000 Mev in the Kitaev
candidates [78]. Na2 IrO3 has a considerable charge gap consistent with an activation energy of
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FIGURE 1.8: Table showing the different Kitaev materials and their physical proper-
ties as well as the low temperature magnetic states they order to. Table reproduced

from [208]

100 meV at room temperature [200, 210]. Other Iridates have a similar activation energy implying
a similar charge gap. The charge gap for α − RuCl3 is relatively large due to the narrow 4d Ru
bandwidth originating from the strong ionicity of chloride [16].

The resonant inelastic x-ray scattering (RIXS) spectra at the Ir L3 (2p3/2 → 5d) edge for the
Iridates reveal the presence of low-energy excitations of ∼ 0.7 eV [5, 241] corresponding to the
spin orbit coupling excitation energy of ESOC = 3λSOC/2 between the Kramer doublets and quar-
tets in the t2g manifold indicating a spin-orbit coupling λSOC ∼ 0.4− 0.5eV which originates from
the splitting of the t2g manifold due to the trigonal lattice distortion. The small splitting implies
that the Je f f = 1/2 picture would be valid as a first approximation but the effect of trigonal crys-
tal field may not be negligibly small which then changes the physics and introduced non-Kitaev
terms as discussed above. For α− RuCl3 a splitting with λSOC ∼ 0.1eV [127] is reported by the INS
experiments which is much smaller than the iridates. However, despite the small spin-orbit cou-
pling, the Je f f = 1/2 picture is thought to be a better approximation than for iridates as the RuCl6
octahedra are less trigonally distorted than the IrO6 octahedra and hence the Kitaev interaction is
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assumed to be the dominant interaction [62].

Magnetism

Magnetic susceptibility χ(T) for the Kitaev model with isotropic couplings Kγ = K indicates an
isotropic Curie-Weiss behavior with a Curie constant for S = 1/2 and a Curie-Weiss temperature
of about θCW = K/4 at high temperatures. Lowering the temperature below T ∼ K results in
a deviation from the Curie-Weiss behavior and a cross over to almost T-independent behavior
around a characteristic temperature of TH below which all the spin-spin correlations saturate.
Thus each curve has two transition temperatures indicating different behaviours of the candidates
in their vicinity [144].

From the linear behavior slope of inverse susceptibility 1/χ(T) at high temperatures we get
can conclusively infer that the magnetic moments are localized to Je f f = 1/2. The effective mo-
ments which are determined from the slope of the linear behavior show values consistent and
expected for the pure Je f f = 1/2 state and are further material independent. The sizable field-
orientation-dependent anisotropy of χ(T) suggests the presence of bond-dependent anisotropic
magnetic couplings and the trigonal field effect. The energy scales of magnetic interactions are
around 100− 200K which show up as deviations from the Curie-Weiss behavior [238]. In most
materials the Curie-Weiss temperatures are negative and strongly depend on field orientations
ranging from -200 K (antiferromagnetic ordering) to almost zero indicating that Kitaev-type ferro-
magnetic coupling is not the only important interaction and other antiferromagnetic interactions
are present and dominate over the ferromagnetic ones. The almost zero CW temperature is further
evidence of a cancellation of antiferromagnetic and ferromagnetic interactions [144]. In conclu-
sion the wide range of CW temperatures indicate the sensitivity of the interactions to the local
lattice structure and the details of chemical bonding and are very intricately related to the struc-
ture and chemistry of the material.

Long range magnetic ordering

All the candidates discussed above, except for H3LiIr2O6, clearly order at low temperatures rather
than forming a spin liquid state as evidenced by the kink in χ(T) susceptibility and an anomaly
in specific heat C(T) [200, 32, 49]. The ordering temperature Tmag being one order of magnitude
lower than the energy scale of magnetic interactions around 100 - 200 K is a sign of magnetic
frustration, which is consistent with their possible proximity to the frustrated Kitaev SL. However
the observed entropy change around Tmag is only 10− 30%R ln 2 [209] of the full entropy of Kramer
doublet.

Na2 IrO3, α− RuCl3 are shown to form a zigzag order from resonant x-ray diffraction and neu-
tron measurements [195, 101]. α− Li2 IrO3 shows a spiral ordering along the zigzag chains [225].
The three-dimensional honeycomb iridates, order with a complex incommensurate spiral order
at a very similar ordering temperature Tmag ∼ 38K which might be due to the identical local
connectivity of the three Ir-bonds [26, 132].

The interesting case is of α− RuCl3 whose ordering is actually dependent on how the sample
is grown: crystals with minimal stacking faults generally shows a sharp transition at Tmag ≈
7K [32] which corresponds to a zigzag order with a three-layer periodicity. However on the other
hand for samples with significant stacking faults, there is an additional broad transition near 14K
corresponding to a two-layer periodicity of the zigzag structure, and powdered samples only
show the broad transition at 14 K. However one cannot rule out the existence of other periodic
layerings corresponding to different values of Tmag [41, 127].

Long-range magnetic ordering rather than a spin liquid state is a consequence of the pres-
ence of additional interactions beyond the Kitaev model. While dominant Kitaev interactions are
present in some samples the other types of exchange interactions such as Heisenberg exchange
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FIGURE 1.9: The INS for α − RuCl3 at T = 10K well above the ordering tempera-
ture. The star feature arises from the interplay of spin waves and spin liquid physics
which can be explained in the JK model with the proximity of the zigzag and KSL

phases. Figure reproduced from [127].

through direct overlap of d-orbitals [180] and off-diagonal exchanges (both symmetric and anti-
symmetric (DMI)) drive real materials away from the pure Kitaev model regime. Lattice distor-
tions such as the trigonal compression of octahedron perpendicular to the plane may lead to ad-
ditional exchange paths introducing more non Kitaev terms. Further-neighbor interactions have
been shown to be relevant in some compounds.

The Kitaev-Heisenberg (JK) model with additional nearest-neighbor Heisenberg interactions
gives a spin liquid in the pure Kitaev limit but in other parameter regimes give the regular mag-
netic orders such as Néel and stripy [116, 133]. The experimentally observed zigzag and spiral
orderings require additional of off-diagonal and further-neighbor interactions to reproduce the
zigzag and incommensurate spiral orderings [107, 233].

1.3.2 Possibility of a spin liquid

It is well known that most Kitaev candidates order at low temperatures obfuscating our hunt
of the elusive Kitaev spin liquids. There has been a proposal that it is possible to suppress the
magnetic ordering by the application of high pressure or a substantial magnetic field [107, 228].
The justification of using external perturbations to tune the magnetic order into a spin liquid state
comes from the ab initio and quantum chemistry calculations, for these candidate, which shows
a substantial Kitaev interaction term and in most extended models the KSL is quite robust to non
Kitaev perturbations extending into a finite region in the JK model as discussed above.

α− RuCl3 is known to form a zigzag-type magnetic ordering for temperatures below the mag-
netization transition temperature around Tmag ∼ 7K. The cited references found that it was possi-
ble to suppress this magnetic order to temperatures as low as 1K by applying an in-plane magnetic
field with a critical strength of Bc ∼ 7− 8T [196, 12, 70]. It was found that for B values between
7− 9 T no magnetic ordering appears and a half quantized plateau of transverse Hall conductiv-
ity is found. This discovery of unusual excitations and transport properties is what has spurred
the physics community to take note of Kitaev materials and the exciting new phases of matter
possible. Around the critical field an induced moment of 0.6µB [187] indicates that a substan-
tial portion of magnetic entropy is be lifted suggesting the possible existence of spin liquids. In
the three-dimensional candidates β, γ− Li2 IrO3 a similar B-induced suppression of the magnetic
order was reported. The magnetic ordering transition was found to disappear by applying a mag-
netic field along the b-axis, the expected Ising axis of bridging bonds, at a critical field value of
around Bc ∼ 3T [155, 83] and a reduced magnetic moment suggesting a release of spin entropy of
about 0.4µB [102, 184].
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In the Kitaev candidates α, β − Li2 IrO3, α − RuCl3 under the application of pressure it was
found that the zigzag state undergoes a first order transition into a spin singlet dimerized state
where a modulation of zigzag chains, i.e. the alternate contraction and extension of Ir-Ir (Ru-Ru)
bonds, takes place. The distance of the bonds contracted under pressure is even shorter than that
of metallic Ir, which implies the formation of strong Ir2 dimers rather than a weak spin-Peierls-like
transition. Other 3d and 4d transition metal oxides are observed to undergo similar strong dimer-
ization under pressure. In the d5 iridium and ruthenium compounds, the strong dimerization is
found to compete with the Je f f = 1/2 spin-orbital Mott state with isotropic superposition of the
three orbital states, as only one of the three are chosen forming the bond that is selected in the
dimerized state thus this anisotropy of choice of orbital competes with an isotropic superposition
of the orbitals.

Chemical modification which involves replacement of certain ions by others is another ap-
proach to control the magnetic interactions. The two-dimensional honeycomb iridates, A′3LiIr2O6
(A′ = H, Cu, Ag) is the typical playground for such an approach. Recently a QSL ground state
was reported in protonated H3LiIr2O6 [48, 5]. The honeycomb layers in these chemically modified
compounds are more compressed perpendicular to the plane than the other honeycomb iridates
and this compression modifies the magnetic interactions appreciably. The absence of magnetic
ordering in these compounds is evident in the 7Li- and 1H-NMR spectra which does not show
any broadening down to below 1K [218]. The Knight shift Ks(T) obtained from the spectra as well
as the susceptibility ξ(T) shows a Curie-Weiss behavior with θCW ∼ 100K at high temperatures
analogous to other Iridates. The Knight shift Ks(T) shows a broad peak around 130 K and then
saturates to a finite value as the temperature is lowered towards T = 0 [117].

Spin defects play a major role in a lot of these measurements and excitation spectra and once
these effects are subtracted we still find that the observed values are significantly different from
those expected of a “pure" Kitaev spin liquid. These spin defects follow a scaling of B/T in ther-
modynamic quantities like magnetization or specific heat, while a possible explanation suggested
is the formation of random singlets of spin defects embedded in the bulk QSL or from the pecu-
liar band dispersion of Majorana fermions produced by an interlayer coupling, even though no
general consensus is reached in the physics community. After subtracting the scaled contribution
originating from the defects, it was found that there is only a B-independent T3 contribution to
C(T) below T = 5K [18, 241] most likely originating from the lattice.

The absence of an appreciable magnetic entropy at low temperatures has been thought of as
the consequence of a gap in the spin excitations and the observed release of spin entropy behavior
is different from that expected for the “pure” Kitaev QSL, which has a specific heat anomaly with
entropy of 50%R ln 2 [160] associated with ordering the Z2 fluxes (localized Majorana fermions).
The most common argument explaining the difference is that non Kitaev interactions significantly
modifies the nature of the Kitaev spin liquid expected and the positions of chemical elements may
play a role in stabilizing the spin liquid state. These claims are yet to be justified and are just
theoretical suggestions and to understand the true nature of these purported “spin liquid" states
remains a matter of present day research [235, 55].

1.3.3 Fractionalized excitations and half quantized plateaus

Fractionalized excitations as an imprint of the Majorana fermions are a hallmark of spin liquids
and to this end the Iridates and Ruthenates are heavily investigated using a variety of spectro-
scopic techniques including INS, Raman spectroscopy, ESR, NMR and THz spectroscopy [47, 245,
12, 199].

Most of the discussed Kitaev materials, except H3LiIr2O6 [120], are found to order magnet-
ically at low temperature, albeit with reduced ordered moments. Magnetically ordered states
support conventionally support collective excitations known as the spin wave modes. In collinear
magnets without frustrated or competing interactions have well defined magnon peaks with a
sharp energy for every momentum. A measurement of single-crystal spin-wave dispersion and
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FIGURE 1.10: The dynamic and static structure factors for ferromagnetic (above) and
antiferromagnetic (below) KSLs are shown. The prominent features are a continuous
band spectrum and most importantly the behaviour at the Γ point that distinguishes

the two spin liquids. Figure reproduced from [183]

intensities via inelastic neutron scattering (INS) often enable the direct determination of the effec-
tive spin Hamiltonian parameters.

However, the situation in the honeycomb magnets with possible Kitaev interactions is more
complicated. The spin-wave spectra for α− RuCl3 [40, 104] is readily calculated theoretically us-
ing parameters proposed from experiments. The problem is that, more than one set of parameters
that can be fit to reproduce the experimental results which is likely because of strong frustra-
tion. For example to describe the zigzag order it is possible to describe it in the JK model or the
extended models including the third nearest neighbour coupling or the off-diagonal exchange
couplings. The Ir ions are very good neutron absorbers and hence are particularly a challenge for
INS which implies that the magnetic form factor appearing in the neutron scattering cross section
decays rapidly as the magnitude of the momentum transfer is increased. An additional difficulty
in most candidates is that single crystals suitable for INS are not easy to obtain or prepare, forcing
measurements to be made using polycrystalline material. Despite these constraints INS measure-
ments on powdered samples provide a valuable source of information. The shape of the scatter-
ing threshold alone was sufficient to conclude the magnetic order of Na2 IrO3 [47] as zigzag and
not stripy. In α− RuCl3 powder the shape of the low-energy, low-momentum scattering thresh-
old is well-defined and understood in the confines of spin wave theory but the additional high
energy feature which has a temperature dependence is not compatible with simple spin-wave
theory [127].

The results of the INS data from single crystals of α − RuCl3 measured using time-of-flight
methods are shown below [184, 41]. The responses are measured at Γ point (zone-center) at tem-
peratures above and below the magnetic ordering temperature of Tmag = 7K. In the magnetically
ordered zigzag state the response shows two sharp peaks superposed on a broad continuum that
continues to high energies. This disordered state above Tmag just shows a single broad continuum
which leads to the understanding that the sharp peaks can be explained in the purview of spin
wave theory in the ordered state. In addition this continuum of intensities is temperature inde-
pendent and observed up to well over 100 K. The dispersion plot showing the relation between
energy and momentum for the sample at T = 2K shows the spin waves have low-energy features
with minima at the Γ point (0,0,0) as well as at the wavevectors ~q = (±1/2, 0, 0). This ordering at
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FIGURE 1.11: The INS plot below the ordering temperature for α− RuCl3 shows a
low energy band corresponding to the zigzag order followed by a broad high energy
non-dispersive band corresponding to a spin liquid. The dispersion and the strength
of the peaks lets one infer on the allowed parameters in the Hamiltonian. The right
plot is just the numerical simulation of the experimental result and shows the same

two band feature. Figures reproduced from [208].

the M points of the first Brillouin zone show at we indeed have a zigzag magnetic ordering and
an additional feature is the extended broad continuum at the Γ point. The spin wave spectrum is
gapped in the ordered state which might either be a consequence of anisotropic exchange coupling
or additional interactions. As discussed above it is possible to suppress the zigzag order by ap-
plying an external magnetic field of magnitude Bc ∼ 7.5T along the in-plane [110] direction. The
resulting disordered state shows no signatures of spin waves as theses are strongly suppressed
indicating the absence of any magnetic orders and the continuum gains intensity at low energies.
Although the energy gap at the Γ point softens as Bc is approached, it appears that the continuum
scattering is gapped above Bc.

This situation of sharp spin-waves coexisting in a broad continuum in the ordered state is rem-
iniscent of weakly coupled S = 1/2 Heisenberg antiferromagnets [194] in one dimension. Spinons
which are the fractionalized excitations lead to the continuum of the spectrum. At low temper-
atures the spin wave spectrum at low energies due to the order in the spin chains are found to
coexist with the higher energy spinon spectrum while at temperatures above the transition tem-
perature the spin-waves disappear leaving behind only the spinon scattering and this coexistence
of spin waves and spinon continuum are readily verified in KCuF3 [126].

In a pure Kitaev magnet the response function shows a sharp peak at low energies corre-
sponding to the static Z2 gauge flux but a broad continuum at high energies corresponding to
the itinerant Majoranas hopping around. Additional perturbations serve to broaden the sharp
peaks at low energies. α − RuCl3 forms a regular magnetic structure and hence the low energy
spectrum is well defined and completely understood by the propagation of spin waves but the
observed high energy spectrum is comparable to the response functions for a pure or perturbed
Kitaev model, and it is found that the overall extent and form of the scattering is consistent with
the expectations of a system close to a spin liquid. In addition the temperature dependence of
the continuum scattering is consistent with expectations for Majorana fermions in the Kitaev QSL.
The underlying physics and the Hamiltonian describing α− RuCl3 are far from resolved and there
has been a lot of debate and discussions in the community regarding this. Finite size exact diago-
nalization (ED) suggest that the response functions have broad intensity distributions prompting
some to suggest that the scattering is better described by unstable magnons. There is also a debate
on the sign of the Kitaev coupling since the response functions for the two different signs are quite
indistinguishable. Despite the debates and disagreements there is strong evidence suggesting that
the continuum scattering seen in INS is a signature of fractional magnetic excitations.
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FIGURE 1.12: a INS plots shown for α−RuCl3 below (T = 5K) and above (T = 10K)
the ordering temperature TN = 7K around the Γ point at the zone center and shows
the different contributions designated as E - elastic, S - spin waves and C - contin-
uum. At low T there are two distinct peaks showing a well defined magnon spec-
trum corresponding to the zigzag order while at high T there is a continuum cor-
responding to a potential spin liquid phase where the magnetic order is controlled
using temperature. b INS plots shown at the same temperature T = 2K but differ-
ent magnetic fields. The upper plot has the well defined magnon dispersion corre-
sponding to the zigzag order while the lower plot just shows a continuum at the Γ
point corresponding to a spin liquid phase (possibly) where the magnetic order is

suppressed using an in plane magnetic field. Figures reproduced from [16].

THz (Tetra Hertz) spectroscopy provides a high-resolution measurement of the response func-
tion at zero momentum (Q = 0), nicely complementing INS measurements which gives us crucial
information about the full Hamiltonian describing α− RuCl3 [201, 144, 127]. Although since the
weak inter-planar interactions are apparently antiferromagnetic, in the ordered state the lowest
gapped excitations at Q = 0 may not represent the minimum spin gap associated with the 2D Γ
point [228]. The THZ spectra shows sharp spin-wave peaks co-existing with a broad continuum
at low fields and the vanishing of the spin-waves above Bc leaving behind just a broad contin-
uum suggests the consistency with the INS measurements. In addition it was also observed that
a gapped mode at high fields appears with energy increasing linearly with B which is consistent
with a Hamiltonian including non Kitaev terms in a magnetic field. NMR measurements have
led to more debate when measuring the field induced spin gap with one group finding gapless
excitations, while another group finding the gap growing as B3 at high fields [184]. The latter has
been suggested as the evidence for existence of Majorana fermion. The Raman scattering which
involves the interactions between a pair of Majorana fermions shows a continuum resembling the
expected scattering for the pure Kitaev model providing further evidence of fractionalied spin
excitations.

Half quantized Plateaus

Another signature of fractionalization is in the half quantized thermal transport which is expected
since the Majorana fermions carry only half the degrees of freedom of a full/canonical fermion.
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FIGURE 1.13: a The phase diagram of α − RuCl3 as a function of temperature and
in-plane magnetic field. At about Bc ∼ 7T the zigzag magnetic order is suppressed
leading to a topological phase with half quantized thermal Hall plateau. b The half
quantized thermal Hall plateau reported in [103] where the dotted line indicates a
half-quantization of κxy/T = 1/2(π/6)(k2

B/h). c Temperature dependent Knight
shift KS(T) for in-plane , out-of-plane magnetic fields for H3LiIr2O6. There is no
broadening down to low temperatures followed by a saturation to a constant value.

Figure reproduced from [102].

Kashara et al reported a thermal Hall half quantized value of κxy/T = 1/2(π/6)(k2
B/h) for single

crystals of α − RuCl3 in a magnetic field close to the critical in-plane value (B‖ ≈ Bc) . In ad-
dition earlier studies by the same group found an unusually large thermal Hall effect when the
magnetic field was perpendicular (B⊥) to the plane above the transition temperature TN . This
was suggested to be a possible signature of half-quantized thermal Hall effect, masked by the
long-range ordering below TN . The long range order can be suppressed by superposing an in
plane field B‖ with the perpendicular field B⊥ by titling the field away from the perpendicular
direction. The thermal hall conductivity κxy/T showed a half quantized plateau as a function of
the applied (tilted) field and value of the conductivity in the plateau region was independent of
the tilting angle as expected implying that the observations concur with the fractionalization of
charge. The in-plane component of magnetic field B‖ ≥ Bc in the plateau region suggesting that
this phenomenon of half quantization is linked with a phase that results from suppression of the
long-range magnetic ordering. However, unfortunately this result has not be reproduced by other
groups and has been since contested strongly as a valid claim. However there is still ongoing re-
search both in the theoretical and experimental front to understand this novel state of matter and
the exotic physics they promise to host.

1.3.4 Classical spin liquids

The hallmark of classical spin liquids (CSLs) is the absence of long range magnetic order which
implies that the low temperature spin-spin correlator decays in an algebraic or exponential fashion
and a large (extensive) ground state degeneracy which grows exponentially with the system size.
It is this precise fluctuations between the different possible ground states that prevents the system
from breaking symmetry and finding an unique ground state. In general CSLs are unstable to per-
turbations at low temperatures lifting the degeneracy upon addition of perturbing terms however
owing to their large entropy at low energies they still dominate the finite T phase diagram and
are extremely relevant for real frustrated systems. They are usually thought of as intermediate
temperature states of a QSL where quantum fluctuations can induce dynamics between the differ-
ent classical states. QSLs on the other hand have a smaller ground state degeneracy which can be
thought of as the entanglement of classical ground states and in addition they have various exotic
properties like fractionalized charges and long range entanglement describing their physics.
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Many examples of CSLs exist of which the most familiar are the Heisenberg antiferromagnet
on the pyrochlore permitting a U(1) gauge description at low temperatures as well as on other
geometrically frustrated lattices such as honeycomb and kagome being described by the same
low energy U(1) gauge theory.

FIGURE 1.14: The structure of spin ice in the two-in-two-out configuration at each
tetrahedron resulting in extensive degeneracy in the ground state and thus forming

a classical spin liquid. Figure reproduced from [154].

The antiferromagnetic Heisenberg model on pyrochlore is well known spin-ice due to its resem-
blance to the physics of water ice where the tetrahedra [23] share a corner and the strong crystal
field anisotropy imparts an Ising type magnetic interaction between the different spin moments.
The ground state configuration is the famous “two-in-two-out" where two spins point inwards
and the remaining two outwards in each tetrahedron. The residual entropy of this grounds state
is extremely large and goes like S/n ∼ R ln(3/2) [167]. The spin-ice rule can be summarized as
a general Gauss law O · ~B = 0 [38] where the spin at each site is associated with the magnetic
field at that site ~Bi = ~Si thus permitting a U(1) gauge description in analogy with classical elec-
tromagnetism. Also this analogy further implies that the correlator decays in an algebraic fashion
between the spins 〈S(0)S(r)〉 ∼ 1/r3 [81] in accordance with the dipolar decay form in electro-
magnetism. The “violation" of the Gauss law leads to the creation of a pair of magnetic monopoles
with a Dirac string between them and these constitute the fractionalized excitations with energy
half of that associated with a spin flip thus completing the analogy with U(1) electromagnetism.

This is a recurrent theme in most of the CSLs of having an extensive ground state degeneracy
due to a constraint equation which can be interpreted as a Gauss law leading to its low energy
description with a gauge theory complete with fractionalized excitations. CSLs are interesting in
their own right as they provide the gateway for some very interesting physics and give us a better
grip on understanding QSLs. However despite all their glory they are not the main focus of this
thesis but rather the magnetically ordered states in highly frustrated regimes.

1.4 Machine Learning

Almost every third news article today includes the words machine learning (ML) or artificial in-
telligence (AI) in some form or the other and has spewed a range of opinions from the conspiracy
theorists to the experts predicting the future of humanity, especially with the popularity of chat
GPT4 [64]. To give even a review of the history and development and the current state of ML is
next to impossible and would require a thesis in itself but we shall stay humble here and briefly
brush over the many topics of ML and refer the interested reader to a wealth of resources to deep
dive into each topic. Machine learning has existed in one form or the other and has become so
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ubiquitous in our lives that we barely think about them anymore from self driving cars to text
prediction to chess games to email spam filters to name a few.

In the simplest terms machine learning is the “ The ability of the machine to learn without
being explicitly programmed ". Any ML program takes a set of inputs (~X) and corresponding
outputs (y) and figures out the set of rules relating them i.e. tries to find a hypothesis function f̃
such that f̃ (~X) ≈ y approximating the true function f , f (~X) = y.

Classical ML is usually broadly classified into deep and shallow algorithms where the classi-
fication is done based on the depth of the circuit. Deep algorithms such as convolutional neu-
ral networks (CNNs) [242] have multiple layers and the algorithms can run deep with many
intermediate(hidden) layers whereas algorithms such as support vector machines (SVMs) [50]
or logisitic/linear regressions have just a few layers. The other broad classification is how the
algorithm uses data to make predictions and are classified as supervised, unsupervised and rein-
forcement learning respectively.

In supervised learning the algorithm is provided with labelled output data which might be dis-
crete (classification problem) or continuous (regression problem where the goal is to find a deci-
sion/separating boundary) and the goal is to predict the label for unseen data.

In unsupervised learning the algorithm is provided with unlabelled data and the aim is to find
structures or correlations between the data sets and group them together. The advantage of this
method which is also exploited in the course of this thesis is that the user does not need to have
any prior information about the structure of the data but at the same time interpreting the results
is a challenge and requires experience of the researcher/domain expert.

In reinforcement learning which is the most commonly used strategy in evolution or extinction
situations such as self driving cars or chess/video game or GPT the algorithms are trained using
“survival of the fittest" strategy. The algorithm tries to optimize the set of actions it needs to take
in order to achieve a reward (such as winning the game) and it keeps on trying different strategies
(set of actions) till the best one (the fittest) is found.

There exist other algorithms which are a combination of the broad ones stated above. While
machine learning has certainly proved more than useful in a multitude of tasks there do remain
drawbacks as requiring lots of data to make conclusions as well as being very expensive to run
and which algorithm is appropriate for the particular data set depends more on the expertise of
the data scientist. If the data set has certain errors the algorithm would be biased and lead to
inaccurate models which cause more harm than good in making decisions based on these models.
Also it is next to impossible to understand the workings of many deep algorithms and make sense
of the recommendations or predictions which makes it harder to check for biases or errors and
fine tune the algorithms.

The most common observed trend in AI in general is that there is a breakthrough that causes
a lot of buzz and media hype and inflated expectations and when not met there is a reality check
and causes disillusionment amongst people and funding agencies and this pattern repeats over. In
the future there need to be more ethical questions regarding machine intelligence that need to be
addressed such as how much video surveillance or categorization of people based on the choices
they make is acceptable. There are undoubtedly many areas where machines would play a crucial
role in the future but it is left to us to thread these paths carefully.

1.4.1 Applications to Physics

Machine learning in physics has an entire Wikipedia page dedicated to it. ML these days is becom-
ing an indispensable tool in different branches of physics ranging from astrophysics to quantum
information theory [35, 151]. They have proved a useful tool in quantum state tomography which
involves the reconstruction of a quantum state from measurements and learning Hamiltonians
from phases of matter and phase transitions [138, 141].

In cosmology [56, 124] one of the main tools to study physical phenomena at the galactic scale
is through simulations which requires preparing large data sets and also clustering and finding
patterns or rather anomalies in data which prove essential to the detection of galaxies/ supernova.
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Neural networks or boosted decision trees have proved crucial in N-body simulations simulating
the interactions of millions of particles at low temperatures forming clusters. In particle physics
outlier events such as particle selection is the prime focus and this is just a regression problem in
the language of ML.

The application of ML to condensed matter physics began with the seminal work of Carleo and
Troyer [34] where they showed a proof of concept by using artificial neural networks to find the
ground states in prototypical interacting spin models in one and two dimensions. This initiated a
wider adoption of ML in condensed matter physics from detecting phases and phase transitions to
solving for the ground state quantum wave functions [34, 37, 54, 82, 168, 220] as well as analysing
experiments [163, 243, 28] and designing algorithms [138, 141]. Interpreting ML results has always
been a major drawback of the application of ML where we are not just interested in a classification
but also wish to understand why the machine “thinks/learns" in that particular way which is
much harder to decipher. There is always a trade-off in any algorithm between expressibility
and interpretability where the former refers to the applicability to a wider variety of problems
of varying dimensionality and linearity while the latter refers to the interpretation of the results
(why the machine thinks that way). The algorithm used is generally problem specific and there is
a huge promise and effort in the physics community in general, to integrate machine learning as
an essential tool to understand these complex systems better.

1.5 Motivation of this thesis

The major focus of this thesis is the understanding Kitaev physics in the classical limit employ-
ing machine learning as a tool to investigate and explore the parameter space of extended Kitaev
models. We shall focus on the parameter regimes which are relevant for the Kitaev candidates and
in particular α− RuCl3 and discuss the possible phases we find as well as they underlying struc-
tures and dynamics of incommensurate spiral ground states which has experimental relevance.
The main focus of this thesis is on exploring magnetic orders as well as incommensurate spirals
as opposed to classical spin liquids.

Even though the original Kitaev model is a quantum model dealing with S = 1/2 spins on a
honeycomb lattice we see that we are able to uncover many features of this quantum model even
at the classical level which can be thought of as the large-S limit of the theory and can make a clear
distinction between the “quantumness" and classical nature of the results. We demonstrate the
usefulness of our machine in detecting and categorizing all the phases correctly in the frustrated
parameter regime without any prior knowledge of the underlying physics and then interpret the
machine learnt results. This is sufficient encouragement for future works on frustrated magnetism
and uncovering new physics combining usefulness of machines as well as insights we derived in
this thesis.
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Chapter 2

Methods

In this chapter we introduce the reader to the major concepts and methodologies used in this
thesis. We shall begin with a brief introduction to Monte Carlo methods followed by machine
learning methods, though by no means exhaustive we shall dwell on TK-SVM which is the main
algorithm used in the rest of this thesis and subsequently spin dynamics and transport which
serves to bridge the gap between theory and experiment.

2.1 Classical Monte Carlo

We shall begin by introducing the classical Monte Carlo (MC) methods [22, 129], with particu-
lar focus on the methods used for sampling spin configurations (thermal ensembles) in thermal
equilibrium which are then used to train the Machine, discussed in the subsequent sections.

Monte Carlo methods rely on using randomness to solve problems even when they are deter-
ministic in nature, when analytical or other approaches are difficult to use. Monte Carlo sampling
is applicable in any system which has a probabilistic interpretation.

The law of large numbers (LLN) states that the expectation value of a large number of trials would
converge to the "true" expected value and this convergence gets better by increasing the number of trials.

As a direct consequence of LLN [153], any integral which can be represented as an expecta-
tion value can be approximated by taking an average over independent samples of the random
variable. Hence this finite and sparse sampling plays a crucial role in overcoming the curse of di-
mensionality where the dimensions of the configuration space grow exponentially with the size
of the system. For any finite subset of the total configuration space J ⊂ I , we can approximate
the true expectation by a MC estimate

〈A〉 = ∑
i∈I

P(xi)A(xi) ≈
1

NMC
∑
j∈J

A(xj) := 〈A〉MC (2.1)

the samples xj used in the MC sampling , in general can be drawn from any underlying prob-
ability distribution, it could be uniform, Gaussian or any other distribution. In our case, since
we wish to sample spins at thermal equilibrium we sample the configurations xj according to the
canonical distribution function,

xj ∼ P(x) = e−βE(x)/Z Z = ∑
x∈I

e−βE(x) (2.2)

here β = 1/T [29] is the inverse temperature of the thermal equilibrium. This allows for a
better approximation of the true expectation value as the configurations more likely to be visited
by the system during its time evolution are sampled, since most of the relevant configurations
are sampled this is known as importance sampling. The error of the approximation vanishes as
1/
√

N independent of the dimension of configuration space, which is one of an inherent feature
of MC sampling.
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2.1.1 Sampling Procedure

We explain, in this section, why the approximation of drawing configurations from a canonical
distribution makes sense. For any system in thermal equilibrium with its heat bath, the proba-
bility that the system is in a particular state x is given as a function of the state energy E(x) and
temperature as

p(x) = exp(−E(x)/T)/ ∑
x

exp(−E(x)/T) := exp(−E(x)/T)/Z (2.3)

This distribution maximizes the entropy function S = −∑x p(x) log p(x) subject to the nor-
malization condition ∑x p(x) = 1 and the mean value of energy is given by E = ∑x p(x)E(x).

The thermal average for any observable as a function of the states in the canonical distribution
would be

〈O〉 = 1
Z ∑

x
exp(−E(x)/T)O(x) (2.4)

With no prior knowledge about the distribution of samples we compute the average as

〈O〉 = 1
N

n

∑
i=1

O(xi) (2.5)

The problem with random sampling (simple sampling) is that we sample a lot of configura-
tions that lie outside the importance area of the configuration space i.e. the configurations that have
the highest probability of being visited by the system at any given temperature, this under rep-
resents the information about distribution of configurations. Hence to circumvent this problem
we sample from an associated probability distribution, which is known as importance sampling ,
P(x) and the above equation can be rewritten as

〈O〉 = ∑x exp(−E(x)/T)/P(x)O(x)
∑x exp(−E(x)/T)/P(x)

(2.6)

Now choosing P(x) = exp(−E(x)/T) , the above equation reduces to a simple average. In
conclusion, by sampling from a Boltzmann distribution for the expectation value of any observ-
able we are justified in using a simple average of the observable at these points.

2.1.2 Markov Chains

Having justified in the previous section why importance sampling is needed, the natural question
is how does one generate these configurations.

Generating these configurations from scratch is highly computationally inefficient, instead we
employ a stochastic method, where we evolve the system through a series of steps x0 → x1 →
x2....xt → xt+1 → ...xN and the transition to configuration from to to time t+1 depends on the
probability P P(x0, x1...xt → xt+1) which guarantees that we sample according to our desired
importance distribution. In principle this probability depends on the history of evolution till t .
In the simplest non-trivial case , the transition probability is path independent and depends only
the current state i.e. P(xt → xt+1), and such a stochastic process is known as a Markov chain
Process [149] and its application to Monte Carlo sampling is known as Markov chain Monte Carlo
(MCMC).

The requirement of having a stationary thermal distribution i.e. the importance probability
distribution is time independent imposes on the transition probabilities a detailed balance equa-
tion (though it is only a sufficient condition)

P(xi)P(xi → xj) = P(xj)P(xj → xi) ∀i 6= j (2.7)
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Since the stationary probability density is Boltzmann we compute the ratio of the transition
probabilities in terms of energy differences

P(xi → xj)

P(xj → xi)
=

P(xj)

P(xi)
= exp (−(Ej − Ei)/T) = exp (−4E/T) (2.8)

Additionally, we require that the update scheme be ergodic i.e. we could access all possible
configurations in the allowed configuration space in a finite number of MC steps. We define a
Markov chain as ergodic if ,

For all pairs of states (i, j) in a Markov chain, there exists T ∈N, such that t = 0 the system started in
state i, the probability of being in state j is always greater than 0, P(j) > 0 for all t > T. The two technical
requirements for the ergodicity of the Markov chain are of 1. irreducibility which means there is
a sequence of transitions with non-zero probability from one state to another and 2. aperiodicity
which ensures we don’t get trapped in a cyclical transition between states.

We could recast the detailed balance equation [30] as a matrix equation and define a matrix
T of transition probabilities Tij = P(xi → xj) ≥ 0. Since all the entries are non-negative we
could use the Perron-Frobenius theorem which states that T has a unique largest eigenvalue and the
corresponding eigenvector can be chosen to have strictly positive components i.e P(x) > 0 ∀x).
This ensures that we also have a (fixed-point) equilibrium thermal distribution. Since T is a matrix
of transition probabilities , it has a maximal eigenvalue of 1 and all other eigenvalues , have an
absolute value which is lesser than this maximal value. This ensures convergence starting from
any initial configuration.

The second largest absolute eigenvalue determines the characteristic time of thermalization
(thermalization time) though this is hard to access/determine in practice and one just waits for
a sufficiently long time for the system to thermalize before beginning to collect snapshots of spin
configurations. In addition, since the updates are only local, the updated configurations after ther-
malization are not entirely decorrelated from the preceding ones. The autocorrelations between
successive configurations decays exponentially in a characteristic time scale known as the "auto-
correlation time". In practice , one waits for a sufficient number of MC steps before measuring
or collecting spin configurations for thermal averaging which is defined as the (measuring time).
The longer the thermalization time the lower the error on the averages of measurements and as
a rule of thumb the thermalization times is orders of magnitude larger than the autocorrelation
time.

2.1.3 Spin Updates

In the MC algorithm, on a lattice of N spins a single spin is chosen at random and updated. This
update from Si → S′i might involve flipping the spins as in the case of Ising spins or rotating the
spin around an effective magnetic field or any other update method. Each MC step comprises
on N single spin updates such that on average, per MC step the spins are updated at least once.
Single spin updates, even though are quite inefficient computationally as they involve local up-
dates which lead to large thermalization and auto-correlation times are the only update method
applicable in a majority of frustrated or disordered systems under consideration. A single spin
update is also referred to as a sweep.

We shall discuss two such methods below, the Metropolis-Hastings algorithm and the Heat
bath algorithm.

Metropolis-Hastings Algorithm

In this section we discuss the general Metropolis-Hastings algorithm [152]. The Markov chain
can be engineered using this scheme , which decides if a particular configuration is accepted or
rejected [230]. We propose an update from xi → x f and in general accept this proposed update
only if it is "thermally" acceptable i.e. at the given temperature , the system can access these
energy states. This algorithm is designed for importance sampling (sampling from a Boltzmann
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distribution) and is essential in calculating thermal averages or sampling configurations. Main
steps of the algorithm are illustrated below,

Algorithm 1 Metropolis Hastings Algorithm

1: For i = 1...N repeat N times
2: Randomly Initialize State xi
3: Compute energy Ei = E(xi)
4: Randomly perturb the state (flip/ rotate spin) to create new state x f
5: Compute4E = E f − Ei
6: if4E < 0 then
7: Accept x f
8: else if4E ≥ 0 then
9: Choose a random number r ∈ rand(0, 1)

10: if r < exp(−4E/T) then
11: Accept x f
12: else
13: Reject x f

The above steps are repeated N times (each MC update comprises of N single updates) in
order to find configurations at equilibrium before we measure physical observables and finally
take thermal averages to get the expectation values [53].

In case of classical spin systems S ∈ SO(3) = (sin θ cos φ, sin θ sin φ, cos θ) we could propose
an update to any random point on the O(3) sphere (θ, φ). For most spin interaction Hamiltonians
which can be written as H = ∑i

~Si · ~Bi where ~Bi is the effective magnetic field, the difference
in energies is given by 4E = (~S′i − ~Si) · ~Bi. At low temperatures a random spin update has a
low chance of being accepted and in order to ensure acceptance we could propose a spin update
to a cone around the original spin of aperture 2θ. This captures the low temperature classically
ordered ground states well but would not be very useful in capturing frustrated or disordered
ground states.

Heat Bath algorithm

The Metropolis algorithm has update acceptance based on the energy difference between the cur-
rent and proposed spin configurations. This method of sampling has been shown to significantly
reduce acceptance rate in simulations dealing with disordered or frustrated systems. An alternate
solution that has been shown to perform better is the heat bath algorithm where the transition
probability is proportional to the normalized probability of the updated state

P(xi → xj) =
P(xj)

∑k P(xk)
∑

k
P(xi → xk) = 1 (2.9)

where we sum over all possible allowed updated configurations xk. For systems with discrete
possible updates the heat bath algorithm [51] can be implemented efficiently but for systems with
continuous degrees of freedom, it is not in general possible to formulate a heat bath update. Al-
though in certain special cases it is possible and fortunately in our case of frustrated Heisenberg
interactions, we can formulate such an algorithm [232].

The general idea is that we propose a local spin update, where the new spin direction is drawn
from a suitable probability distribution ensuring the updated configuration is from a canonical
ensemble , i.e. is an allowed configuration in the Boltzmann distribution. The new update is de-
termined by testing all possible allowed states in the "heat bath" of its neighbours which are fixed.
All terms not involving the spin ~Si at site i cancel and hence only a small number of computations
involving the spin and its neighbours are required for the computation making the algorithm
efficient.
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In a system with n discrete energy levels (E1..En) the probability of being in a particular energy
level k is given by the Boltzmann weight

Pk =
e−Ek/T

∑i e−Ei/T (2.10)

We could alternatively state that the system is in the energy level m , if for any random number
R in the range 0 to 1 , 0 < R < 1 we have

m−1

∑
i=1

Pi < R <
m

∑
i=1

Pi (2.11)

when the distribution of energy levels is continuous the above equation modifies to R =∫ m
1 diPi := F(m) and the state m is given by the inverse function m = F−1(R).

For the Heisenberg spin model where H = −J ∑i,j∈N(i)
~Si · ~Sj where N(i) constitute all the

nearest neighbours of spin at site i we can define a local "heat-bath" or effective magnetic field as
~Bi = J ∑j∈N(i)

~Sj and the local Hamiltonian becomes hi = ~Si · ~Bi = −JB cos θ. The probability of
finding the spin i at a particular (θ, φ) in a solid angle dω = dφd cos θ around the heat bath is

P(θ, φ)dφd cos θ = exp (−hi/T)dφd cos θ/
∫

dφ
∫

d cos θ exp (−hi/T) (2.12)

We determine (θ, φ) through the equations

R =
∫ 2π

0
dφ′

∫ cos−1 θ

−1
d cos θ′P(θ′, φ′) (2.13a)

R′ = φ/2π (2.13b)

where 0 < R, R′ < 1 are just two random numbers. The reason we choose the azimuthal angle
φ randomly is because energy does not depend on it i.e. E(θ, φ) = E(θ) = −JB cos θ. We solve the
above equations and obtain

cos θ =
1

BK
log[exp(BK)(1− R) + R exp(−BK)] ; K = J/T (2.14a)

φ = 2πR′ (2.14b)

As can be seen from the figure above, when BJ � T the values of cos θ are almost uniformly
distributed with respect to R i.e. the spins are randomly oriented at high temperatures. When
BJ � T , the values of cos θ are almost 1 for most values of R i.e. the spins are oriented parallel to
each other at low temperatures.

Having solved for θ and φ we update the current spin configuration using the generalized
Euler rotation matrix ~S′k = R(θ, φ)~Sk. This algorithm can be easily generalized to the frustrated
Hamiltonians considered in this thesis and is summarized below

Algorithm 2 Heat bath Algorithm

1: For i = 1...N repeat N times
2: Randomly choose spin at site i: ~Si

3: Compute the heat bath ~Bi = ∑j∈N(i) Ĵij~Sj
4: Choose φ ∈ rand(0, 2π)
5: Choose R ∈ rand(0, 1)
6: Update cos θ ← 1

BK log[exp(BK)(1− R) + R exp(−BK)]
7: Having solved for θ, φ update spin ~S′k = R(θ, φ)~Sk
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Over relaxation

In addition to the stochastic update algorithms discussed above, we implement over relaxation
in order to reduce the auto correlations between successive updated spin configurations. Having
found the effective magnetic field from the neighbouring spins we propose a θ precession of the
spin about this vector where θ is either chosen randomly or is chosen to be π in the extreme
case [52, 31]. It is done in order to ensure that no updated configuration is stuck in a local mini-
mum from which it is usually hard to get out. The proposed configuration lies on the same energy
isoline around a local minima (random θ) or opposite to the local minima (π update) and since
the energies are comparable to the stochastic update, the update is accepted with the added ben-
efit of not being stuck in any local minima. This update is micro canonical in the sense that it
does not change the energy of the configuration i.e. ~Sk → ~S′k such that Ek = E′k. This update is a
deterministic and all spins are updated sequentially.

Algorithm 3 Over relaxation Algorithm

1: For i = 1...N
2: Choose spin at site i: ~Si

3: Compute the heat bath ~Bi = ∑j∈N(i) Ĵij~Sj

4: Update spin ~Si ← 2
~Si ·~Bi
|~Bi |2

~Bi − ~Si

2.1.4 Parallel Tempering

In parallel tempering (PT) or replica exchange methods we consider an extended configuration
space, hosting canonical configurations at different temperatures (T1 < T2... < Tm). We then
define a joint partition function as a product of individual partition functions at different temper-
atures.

ZPT =
m

∏
i=1
Z(Ti) =

m

∏
i=1

∑
s

exp(−H(s)/Ti) (2.15)

For each of the m temperatures, the configurations are simulated and updated using the Monte
Carlo methods discussed above, as parallel process (on separate nodes of a cluster). The main
idea behind PT is that, after a certain number of spin updates on individual nodes a swap of
configurations at two different temperatures Ti, Tj is proposed and this swap is accepted based on
Metropolis probability. Thus for 2 configurations xi and xj with energies Ei, Ej and at temperatures
T1, T2 respectively, the Metropolis acceptance of a swap is given by

P((xi, xj)→ (xj, xi)) = min{1, exp (−4Eij/4T)} (2.16)

where 4Eij = Ei − Ej and 4T = T2 − T1. In order to have a successful swap , there needs to
be considerable overlap of probability distributions at the temperatures considered and larger the
difference in temperatures lower the overlap, hence we consider only nearest neighbour (adjacent)
temperatures. In most implementations , instead of swapping configurations between tempera-
tures , temperatures are swapped keeping the configurations fixed. In this case one needs to
simply compute E(x)/4T to see if an exchange is possible or not. The reason we use PT is to
ensure that configurations at lower temperatures are not stuck in any local energy minima , thus
have long auto correlation times, by heating them to a higher temperatures and subsequently
cooling them back to the lower temperature reaching a different local minima. It is particularly
useful in systems that have a high ground state degeneracy. This method is quite robust and can
be trivially parallelized on any GPU system, and the simulations used in this thesis use a generic
implementation of PT from the ALPSCore library. The PT algorithm is summarized below
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FIGURE 2.1: Parallel tempering process shown above.The neighbouring replicas are
exchanged when the Metropolis criterion is met. Figure reproduced from [139]

Algorithm 4 Parallel Tempering Algorithm

1: Initial m temperatures T1 < T2... < Tm
2: Run parallel L MC updates ( L Sweeps) on different nodes of the cluster at each Ti
3: Swap configurations between Ti and Ti+1 for i ∈ {1, 3...m− 1} with Metropolis probabilities
4: Run parallel L MC updates ( L Sweeps) on different nodes of the cluster at each Ti
5: Swap configurations between Ti and Ti+1 for i ∈ {2, 4...m− 2} with Metropolis probabilities
6: Repeat NMC/2L times

2.2 Machine learning (SVMs)

In this section we shall introduce the machine learning methods that are relevant for this thesis
and in particular focus on support vector machines (SVMs) with a tensorial kernel (TK). Machine
learning in condensed matter physics is a very broad topic and different kinds of algorithms from
artificial neural networks to reinforcement learning routinely used. It is an almost impossible task
to discuss all the applications and we shall leave the reader to quench their thirst for knowledge of
other applications. Our goal here is more well defined and revolves around phase classification of
symmetry broken phases in frustrated magnets. We shall see how SVMs help in extracting useful
(information) “ features" from a configuration space of classical spins and be able to interpret
the learnt results which is a strength of the SVMs [192, 24, 86]. We shall also see how the bias
parameter plays a crucial role in phase classification and confers upon TK-SVM its strength of
being an unsupervised learning algorithm. In unsupervised learning the machine finds correlations
in unlabelled data and assigns a label itself and this has the great advantage that the user does not
need to have deep insights about the topology of the phase diagram or intimate knowledge of
the underlying physics but rather uncover physical insights thanks to the interpretability of the
algorithm. We shall further illustrate most of the ideas discussed below using examples from the
Heisenberg-Kitaev model on a two dimensional honeycomb lattice. The reader need not worry
about the underlying physics as it is discussed in the subsequent chapters and can ignore the
physics as a “black box" instead focusing on the illustration of concepts.

Support vector machines are a form of supervised classifiers, which means that they learn
from discretely labelled data and can then be used to predict the label of any new data. In ma-
chine learning literature it is conventional to represent data with X(k) and the target or labels with
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y(k), where k = 1...n is the index of the sample. In addition we usually consider data in an m-
dimensional space i.e. consisting of m features X ∈ Rm = [x1, x2...xm] and the labels belong to a 1
dimensional space y ∈ R. The general flow of ML is then

(X(k), y(k))→ Algorithm→Model→ y(pred) (given Xnew) (2.17)

We shall illustrate in the subsequent sections all the essential features of SVMs in the case of a
binary classification i.e. we just have two classes of labels y(k) = ±1, ∀k. SVMs map the training
samples into the hyperspace and try to find a hyperplane decision boundary which maximizes the
gap between the two classes of samples. New samples are then mapped to the same hyperspace
and based on which side of the decision boundary they fall, they are assigned the label accordingly.

In addition to classification of linear data using a hyperplane, SVMs also classify non linear
data efficiently using the Kernel trick [24, 86] where the non linear data is projected into a higher
dimensional space making it linearly separable and we find a linear hyperplane in the higher
dimensional space separating the data. We shall dwell into kernel methods in much more detail
in the sections below.

We shall begin by discussing linearly separable data with binary labels. The hyperplane or
decision boundary between the sets of training samples is,

w · X− ρ = 0 (2.18)

defined by the normal vector also known as the parameters w ∈ Rd and the y-intercept ρ also
know as the bias.

2.2.1 Hard-Margin

Ideally, if the data is completely linearly separable then can define two parallel hyperplanes sepa-
rating the data and define the hyperplane that lies midway between these two hyperplanes as the
decision boundary. We then have the following equations for the 2 hyperplanes,

w · X(k) − ρ ≤ −1, when y(k) = −1

w · X(k) − ρ ≥ 1, when y(k) = 1

y(k)(w · X(k) − ρ) ≥ 1, ∀k

(2.19)

where the last equation is the combined form of the two hyperplane equations.
In general for separable data we have infinitely many solutions for the hyperplane and to

choose one we slightly modify our separation requirement. We impose a margin around the
decision boundary which does not contain any of the training samples and we maximize the width
of the margins to then choose the optimal decision boundary [204]. The width of the margin is
then given by 2/|w| and maximization of the width is equivalent to minimization of the norm of
the normal vector and then our optimization problem becomes

max 2/|w| ≡ min
|w|2

2
subject to y(k)(w · X(k) − ρ) ≥ 1 wrt w, ρ (2.20)

The decision boundary is actually determined by all points that lie on the margin or within it
and these sample points are known as support vectors.

2.2.2 Soft-Margin

When the data is not perfectly separable it doesn’t make sense to find a “perfect boundary" which
classifies all the training examples perfectly with over complicated boundary neglecting the noise.
In this case we want to use a boundary with a “soft margin" than a hard one. We relax the above
constraint and allow for incursions into the margin introducing a regularization parameter C > 0
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FIGURE 2.2: The samples on the margins that determine the boundaries are known
as support vector where the data is perfectly separable (left) having an optimal hard
margin and requires a soft margin (right) where the classifier is penalized for mis-
classifications. Figure reproduced from [140]. The penalty coefficient for misclassi-
fication C. Larger the value of C greater the penalty for misclassification and hence
narrower the margin (hard-margin limit). Decreasing the value of C leads to a softer
margin and hence more misclassifcation. In general a smaller value of C is preferred

to avoid overfitting.

and softening the optimization objective. This is robust to outliers and can “accept" outliers in a
tolerance step as

min
|w|2

2
+ C ∑

k
χk subject to y(k)(w · X(k) − ρ) ≥ 1− χk wrt w, ρ, {χk} (2.21)

where the slack variables χk > 1 for misclassified samples else is χk ≥ 0. It is most convenient
to calculate the optimal value of the slack variables through the hinge loss which determines the
value completely in terms of the parameters w, ρ as,

χk = h(X(k), y(k)) = max{0, 1− y(k)(w · X(k) − ρ)} (2.22)

Only samples that violate the margin incur a hinge loss and for all other correctly classified
samples the loss is 0. The minimization objective using the Hinge loss can be written in an equiv-
alent manner as,

min λ
|w|2

2
+

1
n

n

∑
k=1

max{0, 1− y(k)(w · X(k) − ρ)} (2.23)

where λ > 0 is the trade-off parameter between increasing the margin size and ensuring the
samples are correctly classified. The parameter λ is inversely related to C.

Decreasing the value of λ (increasing C) yields a hard-margin classifier with extremely narrow
margin. The cost of having a hard-margin is that we overfit the samples. Increasing the value of λ
leads to softening the classification criterion and broadening the margin. In the extreme limit we
allow many misclassifications and hence underfit the data and discard useful information about
structures in the underlying data set. The optimal value of λ is problem specific and one needs to
test the performance on a range of values before choosing the best suited value.

It is worthy to note that since in the constraints, the samples appear only in a dot product with
the parameters, we can safely conclude that the optimal parameters lie in the span of the samples,
as any orthogonal components of the parameters would be of no significance to the optimization
objective. We instead solve a simplified Lagrangian dual problem which can be solved efficiently
using quadratic programming algorithms. Thus we have the dual optimization problem,
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max f (λ1, λ2, ...λn) :=
n

∑
i=1

λi −
1
2

n

∑
i=1

n

∑
j=1

y(i)λiX(i) · X(j)λjy(j)

subject to
n

∑
i=1

λiy(i) = 0, and 0 ≤ λi ≤
1

2nλ
∀i

(2.24)

where we define λi through the equation,

w =
n

∑
k=1

λky(k)X(k) (2.25)

λi = 0 when the sample X(i) is correctly classified and 0 < λi < 1/2nλ when the sample X(i)

lies on the margin i.e. is a support vector and has a non zero hinge loss.
For a new sample X we predict the class it belongs to using the distance of the learnt hyper-

plane and its sign which can be solved entirely in terms of the support vectors and the bias,

d(X) = w · X− ρ =
n

∑
k=1

λky(k)X(k) · X− ρ, ypred = sign(d(X)) (2.26)

In a multiclassification problem with P distinct labels we use binary classifications pairwise
on P(P− 1)/2 pairs of labels where we consider only training samples belonging to either labels.
Each binary classification produces a single decision function and in all we have P(P− 1)/2 deci-
sion functions. The support vectors of this multiclassification problem constitute all samples with
a nonzero Lagrangian multiplier λi.

For a new test sample ideally the assignment of a label between all the classifiers is unambigu-
ous. If this is not the case then most SVM algorithms use majority vote to decide the label, wherein
each decision function assigns a label and the final label assigned is the mode(majority) of all the
P(P− 1)/2 labels. The SVM used in this thesis considers decision functions individually and may
discard some based on physical insights, not using majority voting in the classification problem
since in certain situations they might not correspond to the underlying physics and end up either
not distinguishing between labels or assigning multiple labels to the same class.

2.3 The Kernel trick

When the data is not linearly separable we wish to learn a non-linear decision function by map-
ping the samples to a higher dimensional space φ : X ∈ Rd → φ(X) ∈ RD, D > d where the
samples are linearly separable and then project back the learnt linear hyperplane into the space of
the original samples. Furthermore since the decision function and the optimization problem in-
volve only inner products we use the Kernel trick which involves computing the Kernel function
in the original space defined as the inner product of the mapped feature vectors.

K(X, Y) := φ(X) · φ(Y) (2.27)

As long as one is able to compute this function one doesn’t need to be bothered about the precise
form of mapping (φ) or the dimensionality of the mapped space (D) (which might be possibly
infinite dimensional).

K(X, Y) is an "inner product" in higher some dimension which measures how "similar" the
features are, if the features are very similar we require K to be large and in the opposite case
we require K to be small. We could in principle define any "similarity function" to be a kernel
function as long as we can define a mapping φ to the hyper space. This is guaranteed by the
Mercer’s theorem
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Mercer’s Theorem : Let {x(1)...x(d)} be d points in any dimensional space we then define a "grand
Kernel matrix" K ∈ Rd×d s.t. Kij = K(x(i)x(j)). K is a valid kernel function, if for any vector z (z ∈ Rd),
K is semi positive definite zTKz ≥ 0⇔ K(x, z) = φT(x)φ(z).

FIGURE 2.3: The geometrical interpretation of the Kernel trick where data that is not
separable in the original space is projected to a higher dimension where it is linearly
separable and the decision boundary is projected back to the original space which

now becomes a non linear boundary. Figure reproduced from [140].

In the decision functions and the optimization objective we replace the inner products between
samples with an evaluation of the Kernel function,

d(X) =
n

∑
k=1

λky(k)X(k) · X− ρ→
n

∑
k=1

λky(k)K(X(k), X)− ρ (2.28)

and in the optimization algorithm where we minimize the width of the margin and replace the
norm of width expressed in terms of the support vectors by a Kernel evaluation,

max f (λ1, λ2, ...λn) :=
n

∑
i=1

λi −
1
2

n

∑
i=1

n

∑
j=1

y(i)λiX(i) · X(j)λjy(j)

→
n

∑
i=1

λi −
1
2

n

∑
i=1

n

∑
j=1

y(i)λiK(X(i), X(j))λjy(j)

subject to
n

∑
i=1

λiy(i) = 0, and 0 ≤ λi ≤
1

2nλ
∀i

(2.29)

where the coefficients λi are again solved using quadratic programming. Using the Kernel
trick [42, 172] of replacing all dot products with (non-linear) Kernel functions and using the SVM
algorithm in the transformed hyperspace doesn’t absolve us from the choice of the Kernel function
which is much easier to engineer based on physical insights than dwelling in the details of the
mapping function φ. Some common choices of Kernel functions are listed below -

1. Polynomial : K(X(i), X(j)) := (X(i) · X(j))d (d = 1, linear, d = 2, quadratic)

2. Gaussian Radial Function : K(X(i), X(j)) := exp(−|X(i) − X(j)|2/2σ2)

3. Sigmoid Function : K(X(i), X(j)) := tanh(κX(i) · X(j) − β), κ, β > 0

(2.30)

We illustrate how the quadratic Kernel function in 2 dimensions can be described as the inner
product of a feature mapping in 3 dimensions,
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FIGURE 2.4: The different kernels used to find the decision boundary are shown and
it is quite evident that in most cases RBF kernel performs pretty well but also risks

overfitting the data. Figure reproduced from [27]

K(x, y) = (x · y)2 = (x1y1 + x2y2)
2 = x2

1y2
1 + x2

2y2
2 + 2x1y1x2y2

= [x2
1

√
2x1x2 x2

2] · [y2
1

√
2y1y2 y2

2] := φ(x) · φ(y)
φ(x) : (x1, x2)→ [x2

1,
√

2x1x2, x2
2]

(2.31)

A useful property of the quadratic Kernel is the reshuffling of indices to express the quadratic
dot products in terms of coefficient matrix (C), where the summation over indices of the features
is interchanged with the summation over the support vectors,

d(x) = ∑
k

λky(k)(x(k) · x)2 = ∑
k

λky(k)
d

∑
i,j=1

(x(k)i xi)(x(k)j xj)

=
d

∑
i,j=1

[∑
k

λky(k)x(k)i x(k)j ]xixj :=
d

∑
i,j=1

Cijxixj

(2.32)

Thus using a quadratic Kernel gives us a decision function which is also quadratic in the sam-
ple coordinates [43, 193]. The coefficient matrix C can be diagonalized to find the principal axes
and thus admit the extraction of the analytical form of the decision boundary. This interpretation
of the decision boundary in terms of a coefficient matrix forms the basis of the SVM method used
in this thesis.

2.4 Tensorial Kernel (TK) SVMs

Building upon the ideas discussed in the previous sections we introduce SVMs that use a tenso-
rial Kernel introduced by [75, 77]. In general we can view the distinction between ordered and
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disordered phases as a binary classification problem given a labelled set of microscopic spin con-
figurations. We then naturally interpret the decision function as the phase boundary which would
then play the role of an order parameter. Ponte and Melko [172] pointed out in their work that the
decision function would always reproduce the true order parameter given a suitable Kernel. In
their work the authors used quadratic kernels to study linear orders as a proof-of-concept which
is not particularly enlightening in terms of physics. On the other hand, tensorial kernels are ex-
tremely suitable to capture the physics of symmetry broken classical O(3) orders while remaining
easy to interpret. In the subsequent sections we introduce the construction of the tensorial kernel
and discuss the complexity and implementation and the role of the bias parameter in distinguish-
ing phases.

2.4.1 Constructing the tensorial Kernel

We consider all components of the spins at the lattice sites as the training data which are labelled.
X = {~Si ∈ O(3)} = {Si,a} where i ∈ {1, 2...N} indexes the lattice site and a ∈ {x, y, z} are the
spin components. The labels assigned need not reveal any information about which particular
phase the spin configurations belong and just be a trivial label to distinguish the points. Then
with respect to a feature mapping, the tensorial Kernel is just defined as a quadratic Kernel,

K(X, Y) = [φ(X) · φ(Y)]2 (2.33)

where the feature mapping φ maps the sample to a monomial of spin components,

φ : X→ φ(X) = {φµ} = {〈Sα1
a1

Sα2
a2

....Sαn
an
〉cl} (2.34)

Here we further partition our lattice into clusters containing r spins each and the index α ∈
{1, 2, ...r} represents a spin in the cluster. The index µ = (α1, a1; ...; αn, an) represent the collective
indices of the spin and component indices in a cluster [162, 75]. Here we crucially assume that the
r spins in the cluster suffice to represent the underlying local orders and constraints. We further
do a cluster average in order to reduce the dimension of the data. This implies any local order
parameter can be described as a function over the 3r spin components as a lattice average over all
clusters

〈 f ({Sα
a})〉cl =

r
V ∑

I∈cl
f ({Sα

I,a}) (2.35)

where V is the total volume of the system and I is the cluster index. The motivation behind
this tensorial mapping is that local orientational orders can be represented by finite rank tensors
constructed from finite number of vector fields. As an illustration, rank 1 tensors represent mag-
netic orders, rank 2 tensors represent quadrupolar orders and so on. The choice of the cluster is
a hyper parameter input by the user with some hindsight based on the geometry of the lattice or
information about the symmetry broken phases of the Hamiltonian and is not an output of the al-
gorithm. In most circumstances a single cluster choice mostly would not be able to accommodate
all orders, but a sufficiently large cluster would serve the purpose albeit it being an overkill as
for spin orders accommodated on smaller clusters one would find a reducible form of the larger
cluster thereby inferring indirectly the optimal cluster size.

The monomials of degree n correspond to a rank − n product of sublattice spins from which
the local order or constraints are constructed as a linear combination of basis tensors

O = ∑
α

cαSα1 ⊗ Sα2 ...⊗ Sαn (2.36)
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The decision function now using the monomial mapping can be expressed as

d(X) = ∑
k

λkyk[φ(X(k)) · φ(X)]2 − ρ := ∑
µν

Cµνφµφν − ρ (2.37)

Cµν = ∑
k

λkyk〈Sα1
a1

Sα2
a2

....Sαn
an
〉(k)cl 〈S

α′1
a′1

Sα′2
a′2

....Sα′n
a′n
〉(k)cl (2.38)

here Cµν is the coefficient matrix calculated from the learned support vectors. The coefficient
matrix Cµν is a (3r)n × (3r)n symmetric matrix but the number of independent elements are much
smaller due to redundancies discussed later. This matrix can simultaneously capture multiple
coexisting orders as well as emergent local constraints as shall be shown in the subsequent sections
and later chapters.

In TK-SVM one can probe tensor correlations upto a maximum rank of nmax = 6 by succes-
sively applying the mapping φµ at different ranks from n = 1....6 one can extract the relevant
physics at the orders probed. At n = 1, from the coefficient matrix we extract all the spin-spin cor-
relations of the spins in a cluster and this shall be illustrated with an example later. The choice of
the optimal spin cluster is guided by insights on the lattice and a trial cluster consists of a number
of lattice cells.

Even though the dimension of the sampled spins is extremely large and extensively depen-
dent on the lattice size L i.e. dim(X) = 3Ld but there is a lot of redundancy as the monomials
are identical under a simultaneous swap of spin and component indices, e.g. 〈Sα1

a1 Sα2
a2 ....Sαn

an 〉cl =
〈Sα2

a2 Sα1
a1 ....Sαn

an 〉cl . This implies that the dimension of the monomials just depend on the monomial
degree n and the number of spins in each cluster r and we then consider a reduced dimensional
feature space where we impose an ordering on the rank-n monomials,

〈Sα1
a1

Sα2
a2

....Sαn
an
〉cl ∈ φ(X) ⇐⇒ (α1, a1) ≤ (α2, a2)... ≤ (αn, an) (2.39)

This imposition of ordering of monomials now implies that the number of distinct monomials
of rank-n are (3r + n− 1)!/n!(3r − 1)! which in general is significantly smaller than the original
input space and also scales much slower and hence speeds up the computation for most physically
relevant magnetic orders we encounter in this thesis.

2.4.2 Bias Parameter

The SVM optimization in addition to learning the coefficient matrix also learns the bias parameter
ρ and even though at first sight it seems a trivial offset of the decision boundary it indeed admits
a physical meaning and indicates the presence or absence of a phase transition or a crossover.
Since the bias parameter is learnt independently of the interpretation of the coefficient matrix
and the subsequent order parameters and local constraints, it can be used to graph partition the
phase diagram hence making TK-SVM an unsupervised and interpretable machine learning algo-
rithm. This feature of exploring and analysing unknown phase diagrams through unsupervised
graph partitioning, without explicitly devising order parameters is the strength of TK-SVM and
the subsequent chapters illustrate and allude to it.

The main motivation of this interpretation is easy to illustrate. Let us consider a simple mag-
netic order where we have fully ordered and fully disordered spin configurations. The quadratic
part of the decision boundary (which at rank-1 is just the square of the magnetization) would
attain a finite value in the ordered phase and vanish in the disordered phase. Thus for a configu-
ration in the disordered phase we have d(X) = −ρ = ±1 which implies all the disordered config-
urations would (ideally) lie on the margin boundaries of the classifier. Thus the bias ρ serves as an
indicator of the absence or presence of phase transitions, where ρ = ±1 indicates that the samples
belong to the ordered and disordered phases respectively and ρ 6= ±1 indicates that the samples
are from the same phase or there are significant mislabelled samples.

In a binary classification over 2 samples A and B belonging to the ordered and disordered
phases respectively the SVM learns the correct order parameter of the phase (to which A belongs)
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and in addition learns a bias with the ideal values ρ = ±1. The sign learnt by ρ is a matter of
convention and in this thesis we use the convention ρ(A|B) = −ρ(B|A) = −1 when A is in the
ordered phase and B is in the disordered phase.

The value of the bias parameter ρ = ±1 refers to an ideal case where the quadratic part com-
pletely vanishes in one phase and has a non zero value in the other. This has been shown to be the
case ref ke, jonas for crossovers as well as phase transitions, which lets us make some conclusions
on phase transitions based on the bias parameter.

If the 2 samples A and B belong to the same phase and hence are characterized in the same
way we have |ρ| � 1 but the sign of ρ indicates if we are deep in the ordered or the disordered
phase. In the case of partial symmetry breaking where some orders vanish and the remaining
orders only decrease in magnitude we have |ρ| > 1 as a result of to the contributions from the
remaining orders. Finally, in the case of samples A and B from different non-trivial phases with
distinct characteristics we usually have ρ ∈ (−1, 1) and even though Cµν can be used to interpret
the order parameter the bias has no simple interpretation and cannot distinguish the samples
belonging to a simple order-disorder transition. These results are summarized below

|ρ(A|B)|
{� 1 A and B in the same phase
. 1 A and B in different phases (2.40)

2.5 Graph Construction

In the previous section we discussed the general implementation of SVMs and the construction of
tensorial kernels SVM and its implementation in binary classification. We further alluded to the
bias parameter as having a "physical interpretation" which confers TK-SVM its unsupervised learn-
ing capabilities. In this section we shall explain how we build a graph from the bias parameter
criterion in conjunction with spectral cluster analysis which is then the learnt phase diagram of
the physical Hamiltonian under consideration without any prior knowledge of the system.

Any mutliclassification problem can be reduced to set of binary classifications which is the
strategy exploited by TK-SVM. In a high dimensional parameter space, with multiple parameters
(eg. Temperature, Magnetization or other interactions) we consider M points that are spaced uni-
formly and at each of these parameter points we consider multiple spin configurations assigned
the same label. Of course spin configurations belonging to different parameter points have distinct
labels. It is essential to remember that this labelling does not require any information about the
underlying topology or structure of the phases in the phase diagram and unravelling the topology
without prior knowledge is the main objective of the SVM optimization. We now have training
samples with M distinct labels to which we apply TK-SVM multiclassification which is equivalent
to M(M− 1)/2 binary classifications between pairs of M distinct labels. At each rank-n and spin
cluster, we obtain M(M − 1)/2 decision boundaries with their own coefficient matrix and bias
parameters.

These M parameter points then serve as vertices of the graph we wish to construct and based
on the values of the bias parameters we introduce edges between two vertices. Thus we end up
with a graph containing M vertices and M(M-1)/2 edges. This graph is further partitioned based
on Fiedler clustering [58] which we shall describe below. This spectral clustering of the graph into
subgraphs unravels the topology of the phase diagram and we interpret the distinct subgraphs as
distinct phases in the phase diagram. This partitioning depends intimately on the rank-n as well as
the spin cluster chosen as hyperparameters and one would need to (without any prior knowledge
of the topology of the phase diagram) scan a few combinations of these hyperparameters to get a
good understanding of the topology. Once we have the phase diagram, we then implement TK-
SVM to learn the coefficient matrix for phase points deep in each phase and analyses the order
parameters or local constraints to get a better understanding of the physics.

The graph edges could be weighted or unweighted. In unweighted graphs, we consider an
edge between 2 vertices only if the magnitude of the bias parameter is orders of magnitude greater
than unity (|ρ| � 1), which from the previous discussion implies that the 2 vertices belong to the
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same phase else the edge is absent. This construction leads to a graph where vertices belonging to
the same subgraph (phase) are densely connected and those belonging to different subgraphs are
disconnected or barely connected. This construction has the advantage that for symmetry broken
phases it is very easy to interpret the phase diagram and capture the transition between phases
well but the downside to unweighted graphs is that we neglect a lot of information provided by
the bias parameter and also cannot capture crossovers. A possible solution is to use weighted
graphs where each edge is assigned a weight in the range (0, 1) based on value of the bias pa-
rameter. In this construction we consider all the M(M− 1)/2 edges and further we can capture
crossovers and correlations between different subgraphs (phases) really well.

A common weighting function for the bias parameters is the Lorentzian weighting function,

w(ρ) = 1− ρ2
c

(|ρ| − 1)2 + ρ2
c
∈ (0, 1) (2.41)

where for points in the same phase |ρ| � 1 =⇒ w ≈ 1 and for points in different phases
|ρ| ≈ 1 =⇒ w ≈ 0 and ρc is a cut-off parameter which sets a characteristic scale of� 1 in the
bias criterion. However in practice the choice of ρc is not very crucial and it has been shown that
across several orders of magnitude the clustering is clear and robust.

2.5.1 Fiedler clustering

FIGURE 2.5: The graph contains fully connected two subgraphs shown here by red
and blue. All the vertices in a subgraph have very similar values as shown by the
color code here. Here algebraic connectivity, the second largest eigenvalue of the
Laplacian λ2, refers to the number of edges that need to be cut to disconnect the

graphs.Figure produced from [74]

We now describe how the spectral clustering (Fiedler clustering) [57] of a connected graph
(with vertices and edges) into subgraphs that lets us interpret the subgraphs as different phases
thus letting us study the topology of the phase diagram. The decision made is whether or not
a pair of labels is assigned the same phase or not. This is easiest to accomplish through a sim-
ple, undirected graph construction. We construct a symmetric M×M Laplacian matrix L̂ which
requires information only about the bias parameter ρi,j connecting any 2 vertices i, j as

L̂ = D̂− Â =


d1 −w12 ... −w1M
−w21 d2 ... −w2M

...
...

−wM1 −wM2 ... dM

 . (2.42)

where the off-diagonal entries, wij = wji = w(ρij), represent all the edge weights and are col-
lected by the adjacency matrix Â. These weights are given by the Lorentizan weighting discussed
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above. The diagonal entries, di = ∑j 6=i w(ρij), represents degrees of the vertices i.e. the number of
edges at each vertex and forms the degree matrix D̂.

We solve for the eigenvalues and eigenvectors of L̂. It is easy to see that the sum over any row
or column is zero and L turns out to be positive semidefinite with the smallest eigenvalue being 0
and a trivial corresponding eigenvector [1, 1, ...1] ∈ RM. In an ideal partitioning we could identify
the phases with the lowest eigenvalue but in practice there is always some misclassification hence
we consider the second smallest eigenvalue - Fiedler value λ2 and the corresponding eigenvector
Fiedler vector f2. λ2 represents the minimum number of edges that need to be cut to disconnect
the graph. Entries of f2 have a one-to-one correspondence with vertices of the graph. Vertices (the
physical parameter points) in the same subgraph are assigned nearly identical Fiedler entries in
the Fiedler vector, while those in different subgraphs will be assigned contrasting values. Thus
the Fiedler vector effectively partitions the graph and renders a natural interpretation to a phase
diagram.

In case of crossover between phases the Fiedler vector entries gradually extrapolate between
the values in the two phases, this is not a drawback of the method but rather illustrates the correct
physics and the nature of a transition or a crossover. In conclusion the main strength of the above
approach is that one does not need to monitor individual phase transitions or tune parameters
across the parameter space rather gets the topology of the phase space over the entire parameter
space at once. This is particularly useful when the phase diagram is multidimensional and the
underlying phases have complex structures.

2.6 Extracting Order parameters

Here we shall discuss how does one extract useful information of the underlying physics from
the coefficient matrix Cµν. As an illustration we shall discuss the stripy order which is one of the
phases in the JK model. The spins orient themselves in stripes of opposite orientations. This phase
has a four-site unit cell as shown in the figure below.

Hexagonal lattice
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A2

A3

A4

B1

B4

B3

B2

z

x y

1 3

42
1 3

42

1 3

42
1 3

42

FIGURE 2.6: Figure showing the stripy order where the white and black dots (spins)
have opposite orientations. The four-site unit cell here is shown labelled from 1-4.

The SVM is trained at rank n = 1 as this is a simple magnetic order and we can extract the
analytical order parameter easily. From the coefficient matrix we can analyse the resulting decision
function to infer the analytical structure.

The decision function is now

d(x) = ∑
µν

Cµνφµφν − ρ = ∑
a,b

Cab〈Sn
a 〉〈Sn

b 〉 − ρ (2.43)

where a, b ∈ x, y, z and n goes over all the spins used in the cluster and for the optimal choice
n = 1− 4 since this is a four-site order i.e. we just investigate the correlation 〈Sαk

i Sαl
j 〉 with α ∈



38 Chapter 2. Methods

1

0

−1[A1, x]
[A1, y]
[A1, z]
[A2, x][A2, y]
[A2, z]
[B2, x][B2, y]
[B2, z]
[B1, x][B1, y]
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[B3, z]

FIGURE 2.7: The Cµν matrix learned by a rank-1 TK-SVM in the ST/D2. Each entry
represents a correlation between two spin components defined by the weighted sum
of the support vectors. Results of an eight-spin cluster (2× 2 honeycomb unit cells),

which is the minimal unit of the D2.

{1, 2, 3, 4} and i ∈ {x, y, z} and each block at rank 1 is a 3 × 3 matrix elucidating all possible
correlations between the components. This matrix is further symmetric owing to the invariance
under interchange of labels. Choosing a convention where the correlation of the first spin in
the cluster with itself is positive i.e. 〈Sα1

i Sα1
j 〉 = +1δij we observe that all other correlations are

diagonal and strictly the same or oppositely correlated. Further the strength of the coefficients is
encoded in the color scale used but in the case illustrated here is ±1. The learnt coefficient matrix
at rank 1 is shown above and as expected we are able to observe four distinct 3× 3 matrices as the
components at rank 1 are just the 3 spin components and at rank-r is 3r × 3r [76]. The correlations
learnt explicitly corresponding to the 4 correlators 〈S1S1〉, 〈S1S2〉, 〈S1S3〉, 〈S1S4〉 are shown below.

FIGURE 2.8: The four distinct ordering matrices inferred from rank 1 coeffi-
cient matrix for the stripy/D2 order. These correspond to the four correlations

〈S1S1〉, 〈S1S2〉, 〈S1S3〉, 〈S1S4〉 for the spins at sites 1-4.

Once we have inferred the ordering matrices it is equivalent to knowing the order i.e. given
a FM distribution of spins with a base spin ~SA = (Sx Sy Sz)T we could know all other spins by
successively applying the appropriate ordering matrices or inversely given the order we could
apply these ordering matrices and retrieve the ferromagnetic spin distribution.

2.7 Spin dynamics

In this chapter we introduce spin dynamics, the time evolution of classical spins in response to an
effective magnetic field. This description of spin dynamics is valid for systems with localized mag-
netic moments which are subject to exchange interactions, that can be described by an effective
spin Hamiltonian. We introduce, in analogy to the Heisenberg equations of motion for quantum
operators, a classical equation of motion for spin evolution better known as the the Landau -
Lifschitz spin dynamics equation [129].
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FIGURE 2.9: Configurations of an arbitrary D2 state. The spin ~SA1 = (Sx Sy Sz)T is
used as the reference spin, while orientations of other spins are determined accord-

ing to the respective ordering matrices.

We discuss the effects of evolving spins in a heat bath which include fluctuation and dissipa-
tion effects resulting in the relaxation of spins around an effective field. We shall subsequently
discuss the analytical solution of the equations of motion known as the spin waves approach as
well as the numerical methods of integration. Finally we shall implement spin dynamics in the
study of structure factors as well as transport properties, which are not only relevant experimen-
tally but also provide us further insights into the underlying physics of these classical systems.

2.7.1 Classical equations of Motion

In this thesis we primarily concern ourselves with spin Hamiltonians, which describe the inter-
action between localized magnetic moments, to be of the Zeeman form, i.e. a spin coupled to a
magnetic field which need not necessarily be an external field rather an effective field which arises
due to interactions with the neighbouring spins. A magnetic moment (~µ) interacts with a mag-
netic field (~B) by precessing around it and this evolution is described by the Zeeman Hamiltonian

HZeeman = ~µ · ~B = −gµB~S · ~B := ~S · ~B (2.44)

where we relate the angular momentum ~S of the spin to its magnetic moment as ~µ = −gµB~S
and g is the Landé-g factor and µB is the Bohr magneton which we shall absorb into a redefinition
of spins and henceforth ignore. The spin Hamiltonians considered here describe the interaction
of the spin at the site "i" with its neighbouring spins at site "j", which can be interpreted as being
coupled to a local effective magnetic field (due to neighbouring spins),

H = ∑
i

∑
j

~Si Ĵij~Sj = ∑
i

~Si ∑
j
( Ĵij~Sj) := ∑

i

~Si · ~Bi (2.45)

here Ĵij are the interaction matrices between the spins at sites i and j on the lattice and the
effective magnetic field at site i due to all interactions is ~B := ∑j Ĵij~Sj.

Classical spin could be interpreted as the "rotation" of a finite sized particle around its sym-
metry axis and in the presence of a magnetic field, Lorenz force leads to the precession of spin.
Classically a magnetic moment placed in a magnetic field experiences a torque which causes a
change in the angular momentum and the two are related by the classical equation

~τ =
d~L
dt

= ~µ× ~B (2.46)
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Considering the spin as a classical angular momentum, the precession of the spin in an effec-
tive magnetic field is given by

~τS =
d~S
dt

= ~S× ~B = ~S×∑
j

Ĵij~Sj (2.47)

The solution of this system of coupled differential equations gives the time evolution of the
spin. Thus far we have motivated the equation of motion using heuristic arguments and analogy
with classical mechanics. In the next section we shall derive the same equation of motion in
analogy with the quantum mechanical Heisenberg equation of motion for any operator.

2.7.2 Analogy with Quantum mechanical equation of motion

In the Heisenberg picture in quantum mechanics, where the states are time independent and op-
erators are time dependent the time evolution of any operator (Ô) is given by the Heisenberg
equation of motion,

dÔ(t)
dt

= i[Ĥ, Ô(t)] +
∂Ô(t)

∂t
(2.48)

and if there is no implicit time dependence of the operator Ô the last term drops out. Here
[Â, B̂] = ÂB̂− B̂Â defines the quantum commutator and for the quantum mechanical spin opera-
tors at sites i and j on the lattice, satisfying SU(N) algebra, obey the commutation relation

[Ŝα
i , Ŝβ

i ] = iεαβγδijŜ
γ
i (2.49)

where εαβγ is the fully antisymmetric levi-civita tensor and α, β, γ ∈ {x, y, z} refer to the spin
components.

In the classical approximation of spins we just replace the quantum mechanical spin operators
with c-numbers and in our case we just replace with a set of 3 c-numbers Ŝ→ (Sx, Sy, Sz) with the
constrain that |~S| = S2

x + S2
y + S2

z = 1 =⇒ ~S ∈ SO(3). We define a classical counterpart to the
commutators known as the Poisson Bracket (PB) which is defined as follows for any two functions
depending on spins f (~S), g(~S),

{ f , g}PB = ∑
n

εαβγ
∂ f
∂Sα

n

∂g

∂Sβ
n

Sγ
n = ∑

n

~Sn ·
(

∂ f
∂~Sn
× ∂g

∂~Sn

)
(2.50)

By choosing f = Sα
i and g = Sβ

j we derive a classical counterpart of the quantum spin com-

mutator {Sα
i , Sβ

j }PB = εαβγδijS
γ
i .

Continuing the analogy between the commutator and the Poisson bracket we define the clas-
sical equation of motion for any classical observable as

dO
dt

= {H, O}PB (2.51)

Thus the classical equation of motion for the spin at site i is then given by,

d~Si

dt
= {H,~Si, }PB = ∑

n

~Sn ·
(

δin ×
∂H
∂~Sn

)
=

(
∂H
∂~Si
× ~Si

)
= ~Bi × ~Si, Bi = ∑

j
Ĵij~Sj

(2.52)

which is exactly the equation for spin evolution we derived in the previous section, which
describes the precession of a spin around its local magnetic field. In the subsequent sections we
shall see how to solve the evolution equation both analytically and numerically and how the
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conservation of spin magnetization and energy result in spin and thermal currents respectively
which play a crucial role in understanding dynamics.

2.7.3 Damping effects

The spin evolution equations discussed in the previous section lead to an infinite precession of
the spin about its effective magnetic field, since as the system is isolated (there are no couplings to
the environment/ external baths) which result in a loss of energy and ultimately relax to the effec-
tive magnetic field, which is the ground state of the system. This behaviour at low temperatures
is unphysical, since assuming infinite precession at any temperature contradicts the expectation
of the system relaxing into a ground state(at zero temperature). At high temperatures too, one
would expect such behaviour to be unphysical as increased rate of collisions between spins or
other thermal and lattice effects would lead to a change in the spin energy causing it to precess
randomly.

Physically, relaxation effects are brought about by the interaction of the spin system with the
lattice or electronic structure of the molecules (other particles) causing the spins to lose energy
and relax to the ground state. This modeling of relaxation is more phenomenological and is
introduced by hand, without differentiating the origin of damping, by adding additional terms
friction terms in the equations of motion as introduced by Landau and Lifschitz in 1935 [129],

d~Si

dt
= ~Bi × ~Si − λ(~Bi × ~Si)× ~Si (2.53)

The damping constant λ is chosen to be positive and the direction of the damping term is
towards the effective field i.e. the spin system always relaxes along ~Bi. Gilbert proposed a damp-
ing term [67] proportional to the precessional frequency (angular speed) of the spin similar to the
friction term in classical mechanics,

d~Si

dt
= ~Bi × ~Si + α(~Si ×

d~Si

dt
) (2.54)

The two definitions are equivalent upto first order and a trivial redefinition as shown below
starting from the Gilbert definition,

d~Si

dt
= ~Bi × ~Si + α(~Si ×

d~Si

dt
)

= ~Bi × ~Si + α(~Si × ~Bi × ~Si + ~Si × α(~Si ×
d~Si

dt
))

= ~Bi × ~Si − α[(~Bi × ~Si)× ~Si]− α2S2
i

d~Si

dt

=⇒ (1 + α2S2
i )

d~Si

dt
= ~Bi × ~Si − α[(~Bi × ~Si)× ~Si]

:=
d~Si

dτ
= ~Bi × ~Si − α[(~Bi × ~Si)× ~Si]

(2.55)

where we used the vector triple cross product identity ~A × [~B × ~C] = (~A · ~C)~B − (~A · ~B)~C
and the fact that spin length is conserved d~S2

i /dt = 0 and a trivial redefinition of time τ :=
t(1 + α2S2

i ) = t(1 + α2). Hence we see that the two definitions are indeed equivalent. This renor-
malization of time leads to an important difference in the high damping limit,

λ→ ∞ =⇒ d~S/dt→ (−)∞ (Landau− Li f schitz)

α→ ∞ =⇒ d~S/dt→ 0 (Gilbert)
(2.56)
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In the Gilbert equation, due to the renormalization of time α → ∞ implies that the spins are
completely relaxed to their ground states as implied by the requirement that (1 + α2)d~Si/dt →
f inite. This is more in line with the physical expectation that increasing damping leads to stop-
ping/arresting of the mechanics. The damping term could also be interpreted as a energy loss
term, in which the Landau Lifschitz interpretation of case higher the damping higher the loss of
energy makes sense. Most numerical methods utilize the Gilbert interpretation and choose a value
of damping between α ∈ (0.0001, 0.01).

2.7.4 Heat Bath effects

At higher temperatures there are thermal effects such as lattice vibrations or interactions with
other particles that play an important role in the dynamics by exciting the spins. We expect that
at high temperatures (above the Curie temperature) the spins don’t precess about a fixed direc-
tion but randomly thus destroying any underlying magnetic order (paramagnetic phase). In the
preceding sections we have discussed about evolution of isolated spins i.e. spins without being
coupled to a heat bath and realise that such a description is unphysical in the high temperature
regime hence needing to modify our description of dynamics which we do here.

We model the coupling to a heat bath via a stochastic force term which simulates the accel-
eration of a particle due to random temperature induced collisions. The interplay between the
stochastic and damping terms determines the equilibrium state of the system. We simulate the
stochasicity in the equation of motion as ~ξi×~Si, where the spin is coupled to a fluctuating term (~ξ)
drawn from a stochastic distribution. As the vector is perpendicular to the spin we as guaranteed
of the conservation of spin length.

The fluctuating terms can be drawn from any distribution such as a Poisson , Bose or Gaussian
distribution to name a few. The most common choice without prior knowledge of the underlying
interactions is to use white noise i.e. draw from a Gaussian distribution. The large number of ran-
dom collisions (applying the central limit theorem) make the Gaussian distribution plausible. We
further assume there is no preferred direction i.e. the system does not drift in a preferred direction
as a result of collisions implies the distribution has a vanishing mean. We also assume the fluctu-
ations are uncorrelated between different spins as well as at different times. These assumptions
are only valid if the mean free path of the collision is larger than the lattice spacing and the time
interval between two successive collisions is shorter than the time scale of spin dynamics , these
assumptions imply that for the fluctuating forces we have ,

〈ξα
i (t)〉 = 0 〈ξα

i (0)ξ
β
j (t)〉 = δijδαβδ(t)σ2 (2.57)

where σ2 = 2αT with α being the damping parameter and T temperature of the heat bath.
We choose the variance of the distribution in such a way that the distribution of single particle
energies in thermal equilibrium still follows the Boltzmann distribution. It is also simple to see
that using a Gaussian distribution we get a spectral density that is independent of ω and hence
the name white noise.

Combining the effects of damping as well as coupling to a heat bath we get the Landau-
Lifschitz-Gilbert equation describing the evolution dynamics of a spin ,

d~Si

dt
= ~Bi × ~Si − α(~Bi × ~Si)× ~Si +~ξ(t)× ~Si (2.58)

The energy as expected is not conserved, even though the spin length is conserved. In practice
the value of the damping constant α is chosen small enough such that the variance of the distri-
bution σ2 ∼ 2αT ∼ 0.01 and since energy goes as the spin square (E ∼ S · S) we have an error in
energy conservation in the 4th order E ∼ O(10−4). The numerical integration of the equation of
motion using finite difference methods (which will be discussed below) again leads to a further
error in energy of the same or lesser order and in practice for most simulated systems this is within
the acceptable error range [91].
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FIGURE 2.10: The visualization of spin dynamics which is described by the Lan-
dau Lifschitz Gilbert (LLG) equation. The spin (green) precesses around its effective
magnetic field (red) with direction of motion shown by the blue arrow. The damp-
ing force driving the spin system towards its effective field is shown by the orange
arrow and the random fluctuations as a result of coupling to a heat bath is shown
by the yellow arrow. All these three are perpendicular spin (green) establishing the

conservation of spin length. Figure reproduced from [20].

In this thesis we follow a different approach where we don’t introduce phenomenological
noise or damping and instead use the Landau-Lifschitz equation without Gilbert contributions for
spin configurations sampled from Monte Carlo canonical ensembles [122, 206]. It has been shown
in other studies that the two approaches are equivalent. We prefer to use the first approach since
we are interested in dynamics that are completely intrinsic to the system and do not have to dwell
in the subtleties of using uncorrelated noise or correlated noise to model the nature of interactions
and further justify the value of damping parameters which are chosen arbitrarily in literature
and lead to broadening of the spin wave spectrum which are indistinguishable from cosmetical
implementations such as Gaussian energy convolution which shall be discussed in the subsequent
sections. Furthermore we are interested in transport dynamics and within the conductivities in
the linear response theory are defined without damping or noise terms and hence in the spirit of
self consistency we persist with spin dynamics that don’t include these terms either.

2.8 Analytical solutions - Spin Waves

Having setup the equation of motion for spin evolution in the previous section, we shall solve it
analytically to get a better understanding of the underlying physics. The LLG equation of spins
coupled to a heat bath with damping , is a coupled differential equation whose solution leads to
a Fokker-Planck equation describing the time evolution of non-equilibrium probability distribu-
tions. This obscures and complicates the underlying physics and in the spirit to simplify things
and build up our intuition of spin dynamics we shall consider the simple undamped, decoupled
LL equation. We shall further illustrate the key concepts using the simple nearest neighbour AFM
and FM Heisenberg model and the general algorithm to study spin waves in more complicated
systems [206, 68].

We being by considering the classical nearest neighbour Heisenberg interaction Hamiltonian
H = −J ∑<i,j>

~Si · ~Sj where the Heisenberg coupling J > 0 leads to the alignment of spins in the
same direction (the ferromagnetic phase) and J < 0 leads to the opposite alignment of neighbour-
ing spins (the anti-ferromagnetic phase). The equation of motion is then ,

d~Si

dt
= ~Bi × ~Si = −J ∑

j∈N(i)

~Sj × ~Si (2.59)
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This equation of motion governs the precession of spins in its effective neighbouring field
whose solutions we shall discuss below.

FIGURE 2.11: The precession of spins around an effective magnetic field which when
superposed on the perpendicular plane appears as the collective excitation of the
spins. The number of spins in the unit cell correspond to the total number of spin
wave modes though some of these modes might be degenerate. Figure reproduced

from [121]

2.8.1 Ferromagnetic spin waves

Here since all spins are aligned in the same direction we assume each spin is slightly tilted away
from a common equilibrium direction

~Si = ~S0 + δ~Si ∀i (2.60)

where δ~Si is the small tilt perpendicular to ~S0. Substituting this into the equation of motion we
get

dδ~Si

dt
= 2J ∑

j∈N(i)
[δ~Sj − δ~Si]× ~S0 (2.61)

we use the ansatz that the precessional motion propagates in a wave like fashion and therefore
look for solutions of the form,

δ~Si =
1
2
[~Ak exp(i(~k · ~Ri −ωkt)) + ~A∗k exp(−i(~k · ~Ri −ωkt))] (2.62)

which when inserted into the above equation gives

− iωk ~Ak = 2J ∑
j∈N(i)

[1− exp(i~k · (~Ri − ~Rj))]~Ak × ~S0 (2.63)

further assuming the common direction of magnetization to be the z axis i.e. ~S0 = S0ẑ and
since the perturbation is in a plane perpendicular to the common direction which is the xy plane
we have ~Ak = Ak(x̂− iŷ) resulting in the equation for the angular frequency of spins to be of the
form
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ωk = 2JS ∑
j∈N(i)

[1− exp(i~k · (~Ri − ~Rj))] (2.64)

For spins on a 1D lattice the nearest neighbours for any site i is i± 1 which when substituted
in the above equation evaluates to

ωk = 2JSz(1− cos(2ka)) ∼ k2 (2.65)

Thus the spin waves in a ferromagnet in the long wavelength limit have a quadratic dispersion
which is a consequence of the fact that magnetization commutes with the Hamiltonian [130].

2.8.2 Anti-ferromagnetic spin waves

In the AFM ground state, neighbouring spins are aligned opposite to each other which can be
characterized by a wave vector~k0 and subsequently a phase factor exp(i~k0 · ~Ri) = ±1 based on
the position of the spin ~Si referring to the two possible orientations. The fluctuation away from
the ground state is now characterised as,

~Si = ~S0 exp(i~k0 · ~Ri) + δ~Si ∀i (2.66)

Substituting this into the equation of motion we get,

dδ~Si

dt
= 2J ∑

j∈N(i)
[δ~Si × ~S0 exp(i~k0 · ~Rj) + δ~Sj × ~S0 exp(i~k0 · ~Ri)] (2.67)

We again assume the magnetization axis to be ẑ and study the fluctuations in the xy plane
perpendicular to the magnetization direction by introducing S± = δSx ± iδSy and further seeking
solutions of the plane-wave form now with 2 amplitudes (Ak, Bk) for the 2 sublattices of spins ,

S+
i =
√

2/N ∑
k
[Ak exp(i(~k · ~Ri −ωkt)) + Bk exp(i((~k−~k0) · ~Ri −ωkt))]

S−i =
√

2/N ∑
k
[A∗k exp(−i(~k · ~Ri −ωkt)) + B∗k exp(−i((~k−~k0) · ~Ri −ωkt))]

(2.68)

substituting these in the equation of motion and solving we find the precessional frequency to
be

ωk = ±2S
√
[J(~k0)− J(~k)][J(~k0)− J(~k−~k0)] (2.69)

where

J(~k) = J ∑
j∈N(i)

exp(i~k · (~Ri − ~Rj)) := Jzγk (2.70)

where z is the number of nearest neighbours and zγk = ∑j∈N(i) exp(i~k ·~δj) and ~δj is the vector
to the jth nearest neighbour. The precessional frequency now reduces to a simple form

ωk = ±2zJS(1− γ2
k)

1/2 ∼ k (2.71)

The spin waves in the long wavelength limit in an anti-ferromagnet are linear as opposed to the
quadratic nature in ferromagnets. This dispersion is similar to the acoustic dispersion of phonons.
The spins in the two sublattices precess with the same frequency ωk but different amplitudes
Ak, Bk and since the sublattices are equivalent there are two types of spins waves possible for each
permutation.
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FIGURE 2.12: The FM(left) and AFM(right) dispersion calculated from the formulas
discussed above. The main difference is the quadratic and linear dispersion near the

zone center (Γ).

2.8.3 Quantum-Mechanical treatment

We now discuss the quantum mechanical treatment of the precession dynamics of spins. Anal-
ogous to the quantization of classical lattice vibrations leading to phonons, the quantization of
classical spin precession (spin waves) leads to magnons i.e. the energy is quantized or changes
only in integral multiples of the precessional frequency ωk. There is although a crucial and im-
portant difference between magnons and phonons which is a result of the commutation relations.
For phonons the commutation relation between the position and momentum operator imply a
bosonic commutation relation between the phonon creation and annhilation operators inferring a
"true bosonic" nature to phonons while for magnons, the commutation relation between the spin
operators infers only an "approximate bosonic" nature.

We shall illustrate the quantization in the simple case of a Heisenberg ferromagnet and later
summarize the general algorithm to quantize spin waves for any ordered spin configuration. We
begin with the quantum Heisenberg Hamiltonian and consider spins aligned along the quantiza-
tion axis which we denote as the z-axis,

H = −J ∑
ij

Ŝi · Ŝj = −J ∑
ij

1
2
(S+

i S−j + S−i S+
j ) + Sz

i Sz
j (2.72)

where S± = Sx ± iSy. It is easy to see that the state where all spins are projected maximally
(m = S) (or minimally (m = −S)) along the quantization axis is an exact eigenstate of the above
Hamiltonian as the spin raising ( or lowering) operator annihilates the state and Sz simply mea-
sures the projection along z. Thus for a state with an azimuthal quantum number m we have,

Sz|m〉 = m|m〉

S±|m〉 =
√
(S∓m)(S±m + 1)|m± 1〉

(2.73)

It is easy to see that the ground state is 2NS + 1 fold degenerate with a spin of magnitude NS.
We now map the spin operators to the boson creation and annihilation operators which for a state
with occupation number n satisfies,

N̂|n〉 = a†a|n〉 = n|n〉
a|n〉 =

√
n|n− 1〉

a|n〉 =
√

n + 1|n + 1〉
(2.74)
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and also map the fully polarized state |m = S〉 to the vacuum state |n = 0〉 and with the substi-
tution m = S− n. Reorganizing and rearranging terms we get to the lowest order the Holstein-
Primakoff transformation

S+|n〉 =
√
(2Sn)(1− n− 1

2S
)|n− 1〉 ≈

√
2S
√

n|n− 1〉 :=
√

2Sa|n〉

S−|n〉 =
√

2S(n + 1)(1− n− 1
2S

)|n + 1〉 ≈
√

2S
√

n + 1|n + 1〉 :=
√

2Sa†|n〉

Sz = S− N = S− a†a

(2.75)

The Sz operator measures the deviation from the fully polarized state |m = S〉. We also neglect
the terms in red since we here only consider the approximation to linear order and ignore higher
order terms which give the interaction between the quantized particles. This linear approxima-
tion is known as the linear spin wave theory and the quantized particles in this theory are free
magnons.

We also define the Fourier transform of the Holstein-Primakoff operators as

al =
1√
N

∑
k

exp(−i~k · ~Rl)ak , a†
l =

1√
N

∑
k

exp(i~k · ~Rl)a†
k (2.76)

The commutation relation between the creation and annihilation operators now become

[ak, a†
q ] =

1
N ∑

l
∑
m

exp(i~k · ~Rl) exp(−i~q · ~Rm)[al , a†
m]

≈ 1
N ∑

l
∑
m

exp(i~k · ~Rl) exp(−i~q · ~Rm)
1

2S
[S+

l , S−m ]

=
1
N ∑

l
∑
m

exp(i~k · ~Rl) exp(−i~q · ~Rm)
1

2S
2Sz

l δlm

=
1

NS ∑
l

exp(i(~k−~q) · ~Rl)Sz
l ≈

1
N ∑

l
exp(i(~k−~q) · ~Rl) = δkq

(2.77)

where we have used the approximation Sz ≈ S which is exactly true for the ground states but
only holds approximately for the excited states where the magnetization differs slightly from the
fully polarized value. We also only considered here the linear part of the relation between the spin
and magnon operators. Hence we conclude that the magnon creation and annihilation operators
are "approximately bosonic". Now substituting this into the Heisenberg Hamiltonian to linear
order and considering only quadratic terms we get,

H = −J ∑
ij

1
2
(S+

i S−j + S−i S+
j ) + Sz

i Sz
j = −J ∑

ij
S(aia†

j + a†
i aj) + (S− a†

i ai)(S− a†
j aj)

= −JS2Nz− JS ∑
ij

aia†
j + a†

i aj − a†
i ai − a†

j aj

= E0 − JS ∑
ij

1
N ∑

kq
e−i~k·~Ri ei~q·~Rj(δkq + a†

q ak) + ei~k·~Ri e−i~q·~Rj a†
k aq − e−i(~k−~q)·~Ri a†

k aq

− e−i(~k−~q)·~Rj a†
k aq

= E0 + JSz ∑
k
[2− exp(−i~k ·~δj)− exp(i~k ·~δj)]a†

k ak

= E0 + 2JSz ∑
k
[1− cos(~k ·~δj)]a†

k ak = E0 + ∑
k

ωka†
k ak

(2.78)
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where ωk = 2JSz[1− cos(~k ·~δj)] ∼ k2 which is the same expression derived in the above section
on the classical waves in ferromagnets but with a different interpretation of quantized excitations
of spin waves with energy of n magnons being E = nωk. Finally we discuss the general algorithm.

Algorithm 5 Linear Spin wave Algorithm

1: In the spin Hamiltonian express all spin vectors as spin operators ~S = (Sx, Sy, Sz) →
(S+, S−, Sz)

2: Map the spin operators to magnon raising and lowering operators via Holstein-Primakoff
transformation (S+, S−, Sz)→ (a†, a)

3: Expand the Hamiltonian and keep only linear terms in a†a
4: Fourier transform the Hamiltonian
5: Diagonalize the Hamiltonian (using Bogoliubov transformations if necessary)

In general for a magnetic unit cell with N sublattices we need N bosons to diagonalize the
Hamiltonian and if it is non diagonal we further need a Bogoliubov transformation to diagonalize
it.

Once we have the energy dispersion ω(~k), we understand the nature free magnon propaga-
tion in the magnetic phase but this is only to the linear order. In order to understand magnon
propagation as well as magnon-magnon interactions we compute the dynamical structure factor
which is probed by neutron scattering experiments as well. The dynamic structure factor gives
the spin-spin correlation is space and time and doesn’t involve any approximation on the nature
of the interactions [7].

2.8.4 Runge-Kutta method of numerical integration

In the classical RK method also known as RK-4 we discretize time and evaluate the dynamical
equation as a finite difference method as known as the Euler method,

d~Si

dt
=

(
∂H
∂~Si
× ~Si

)
= ~Bi × ~Si → ~Si(t + δt) = ~Si(t) + (~Bi × ~Si)δt (2.79)

We observe in the Euler method that the error accumulated in spin length at each step isO(δt)
and the error in energy is O(δt2). Instead we use a fourth order method such that the total error
accumulated in spin length isO(δt4). Of course we could use other higher order methods (such as
RK-8 where the accumulated error isO(δt8)) but for most practical purposes find such methods an
overkill which is both computationally expensive and adds little to our understanding of physics
and hence limit ourselves with fourth order methods which is sufficient to understand the physics
discussed in this thesis.

We compute the spin at the next time step given a spin configuration at a particular time as,

~S(t + δt) = ~S(t) +
δt
6
(k1 + 2k2 + 2k3 + k4) (2.80)

here we use a weighted average of 4 increments where each increment ki is an estimate of the
slope with greater weight given to slopes at the midpoints, the 4 increments which are approxi-
mations to the true slope are
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k1 = ∑
j

Ĵij~Sj × ~Si ≡ ~Bi × ~Si

k2 = ∑
j

Ĵij(~Sj + δt ∗ k1/2)× (~Si + δt ∗ k1/2)

k3 = ∑
j

Ĵij(~Sj + δt ∗ k2/2)× (~Si + δt ∗ k2/2)

k4 = ∑
j

Ĵij(~Sj + δt ∗ k3)× (~Si + δt ∗ k3)

(2.81)

It is easy to see that if we just have the first term (k1) we reduce back to the Euler method. The
convergence in RK-4 is higher compared to Euler methods due to a higher degree of accuracy at
each time step and the coefficients weighting the slopes are carefully chosen as to cancel the error
till the fourth order giving us accuracy till the fourth order as compared to Euler method which
gives us accuracy to the first order. For short time dynamics where the total time of evolution is
T ∼ 102−3 a step size of δt ∼ 0.001− 0.01 is computationally efficient and we get a total error in
energy of the order O(T ∗ δt4) ∼ O(10−5). To study auto-correlation exponents 〈S(0)S(t)〉 ∼ t−α

which reveal information about the nature of dynamics whether it be ballistic (α = 0.5) or diffusive
(α = 1) or anomalous (eg. KPZ α = 2/3) we need to evolve to long times T ∼ 106−8 and this is
beyond the acceptable error limit in the classical RK methods. We could extend the RK method to
an eight order method but this is extremely expensive and slow within any reasonable limit as the
time step limits the computation and applicability of the method. In such circumstances we use a
different integration scheme also known as the discrete time odd-even (DTOE) update, which we
shall discuss briefly below.

2.8.5 Dynamical Structure factors

Neutron scattering experiments provide vital information of the structure as well as the magnetic
excitations of the solid. Since neutrons are charge neutral species they are an ideal probe inter-
acting directly with the nuclei and through magnetic interactions with other species possessing
a magnetic moment. Neutron scattering experiments probe magnetic excitations (magnon prop-
agation) through inelastic scattering where the Intensity of scattering is related to the scattering
cross-section via

I(~q, ω) ∝ d2σ/dΩdE ∝ ∑
αβ

(
δαβ −

qαqβ

q2 + η2

)
Sαβ(~q, ω) (2.82)

where the spin correlation function is known as the Dynamical structure factor,

Sαβ(~q, ω) =
1
N

∫ ∞

−∞
dt

N

∑
i,j

e−i~q·(~ri−~rj)eiωt〈Sα
i (0) · S

β
j (t)〉 (2.83)

and the static structure factor which measures the spatial correlation between spins and shows
up as Bragg peaks in the scattering experiments is just given by the integral over energy of the
dynamical spin structure factor

Sαβ(~q) =
∫

dωSαβ(~q, ω) =
1
N

N

∑
i,j

e−i~q·(~ri−~rj)〈Sα
i (0) · S

β
j (0)〉 (2.84)

There is a slight subtlety between static structure factor Sαβ(~q) and the elastic part of dynamical
structure factor Sαβ(~q, ω = 0) . The later is a Fourier transform of the snapshot of configurations of
spins at a particular instant of time (equal time correlator) while the former is a long time average
of the dynamical correlator.
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It is possible to express the dynamical structure factor as a sum of elastic and inelastic contri-
butions as

S(~q, ω) ∝ ∑
G

δ(~q− ~G)δ(ω) + ∑
k

|~q · e(~k))|
ω(k)

[n(k)δω,−ω(k)δ(~q +~k− ~G) (2.85)

+(n(k) + 1)δω,ω(k)δ(~q−~k− ~G) + ...] (2.86)

where e(~k) is the polarization vector and n(k) = 1/(exp(ω(k)/T) − 1) is the Bose-Einstein
distribution of the magnons at a particular temperature. The first term corresponds to elastic
scattering and the second and third terms correspond to inelastic scattering processes to linear
order where magnons are absorbed and created.

Algorithm 6 Computing Dynamical Structure factors

1: Find the path in momentum q - space along which to compute the DSF
2: Compute time evolution of spins using Euler methods or RK methods
3: Compute the Fourier transformation of spins in q space ~S~q(t) = 1√

N ∑N
i=1 e−i~q·~ri~Si(t)

4: Compute spin correlators in time Sαβ(q, t) = (〈Sα
~q (0)S

β
−~q(t)〉)

5: Compute the Fourier transform in time to get the DSF Sαβ(q, ω) = FT(Sαβ(q, t))

FIGURE 2.13: The dynamical structure factors computed for the 1D FM(left) and
AFM(right) chains using SpinW program. These are exactly the same as the spec-
trum in Fig 2.12 and show that for ordered systems it is possible to recover informa-
tion about the magnetic order as well as the effective Hamiltonian by looking at the

DSF spectrum.

2.8.6 Numerical details

Numerically, we have a finite time step parameter (δt) from the dynamical evolution of spins,
which means we store spin snapshots at discrete intervals of time implying that we need to modify
our definition of the dynamical structure factor as,

Sαβ(~q, ω) =
1√
NtN

N

∑
i,j

e−i~q·(~ri−~rj)
Nt

∑
n

eiωnδt〈Sα
i (0) · S

β
j (nδt)〉 (2.87)

here δt = Tmax/Nt is the minimal time step for the spin evolution. This imposes a limit on the
energy resolution from the Heisenberg energy time uncertainty relation, with the resolution being
δω ∼ 1/δt.

Since the underlying lattice is discrete, the reciprocal momentum is discrete too with a maximal
resolution given by δq = 2π/(L · a) where L is the system size and a is the lattice constant. The
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dynamical structure factors are usually calculated along a path through momentum/reciprocal
space, where path ⊂ {~qi = 2π

La (n1~b1 + n2~b2)} here ~bi are reciprocal lattice vectors and ni ∈
{0, ..., 2π/L}.

Once the values of {q} for the path are determined it is easiest to compute the DSF by first
Fourier transforming with respect to~q

~S~q(t) =
1√
N

N

∑
i=1

e−i~q·~ri~Si(t) (2.88)

Subsequently, the DSF is computed using any discrete Fast Fourier Transform (dFFT) package as

Sαβ(~q, ω) = 〈Sα
~q (ω)Sβ

−~q(−ω)〉 = FFT(〈Sα
~q (0)S

β
−~q(nδt)〉) (2.89)

and to compare with experiments which measures the scattered intensity I(~q, ω) ∝ d2σ/dΩdE we
compute

I(~q, ω) = ∑
αβ

(
δαβ −

qαqβ

q2 + η2

)
Sαβ(~q, ω) (2.90)

here η ≈ 0.01 is a small renormalization parameter added to avoid a 0/0 division.
The DSF are very strongly peaked around high symmetry points, which show as Bragg peaks

in the static structure factors as can be seen by integrating over energy S(~q) = ∑ω S(~q, ω), and
obfuscate the salient features of magnon propagation which have an intensity almost 3 orders
of magnitude lesser than the Bragg peaks. The resolution is a naive subtraction of high symme-
try points from the path or rescaling of intensities around high symmetry points to amplify the
background magnon propagation.

An additional resolution to compare with experiments is to multiply the intensity with a form
factor of the form F (~q) = A exp (−a|~q|/4π)2 where the coefficients are known from literature or
other experiments.

To avoid numerical artefacts which come from discretization of time and discontinuities at the
time boundaries (0, Tmax) we need to convolute the intensity with a Gaussian envelop and impose
a Gaussian energy resolution with FWHM (∼ 2πδt). A further energy convolution is added if one
wishes to compare with experiments reflecting the finite energy resolution of the measurements.

2.9 Currents and conductivities

In this section we shall give a broad overview of spin and thermal currents in the purview of
semiclassical dynamics [146]. We shall also highlight the connection between conservation and
conductivities given in the context of linear response theory by the Kubo formula.

For every constants of motion a system possess, the equation of conservation (in time) implies
a continuity equation and an associated local current density j(r, t) with the conserved operator
O. We obtain the net current by integrating the current density over all space,

JO(t) =
∫

d~rjO(~r, t) =
∫

d~r~r
∂

∂t
O(~r, t) ≡∑

i
~ri

∂

∂t
Oi(t) (2.91)

where an integral over r and integration by parts is carried out excluding the boundary terms and
the sum over all lattice points represents a discretized version of the same.

2.9.1 Kubo Formula

We shall begin with a general derivation of the Kubo-Green formula [123, 239] and subsequently
derive the formulas for spin and thermal conductivities used in this thesis.
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Let us consider an isolated system describable by Hamiltonian H with a true ground state
represented by |G〉 coupled to an external weak perturbation whose dynamics could be described
by Hext and let O(~x, t) be a local observable such as energy density or magnetization in whose
measurement we are interested. The full Hamiltonian describing the interaction of the system
with the external force is given by

HT(t) = H+Hext(t) (2.92)

The expectation values of the local observable under this coupling is describable in the in-
teraction picture where the observables evolve according to the unperturbed Hamiltonian ( the
Heisenberg picture) but the states evolve according to the external perturbation (Schödinger pic-
ture) which is written using the time ordering operator (T) to preserve causality as

〈O(~x, t)〉 = 〈G|U(t)O(~x, t)U†(t)|G〉 , U(t) := T exp(−i
∫ t

−∞
dτHext(τ)) (2.93)

Linear response is the response of the system to the lowest order in the external perturbation
which can be written by expanding out the unitary operator and retaining the first term as

δ〈O(~x, t)〉 = i
∫ t

−∞
dτ 〈[Hext(τ), O(~x, t)]〉 (2.94)

it is also important to note that causality is always maintained as the external perturbation
drives the system for times earlier than the time at which we make a measurement on the local
observable O i.e. τ < t.

In most scenarios the external perturbation is linearly coupled to the observable we wish to
measure, for example when we wish to measure the magnetization response we couple the system
to an external magnetic field which couples to the spins in a Zeeman fashion as ~B · ~S and can be
expressed in terms of a linear force f (~x, t) term as

Hext(t) =
∫

d~xO(~x, t) f (~x, t) (2.95)

resulting in the expression for the linear response to the external linear force as

δ〈O(~x, t)〉 = i
∫ t

−∞
dt′
∫

d~x′〈[O(~x′, t′), O(~x, t)]〉 f (~x′, t′) =
∫ t

−∞
dt′
∫

d~x′χ(~x′t′,~x, t) f (~x′, t′) (2.96)

where χ is just the correlator between the local observables and is known as generalized suscep-
tibility or the retarded Green’s propagator. Taking a Fourier transform in time leads to expressing
the susceptibility in frequency space which is known generalized Kubo formula

χ(~x,~x′; ω) = −i
∫ 0

−∞
dτ exp(−iωτ)〈[O(~x′, 0), O(~x, τ)]〉 (2.97)

From the Fick’s law of diffusion we can express the flux of flow ~j in terms of gradient of a
concentration C(~r, t) as

~j = −D~OC (2.98)
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where D is the diffusion constant. From the equation of conservation i.e. Ċ = 0 = ∂C/∂t+~O ·~j
we get solution for the concentration in terms of the diffusion constant describing the diffusion in
time as an exponential decay with distance as ,

∂C(~r, t)
∂t

− DO2C(~r, t) = 0 =⇒ C(~r, t) =
1

(4πDt)d/2 exp(− r2

4Dt
) (2.99)

measuring the time derivative of the mean squared displacement then gives us the diffusion
constant which is also known as the Einstein relation following his work on Brownian motion and
random diffusion i.e.

∂

∂t

∫
d~rr2C(~r, t) = D

∫
d~rr2O2C(~r, t) =⇒ ∂

∂t
〈r2(t)〉 = 2dD (2.100)

We can instead express diffusion constant as a correlator in time by expressing displacement
as an integral of velocity i.e. ~r(t) =

∫ t
0 dt′~v(t′) which results in the mean squared displacement

being expressed in one dimension for simplicity as

〈r2(t)〉 =
∫ t

0

∫ t

0
dt′dt′′〈v(t′)v(t′′)〉 = 2

∫ t

0

∫ t′

0
dt′dt′′〈v(t′)v(t′′)〉 (2.101)

at equilibrium since only the difference in time is relevant we have

D = lim
t→∞

1
2

∂

∂t
〈r2(t)〉 = lim

t→∞

∫ t

0
dt′〈v(t′)v(0)〉 (2.102)

and this equation is known as the Green-Kubo formula. If we consider the flux as just a flow
of charge i.e. ~j = q~v then the diffusion constant (in two or more dimensions) attains a tensor
character corresponding to the possible correlations between the different directions of diffusion
i.e. with respect to the mean squared displacement 〈rµrν〉 µ, ν = {x, y, z..} and can be written in
terms of these fluxes as

Dµν =
1
q2 lim

t→∞

∫ t

0
dt′〈jµ(t′)jν(0)〉 (2.103)

This general theory can also be extended to spin systems where we could consider the diffu-
sion of energy or of spin magnetization corresponding to the coupling of the spin system either
with an external thermal bath giving rise to energy diffusing through the system or with an exter-
nal magnetic field gradient giving rise to the diffusion of spin magnetization.

The interaction of thermal OT and magnetic field OH gradients with magnetic moments are
responsible for magnon mediated thermal and spin currents respectively. Linear response theory
then gives a relation between the driving forces and the response.(

js
jth

)
=

(
Ls,s Ls,th
Lth,s Lth,th

)
·
(

OH
−OT/T

)
(2.104)

In 1D systems Lm,n are scalars and in 2D systems they are 2× 2 tensors as required by the dimen-
sionality of the lattice. The spin and thermal conductivities are then given as,

σ = Ls,s , κ =
1
T

(
Lth,th −

L2
s,th

Ls,s

)
(2.105)
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FIGURE 2.14: The thermal and magnetic field gradients responsible to thermal and
spin currents are shown here. The spin polarization (shown by the black arrow)
is assumed perpendicular to the plane which refers to the conserved component of

spin magnetization. Figure reproduced from [9]

In the models we consider in this thesis, without an external magnetic field, we have Ls,th =
Lth,s = 0 as these quantities are odd with respect to the spins. From the Green Kubo formula we
then have

Lµ,ν
m,n =

1
VT

lim
τ→∞

∫ τ

0
dt〈J µ

m(0)J ν
n (t)〉 (2.106)

here m, n ∈ {s, th} and µ, ν = {x, y} indicate the physical lattice directions.

σµν(T) =
1

TL2 lim
τ→∞

∫ τ

0
dt〈J µ

s (0)J ν
s (t)〉T (2.107a)

κµν(T) =
1

T2L2 lim
τ→∞

∫ τ

0
dt〈J µ

th(0)J ν
th(t)〉T (2.107b)

here 〈...〉T denotes an ensemble thermal average with respect to a canonical equilibrium distribu-
tion e−βH/Z where Z is the canonical partition function and β = 1/T is the inverse temperature [9,
156]. It has to be emphasised that we don’t approximate the interactions between spins to linear
order or the nature of spins and consider only first order perturbations as done in spin waves.
LL(G) dynamics is exact in the sense that includes all orders of magnon-magnon interactions. In
particular any relaxation or damping effects of the currents, has its origins purely in the higher or-
der magnon-magnon and magnon-phonon interactions and hence is intrinsic to the system under
consideration.
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Chapter 3

Hidden Symmetries in the JK model

In the previous chapters we introduced TK-SVM and discussed about the techniques and method-
ology which makes it an interpretable and unsupervised machine learning algorithm. This chapter
and the subsequent chapters are devoted to the application of TK-SVM in analyzing the physics
of Kitaev magnets and in particular investigate the phase diagram as well as the dynamics and
transport of the generalized JKΓ model and its extensions on the 2D hexagonal lattice introduced
in the first chapter (Chapter 1).

In this chapter we focus on the JK model and elucidate various aspects of TK-SVM discussed
in the previous chapters and also highlight its applicability in detecting hidden orders at high
symmetry points.

Symmetries form the basis of our understanding of physics as exemplified by Noether theo-
rem, which states that the existence of continuous symmetries implies conserved quantities. Sym-
metries (invariance under continuous translations/deformations) in time, space, and rotations
lead to the conservation of energy, momentum, and angular momentum respectively. These kinds
of symmetries are well understood in physics. Additionally, in certain many-body systems there
often exists an effective symmetry also known as hidden symmetry which as the name suggests is
not apparent.

At these hidden symmetry points a complex spin ordering pattern may be transformed into
a simple one [39, 40, 92] and the existing knowledge of conventional phases could be applied to
analyze the phase. Recently there has been a lot of interest in extended Kitaev systems as they
are close to Kitaev spin liquids (KSLs) [119] and other exotic phases [94, 41, 208, 97, 228] where
high-symmetry points exist. Others examples of these high symmetry points are the Bethe-ansatz
solvable SU(3) point in the spin-1 bilinear-biquadratic chain [216, 125, 205, 19] and the emergent
O(4) symmetry in the spin-1/2 J-Q model [244] and the SO(4) points for the Hydrogen atom and
CFT3 point at the tip of the lobe in Bose-Hubbard models.

In general identification of high-symmetry points is a non-trivial task and is very much problem-
dependent requiring experience and insights from the investigators. Here we demonstrated how
TK-SVM facilitates the identification of high symmetry SO(3) points in the JK model and the correct
characterization of the complete order parameters for the zigzag and stripy phases given by the
D2 and D2h ordering matrices respectively.

3.1 Model and methods

We investigated the Heisenberg Kitaev (JK) model on the 2D hexagonal lattice defined by the
Hamiltonian,

H = ∑
<ij>γ

J~Si · ~Sj + KSγ
i Sγ

j , (3.1)

where J and K denote the Heisenberg and Kitaev interaction, respectively, and parametrized by
the phase angle ϕ ∈ [0, 2π) with K = sin ϕ, J = cos ϕ and γ ∈ {x, y, z} labels the three types
of nearest-neighbor bonds on the hexagonal lattice between neighbouring spins ~Si,~Sj as < ij >γ.
Thus is depicted in Figure 3.1 above.
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FIGURE 3.1: Depiction of the a honeycomb lattice and the D2h and D2 magnetic
cell, which contain eight spins and two sectors marked by A (blue) and B (red).
This choice of magnetic cell fits zigzag and stripy patterns along different directions
and also applies to states at the hidden O(3) points which cannot be captured by a
four-site zigzag or stripy cell. x, y, and z label the three distinct bonds in the Kitaev

interaction.

The quantum spin- 1
2 version of the JK model was shown by Chaloupka [41, 40] to accom-

modate four simple magnetic orders, antiferromagnet, zigzag, ferromagnet and stripy in addition
to the two extended regions of quantum spin liquids under finite Heisenberg perturbation. We
found that in the large-S limit of classical spins corresponding to S→ ∞, the four magnetic orders
are persistent and shared similar phase boundaries of the corresponding phases in the quantum
model expect the regions of the classical spin liquids which were shrunk to only a single point at
K = ±1 at low temperatures (T ∼ 10−3). In addition we found the high symmetry points with
the SO(3) symmetry hidden deep inside the zigzag and stripy phases respectively at the phase
point K = −2J and the transformations identifying these points were the same as in the quantum
case described by Chaloupka et al signifying the applicability of our machine in detecting hidden
symmetries.

To implement TK-SVM and study the topology of the phase diagram via Fiedler partition-
ing we introduced a uniformly spaced fictitious grid in the 1D parameter space where our only
parameter is ϕ, with a spacing of δϕ = π

48 and a total of M = 96 parameter points between
[0, 2π). To train the machine we then sampled 500 spin configurations from a classical paral-
lel tempered Monte Carlo ensemble on a L = 72 lattice of 10, 368 spins at a low temperature
(T = 10−3

√
J2 + K2) at each of the parameter points . We then performed an SVM classification

on the data and found that rank r = 1 was sufficient to learn the topology of the phase diagram,
which was expected as the phases in the quantum model had simple magnetic orders. This Fiedler
partitioning resulted in a graph of M = 96 vertices and M(M− 1)/2 = 4, 560 edges to which we
added an additional dimension (by adding a random value to each phase point) as the parameter
space was one dimensional to show the results of the spectral clustering and the topology of the
phase diagram in two dimensions 3.2.

3.2 Topology of the Phase Diagram

Each of the edges in the above graph partitioning were Lorentzian weighted with a characteristic
cutoff parameter ρc which sets the scale for points belonging to the "sameness" of vertices. How-
ever we found that the choice of ρc as shown in Figure 3.4 was not very crucial and the partitioning
is robust over a wide range of the critical parameters. We compared the Fiedler vector decompo-
sition using a wide range of ρc from 10−1 − 104. and found that at ρc = 0.1 the partitioning is less
obvious as all Fiedler vector entries are very similar and hence it did not help us in distinguishing
the phases. We then used ρc = 103 since it gave us the most clearly distinguishable Fiedler vector
segregation.
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FIGURE 3.2: The Lorentzian weighted graph with M vertices and M(M − 1)/2
edges. In order to produce a 2D graph (as there is only 1 parameter ϕ) an additional
random value is added as the y component. From the figure we identify 5 densely
populated subgraphs which are further analysed by Fiedler partitioning where pa-

rameter points in each subgraph have similar Fiedler vector values.

Visually there appeared to be 5 strongly connected subgraphs Fig 3.2 and however Fiedler
vector analysis showed that two of the subgraphs correspond to the same phase and hence in
total there are 4 distinct subgraphs corresponding to the 4 distinct magnetic phases as expected.
These distinct phases appear as plateaus corresponding to the constant Fiedler values as discussed
in Chap 2 and the Fiedler decomposition is shown in Fig 3.3.

We were able to successfully reproduce the classical JK phase diagram known in literature [174,
96]. The four plateaus starting from the left correspond to the antiferromagnetic (AFM), zigzag
(ZZ), ferromagnetic (FM) and stripy (ST) phase, following the labeling in Figure 3.3 (a). However,
as we shall discuss subsequently, by analyzing the coefficient matrix we found that the “tradi-
tional" zigzag and stripy orders in the regions ϕ ∈ (π

2 , 3π
4 ) and ( 3π

2 , 7π
4 ) were better characterized

by the D2 and D2h order parameters respectively.
The discrete jumps in the Fiedler vector entries are interpreted as phase transitions which occur

at J = 0, K = ±1 (ϕ = π
2 , 3π

2 ) and J = −K (ϕ = 3π
4 , 7π

4 ). The jumps at ϕ = π/2, 3π/2 at K = ±1
correspond to the Kitaev limits where the classical spin liquids are shrunk to a point. When we
analyzed the Cµν matrix at rank 1, we found that since the spins are uncorrelated and there is no
underlying magnetic order these matrices appeared random inline with our expectations .

We remind the reader that the learning of Figure 3.3 is completely unsupervised which means
one does not require any prior knowledge of the phase diagram or order parameters and all the
four phases were discriminated simultaneously by a single partitioning. Once we determined the
global topology of the phase diagram, whose resolution is set by the given training data set, we
dug deep into each phase and analyzed the coefficient matrices at ranks 1 and 2 to infer the local
constraints as well as the order parameters. Once we had these order parameters it became more
convenient to refine phase boundaries by examining the change in magnetization with parameter
values. This is the general strategy one employs with TK-SVM when dealing with unknown
phase diagrams and also demonstrates its strength and utility.

3.2.1 Constructing Explicit Order Parameters

Having constructed the phase diagram using Fiedler clustering we investigated each subgraph by
exploiting the strong interpretability of TK-SVM. We chose a particular parameter point deep in
each subgraph and extracted the analytical order parameters from the the corresponding coeffi-
cient matrix Cµν trained at rank 1 and averaged using a 8 spin cluster as it was the optimal choice
to capture all the orders. The extraction and interpretation of the trivial FM and AFM orders
is skipped and we shall illustrate the inference of orders from the non trivial zigzag and stripy
phases.
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FIGURE 3.3: The Fiedler vector acts as the phase diagram of the Heisenberg-Kitaev
model. (a) Gradients in Fiedler vector entries reflect the clustering of the graph. The
plateaus indicate stable phases, and the jumps signal phase transitions. The phases
are labeled following the common convention: AFM, antiferromagnet; ZZ, zigzag;
FM, ferromagnet; ST, stripy. In addition, the ST and ZZ region are also marked
according to the D2 and D2h magnetization. The inner panel shows a circular rep-
resentation of the phase diagram. (b) Another partitioning removing data near the
high-symmetry points ϕ = arctan(−2) ∼ 0.65π and 1.65π (indicated by the dashed
lines; the graph is not shown), to demonstrate that data of these special points are
not needed for revealing the hidden O(3) symmetry. The partitioning is reflected by
contrasts between Fiedler vector entries, rather than the absolute values. Panels (a)

and (b) lead to the same topology of the phase diagram.

From the coefficient matrices for the zigzag henceforth called D2h and stripy phases labelled
D2 as we discussed in Chapter 2 we extracted the corresponding order order parameters are given
in Table 3.1. Just as a reminder to the reader, we reiterate that the Cµν matrix at rank 1 gives the
correlation between the spin components of the 8 spins corresponding to the cluster we chose i.e.
the correlations 〈Sαk

i Sαl
j 〉 with αk ∈ {1, 2...8} and i ∈ {x, y, z} and each block is a 3 × 3 matrix

elucidating all possible correlations between the spin components. This alternate labelling of the
phases corresponds to the symmetry group to which the ordering matrices belong.

In the case of D2 a spin cluster of 4 spins was sufficient but in case of D2h we required a minimal
cluster of 8 spins to accommodate all spin correlations. The correlation matrices between the 8
spins are described by the ordering matrices which when applied to a cluster of uniformly aligned
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FIGURE 3.4: Fiedler vectors obtained with different choices of ρc. In all cases, where
ρc is large enough to set a characteristic scale “� 1” for the reduced ρ criterion, the
clustering is evident and robust. The profound jumps at ϕ = π

2 , 3π
4 , 3π

2 , 7π
4 corre-

spond to phase boundaries, as they do not belong to any plateaus (stable phases).

spins i.e. spins in the FM phase would give the respective orders or inversely when applied to the
existing order would give the FM order. The FM and AFM phases the ordering matrices were
trivial T̂FM,all = I and T̂AFM,odd = I , T̂AFM,even = −I. The ordering matrices for the non-trivial
phases are shown below in the table below

Phases Ordering Matrices

D2(ST) T̂A,B
1 =

( 1 0 0
0 1 0
0 0 1

)
, T̂A,B

2 =
( −1 0 0

0 −1 0
0 0 1

)
,

T̂A,B
3 =

( −1 0 0
0 1 0
0 0 −1

)
, T̂A,B

4 =
( 1 0 0

0 −1 0
0 0 −1

)

D2h(ZZ) T̂A,B
1 = ±

( 1 0 0
0 1 0
0 0 1

)
, T̂A,B

2 = ±
( 1 0 0

0 1 0
0 0 −1

)
,

T̂A,B
3 = ±

( −1 0 0
0 1 0
0 0 −1

)
, T̂A,B

4 = ±
( −1 0 0

0 1 0
0 0 1

)

TABLE 3.1: D2 and D2h ordering matrices. Their magnetic cells are shown in Fig-
ure 3.1, which consist of two sectors, labeled by A, B, and in total eight sublattices.
The D2 and D2h orders involve four and eight distinct spin orientations, respectively,
and are described by the respective three-dimensional dihedral groups.Their order-
ing matrices also define the sublattice transformations that identify the hidden O(3)

points in the Heisenberg-Kitaev model.

The magnetizations can be defined in terms of the ordering matrices as

−→
M =

1
8 ∑

A,B

4

∑
k=1

T̂A,B
k

~Sk. (3.2)

where the ordering matrices T̂A,B
k describing the relative spin orientations in the cluster are tabu-

lated in Table 3.1 above.
The stripy phase (ST) comprised of four matrices in the dihedral group D2 with T̂A

k = T̂B
k .

These matrices were proposed in the study of orbital degeneracy of Mott insulators [111, 110] and
play a crucial role in the identification of hidden symmetries of the JK model [41, 39] as we shall
discuss below. The zigzag phase (ZZ) could be viewed as an AFM version of the Stripy phase
with T̂A

k = −T̂B
k and hence represented by the dihedral group D2h

∼= D2 × Z2.
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3.2.2 Measuring the order parameters

We confirmed that we had correctly interpreted the coefficient matrices and also sharpened our
phase boundaries, which in this simple model coincided with the ones derived from Fiedler parti-
tioning, by measuring the appropriate order parameters including the trivial FM and Néel orders,
at T = 10−3

√
J2 + K2 the temperature at which we trained our TK-SVM. The results of this mea-

surement are shown below in Fig 3.5 where in each phase as a consequence of the correct inter-
pretation the magnetization saturated to 1 but in all other phases vanished. We however observed
a small overlap between magnetizations at the phase boundaries ϕ = 3π/4, 7π/4 which could be
interpreted as finite size effects and in addition we found that the classical ground states have a
subextensive degeneracy with chains of decoupled FM and AFM Ising chains.

FIGURE 3.5: Measurements of order parameters. The FM, AFM, D2 and D2h mag-
netization are measured as a function of ϕ at low temperature T = 10−3

√
J2 + K2.

In each phase, the respective magnetization (M = 〈| 1
Ncell

∑cell ~M|〉 = 1) saturates to

unity, while others vanish, where ~M is the ordering moment in one magnetic cell,
∑cell sums over magnetic cells, and 〈...〉 denotes the ensemble average. The small
residual moments at ϕ = 0.75π and 1.75π are finite-size effects. At these points, the
classical ground states form decoupled FM and AFM Ising chains with a subexten-

sive degeneracy.

3.3 Discussion on D2 and D2h phases

The measurements of D2h and D2 order parameters and their saturation to unity in the respective
phases validated our claim that they are the correct order parameters for the regions ϕ ∈ (π

2 , 3π
4 )

and ( 3π
2 , 7π

4 ). described in literature by zigzag and stripy orders respectively [175, 174, 96].
We shall now elaborate the differences and similarities between these orders. From the static

structure factors plotted we observed that D2h and ZZ, D2 and ST have very similar SSFs as shown
in Figure 3.7, 3.6. As expected all of them had Bragg peaks at M high symmetry point in the first
Brillouin zone and only D2 and ST had additional (higher intensity) Bragg peaks at X points in the
second Brillouin zone. The only difference between the two plotted structure factors was the dif-
ference in Bragg peaks at all M points in D2, D2h and Bragg peaks at only 2 (out of the 6 possible)
M points in ZZ, ST. The reader might naively guess that D2/D2h are a complete characterization of
the phases i.e. we considered all the three possible spin orientations of the spin at site 1 in the
cluster ~S1 ∈ {(0, 0,±1), (0,±1, 0), (±1, 0, 0)} while in the ST/ZZ phase we considered only one
possibility and hence partially characterized the phase. This naive intuition is the right one indicat-
ing that it is better to characterize the phases using D2 and D2h ordering matrices respectively.

In Figure 3.8 we show the configurations of D2 and D2h state, which were generated by fixing
one spin, e.g. ~SA1 = ~S1, and the orientation of other spins were determined according to the
respective ordering matrices in Table 3.1. In general, the reference spin (the first spin in the cluster)
~S1 could point along any arbitrary direction in the SO(3) space. However, there the particular
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FIGURE 3.6: The static structure factor S(~K) for Stripy (ST) and Zigzag (ZZ) phases
respectively (reproduced from [39]). The first and second Brillouin zones are shown
with Bragg peaks at ~K = M high symmetry points. As is evident in the stripy phase
we have Bragg peaks of higher intensity as shown by the size of the circle at the X
points in the second Brillouin zone and low intensity at the M points. In contrast
in the Zigzag phase we have no peaks in the second Brillouin zone and only high

intensity Bragg peaks at the M points.

FIGURE 3.7: Static spin-structure factor, S(~K), for the (ST) D2 (left) and (ZZ) D2h or-
der (right). The gray and orange hexagons denote the first and second Brillouin
zones respectively, and high-symmetry points are indicated. S(~K) =

〈 1
N ∑ij ~Si ·

~Sj ei~K·(~ri−~rj)
〉
, where~ri is the position of a spin at site i, and a nearest-neighbor bond

of the honeycomb lattice is set to unit length. We find Bragg peaks at the M points
and additionally at the X points in the case of D2.

instances where the D2h and D2 structures reduced to the zigzag and stripy orders are worthy of
a comment. As the reader expected when we have just one of the three possible orientations we
reduce to the literature description. For example, the case ~S1 = (0 0 ±1) reduces to the Z-type
zigzag and stripy state shown in Figure 3.9. Similarly, if we chose ~S1 = (±1 0 0) and (0 ±1 0) ,
we reduce to the X- and Y-type zigzag and stripy state, respectively. This observation implies the
manifold of the zigzag (stripy) and D2h (D2) order have overlaps but the two are not isomorphic.

In the ZZ/D2h and ST/D2 regions, away from the hidden symmetry points (K = −2J, O(3)
points at ϕ ≈ 0.65π, 1.65π), the above special states were realized as the ground states of the JK
model owing to the discrete symmetry of the Kitaev term; as visualized in Figure 3.10. While at the
high symmetry points the distinction between D2h (D2) and zigzag (stripy) orders is superfluous
as there was no locking of the spins to any of the axes and spins can point along any direction
along the O(3) sphere which implied that these cannot be described by staggered arrangements
of ±~S as in the zigzag or stripy structure.

We shall illustrate the difference further by considering a Z-type zigzag (stripy) moment. As
measured in Figure 3.11, the expectation value at the hidden symmetry O(3) point was M = 1

2 at
low temperatures T → 0.001 while for the D2 phase it saturated to M = 1. This could be simply ex-
plained by parametrizing the reference spin to point any direction along the O(3) sphere which in
general polar coordinates could be described by ~S1 = (sin θ sin φ sin θ cos φ cos θ), where θ, φ are
Euler angles. Since spins at the hidden symmetry points deep within these phases were actually
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FIGURE 3.8: Configurations of an arbitrary D2 and D2h state. The spin ~SA1 =

(Sx Sy Sz)T is used as the reference spin, while orientations of other spins are deter-
mined according to the respective ordering matrices. Compared to stripy and zigzag
orders, which are staggered arrangements of±~S, the sign flip in a D2 and D2h pattern
can occur at individual components. In special cases ~SA1 = (0 0 ±1)T, these patterns
are equivalent to the Z-type zigzag and stripy patterns shown in Figure 3.9, with a
reduced four-site magnetic cell {A1, A2, A3, B3}. When choosing ~SA1 = (±1 0 0)T

and (0 ±1 0)T, X- and Y-type zigzag and stripy states will be realized, where the
magnetic cells are given by {A1, A2, A3, B1} and {A2, A3, B1, B2}, respectively. In
general cases, the D2h (D2) and zigzag (stripy) orders are different, and the magnetic

cell cannot be reduced to four sites.

FIGURE 3.9: Representative configurations of a stripy (ST) and zigzag (ZZ) or-
der. White (~S) and black (−~S) cycles denote opposite spins. The correspond-
ing magnetization can be defined as MST =

〈
| 1

Ncell
∑cell(~S1 + ~S2 − ~S3 − ~S4)|

〉
, and

MZZ =
〈
| 1

Ncell
∑cell(~S1 − ~S2 + ~S3 − ~S4)|

〉
, respectively, where the numbers label the

four sublattices. In general, ~S may point to arbitrary directions. However, in the
ground states of the Heisenberg-Kitaev model, the realization of these above config-
urations will be accompanied by ~S = (0 0 ±1)T. We hence refer to them as Z type.
Such states are present in the intersection of zigzag (stripy) and D2h (D2) manifolds.

arranged according to D2h or (D2) patterns, the zigzag or stripy moment of an individual configu-
ration of spins was ~m = (0 0 cos θ) (for a Z type configuration), and the corresponding ensemble
average, by integrating over all allowed states, was MZZ/ST = 1

4π

∫
|~m| sin θdθdφ = 1

2 while a
similar calculation for the D2h order showed MD2,D2h =

1
4π

∫
|~m| sin θdθdφ = 1

4π

∫
1 sin θdθdφ = 1.

Thus we could definitively conclude that the D2h and D2 orders provide a more universal and
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FIGURE 3.10: Distribution of spin orientations for states in the ZZ or D2h and ST or
D2 phases away (left) and at (right) the hidden O(3) points, at a low temperature

T = 0.001.

FIGURE 3.11: Magnetization as a function of temperature at the O(3) points, with
ϕ ≈ 0.65π for the zigzag (ZZ) and D2h orders and ϕ ≈ 1.65π for the stripy
(ST) and D2 orders. The D2h (ZZ) and D2 (ST) curves show the same behavior
as the Heisenberg-Kitaev model is symmetric under a sub-lattice transformation
J → −J, K → −K, and meanwhile Si → −Si for either of the honeycomb sublat-

tices.

complete description for the magnetization as compared to the zigzag and stripy order.
It has to be noted that there is no phase transition or crossover separating the high symme-

try O(3) points from the neighboring points with discrete three-fold symmetries at T → 0. The
ground-state energy of the ZZ/D2h phase could be calculated to be EZZ = 1

3 (−K + J) per bond
which happens to be degenerate with that of the Néel or the FM order, EAFM = − 1

3 (K + J) and
EFM = 1

3 (K + J), at J = 0 and J = −K, respectively, which form the two phase boundaries at
ϕ = π/2, 3π/4 this explains why we observed the overlap in the magnetization Fig 3.5.

We could distinguish between the high symmetry O(3) points and the neighbouring points
within the purview of TK-SVM by analyzing rank 2 coefficient matrix which showcases another
strength of our machine which enabled us to make the distinction with little to no effort

At rank 2, the sub-block matrices are 9× 9 and they describe the correlations between a pair
of spin quadratic components Sα

i Sβ
j and Sα′

i′ Sβ′

j′ . The rank 2 matrix away from the high symme-
try point shown above by (a) shows a finite quadratic correlations (which is nothing but a “re-
dundant” representation of the order parameter we learnt at rank 1) and hence we gained no
additional information about the phase which wasn’t already understood at rank 1. The rank-
2 Cµν pattern away from the high-symmetry point where the spins are locked to the three axes
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FIGURE 3.12: Representative blocks of the Cµν matrices of the [a] ZZ/D2h phase
learned by a rank-2 TK-SVM with the eight-spin [b] D2h magnetic cell, away from (a)
and at (b) the O(3) point. Blocks are labeled by the spin indices (i, j). Non vanishing
entries in a block correspond to correlations between quadratic components Sα

i Sβ
j

and Sα′
i′ Sβ′

j′ . Negative elements in the (0, 0) block reflect the spin normalization |~S| =
1. Non-trivial entries in (a) are the diagonal ones in each 9× 9 sub block.

displayed nontrivial quadratic correlations only between the diagonal elements in each sub-block
which correspond to the 3 axes i.e. we have correlations only between Sα

i Sα
j .

The more interesting coefficient matrix is the one at the hidden symmetry point where we
found cross term correlations like Sα

i Sβ 6=α
j which reflected the fact that spins were not locked to

any of the axes and could be freely parameterized in the SO(3) sphere. This absence/presence of
cross correlations linked with the unlocking/locking of spins to the axes could be analyzed using
rank 2 correlations giving us a way to detect these hidden symmetry points.

3.4 Hidden Symmetries

By interpreting the coefficient matrices deep in each phase we discovered that the D2 and D2h or-
dering matrices in Table 3.1 accurately described the stripy and zigzag phases respectively. These
orders comprise of a finite set of orthogonal matrices, which not only preserve the spin length
but also are invertible. As explained before we could start with a simple ferromagnetic configu-
ration and successively apply these transformation matrices on each spin in the cluster and get
the respective phase or invert those transformations to convert the D2 and D2h orders into simple
ferromagnets.

Specifically, one could define spin orientations in a sublattice-dependent coordinate as,

S̃k = T̂A,B
k

~Sk (3.3)

The magnetization Eq. (3.2) of the transformed system of spins is then just
−→
M = M̃ = ∑k S̃k

which describes a ferromagnetic alignment of S̃ spins.
The above transformation acts on spin patterns transforming them at any parameter point

into a simple ferromagnet. The transformation of the Hamiltonian in the same coordinate system
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could be rewritten in terms of interactions on a local bond 〈ij〉γ connecting spins ~Si,~Sj as,

Hij = ~S T
i Ĵγ

~Sj, (3.4)

where Ĵγ corresponds to the three types of bonds in the JK Hamiltonian Eq. (6.1) with γ ∈ {x, y, z},

Ĵx =

K + J
J

J

 , Ĵy =

J
K + J

J

 , Ĵz =

J
J

K + J

 . (3.5)

Under the sublattice-dependent coordinate transformations, Eq. (3.4) becomes

H̃ij = S̃T
i T̂A,B

i Ĵγ

(
T̂A,B

j

)TS̃j. (3.6)

The three different bonds transform under the sublattice spin transformations as

Ĵx →
(
T̂A,B

2

)T ĴxT̂A,B
3 ,

(
T̂A,B

4

)T ĴxT̂A,B
1

Ĵy →
(
T̂A(B)

3(1)

)T ĴyT̂B(A)

1(3),
(
T̂A(B)

4(2)

)T ĴyT̂B(A)

2(4)

Ĵz →
(
T̂A,B

1

)T ĴzT̂A,B
2 ,

(
T̂A,B

3

)T ĴzT̂A,B
4 ,

leading to

J̃x = ±
K + J

−J
−J

 , J̃y = ±
−J

K + J
−J

 , J̃z = ±
−J

−J
K + J

 , (3.7)

where "+” ("−”) corresponds to the D2 (D2h) orders respectively. The transformed bond depen-
dent Hamiltonian can now be written at any parameter point (i.e. any arbitrary J,K value ) as

H̃ij = S̃ T
i J̃γS̃j, (3.8)

where S̃ are spins describe a simple ferromagnet. It has to be noted that the two descriptions are
completely equivalent and the difference is just in the way we view the interaction and transfor-
mation between the spins which is common in physics and the reader might remember them as
active and passive transformations. In the first picture we consider the spins to be transformed (as
described in the appropriate phase) and the interaction matrices between them as untransformed
(active picture) while in the second point of view we consider spins as untransfomed (all in the
same ferromagnetic phase) and the interaction matrices between them as transformed (passive
picture).

Identification of the hidden symmetry point becomes apparent in the transformed frame of
reference, where at the parameter point K = −2J or equivalently ϕ = tan−1(−2), the couplings
in the sublattice coordinate reduce to isotropic matrices, ±JI, where I denotes the identity matrix.
H̃ij now just describes a the local interaction for a ferromagnetic Heisenberg model of spin S̃, with
J > 0 (< 0) in the D2 (D2h) phase.

With this identification we precisely reproduced the hidden O(3) symmetries of the JK model,
reported previously by Chalopuka in Ref. [39] through a dual transformation. This was also evi-
dent in the spin configurations we sampled at and away from the high symmetry points as shown
in Figure 3.10. At the high symmetry point since we are reduced to the isotropic case the spins
have all possible orientations reflecting the O(3) symmetry and away from these points this sym-
metry reduces to a three-fold degeneracy where the spins are locked to the axes.

This way of identifying hidden symmetries was straightforward and did not require any
specific properties or prior insights of the Hamiltonian on behalf of the researchers. The high-
symmetry points were self-evident once the order parameters were detected. This is also shown
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in Figure 3.3 (b) where data from the high-symmetry points are not needed in the training.

3.5 Local constraints at phase boundaries

We discovered that at the phase boundaries the competition between two magnetic orders usually
led to more subtle properties such as an enhanced symmetry or emergent local constraint. We shall
discuss the local constraints we learned at the phase boundaries in the phase diagram of Figure 3.3
at ϕ = 3π

4 and 7π
4 between the zigzag and FM phases and stripy and AFM phases respectively. We

postpone the discussion of the cases ϕ = π
2 and 3π

2 which correspond to pure Kitaev models and
the ground-state constraints for classical Kitaev spin liquids learnt by TK-SVM to Chapter 5.

In order to detect the local constraints we used rank-2 TK-SVM to detect quadratic correlations
between spins.

0
1 2

3

FIGURE 3.13: The Cµν matrix learned by a rank-2 TK-SVM with a four-spin triad
cluster (inner panel) at the boundary point ϕ = 3π

4 . The axes iterate over spin in-
dices (i, j) and spin components (α, β) in a lexicographically order, from bottom (left)
to top (right). The spin indices divide the Cµν matrix into 9× 9 sub blocks. Non-
vanishing entries in a block represent the form of correlations between quadratic

components Sα
i Sβ

j and Sα′
i′ Sβ′

j′ . Blocks with i = j and i′ = j′ lead to constants owing to

the trivial normalization |~S| = 1. Other blocks corresponds to the local constraints
G1 and G2. The pattern learned for ϕ = 7π

4 (not shown) has a similar structure with
sign flips in certain entries.

Figure 3.13 shows the rank-2 Cµν matrix for ϕ = 3π
4 . The pattern for ϕ = 7π

4 had a similar
structure but displays different signs for certain entries.

From the above coefficient matrix we could infer two local constraints, G1 and G2 as,

G1= 〈Sx
0(S

x
2+Sx

3) + Sy
0(S

y
1+Sy

3) + Sz
0(S

z
1+Sz

2)〉td = ±2, (3.9a)
G2 = 〈Sx

2Sx
3 + Sx

1Sx
3 + Sx

1Sx
2〉td = 1, (3.9b)

with all other nearest neighbor and next-nearest neighbor correlations vanishing. Here, 〈.〉td de-
notes a lattice average over triad clusters involving three bonds and four spins (see the inner
panel of Figure 3.13), and “+", “−" correspond to ϕ = 3π

4 , 7π
4 , respectively. To verify that we had
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correctly inferred the constraints we measured them explicitly and the results are shown in Fig-
ure 3.15. We see that at low temperatures at the phase boundaries the constraints exactly saturated
to the values we expect from the above equations.

We further noticed that the local constraints G1 and G2 are invariant under the following local
spin component transformations,

Sx
0 , Sx

2 , Sx
3 → −Sx

0 , −Sx
2 , −Sx

3 , (3.10a)

Sy
0, Sy

3, Sy
1 → −Sy

0, −Sy
3, −Sy

1, (3.10b)
Sz

0, Sz
1, Sz

2 → −Sz
0, −Sz

1, −Sz
2. (3.10c)

However, since every spin is shared by two triads, these transformations do not define a local,
but rather a subdimensional symmetry. For instance, Eq. (3.10c) corresponds to a transformation
flipping the Sz component of spins in a chain formed by x- and y-bonds, as depicted in Figure 3.14.

FIGURE 3.14: Representative classical ground-state configuration at ϕ = 3π
4 , 7π

4 . The
system forms ferromagnetic (a) or anti-ferromagnetic (b) Ising chains. The subdi-
mensional symmetry leads to a classical subextensive degeneracy by flipping one

entire chain of spins.

The solutions of constraint equations, Eqs.(3.9a) and (3.9b) give the classical ground states. The
absence of cross terms, such as Sα

i Sβ 6=α
j , indicated that each spin has only a single non-vanishing

component in the ground state and hence all the ordering matrices are diagonal. The solution
to the above equations was also satisfied by a system forming ferromagnetic (ϕ = 3

4 π) and anti-
ferromagnetic (ϕ = 7

4 π) Ising chains as shown in the figure 3.14. As a consequence of the sub-
dimensional symmetry, flipping of one Ising chain does not cost energy which leads to a subex-
tensive line degeneracy with 3× 2L classical ground states. This implied ZZ/D2h (ST/D2) order
was degenerate with the AFM (Néel) order at these boundary points. In the spin- 1

2 JK model,
the subextensive degeneracy is lifted by quantum fluctuations by a quantum order-by-disorder
mechanism [41, 40] which does not happen in the classical system. The Hamiltonian is not input
to the machine but rather learnt from the spin configurations illustrating the potential application
of TK-SVM to learn non-trivial spin Hamiltonians from samples of simple orders.

3.6 Summary and Outlook

In this chapter we successfully demonstrated using TK-SVM to identify hidden O(3) symmetry
in the JK model on the 2 dimensional honeycomb lattice at the phase point K = −2J deep in the
stripy and zigzag phases respectively. We also successfully reproduce the classical phase diagram
and measured the magnetization in each phase demonstrating conclusively that we correctly in-
terpreted the order parameters with the help of the machine. This approach can be extended to
other complicated systems with hidden symmetries in unconventional magnetic phases. We em-
phasize again that, this identification of high symmetry points and learning of the topology of the
phase diagram happened in an unsupervised manner without prior knowledge on behalf of the
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FIGURE 3.15: Local constraints at ϕ = 3π
4 , 7π

4 as a function of temperature. G1 and
G2 satisfy Eqs. (3.9a) and (3.9b) in the ground state. (The G2 curves at the two ϕ

values overlap.)

researchers on the topology of the phase space which makes it an important tool in investigating
complex systems. This has to be contrasted to other constructions which are contingent on the
skill and experience of the researcher.

We additionally showed that the D2h and D2 orders provide a more universal and accurate
description of the magnetization compared to zigzag and stripy order described in literature. The
interpretation of rank 1 and 2 coefficient matrices which are just the correlations between polyno-
mials of spin components emphasized the significance of being able to express the order param-
eters and local constraints explicitly in many-body spin systems, which is a consequence of the
interpretable nature of our machine-learning method.

Our machine also successfully unravelled subdimensional symmetries. On one hand, this
identification complements the studies reported in Ref. [143] where TK-SVM was used to identify
the local Z2 symmetries of classical Kitaev spin liquids by probing their ground-state constraints.
On the other, as subdimensional symmetries are typically related to degenerate competing or-
ders, their identification by machine learning methods implied a potential generative use of these
machines i.e. to learn non trivial Hamiltonians from data.

In the future, as hidden symmetries are ubiquitous in symmetry-protected topological states [79,
44, 170] such as the hidden Z2 × Z2 symmetry in the celebrated Haldane phase [3, 4, 109, 108] one
could employ a machine like ours see if the machine is capable of learning these hidden sym-
metries which would prove invaluable to the advances in the condensed matter community in
general. While it might be easier to construct an ad hoc machine for this particular SPT phase,
devising a versatile machine that is applicable to a (reasonably) wide class of topological phases
however remains a challenging task.
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Chapter 4

Phase Diagram of Generalized Kitaev
Magnets

In the previous chapter, we discussed the application of TK-SVM to the JK model and its appli-
cability in detecting hidden symmetries as well as subdimensional symmetries. In this chapter
we extend our efforts to the complete JKΓ model on the two dimensional hexagonal lattice. This
shows the applicability and usefulness of TK-SVM to operate in an unsupervised manner in a high
dimension parameter space and find the topology of the phase diagram without requiring any
input or insights on part of the researchers about the underlying spin Hamiltonian.

Kitaev materials [208, 97, 228] have been prime candidates for ML applications as they are
nontrivial and complex, hosting various disordered and unconventionally ordered phases, prov-
ing a challenge to most ML algorithms and going beyond bench marking models. Experimentally,
the bond-dependent anisotropic interactions relevant for Kitaev physics is realized as a conse-
quence of the interplay between electron correlations coupled with spin-orbit coupling [94, 41]
(see Chapter 1 for more details). Following this seminal work by Chaloupka et al, the Kitaev
community began searching in earnest for the holy grail of condensed matter physics, which is
a compound that hosts spin liquid phases at low temperatures. A number of suitable candidates
have been proposed over the years but the most promising ones are compounds which are 4d and
5d transition-metal-based Mott insulators with the chemical representation A2IrO3 (A = Na, Li, K)
and α-RuCl3 [228, 14, 16, 176, 233, 234, 39]. α − RuCl3 in particular has been postulated to host
a field-induced quantum spin liquid as evidenced by the half-quantized thermal Hall plateau
under an external in plane magnetic field [103, 240] suppressing the zigzag order, while spectro-
scopic [171, 186, 147] and thermodynamic [11, 10] measurements indicate a topologically trivial
partially-polarized phase. We refer the reader to chapter 1 where we discussed the various Kitaev
candidates and the extended Kitaev Hamiltonian as well as a brief overview of the experiments
therein, in case the reader wants to refresh their memory.

In an ideal scenario we would expect to find a compound that faithfully exhibits the Kitaev
physics but in reality non-Kitaev terms, such as the Heisenberg exchange and the symmetric off-
diagonal Γ exchange, permitted by the underlying cubic symmetry and ubiquitously exist in real
Kitaev materials [180, 181] leading to ordering at low temperatures. In addition, longer-range
interactions such as the third nearest neighbour interactions and structural distortions provide
further hopping channels [179, 92, 147] resulting in magnetic ordering. These additional terms
enrich the Kitaev physics [222, 72, 71, 197, 134, 100, 73, 92, 128, 143] but also pose a significant
challenge to the analysis because of the large parameter space and the emergence of complicated
structures. This then becomes an ideal playground for an interpretable and unsupervised learning
method such as TK-SVM which can efficiently detect patterns and construct the associated phase
diagrams in this high dimensional parameter space.

We found that our machine not only reproduced all the classical phases reported in litera-
ture but also a hitherto missed phase which we christened as the nested zigzag-stripy order and
also established the robustness of the complicated spiral phase S3 × Z3 reported in [143] against
Heisenberg interactions in the extended phase diagram. We arrived at the conclusion that in the
restricted parameter space spanned by the three primary exchange interactions—J, K, and Γ, the
representative Kitaev material α-RuCl3 thought to host the elusive Kitaev spin liquid, lies close to
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the boundaries of several phases, including a simple ferromagnet, the unconventional S3×Z3 and
nested zigzag-stripy as well as a correlated paramagnet which on one hand explains the experi-
mentally observed zigzag magnetic order at low temperatures but on the other hand complicates
experimental analyzes due to proximity to a multitude of magnetic orders. We further found that
the presence of a finite Γ′ and/or J3 term stabilized the zigzag order, whereas the four magnetic
orders might compete if Γ′ is anti-ferromagnetic.

In this chapter we illustrate one of the earliest non trivial examples where ML goes beyond
the current state-of-art methods and provides nontrivial information in strongly correlated Kitaev
physics.

4.1 Model and Methods

We investigated the generalized Heisenberg-Kitaev-Γ model on a two dimensional honeycomb
lattice defined by the Hamiltonian

H = HJKΓ + HΓ′ + HJ3 ,

= ∑
〈ij〉γ

Si · ĴγSj + ∑
(ij)

J3Si · Sj, (4.1)

where we subdivided the Hamiltonian into nearest neighbour interactions

HJKΓ = ∑
〈ij〉γ

[
JSi · Sj+KSγ

i Sγ
j +Γ(Sα

i Sβ
j + Sβ

i Sα
j )
]
, (4.2a)

HΓ′ = ∑
〈ij〉γ

[
Γ′(Sγ

i Sα
j + Sγ

i Sβ
j + Sα

i Sγ
j + Sβ

i Sγ
j )
]
. (4.2b)

and the third nearest neighbour interactions

HJ3 = ∑
(ij)

J3Si · Sj (4.3)

Here, γ labels the three distinct nearest-neighbor (NN) bonds 〈ij〉, which is the standard conven-
tion used in all chapters in this thesis, with mutually exclusive α, β, γ ∈ {x, y, z} as illustrated in
Figure 4.1; Ĵγ is a 3× 3 matrix comprising all exchanges on a NN bond 〈ij〉γ, and (ij) denotes the
third NN bonds with a Heisenberg interaction J3.
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J3

FIGURE 4.1: A honeycomb lattice with anisotropic bonds γ(αβ). The shaded region
marks a symmetric cluster of m × m unit cells. A lattice with linear size L is then
partitioned into ( L

m )2 such clusters. Here, m = 2 is shown for example. Larger
clusters with m = 4, 6, 12 are considered in training TK-SVMs.
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The most general form of the NN interaction matrices Ĵγ for each bond in the above Hamilto-
nian could be written as

Ĵx =

K + J Γ′ Γ′

Γ′ J Γ
Γ′ Γ J

 , Ĵy =

 J Γ′ Γ
Γ′ K + J Γ′

Γ Γ′ J

 , Ĵz =

 J Γ Γ′

Γ J Γ′

Γ′ Γ′ K + J

 . (4.4)

The JKΓ Hamiltonian Eq. (4.2a) comprises of all generic NN exchanges allowed by cubic sym-
metry [94, 180] of the octahedra surrounding the d5 magnetic ions. The Kitaev (K) term is of utmost
interest naturally as it is crucial for the realization of (Kitaev) spin liquids. However, in realistic
materials in addition to Kitaev interactions, the Heisenberg (J) and the symmetric off-diagonal (Γ)
exchanges ubiquitously exist whose presence leads to magnetic ordering.

The Γ′ term is a secondary symmetric off-diagonal interaction whose origins lie in the trigonal
distortion of the octahedral cage where a negative (positive) Γ′ corresponds to trigonal compres-
sion (expansion) of the edge-sharing oxygen or chlorine octahedra [179] while the inclusion of
the J3 term reflects the extension of d-electron wave functions between the magnetic ions. These
terms in literature were considered as perturbative to the JKΓ model but we found in this work
that even a weak presence of these terms almost always led to a zigzag ordering, hence compli-
cating the effective Hamiltonian model describing real materials as different Hamiltonians give
the same ordering. Although second nearest-neighbor exchanges are also possible, experiments
and ab-inito quantum chemistry calculations showed that the third-neighbor exchanges was more
significant including the intensely studied compounds Na2IrO3, α-Li2IrO3, α-RuCl3 and the more
recently (re-)characterized cobalt-based compounds Na3Co2SbO6 and Na2Co2TeO6 [219, 203]. In
most materials, the Γ′ and J3 exchange terms were introduced phenomenologically to stabilize and
explain magnetic orders observed in experiments [16, 92, 131, 147], in particular the zigzag-type
orders found in most two-dimensional Kitaev candidates [208].

We emphasize that the “model" Hamiltonian for Kitaev candidates are a combination of exper-
imental inputs and phenomenological insights. In general as in any other complex spin system,
different combinations of parameters lead to a multitude of phases and correlated paramagnets,
which makes the scanning of this multidimensional parameter space computationally extremely
expensive. Since they lead to the same phase, the problem of "reverse engineering" the parameters
upon the observation of a particular phase (experimentally) becomes a challenge. in Kitaev mate-
rials. In literature, the primary physics of Kitaev materials is governed by the JKΓ model, whose
phase diagram for a fixed Γ′ and J3 motivated through experiments remains the prime focus of
this chapter.

Moreover, motivated by the microscopic models proposed for α-RuCl3 by Maksimov et al [147,
131] based on the INS and THz data for Na3Co2SbO6 and Na2Co2TeO6 [203], we focused on the
parameter space with K < 0, Γ > 0 and a moderate range of ferromagnetic Heisenberg (J < 0)
exchange terms.

We parameterized the Kitaev and Γ interactions through the angle θ as K = sin θ, Γ = cos θ and
scanned over θ ∈ [3π/2, 2π) ensuring K < 0, Γ > 0 and further restricted the Heisenberg interac-
tion to be of the ferromagnetic type J ∈ [−0.3, 0]. For higher values of the Heisenberg parameter
we got trivial ferromagnetic phases and hence restricted our values in line with experiments.

We also subsequently investigated slices of the phase diagram with the addition of secondary
contributions Γ′, J3 motivated by experimentally relevant values of J3 = 0, 0.1 and Γ′ = 0,±0.1.
We considered both ferromagnetic as well as anti-ferromagnetic Γ′ (referring to the trigonal com-
pression and expansion respectively) covering both the cases of its disputed sign in α-RuCl3.

4.1.1 Methods

In tune with the rest of the thesis, we considered classical spins (~S ∈ O(3)) and trained our TK-
SVM with classical Monte Carlo spin data collected at very low temperature of T = 10−3

√
K2 + Γ2

for large system sizes L = 72. During training we simulated 400 (θ, J) parameter points at fixed
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Γ′ and J3 slice, and in total we simulated the 6 combinations of (Γ′, J3) with the values (Γ′, J3) ∈
{(0, 0), (0.1, 0), (−0.1, 0), (0, 0.1), (0.1, 0.1), (−0.1, 0.1)}.

We performed a multi-classification using TK-SVM for these six combinations of parameters
to unravel the topology of the phase diagram which is interpreted as the phase diagram. Then
deep in each phase we sampled a few points and extracted the physical order parameters at rank
1 by interpreting the coefficient matrix and refined the phase boundaries to verify that we had
correctly interpreted the orders. We measured the order parameters in new simulations lowering
the temperature further to T = 10−4

√
K2 + Γ2, in the most frustrated parameter regimes.

In the training phase, for Monte Carlo sampling we chose NT = 64 logarithmically distributed
temperatures between T = 0.5× 10−3 and 10 for the majority of the (θ, J) points, while we also
used NT = 128 logarithmical temperatures for a small subset of special parameter points in the
frustrated regimes. In the testing stage, we used NT = 128 temperatures in [0.75× 10−4, 10] for
most points measured in Figs. 4.8, 4.6 and 4.9, but also used NT = 256 logarithmical temperatures
as and when needed for a few points.

We typically ran 8× 106 Monte Carlo (MC) sweeps for simulations using NT = 64 and 1.6× 107

sweeps for those requiring more temperature partitions. We reserved half of the total sweeps for
thermalization and in the training stage, we collected 500 samples per parameter point from the
second half of the MC sweeps, this meant we sampled once every 800 or 1, 600 MC sweeps. In
the testing stage, new Monte Carlo simulations were performed to measure the learned order
parameters (Figs. 4.8, 4.6 and 4.9), and we compared several independent simulations to confirm
the ergodicity and sufficient thermalization of our simulations.

We discovered that the phase diagrams of the investigated parameter regions were dominated
by various magnetic orders as expected for the extended Kitaev model. This indicates that our
classical phase diagrams qualitatively, or even semi-quantitatively, reflects the phase diagrams in
literature with a finite spin-S values. Indeed, we successfully reproduced all the classical orders
reported in literature - the ferromagnetic, zigzag and 120◦ orders [180, 92, 147] and in addition
found new phases missed in the previous literature surveys.

4.2 Topology of the General Phase Diagram

The topology of the phase diagram is unraveled through the Fiedler partitioning via the unsuper-
vised learning of TK-SVM at rank 1 and 2. For the JKΓ phase diagrams considered here with fixed
Γ′ and J3 couplings we sampled 500 configurations at each of the 400 parameter points in the (J, θ)
subspace. These points were uniformly distributed in the parameter space with J ∈ [−0.3, 0] with
a uniform spacing of ∆J = 0.02 and θ ∈ [3π/2, 2π] with a spacing of ∆θ = 1

48 π. This protocol of
uniform sampling is the standard strategy when exploring unknown phase diagrams. If we have
prior knowledge about the topology we can importance sample instead.

In all six cases, the phase diagrams were mapped using just the rank-1 classification, while a
universal choice of the cluster for the averaging was simply chosen to be the symmetric m × m
honeycomb unit cells (see Figure 4.1) where we checked and confirmed the consistency of a phase
diagram by using clusters of different sizes with m = 4, 6, 12 (32, 72, 288 spins).

Figure 4.3 shows the histograms of the Fiedler vector entries. The pronounced peaks were
identified with the well-separated phases we observed in the graph partitioning while the flat
regions indicated disordered regimes and/or crossovers between the phases with the Fielder en-
tries randomly distributed. Having determined the topology of the phase diagram, the next step
was to analyze and interpret the coefficient matrices Cµν learnt in each phase in order to extract
the order parameter. We did this at rank 1 and if we detected no magnetic order/pattern we per-
formed an additional rank-2 analysis to identify the phase either as a spin liquid where a stable
ground-state constraint exists or as a correlated paramagnet or incommensurate phase where no
such local constraints exist.
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FIGURE 4.2: Graphs associated with the phase diagrams discussed. Each vertex
(white circle) represents a (θ, J)-point with fixed J3 and Γ′, from which training sam-
ples are collected. The edge (blue line) connecting two vertices is determined by the
learned bias parameter ρ. Here ρc = 104 is imposed in the weight function.Each
graph contains 400 vertices and 79, 800 edges. Edge weights are suppressed in the

figure for visualization purposes.
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(f) J3 = 0.1,�0 = 0.1

FIGURE 4.3: Histograms for the dominating Fiedler entries of the six graph partition-
ing problems. The main panels have a logarithmic scale on the vertical axis because
the distribution spans several orders of magnitude. The insets show the main part

of the distribution on a linear scale for easier comparison.
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4.2.1 JKΓ Phase diagram

We shall now discuss the JKΓ phase diagram with the secondary interactions set to zero. This
particular phase diagram has been thoroughly explored by several authors in the past Refs. [180,
222, 92, 39]. We found that while the results in these works with dominating Heisenberg and
Kitaev interactions i.e. the JK phase diagram we discussed in the previous chapter, were quite
consistent with each other albeit through different methods, the physics of competing Kitaev and
Γ interactions was however more subtle with different methods giving different results.

In the Kitaev-Heisenberg dominated regions we again found the trivial/nontrivial magnetic
orders ferromagnetic, zigzag, anti-ferromagnetic, and stripy orders which we previously encoun-
tered in the pure JK phase diagram [41, 96] and found that these orders also extend to regions
of finite Γ [180, 92]. The conclusion we can make is that these phases are quite robust against
perturbations by the symmetric Γ exchange interaction.

In the parameter regime relevant for Kitaev candidate α-RuCl3 with K < 0, Γ ∼ |K| and
a small but finite ferromagnetic J term, the study by Rau et al [180] based on Luttinger-Tisza
analysis suggested a zigzag order. However, the zigzag order was not confirmed by the 24-site
exact diagonalization (ED) carried out in the same work, and a more recent study [92] equipped
with 32-site ED and cluster mean-field calculations showed that the physics depends on the size
and shape of clusters making the unravelling of the topology more subtle.

However, our machine found that the JKΓ phase diagram in the above parameter regime is
quite rich as expected and shown here in Figure 4.4. We reproduced the ferromagnetic and zigzag
phases in the large K and Γ with a finite J regions reported in literature [180, 222, 92]. In addition
our machine identified a novel nested zigzag-stripy (ZZ-ST) phase and also showed the extension of
the helical S3× Z3 phase which is robust against moderate Heisenberg perturbations. The S3× Z3
phase which results from the competition between the Kitaev and Γ spin liquids and features a
spin-orbit entangled modulation, with magnetic Bragg peaks at 2

3 M points [143] will be discussed
in the next chapter (Chapter 5).

We, most importantly, reported the novel nested ZZ-ST order for the first time and to our best
knowledge it has not been reported previously in literature . In this phase, whose representative
ground-state configuration is shown below in Figure 4.5, the spins can be divided into two groups,
{~SA,~SB}. One set of spins, e.g., the A-spins in Figure 4.5, form the regular zigzag pattern with a
doubled lattice constant while the other set of spins (B-spins) form the stripy patterns, intricately
nested with the zigzag pattern of the A-spins. This interlacing of nested and stripy orders has
an enlarged magnetic cell which when averaged using smaller cluster sizes appears as a random
pattern and hence might be the reason why it was missed by the previous studies. This nested or-
der has an enlarged ground-state manifold: The global three-fold rotation (C3) and spin-inversion
symmetry (S → −S) of the (generalized) JKΓ model trivially allows six ground states. This de-
generacy is further doubled as the two sets of spins A ↔ B can be swapped, leading to twelve
distinct ground states, which we observed and verified in our Monte Carlo simulations.

In addition, the robustness of the nested zigzag stripy order was also confirmed as shown in
Figure 4.6 by scanning θ at different J values. We found that this order completely saturates at
larger values of J and θ (or greater the Γ parameter). This nested phase is sandwiched between the
zigzag and the trivial ferromagnetic phase.

The evolution of spin structure factors (SSFs) at a fixed J as a function of θ is also interesting. As
shown in Figure 4.7 for a fixed J = −0.1, in the ferromagnetic phase at small Γ, the magnetic Bragg
peak develops at the Γ point (zone center) of the first Brillouin zone. Increasing the Γ coupling led
to the magnetic Bragg peaks moving outwards to the 1

2 M for the nested phase, 2
3 M for the helical

S3 × Z3 phase and finally to the M points for the zigzag phase.
We also found that these magnetic phases were separated by broad crossover areas where the

machine didn’t learn any magnetic order or constraints at rank 1 and 2 even down to the tempera-
ture T = 10−3 and were hence marked as incommensurate or paramagnetic (IP) regimes . Explicit
measurements of the learned order parameters at a lower temperature T = 10−4 further showed
all magnetic moments in the region marked as IP were remarkably fragile, as plotted in Figure 4.8
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FIGURE 4.4: Machine-learned J-K-Γ phase diagram for parameters J < 0, K =
sin θ < 0, Γ = cos θ > 0, at T = 10−3. Interactions and temperature are in units
of
√

K2 + Γ2. Each pixel represents a (θ, J) point with ∆θ = 1
48 π and ∆J = 0.02; same

for the phase diagrams below. A rank-1 TK-SVM with symmetric cluster of 12× 12
lattice cells is used. The color represents the Fiedler entry value (FEV) for the cor-
responding (θ, J) point, and the choice of the color bar is guided by the histogram
of FEVs. Parameter points in the same phase have the same or very close values.
The blurry regions indicate phase boundaries and crossovers. The Kitaev and Γ spin
liquids reside at the corner of (θ, J) = ( 3

2 π, 0) and (2π, 0), respectively, which are not
distinguished from disordered IP regime as the rank-1 TK-SVM detects magnetic or-
ders. FM: ferromagnetic, where FM‖ indicates easy-axis states; Nested ZZ-ST: nested

zigzag-stripy; IP: incommensurate or (correlated) paramagnetic.
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FIGURE 4.5: A ground-state configuration of the nested zigzag-stripy order. The red
(A) and blue (B) colors label two inequivalent reference spins, ~SA 6= ~SB. The filled
(+) and empty (−) cycles indicate the sign of a spin. Here the A-spins (B-spins) form
zigzag (stripy) structures on a honeycomb lattice with a doubled lattice spacing. The

dashed lines are a guide to the eye.

with a fixed J = −0.1. Although we trained the machine with data from a finite-size lattice at low
but non zero finite temperature, we cannot conclusively exclude lattice incommensuration and
long-range orders as T → 0 in these regimes. We could make the conclusion that at our large sys-
tem size any stable magnetic orders at the low temperatures we investigated is absent. However,
we speculate that in the finite-S quantum limit, these regions could potentially host spin liquid
phases as quantum fluctuations might suppress conventional magnetic ordering. At rank 1 we
cannot distinguish between Kitaev and Γ spin liquids and the disordered IP regimes in the phase
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FIGURE 4.6: Monte Carlo measurements of the nested zigzag-stripy magnetization
at different J’s, with Γ′ = J3 = 0, T = 10−4. Consistent with the phase diagram
Figure 4.4 learned at T = 10−3, the nested zigzag-stripy order is preferred by larger

|J| and Γ.

FIGURE 4.7: Evolution of the spin structure factor S(q). The inner (outer) area de-
notes the first (second) honeycomb Brillouin zone; high symmetries points are indi-
cated. Here S(q) =

〈 1
2L2 ∑ij Si · Sj eiq·(ri−rj)

〉
is measured at J = −0.1 and T = 10−3.

Upon increasing Γ, the magnetic Bragg peaks pass by the Γ (FM), 1
2 M (nested ZZ-

ST), 2
3 M (modulated S3 × Z3) and M (zigzag) points. The length of the wave factors

are stable within each phase.

diagram Figure 4.4. However we discovered and show in the next chapter 5 the classical ΓSL
is less robust than the classical KSL when against competing interactions. Having discussed the
pure JKΓ model we next discuss the influence of adding secondary terms.

4.2.2 Phase diagram and effects of adding Γ′ and J3 terms

As motivated previously, the addition of these secondary terms are part phenomenological and
part guided by experiments. We disentangled the two secondary terms and separately studied
their influence.

We began by neglecting the J3 interactions and only considered the influence of the secondary
off-diagonal Γ′ interaction whose origins lie in the trigonal distortion. We observed that the pres-
ence of a small ferromagnetic Γ′ = −0.1 stabilizes and expands the the zigzag order in the JKΓ
phase diagram significantly as shown in Figure 4.10 (a). We also additionally observed the pres-
ence of the AFM S3 phase , a type of 120◦ order [180, 92] in corner at large Γ near the ΓSL point.
These results were consistent with the works in literature for the quantum spin-1/2 model in
Ref. [92].
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(a) T = 10�3

FIGURE 4.8: Monte Carlo measurements of the magnetization at fixed J =
−0.1, Γ′ = J3 = 0. Results for T = 10−3 and T = 10−4 are compared. The magnetic
order of each phase in Figure 4.4 is confirmed. The broad IP regions are narrower
at very low temperature T = 10−4 but remain quite sizable, indicating that these

regions are highly frustrated and the orders fragile.

FIGURE 4.9: Monte Carlo measurements of the magnetization with fixed J = 0, Γ′ =
0.1, J3 = 0, at T = 10−4. The wide window between the nested zigzag-stripy and
anti-ferromagnetic orders corresponds to the IP regime in the phase diagram Fig-

ure 4.10 (b).

For the ferromagnetic Γ′ = 0.1 case, the machine found more interesting orders than the trivial
zigzag phase. As shown in Figure 4.10 (b), we found three stable magnetic phases. A ferromagnet
and the nested ZZ-ST magnet dominated the parameter regimes of small and large Γ, while at the
large Γ and small J we found an anti-ferromagnet phase. These magnetic orders were found to be
separated by broad crossovers. In particular, as shown in Figure 4.9 along the J = 0 line, in the
regime between the nested and anti-ferromagnetic phase, no strong ordering was observed even
down to extremely low-temperature T = 10−4 and there was a small overlap between multiple
orders leading to random spin patterns and an undefined magnetic ordering, hence we labelled
these regimes too as incommensurate or correlated paramagnetic (IP).

We next added the third nearest neighbour Heisenberg J3 interaction which phenomenologi-
cally is the consequence of extension of d-orbitals of the magnetic ions. We considered a small but
positive anti-ferromagnetic J3 as shown in Figure 4.12 (a) and (b). We observed that in the cases
Γ′ = 0,−0.1, the J3 exchange term strongly favored and stabilized the zigzag order resulting in a
simple phase diagram with a single phase over all ranges of parameters considered.

However as shown in Figure 4.11 the measured zigzag moment we found preferred the direc-
tions of easy axes for Γ′ = 0 denoted on the extreme left by ZZ‖ and easy planes, denoted to the
extreme left of the phase diagram by ZZ⊥ in Figure 4.12 (a) and (b) for Γ′ = −0.1 at small Γ = 0,
and both evolved towards 〈1̄11〉 directions upon increasing Γ. An exception in the phase diagram
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(b) �0 = 0.1

FIGURE 4.10: Machine-learned J-K-Γ phase diagram, with J3 = 0, Γ′ = ±0.1 at
T = 10−3. A zigzag phase prevails over the phase diagram when a ferromagnetic
Γ′ = −0.1 is considered, while an anti-ferromagnetic S3 order is stabilized in the
large Γ limit. All orders in (a) are unfrustrated. By contrast, in the case of an anti-
ferromagnetic Γ′ (b), the nested zigzag-stripy phase expands significantly, and there
remains a highly frustrated IP region at larger Γ values. Panels (a) and (b) are learned
with a symmetric 6× 6 and 4× 4 cluster, respectively. The resolution of (θ, J) points

is same as in Fig. 4.4, namely, ∆θ = 1
48 π and ∆J = 0.02.

was found top left corner which constitutes an incommensurate phase. This regime might be the
remnant of a spiral order in the O(3)-symmetric J1− J3 honeycomb Heisenberg model reported in
these references [178, 59]. We found that it is present only in a narrow window around J3/J ∼ − 1

3
along the Γ = 0 line which then becomes a trivial ferromagnet at larger values of the Heisenberg
coupling |J|.

The regime of a positive J3 and positive Γ′ led to a more complex topology, as shown in Fig-
ure 4.12 (c). While the zigzag phase still dominated the phase diagram, we found the ferromag-
netic and the S3 × Z3 phase and the anti-ferromagnetic phase in the vanishing J3 but positive Γ′

case at the bottom right hand corner (Figure 4.10). The nested ZZ-ST order which dominated in
the J3 = 0 phase diagrams, was replaced by an IP regime and a zigzag order. We conclude that
a positive Γ′ competes with J3 and this added to the frustration of the system and resulted in a
more complex phase diagram. Having discussed all possible phase diagrams we now focus on
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FIGURE 4.11: Evolution of the zigzag moment (mZZ) along the J = −0.1 line, for
J3 = 0.1, Γ

′
= 0,−0.1, at T = 10−3. Spins prefer easy-axes (easy-planes) for the

case of Γ
′
= 0 (Γ

′
= −0.1) at small Γ, but evolves towards n ∈ 〈1̄11〉 with increasing

Γ. α = 〈|mZZ · n|〉 measures the projection of the magnetic moment on directions of
〈1̄11〉, and 〈...〉 denotes an ensemble average.

the relevance to the current Kitaev candidates.

4.3 Implication to materials

In this section we shall look at the representative parameters reported in literature for the
model we discussed in various Kitaev compounds. From the phase diagram discussed in previ-
ous sections and the parameter values discussed we conclude the most plaussible phases these
materials would be found in at low temperatures and if they would be suitable Kitaev candidates.
The parameter values reported in Ref. [203] based on inelastic neutron scattering (INS), the two
cobaltate systems both Na2Co2TeO6 and Na3Co2SbO6 have a dominating ferromagnetic Kitaev ex-
change and a small AFM J3 with J3 ∼ 0.1|K|. We found based on these values that they fall deep
in the zigzag phase as shown in the phase diagrams of Figure 4.12 (a) and Figure 4.12 (b), which
agree with the experimental result reported in Ref. [203].

J K Γ Γ′ J3

α-RuCl3[227] −0.97 −8.21 4.16 −0.93
α-RuCl3[115] −1.67 −6.67 6.6 −0.87 2.8
α-RuCl3[226] −0.5 −5.0 2.5 0.5
α-RuCl3[147] [−4.1,−2.1] [−11,−3.8] [3.9, 5.0] [2.2,3.1] [2.2, 3.1]

Na2Co2TeO6[203] −0.1(8) −9.0(5) 1.8(5) 0.3(3) 0.9(3)
Na3Co2SbO6[203] −2.0(5) −9.0(10) 0.3(3) −0.8(2) 0.8(2)

TABLE 4.1: A selection of representative microscopic interactions (in meV) proposed
for three Kitaev materials. A more complete collection of models suggested for α-

RuCl3 can be found in Refs. [131] and [147].

Recent studies have shown that the main Kitaev candidate compound α-RuCl3 resides in the
zigzag phase, provided that the Γ′ term is negligible or is negative as suggested by the ab initio
calculation and the INS fit of Ref. [226] and the DFT calculations of Refs. [115, 227]. Nevertheless,
as we saw above if Γ′ is antiferromagnetic, which was recently advocated in Ref. [147], the Kitaev
material it falls into the far more complex phase diagram Figure 4.12(c) in the proximity with
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FIGURE 4.12: Machine-learned phase diagrams with J3 = 0.1, Γ′ = 0, ±0.1 at
T = 10−3. The J3 term universally prefers zigzag states. Special zigzag states are
marked in (a) and (b). The system is more frustrated for anti-ferromagnetic Γ′ (c).
The zigzag phase closely competes with other orders and a broad IP region. ZZ1
and ZZ2 distinguish different zigzag configurations. Panels (a) and (b) are learned
with a symmetric 4 × 4 cluster, and panel (c) uses a 6 × 6 cluster. Colors reflect
the value of Fiedler entries at each (θ, J) points, whose histograms are provided in

shown above.

several competing phases. This conclusion is consistent with the linear spin-wave analysis of
Ref. [147] where they found the zigzag-like magnet α-RuCl3 lies adjacent to an incommensurate
or disordered regime.
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However if we just consider the pure JKΓ model then (see Figure 4.4), α-RuCl3 lies close to sev-
eral competing phases. If we consider the commonly suggested range in literature for the three
major exchange interactions , Γ ∼ 0.5− 1|K| (θ ∼ 1.65− 1.75π), J ∼ −0.1|K| [227, 176, 115, 226,
131, 147] we conclude from our phase diagram the relevant possible location in the JKΓ phase di-
agram Figure 4.4 is close to the boundary of, the S3× Z3, the nested ZZ-ST, a ferromagnetic phase
and a broad paramagnetic regime making the definite prediction of the phase without secondary
factors non trivial.

4.4 Summary and Outlook

In this chapter we demonstrated the interpretable and unsupervised nature of TK-SVM, to learn
the phase diagram of a generalized Heisenberg-Kitaev-Γ model on a honeycomb lattice which is
relevant for most Kitaev materials that are a hot topic of research as they host a myriad of exotic
and unconventional magnetic orders. We, here, not only successfully reproduced all known mag-
netic orders reported in literature which include incommensurate or paramagnetic-like regimes
thus establishing the usefulness of the machine in unravelling vital information about the phases
high-dimensional parameter space, but also went ahead and detected hitherto unreported new
phases in the parameter regions relevant for the compounds α-RuCl3, Na2Co2TeO6 and Na3Co2SbO6,
which include a nested zigzag-stripy phase and an extended region of the modulated S3 × Z3
phase under finite Heisenberg interactions.

In particular, our machine-learned phase diagrams suggests that, in the JKΓ subspace relevant
for the actively studied compound α-RuCl3, the material is situated at the boundary of several
competing phases, including a simple ferromagnet, the modulated helical S3 × Z3 and the nested
zigzag-stripy magnets, and possibly a correlated paramagnet. But we found that when we in-
cluded secondary couplings based on phenomenological considerations such as Γ′ and J3, these
terms act to stabilize the zigzag order as known in the literature. However, interestingly if the
Γ′ exchange is instead anti-ferromagnetic and sufficiently strong to compete with J3, as recently
proposed by Ref. [147], the proposed parameter point is in the vicinity of incommensurate or cor-
related paramagnetic regime which may originate from the competition of the magnetic orders
indicated above.

In this chapter we have treated spins as classical O(3) vectors which correspond to the large-S
limit of quantum spins. What remains to be examined is the fate of these novel phases reported
here against quantum fluctuations. Nevertheless, as long as strong symmetry-broken orders dom-
inate over fluctuations, the phase diagrams reported here would act as a useful reference for all
future quantum simulations. Moreover, by recognizing the unconventional orders and indicat-
ing the paramagnetic-like regimes, our phase diagrams also guide the understanding of existing
Kitaev materials and the search for new ones.
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Chapter 5

Phase Diagram of the KΓ model
unravelling new phases

Having seen already a few applications of our machine in analyzing the phase diagrams of certain
models of Kitaev magnets in the previous few chapters, we continue on the same journey and in
this chapter discuss the application of TK-SVM to the KΓ model in a magnetic field. We found
that this minimalistic model is much more interesting than the simple JK model which hosts well
studied magnetic orders [39]. Our machine unravelled a complex phase diagram in the KΓ phase
space and in addition to the well known 120◦ vortex phase S3 we also discovered a complex mod-
ulated helical phase which we christen "the modulated helical vortex" or by its symmetry group
name S3 × Z3. Our motivation to investigate this model is primarily due to the fact that a lot
of the critical parts of the physics of Kitaev materials such as extension of Kitaev spin liquids or
field induced suppression of spin orders can be already understood at classical level through this
model. Kitaev materials have been at the forefront of present day research in condensed matter
with a prime motivation to search for quantum Kitaev spin liquids (KSLs) [119]. In literature there
is scarce conceptual understanding beyond the exactly solvable Kitaev limit and most investiga-
tions largely rely on mean-field or spin-wave methods [180, 181, 39, 92, 97, 164] and these different
numerical calculations more often than not are qualitatively in conflict with each other [100, 222,
73, 134, 197, 72, 71].

We deployed our machine TK-SVM [75, 142, 77] to learn the global phase diagram of the hon-
eycomb KΓ model under a [111] field in an unsupervised manner, which remains disputed even
in the (semi-) classical large-S case and then use its interpretability to analyze each of the phases
learnt by the machine. Our machine found complicated magnetic spin orders which we under-
stood to be a direct consequence of competition and cooperation between Kitaev and Γ spin liquids.
This chapter again provided another instance where our machine is able to detect new physics
and unravel a lot of information in complex many-body systems.

5.1 Model and methods

We studied the KΓ model on a two dimensional honeycomb lattice in a uniform [111] magnetic
field. The spins were treated as classical O(3) vectors in order to achieve large system sizes L = 72
of 10368 spin which are crucial to capture competing orders induced by the Γ interaction. The
Kitaev term is a result of Ising like interactions of spins on different bonds of the hexagonal lattice
and induces bond frustration as a result of not being able to satisfy the bond constraints simul-
taneously. The introduction of the symmetric off-diagonal Γ term is phenomenological with its
microscopic origins lying in the direct overlap of d orbitals or hopping mediated by the d− p or-
bitals (see Chapter 1 for more details). In most realistic Kitaev materials it is thought that these
terms are comparable [176, 115, 233, 227, 223] and it leads to macroscopic degeneracies and clas-
sical spin liquids [182].

The Hamiltonian we investigated is,
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H = ∑
〈ij〉γ

[
KSγ

i Sγ
j + Γ(Sα

i Sβ
j + Sβ

i Sα
j )
]
−∑

i

~h · ~Si, (5.1)

where K and Γ denote the strength of Kitaev and off-diagonal interactions, respectively and γ ∈
{x, y, z} labels the three different nearest-neighbor (NN) bonds 〈ij〉γ; α, β, γ are mutually orthog-
onal; and the magnetic field is~h = h(1 1 1)/

√
3. We further parametrized the interactions using

the angle θ as K = sin θ, Γ = cos θ, with θ ∈ [0, 2π). The region θ ≥ 3π/2 corresponds to pa-
rameters of 4d/5d transition metals with ferromagnetic (FM) Kitaev coupling (K < 0) [208], while
θ ∈ [π/2, π) relates to 4 f -electron based systems with anti-ferromagnetic (AFM) Kitaev coupling
(K > 0) [95].

The Hamiltonian studied above features a global CR
6 CS

3 symmetry which acts simultaneously
on the real(R) and spin space(S), where CR

6 rotates the six spins on the hexagon (anti-)clockwise
in the real space and CS

3 (anti-)cyclically permutates {Sx, Sy, Sz}. The Hamiltonian, in the absence
of a magnetic field (h = 0), is additionally symmetric under a sublattice transformation K → −K,
Γ → −Γ and Si → −Si for either of the honeycomb sublattices A, B. This sublattice symmetry
indicates equivalence between the KΓ model of FM and AFM Kitaev interaction, which this is
evident from the h = 0 phase diagram shown in Figure 5.3 (a) and the associated order parameters.

In order to study the phase diagram and implement TK-SVM we first collected samples from
the parameter space (θ-h space) of interest. To do so, we partitioned the phase space into a uniform
grid with a spacing of ∆h = 0.01 in the y axis and considered magnetic fields in the range from
h ∈ [0, 0.2] and considered a spacing of ∆θ = 0.02π in the x axis with the parameter θ in the range
θ ∈ [0, 2π). Thus in total we considered 1250 points uniformly covering the entire phase space.
At each phase point in the parameter space we then carried out large-scale parallel-tempering
Monte Carlo simulations [89, 53] to generate the 500 spin configurations at low temperature T =
10−3
√

K2 + Γ2, with system sizes up to N = 10, 368 spins (72× 72 honeycomb unit cells). As major
parts of the phase diagram are unknown, we distributed the phase points (almost) uniformly,
which is the common strategy in exploring unknown phase diagrams .

We then performed a SVM multi-classification on the sampled MC data and used a critical
bias parameter of ρc = 104 to generate the topology although we crosschecked the consistency of
our partitioning over a wide range of ρc. We then built a graph using the unsupervised aspect of
TK-SVM with M = 1250 vertices and M(M− 1)/2 = 780, 625 edges [58, 57], which we interpret
as the phase diagram.

The histogram of the Fiedler entries which is just the count of parameter points in each distinct
subgraph, interpreted as an individual phase or the wide bumps interpreted as either crossover
or phase boundary is shown below in Fig 5.1, 5.2 ,

Having learnt the topology of the phase diagram, we then collected more samples (typically
a few thousands) deep in each phase at certain phase point and performed a separate multiclas-
sification with the aim of learning the Cµν matrices of high quality in order to be able to extract
analytical quantities such as order parameters or local constraints. We learnt the coefficient ma-
trices at rank 1 and 2. Finally, in order to confirm our interpretation, we measured these learned
quantities.

5.2 KΓ− h Phase Diagram

We shall now discuss the KΓ-h phase diagram which is just the colour coded representation of the
Fielder vector decomposition. We found a rich and complex phase diagram that included a variety
of classical spin liquids and exotic magnetic orders. We also found that in the region adjacent to the
ferromagnetic Kitaev limit with Γ & 0 (i.e. θ & 3π/2), which has been extensively studied for the
quantum spin-1/2 KΓ model, the classical phase diagram shares a number of important features
with the quantum counterpart. In the subsequent sections we shall make clear to the reader, the
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FIGURE 5.1: The θ ∈ [ 3π
2 , 2π) sector of the graph is shown for visualization. Each

vertex labels a (θ, h) point, following a uniform distribution ∆θ = 0.02π, ∆h = 0.01.
The edges connecting two vertices are determined by ρ in the corresponding decision
function and the Lorentzian weight function. Edge weights are weakened to reduce
visual density. The entire graph contains M = 1,250 vertices with θ ∈ [0, 2π) and
M(M− 1)/2 = 780,625 edges, whose partition gives the phase diagram Figure 5.3

(c).
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FIGURE 5.2: Histogram of Fiedler vector entries. Each entry corresponds to a vertex
of the graph, namely, a (θ, h) point. Their values are color-coded by the phase dia-
gram Figure 5.3 (c). A logarithmic scale is used in the main panel as the histogram
is spanning several orders. The inner panel uses a linear scale and shows a zoom-in
view of the bulk of the distribution. From left to right, the five profound peaks in the
inner panel correspond to the two S3 × Z3 phases, the FM S3, the AFM S3 phase and
the full polarized phase, respectively. Flat regions correspond to correlated param-

agnets and indicate wide crossovers to neighboring phases.

similarities between the classical and quantum phase diagrams and the specific properties of each
phase and devote this section only to the features we observed in the phase diagram.

We shall first focus our attention to the pure KΓ model without a magnetic field which is shown
in Figure 5.3 (a). The Hamiltonian Eq. (5.1) has four limits at (K, Γ) = (±1, 0) and (0,±1) which
corresponds to the classical spin liquids with two KSLs and two ΓSLs. These CSLs partitioned the
phase diagram into four regions. When both the Kitaev and Γ interactions were either ferromag-
netic or antiferromagnetic indicated here by (+) , the system is unfrustrated, while when they are
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FIGURE 5.3: Machine-learned phase diagram for the honeycomb K-Γ model in
a [111] magnetic field, with K = sin θ, Γ = cos θ and at temperature T =

10−3
√

K2 + Γ2. (a) Circular representation of the h = 0 phase diagram as a func-
tion of angle θ. Classical Γ (ΓSLs) and Kitaev (KSLs) spin liquids reside in the limits
θ ∈ {0, π

2 , π, 3π
2 } [(K, Γ) = (0,±1), (±1, 0)]. These special limits divide the phase di-

agram into two frustrated (KΓ < 0) and two unfrustrated (KΓ > 0) regions, labeled
by “−” and “+’, respectively. While ΓSLs exist only in the two large Γ limits, KSLs
extend into the frustrated regions, until |Γ/K|1 ∼ 0.16 (θ ∼ 0.551π, 1.551π). The
h = 0 phase diagram is symmetric under θ → θ + π and a sublattice transformation
. (b) Magnetic cells of the S3 and modulated S3 × Z3 orders. The shaded sites show
a magnetic cell for the FM and AFM S3 order, comprised of six spins. The modu-
lated S3 × Z3 orders consist of three distinct S3 sectors (labeled by A, B, C) and in
total eighteen sublattices. (c) Finite h phase diagram. The FM S3 and the KSL (ΓSL)
for K = −1 (Γ = −1) will be fully polarized (FP) once the [111] field is applied.
However, an antiferromagnetic Γ extends the FM KSL to a small, but finite, h ∼ 0.01.
AFM ΓSL and AFM KSL are robust against external fields. The former persists until
h ≥ 0.2, while the latter is non-trivially polarized from h ∼ 0.14 with global U(1)-
symmetric correlations [U(1)g]. In the frustrated regions and intermediate fields,
there are areas of different partially-polarized correlated paramagnets (CPhs). In
particular, in the sector of K < 0, Γ > 0, the CPhK− and CPhΓ+ regimes erode the
modulated (S3 × Z3)2 phase, as field-induced suppression of magnetic order takes
hold. Each pixel in the phase diagram represents a (θ, h) point and is color-coded
by the corresponding Fiedler vector entry. Dashed lines separate a spin liquid from
a correlated paramagnet, based on susceptibility of the associated ground state con-
straint (GSC). The Fiedler vector and the GSCs are computed from rank-1 and rank-2

TK-SVM, respectively.

of opposite sign indicated here by (−), the system remained highly frustrated. This frustration
or unfrustration based on the signs of the interactions was associated with the “competition" or
“cooperation" between the classical spin liquids as we shall discuss below further in the section
on constraints.

In the two unfrustrated regions when K and Γ are both finite, the system immediately changed
from a spin liquid to a vortex magnetic order described in literature as the 120◦ state [180, 39].
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Since the explicit order parameters of the two phases corresponded to the symmetric group S3,
we refered to them in this thesis by their symmetry group name as the FM S3 and AFM S3 phase,
respectively, to distinguish them from other types of 120◦ states. These phases emerged as a result
of the cooperation between the Kitaev and Γ spin liquids which we shall ruminate further below.

We observed in the frustrated regions that the two KSLs extended to a finite value of Γ suggest-
ing that these spin liquids are robust to perturbations from non-Kitaev interactions in conjunction
with mounting evidence suggesting that quantum KSLs survive against perturbations by some
non-Kitaev interactions [103, 240, 72, 71, 134, 222, 73, 166, 70]. This finite extension of classical
KSLs in the large-S limit was quite remarkable and suggested that certain features in the quantum
regime might already be understood in the classical counterparts. We used the corresponding
ground state constraint (GSC) and estimated that up till |Γ/K| ∼ 0.16 the KSL extended. One
possible explanation is that for the finite extension of classical KSL lies in the large extensive
ground-state degeneracy (exGSD) of classical KSLs. On the other hand, we found that the two
classical ΓSLs only exist in the limit Γ = ±1, which agreed with the extensive GSD calculations
which showed that the exGSD is much smaller than that for KSLs.

The modulated helical phases occupied the majority of the frustrated regions. In the ferro-
magnetic K sector, it was recently proposed to accommodate incommensurate orders or disor-
dered states by numerical studies based on small system sizes [100, 73, 197]. However, having
analyzed the explicit order parameter, our machine revealed a much more intriguing structure in
these modulated helical phases. These phases were found to posses three-folds of the magnetic
structure present in the FM and AFM S3 phase, leading to a total of eighteen sublattices. In ad-
dition, the three S3 sectors mutually cancelled each other via a novel modulation and hence we
referred to this phase as the modulated S3 × Z3 phase or the modulated helical order. This phases
emerged as a result of the competition between a Kitaev and a Γ spin liquid.

We found an additional structure in the phase diagram between each modulated S3×Z3 phase
and the corresponding KSL, a window of another correlated disordered region. We understood
this region as a crossover between the two phases. We referred these regions as correlated para-
magnets (CP), which however we hypothesized may shrink in size if the phase transitions get
sharper and the system sizes get larger and the temperature of classical simulations was lowered.

Having discussed the phase diagram in zero field thus far, we shall now discuss the influ-
ence of the magnetic field on the phase diagram. When we turned on the [111] magnetic field,
we discovered that the fate of each phase strongly depended on the sign of its interactions, as
is shown in Figure 5.3 (c). Those which featured only ferromagnetic interactions, including the
FM S3 phase, the FM Kitaev and Γ spin liquids, immediately polarized which we represented by
the fully polarized (FP) phase above. However, interestingly we found that the phases with one
or both antiferromagnetic interactions were quite robust against finite h. Specifically, the AFM
KSL persisted up to h ∼ 0.14. Before the KSL was trivial polarized at much stronger fields, an
intermediate region dubbed as U(1)g emerged, where the magnetic field induced two different
correlations with a global U(1) symmetry. This shall be discussed in more detail below. Inter-
estingly, this region appeared to coincide with a gapless spin liquid phase which was recently
proposed for quantum spin-1/2 and spin-1 systems [159, 249, 84, 85, 248].

We again found that even in the case of a finite magnetic field, the frustrated KΓ < 0 regions
were the most interesting and richest in physics. The FM KSL extended to a small but finite region
upto field h ∼ 0.01 while on the other hand the AFM KSL extended over a much greater area.
We additionally found that at intermediate h, there are disordered regions that separate a S3 × Z3
phase from a spin liquid or a trivially polarized state. These phases are referred to as partially-
polarized correlated paramagnets (CPhs) in order to distinguish them from the parent spin liquid.
The correlated paramagnets CPhK− and CPhΓ+ were found to be responsible for the erosion of
the modulated (S3 × Z3)2 phase. Gohlke et al recently proposed a field-induced unconventional
paramagnet for the quantum spin-1/2 in the CPhK− region [134, 71] which matches with what we
found here. This agreement between classical and quantum phase diagrams indicates that certain
features and critical properties of Kitaev materials with a significant Kitaev and Γ interaction,
might already be understood at the classical level.
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5.2.1 Discussion of the S3 and S3 × Z3 orders

In this section we shall discuss the two non-trivial magnetic orders found by our machine namely
S3 and S3 × Z3 orders. We interpreted the coefficient matrix Cµν at rank 1 and 2 to derive the or-
dering matrices and the local constraints. To ensure that we had correctly interpreted the phases
we measured the corresponding magnetization in these phases and observed that they are finite in
the respective phases and zero elsewhere thus further confirming the phase boundaries derived
from the unsupervised graph partitioning. In many body physics, one way to get a disordered
phase (or a spin liquid phases) is to have a non-decomposible superposition of competing mag-
netic orders. Here, in contrast to this familiar scenario, we hypothesised the emergence of these
magnetic orders (S3 , S3 × Z3 ) is due to either the cooperation or the competition between two spin
liquids (KSL, ΓSL).

FIGURE 5.4: Static spin-structure factors (SSFs), S(~K) =
〈 1

N ∑ij ~Si · ~Sj ei~K·(~ri−~rj)
〉
,

where ~ri is the position of a spin at site i, and 〈.〉 denotes the ensemble average.
The two S3 orders develop magnetic Bragg peaks at the K points of the honeycomb
Brillouin zone (orange hexagon). The two S3 × Z3 orders show Bragg peaks at 2

3 M
points, owing to the larger magnetic cell. The length of nearest-neighbor bonds of

the honeycomb lattice is set to unity.

The static structure factor that was computed from the configuration of spins obtained from
Monte Carlo sampling at low temperatures ∼ 10−3 is shown above in 5.4 which was generated
by averaging over 500 samples from the canonical ensemble.

We observed that the two S3 orders (FM,AFM) developed the exact same SSF with magnetic
Bragg peaks at the K points of the first honeycomb Brillouin zone (Figure 5.4), which we identi-
fied with the well-known

√
3×
√

3 order. Similarly we observed that the SSF of the two S3 × Z3
phases, shown in Figure 5.4 (b), developed magnetic Bragg peaks at the 2/3M points of the first
honeycomb Brillouin zone. We understood the reduced BZ was a consequence of the large mag-
netic cell. Nevertheless in both scenarios the SSF pattern only revealed partially information on
the ordering and did not reveal any information on the differences in magnetization between AFM
and FM or the spin-lattice entangled modulation in Eq. (5.4). This ability to indistinguish orders
just based on SSFs highlights the importance of knowing and compels us to find the explicit order
parameters in order to accurately classify and interpret the phase.

The coefficient matrix Cµν learnt at rank 1 with a 18 site spin cluster for the two phases is
shown below and the learnt ordering matrices (order parameters) for the two phases is shown in
Table 5.1

We observed that in the interpretation of the S3 phase the 18 site cluster is redundant and we
could fit three sets of repeating patterns of six matrices (3× 3) each starting from the bottom left.
While for the S3 × Z3 phase the 18 site cluster accommodated all the ordering matrices (without
repetitions/ redundancies) as shown in Figure 5.5.

We shall now discuss the two phases separately.
Unfrustrated S3 orders
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FIGURE 5.5: Visualization of the Cµν matrix of the FM S3 and the mod (S3 × Z3)2
phase. Each pixel corresponds to an entry of Cµν. Non-vanishing entries identify the
relevant components of φµ entering the order parameter. Here results of a 18-spin
cluster are shown for demonstration, while much larger clusters are used for the
phase diagram Figure 5.3. The S3 order is represented multiple times as its magnetic

cell has six sublattices.

The S3 orders exist in the unfrustrated region of the phase diagram where both the interaction
terms have the same sign KΓ > 0.

From the Cµν matrices we learnt that both S3 orders have six magnetic sublattices with an order
parameter magnetization defined as

−→
MS3 =

1
6

6

∑
k=1

Tk~Sk, (5.2)

where Tk are ordering matrices, given in Table 5.1, and the only different between FM and AFM S3
orders is that the ordering matrices T2, T4, and T6 differ by a global sign. These six matrices form
a closed symmetric group known as the S3 group and hence the name of the phase. This group
comprises of three rotations and three reflections with C3 := {T1, T3, T5} cyclic subgroup indicat-
ing three-fold rotations about the [111] direction in spin space and T2, T4 and T6 corresponding to
reflection about the planes (110), (011), (101) respectively. These findings were also reported in
Chaloupka et al [39] and these exact six matrices reproduce a dual transformations, that trans-
formed this vortex phase to a simple ferromagnet thus uncovering a hidden O(3) symmetry at
K = Γ phase point which is another instance of hidden symmetries we discussed in the previous
chapter 3.

Frustrated S3 × Z3 orders The modulated S3 × Z3 orders exist in the frustrated regimes of
the phase diagram where the interactions have opposite signs KΓ < 0. From the Cµν matrix we
learnt eighteen ordering matrices shown in the Table 5.1 and we defined the corresponding (order
parameter) magnetization as

−→
MS3×Z3 =

1
18

A,B,C

∑
α

6

∑
k=1

Tα
k
~Sα

k , (5.3)

where Tα
k are given in Table 5.1, and α = A, B, C refer to the three distinct S3 sectors illustrated in

Figure 5.3 (b). The only difference between the AFM and FM phases was that (S3 × Z3)1 differed
from (S3 × Z3)2 by a global sign for all even k’s. We also noticed that this order exhibited a very
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S3

T1 =
 1 0 0

0 1 0
0 0 1

, T2 = ±
 0 1 0

1 0 0
0 0 1

, T3 =
 0 0 1

1 0 0
0 1 0

,

T4 = ±
 0 0 1

0 1 0
1 0 0

, T5 =
 0 1 0

0 0 1
1 0 0

, T6 = ±
 1 0 0

0 0 1
0 1 0



Mod S3 × Z3

TA
1 =

 1 0 0
0 1 0
0 0 1

, TA
2 = ±

 0 1 0
1 0 0
0 0 −a

, TA
3 =

 0 0 1
−1/2 0 0

0 −1/2 0

,

TA
4 = ±

 0 0 −a
0 a− 1 0
−a 0 0

, TA
5 =

 0 −1/2 0
0 0 −1/2
1 0 0

, TA
6 = ±

 1 0 0
0 0 a− 1
0 a− 1 0



TB
1 =

−1/2 0 0
0 −1/2 0
0 0 −1/2

, TB
2 = ±

 0 a− 1 0
a− 1 0 0

0 0 1

, TB
3 =

 0 0 −1/2
−1/2 0 0

0 1 0

,

TB
4 = ±

 0 0 1
0 −a 0
1 0 0

, TB
5 =

 0 1 0
0 0 −1/2
−1/2 0 0

, TB
6 = ±

a− 1 0 0
0 0 −a
0 −a 0



TC
1 =

−1/2 0 0
0 −1/2 0
0 0 −1/2

, TC
2 = ±

 0 −a 0
−a 0 0
0 0 a− 1

, TC
3 =

 0 0 −1/2
1 0 0
0 −1/2 0

,

TC
4 = ±

 0 0 a− 1
0 1 0

a− 1 0 0

, TC
5 =

 0 −1/2 0
0 0 1
−1/2 0 0

, TC
6 = ±

 −a 0 0
0 0 1
0 1 0



TABLE 5.1: Ordering matrices in the S3 and modulated S3× Z3 magnetizations. “+”
(“−”) corresponds to the FM (AFM) S3 order and the modulated (S3× Z3)1(2) order.
a ∈ [0, 1] is |Γ/K| dependent. The S3 matrices form the symmetric group S3. The
S3×Z3 matrices consist of three distinct S3 sectors, featuring a spin-lattice entangled
modulation TA

k + TB
k + TC

k = 0. A global sign difference is in Tk with k = 2, 4, 6,
reflecting the sublattice symmetry of the Hamiltonian Eq. (5.1) in zero field.

delicate spin-lattice entangled modulation where,

TA
k + TB

k + TC
k = 0 ∀k = 1...6 (5.4)

To elucidate this point further we noticed that Tα
1,3,5, α = {A, B, C} represented rotations about

the [111] direction but there is an additional cos(2π/3) = −1/2 factor entering some but not all
spin components. This factor corresponded to an alternating 120◦ rotation in spin space and three
subsequent rotations required to bring back the spin to its original configuration. The rotation
factor, as shown in Table 5.1, alternates among the three S3 sectors, to achieve the cancellation
(or identity transformation) of the corresponding spin components. We also observed that in the
case of mirror reflections (Tα

k with even k’s) the same cancellation occurs resulting in a three-fold
modulation but in contrast to rotations carried through the factor cos(2π/3) the reflections are
carried through a factor a ∈ [0, 1] which is also learnt by TK-SVM and depends strongly on the
relative strength |Γ/K|. This modulation occurred in a way that guarantees cancellation.
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Thus the two modulations that result in identity transformations can succinctly be put together
as

cos(2π/3) + cos(4π/3) + cos(6π/3) = 0 (5.5a)

(a− 1) + (−a) + 1 = 0 (5.5b)

It is important to note here that this spin modulation is very different from those in multiple-
q orders and spin-density-wave (SDW) orders where the phase factors universally act on all spin
components and not just on certain spin components which is the case here. Since we multiply
spin components with these modulated matrices we do not explicitly conserve the spin norm and
further the S3×Z3 magnetization does not saturate to unity, instead to a reduced value | ~MS3×Z3 | .
2
3 , indicating an intrinsic frustration.

To confirm that we have correctly identified the modulated phase we measured the S3 × Z3
order parameter against finite magnetic field as well as thermal fluctuations. In Figure 5.9 (b) and
(d), we confirmed their stability by varying the phase parameter θ = arctan(K/Γ) at zero magnetic
field over the entire frustrated region for both the AFM (θ ∈ [π/2, π)) and FM (θ ∈ [3π/2, 2π))
and we observed that the magnetization is non-zero (but does not saturate to one due to spin
modulation explained above) in the entire region.
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FIGURE 5.6: Monte Carlo measurement of the (S3 × Z3)2 magnetization as a func-
tion of the [111] field, in the region of FM K and intermediate AFM Γ. The (S3× Z3)2
magnetization extends over a finite region of external field and is subsequently sup-

pressed to a small but finite value, see Figure 5.3(c).

Moreover, the global phase diagram in a finite field already discussed above (Figure 5.3 (c))
showed that these modulated phases are robust and had a finite extension against finite [111] mag-
netic field. This feature was further confirmed by plotting the magnetization against finite field
as shown in Figure 5.6. The magnetization was suppressed around h ≈ 0.15 but the exact criti-
cal field for suppression depends intricately on the Γ interaction. The suppressed order entered
a partially-polarized frustrated regime, owing to the competition between the external field and
the Kitaev and Γ interactions and a further increase in field strength led to a full polarization of
the phase resulting in a trivial ferromagnet where the second term in the Hamiltonian dominates
over the first H ≈ −∑i

~h · ~Si. Gohlke et al Ref. [71] discussed a similar classical regime where the
classical paramagnet was considered to be the parent phase of two quantum nematic paramagnets
in the quantum spin-1/2 KΓ model [71, 134].
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FIGURE 5.7: Temperature dependence of the (S3×Z3)2 order and the corresponding
Kitaev and Γ correlations for h = 0, Γ = −0.5, and K > 0. The system exhibits
a two-step melting, dividing the temperature range into three regimes. In the low-
temperature regime, the (S3 × Z3)2 order is established along with strong GKSL and
GΓSL. The intermediate regime is a correlated paramagnet, where the competing
Kitaev and Γ correlations are already noticeable but not strong enough to stabilize
magnetic order. A trivial paramagnet is found for high temperatures. The dashed

lines mark the location of crossovers.

We also investigated how robust the order was against thermal fluctuations as shown in Fig-
ure 5.7, we evaluated the temperature dependence of the (S3 × Z3)2 magnetization as well as the
corresponding Kitaev and Γ constraints. We conclude that the system exhibited two crossovers
when increasing temperature. In the low temperature regime we have a finite order as shown
by the finite values of the magnetization as well as constraints with strong GKSL and GΓSL. This
finite order on increasing temperature melted into an intermediate regime where the Kitaev and Γ
correlations are developed but are not strong enough to stabilize magnetic order against thermal
fluctuations. This intermediate regime was found to extend until nearly one order of magnitude
below the Néel temperature set by the interaction strength, and may also be viewed as a finite-
temperature correlated paramagnet.

Upon increasing the temperature further the finite temperature paramagnet melted into triv-
ial paramagnet will all constraints and coefficients vanishing. While a two-step melting is often
observed for spin liquids, including the quantum KSL [159, 160] and the classical ΓSL [185], as
well as for spin nematics, such as the multipolar orders in the Kagome [247] and pyrochlore [207]
anti-ferromagnets, such a phenomenon is quite unusual for a magnetically ordered system.

The (S3 × Z3)1 phase had the same temperature dependence because of the sub-lattice sym-
metry of the KΓ model at zero field which we alluded to in the section on the model and methods.
However, the only difference was that sign of GKSL and GΓSL are swapped as exemplified in the
case of Figure 5.9 (b) and (d).

5.3 Local constraints learnt by TK-SVM

In this section we shall expound on the local constraints that we learnt by interpreting the coeffi-
cient matrix Cµν at rank 2. Since we were able to interpret as well as measure the order parameters
for all the magnetic orders where the system breaks orientational symmetry (SSB) and entered a
unique ordered ground state we shall focus on the constraints we learnt for the classical Kitaev
and Γ spin liquids. Since a classical spin liquid, unlike magnetic orders, does not break any ori-
entational symmetry we characterize them by the local symmetries in its ground state constraints
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Symmetry

Correlations Global Local

G1 = ∑〈ij〉∈9 Sγ
i Sγ

j CR
6 CS

3 Z2

G2 = ∑〈ij〉∈9 ∑αβ |εαβγ|Sα
i Sβ

j CR
6 CS

3 Z2

G3 = ∑[ij]∈9 Sγ2
i Sγ1

j CR
6 CS

3 Z2

G4 = ∑[ij]∈9 |εαγ1γ2 |(Sγ1
i Sα

j + Sα
i Sγ2

j ) CR
6 CS

3

G5 = ∑(ij)∈9 Sc
i Sc

j CR
6 CS

3 Z2

G6 = ∑(ij)∈9 ∑ab |εabc|Sa
i Sb

j CR
6 CS

3

Gh
1 = ∑〈ij〉∈9 ∑αβ Sα

i Sβ
j U(1)

Gh
2 = ∑(ij)∈9 ∑ab Sa

i Sb
j U(1)

TABLE 5.2: Quadratic correlations classified by rank-2 TK-SVM. GKSL = 1
2 〈G1〉9 =

±1 and 〈Gk 6=1〉9 = 0 define the grounds states of FM and AFM KSLs, respectively.
GΓSL = 1

7 〈G2 ± G3 + G5〉9 = ±1 and vanishing G1, G4, G6 define the ground states
of FM and AFM ΓSLs. For the two S3 orders, all Gk contribute with an equal weight.
No stable ground-state constraints are found in the modulated S3 × Z3 phases and
those correlated paramagnetic regions. All Gk preserve the global CR

6 CS
3 symmetry of

the KΓh Hamiltonian Eq. G1 (G2, G3, G5) is locally Z2 invariant on a bond (hexagon).
Gh

1 , Gh
2 are field-induced correlations for the AFM Kitaev model with a global U(1)

symmetry.

(GSC) which define the ground state manifold as well as the low-lying excitations of the spin
liquid ( see CSLs in Chapter 1 for better understanding).

Our machine learnt a distinct constraint for the two spin liquids shown in the phase diagram
Figure 5.3. Since these constraints are learnt at rank-2, these constraints give the correlations be-
tween quadratic spin components on the hexagon. All the constraints we learnt could be classified
into six types at zero field (h = 0) and another two field-induced correlations for the AFM KSL
summarized in the Table below Table 5.2.
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FIGURE 5.8: Convention of the quadratic correlations in Table 5.2. 〈.〉, [.] and (.) de-
note the first, second and third nearest-neighbor (NN) bonds, respectively. γ = x, y, z
label the type of a NN bond. γ1, γ2 correspond to the two connecting NN bonds.
c = γ is determined by the parallel NN bond. α, β, γ (a, b, c) are mutually orthogo-
nal. CR

6 is a symmetry that rotates the six spins on a hexagon (anti-)clockwise. CS
3

denote (anti-)cyclic permutations of the three spin components.
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5.3.1 Constraints for the magnetic phases

For the S3 phase we identified by interpreting the rank-2 coefficient matrix the GSC,

GS3 =
1
15
〈±G1 ± G2 + G3 + G4 ± G5 ± G6〉9 = 1, (5.6)

which equally comprised of the GKSL and GΓSL in Eqs. (5.7)-(5.8), with additional G4 and G6 terms
owing to the normalization |~S| = 1. We see from the Figure 5.9 (a) and (c) that in the AFM case
both the spin liquid constraints are equal and saturate to -1 i.e. GKSL = GΓSL = −1 and is opposite
to the S3 magnetization. In the FM case they all are equal and saturate to 1 GKSL = GΓSL = 1. This
equal contribution of the two spin liquids could be interpreted as “cooperation" where the two
spin liquids eliminate the macroscopic extensive ground state degeneracy of each other resulting
in the unfrustrated phase.

It is worth noting here that the two S3 phases represent a rare instance where a magnetic
state possess a non-trivial GSCs, which are normally reserved only for classical spin liquids or
multipolar orders [77].

We plotted the S3 × Z3 magnetization along with the GKSL and GΓSL correlations as shown in
Figure 5.9 (b) and (d) to better understand this modulated order. In order to exclude the |K/Γ|-
dependence in the order parameters, we defined an alternate magnetization by including only
odd k’s in Eq. (5.3),

−→
M ′

S3×Z3
= 1

9 ∑A,B,C
α ∑1,3,5

k Tα
k
~Sα

k . From the Figure 5.9 we observed that in
the frustrated regions, the characteristic Kitaev and Γ correlations developed towards opposite
directions. Near the Kitaev limits, θ = π

2 , 3π
2 , GKSL dominated and as a result the system stayed

disordered, in either an extended KSL phase or a CP region. When GΓSL was sufficiently strong
to compete with GKSL, at about |Γ/K| ∼ 0.27, an S3 × Z3 order emerged from the two conflicting
quadratic correlations, and expanded till the large Γ limits owing to the small exGSD of the ΓSL.
Thus the emergence of the modulated order could be thought of as the result of “competition"
between the two spin liquids.

5.3.2 Constraints for the spin liquids

We successfully reproduced the GSC reported in Baskaran et al [17] obtained by a Jordan-Wigner
construction,

GKSL =
1
2
〈G1〉9 = ±1, 〈Gk 6=1〉9 = 0, (5.7)

where “± ” corresponds to the FM and AFM KSLs respectively (the same convention used below)
and 〈. . .〉9 denotes the thermal average over all hexagons. This cluster averaging is feature already
implemented in TK-SVM. These constraints learnt here impose a degenerate dimer coverings on
the honeycomb lattice which is in agreement with previous works discussed in Refs. [17, 198].
This degenerate dimer covering is precisely the ground states of a classical KSL.

Our machine identified two constraints in the case of ΓSLs,

GΓSL =
1
7
〈G2 ± G3 + G5〉9 = ±1, (5.8)

〈G1〉9 = 〈G4〉9 = 〈G6〉9 = 0, (5.9)

where the sign of the G3 correlation in the constraint equation served to distinguish the FM and
AFM ΓSLs. The solution to the constraint equations naturally implied that the ground-state flux
for every three hexagon plaquettes was W ∼ {1, 0, 0} which was also reported in Ref [182, 185],
where the flux plaquette was defined in the usually way for each hexagon as W = Sx

1Sz
2Sy

3Sx
4Sz

5Sy
6.

The explicit GSC learnt also clarified the symmetry properties as well as the extensive degen-
eracy expected in any classical spin liquid. As discussed above the Hamiltonian has an intrinsic
CR

6 CS
3 symmetry in the real and spin space and we confirmed that the Kitaev and Γ constraints
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FIGURE 5.9: Measurements of the S3 and modulated S3×Z3 magnetizations (green),
and characteristic Kitaev (blue) and Γ (orange) correlations, with K = sin θ, Γ =

cos θ, h = 0, T = 0.001. M = 〈 1
Ncell

∑cell ~M〉 measures the magnitude of the respec-

tive magnetization, where ~M denotes the ordering moments in one magnetic cell,
1

Ncell
∑cell(.) and 〈...〉 indicate the lattice and ensemble average, respectively. At the

Kitaev (θ = π
2 , 3π

2 ) and Γ (θ = 0, π) limits, either GKSL = ±1 or GΓSL = ±1, satisfy-
ing the corresponding ground-state constraint. In the unfrustrated regions, KΓ > 0,
Kitaev and Γ correlations behave in an equal footing as GKSL = GΓSL = ±1, and co-
operatively induce the AFM (a) or FM (c) S3 order. In the frustrated regions, KΓ < 0
[(b), (d)], GKSL and GΓSL develop towards opposite directions. Though the system
stays disordered near the Kitaev limits, from |Γ/K| ∼ 0.27 up to the large Γ limits,
the S3× Z3 orders are established owing to the competition between GKSL and GΓSL.

also respected and preserved this global CR
6 CS

3 symmetry. More importantly we discovered that
in addition to this global symmetry the constraints also possessed a local Z2 symmetry, which
represents the different classical Z2 spin liquids.

For the Kitaev constraints Eq. (5.7) when the γ component of a NN bond 〈ij〉γ was flipped it
left the constraint invariant,

Sγ
i → −Sγ

i , Sγ
j → −Sγ

j , i, j ∈ 〈ij〉γ ∈ G1. (5.10)
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For the given dimer covering configuration that characterized the Kitaev spin liquid, this Z2 sym-
metry gives rise to (23)1/3 redundant degrees of freedom on each hexagon which together with
the 1.381N/2 dimer coverings on a honeycomb lattice [231, 21, 105] gave a total of 1.662N extensive
degenerate ground states and a residual entropy S/N ≈ 0.508 at zero temperature in agreement
with the values reported in Baskaran et al [17]

The local Z2 symmetry of the ΓSL constraint Eq. (5.8) has a different form,

Sα
i → −Sα

i , Sβ
j → −Sβ

j , ∀〈ij〉α,β⊥γ ∈ G2, (5.11)

Sγ2
i → −Sγ2

i , Sγ1
j → −Sγ1

j , ∀[ij]γ1γ2 ∈ G3, (5.12)

Sc
i → −Sc

i , Sc
j → −Sc

j , ∀(ij)c‖γ ∈ G5. (5.13)

where, α, β are the components normal to γ; “[.]” denotes the second nearest-neighbor bonds with
γ1, γ2 corresponding to the two connecting NN bonds; “(.)” denotes the third nearest-neighbor
bonds, and c equals the γ on a parallel NN bond; as depicted in Figure 5.8. This Z2 symmetry was
more involved than the simple one for KSLs but was also evident once the explicit GSC for the
ΓSL was correctly identified.

The corresponding extensive ground state degeneracy was again accounted for the local re-
dundancy on a each hexagon with a value of 2N/6 ≈ 1.122N and a residual entropy of approxi-
mately S/N ≈ 0.115. When we compared to the degeneracy of KSLs the degeneracy of ΓSLs is
orders of magnitude smaller which would explain why ΓSLs are more prone to fluctuations and
are not as robust against perturbations as KSLs (see Figure 5.3 and 5.9).

Furthermore, in addition to the constraints for ground states, we identified two field-induced
quadratic correlations in the U(1)g region of the phase diagram (see Figure 5.3 (c) ) denoted as
Gh

1 and Gh
2 in Table 5.2, which were found to be invariant under a global U(1) rotation symmetry

about the direction of the~h111 fields which would result in gapless modes from general symmetry
considerations. Thus our machine identified and characterized a host of gapless spin liquids in
addition to the gapped spin liquids.

We remind the reader that the GSCs and other quadratic correlations learned here by TK-
SVM are not just limited to classical spins but hold for any general spin-S and can be directly
measured in the quantum KΓ model. In comparison to other quantities used to characterize phases
such as plaquette fluxes, Wilson/Polyakov loops, and spin structure factors, which may have
similar behavior in different spin liquids, we emphasize that the GSCs are unique to a ground-
state manifold and would be a more distinct characterization of the phases. The violation of the
constraint would then serve to set boundaries on the extension of KSLs in a natural way.

Using the GSC, G, we characterized the classical spin liquids, by defining a susceptibility for
the constraint as the variance in the constraint as follows,

χG =
V
T
(
〈G2〉 − 〈G〉2

)
, (5.14)

where 〈...〉 is the ensemble average, and V denotes the volume of the system following Greitemann
et al Ref. [77] which was the first to introduce the definition of a constraint susceptibility. The
sharpness of the peak as well as its breadth showed the range of applicability of the constraint
and in turn the range and breakdown of the associated classical spin liquid.

We estimated the extension of classical KSLs by defining the constraint susceptibility χGKSL

as a function of the Γ interaction as shown in Figure 5.10. In the zero field limit we observed a
single sharp peak around |Γ/K| = 0.15 and an extension from 0.1 to 0.2 above which signified a
break down of the constraint and a transition to a correlated paramagnet and then to the modu-
late S3 × Z3 orders, this extension showed the robustness of the KSL against finite values of the
Γ interaction. In contrast we observed that at a fixed h (= 0.01), χGKSL developed two peaks, re-
flecting the violation of the GSC.The sharper peak at a smaller |Γ/K| again corresponded to the
crossover between a KSL and a non-Kitaev correlated paramagnet and the broad bump at a larger
|Γ/K| corresponded to the second crossover to the modulated S3 × Z3 phase. We remark here



5.3. Local constraints learnt by TK-SVM 97

◼ ◼ ◼ ◼ ◼ ◼ ◼
◼

◼

◼

◼

◼

◼

◼

◼
◼

◼

◼
◼ ◼

◀ ◀ ◀ ◀ ◀
◀

◀

◀ ◀ ◀ ◀
◀

◀

◀

◀
◀

◀

◀

◀

◀

◼ h = 0.00

◀ h = 0.01

0.00 0.05 0.10 0.15 0.20 0.25
0

2

4

6

8

10

χ
G
K
S
L

(a) FM K, AFM Γ

◼ ◼ ◼ ◼ ◼ ◼ ◼
◼

◼

◼

◼
◼

◼

◼

◼
◼

◼

◼
◼ ◼

◀ ◀ ◀ ◀ ◀ ◀
◀

◀
◀

◀

◀
◀

◀
◀

◀

◀

◀

◀

◀
◀

▶ ▶ ▶ ▶ ▶
▶

▶
▶

▶ ▶
▶

▶

▶

▶

▶
▶ ▶

▶

▶

▶

◼ h = 0.00

◀ h = 0.06

▶ h = 0.14

0.00 0.05 0.10 0.15 0.20 0.25
0

5

10

15

|Γ/K|

χ
G
K
S
L

(b) AFM K, FM Γ

FIGURE 5.10: Susceptibility for the characteristic Kitaev correlation GKSL as function
of |Γ/K|, in the vicinity of the FM (a) and AFM (b) Kitaev limit with KΓ ≤ 0. The
first peak of χGKSL in a fixed h identifies the crossover from a classical KSL to a non-
Kitaev correlated paramagnet. At h = 0, the KSLs survive until |Γ/K| ∼ 0.16. When
magnetic fields are applied, the peak moves consistently towards a smaller value of
|Γ/K| with its width broadening. The wide bumps at lager |Γ/K| signal the second
crossover to a modulated S3×Z3 phase, for which the optimal quantity is the S3×Z3

magnetization.

that the optimal measure of this second crossover to the modulated phase would actually be the
S3 × Z3 order parameter instead of χGKSL we used. However, the location of the second bump
at least qualitatively agreed with the results based on measuring the S3 × Z3 magnetization (see
Figure 5.9).

In order to examine the effects of magnetic fields on the AFM KSL, we measured the field-
dependent U(1)g-symmetric correlations, Gh

1 and Gh
2 , and the magnetization per spin parallel (m‖)

and perpendicular (m⊥) to the [111] field. We then plotted these quantities as a function of the
magnetic field as is shown in Figure 5.11. We found that under weak and intermediate fields, most
of the spins responded paramagnetically, that is m‖ was small and m⊥ completely vanished. While
on the other hand Gh

1 and Gh
2 increased smoothly as a function of the external field, the bumps in

their derivative (the derivative of the constraints with the magnetic field) around h = 0.24 might
imply an effective change in the system, which we used to then estimate the robustness of the
AFM KSL against polarization by an external field. The regime with intermediate field is marked
as a U(1)g in order to distinguish it from a polarized state. This partially polarized region in
the classical phase diagram coincided with a region in the quantum spin-1/2 and spin-1 AFM
Kitaev model which was proposed to host a gapless U(1) spin liquid proposed [159, 249, 84, 85,
248]. Thus again emphasising that the classical phase diagram shares a lot of the physics of the
quantum phase diagram.

We used the behavior of χGKSL , Gh
1 , and Gh

2 to sharpen the phase boundaries (depicted by the
white dashed lines in the KSL phases in Figure 5.3 (c)) between the KSLs and other correlated
paramagnets, supplementing the graph partitioning from Fiedler clustering. To remind the reader
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FIGURE 5.11: Field dependence of the magnetization per spin parallel (m‖) and per-
pendicular (m⊥) to the [111] field, and the normalized U(1)g-symmetric correlations,
Gh

1 and Gh
2 , at the AFM Kitaev limit (K, Γ) = (1, 0). The spins are mostly paramag-

netic under weak and intermediate fields. Bumps in dGh/dh may imply prominent
changes in the system.
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FIGURE 5.12: Monte Carlo measurement of the zigzag order in the region of FM
K and small AFM Γ at h = 0, where the magnetization MZZ =

〈∣∣ 1
Ncell

∑cell
(
~SA −

~SB +~SC−~SD
)∣∣〉, and A, B, C, D label the four sub-lattices. Simulations initiated with

perfect zigzag states are compared with random initialization. The zigzag order
appears to be unstable in all cases. The small residual moments are a finite-size

effect and decrease significantly with increasing system sizes.

again, we partitioned the graph at rank-1 which only detected the presence or absence of magnetic
orders and needed to interpret rank-2 to find GSCs to find the extent of the spin liquids. In prin-
ciple, one could also have performed a graph partitioning using rank-2 TK-SVM. But this was not
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required as at rank-1 we found a pretty good classification of all the phases and unraveled most
of the phase diagram only requiring rank-2 at a few locations.

We additionally also evaluated the zigzag magnetization in Figure 5.12 in the extended KSL
and CP region with FM K and AFM Γ and found that it is quite insignificant and unstable at low
temperature and suffers strongly from finite-size effects. We did this, since the zigzag order has
been considered as a Γ-induced competing order to a KSL. The insignificance of the zigzag order in
the extended regions is consistent with the picture that, in order to stabilize the zigzag-like order
found in α-RuCl3 [15, 176], other terms, such as the first and third nearest-neighbor Heisenberg
J1, J3 interactions [72, 65, 100] or the off-diagonal Γ′ term [73, 134, 71, 197], are needed, which we
thoroughly studied in the previous chapter 4.

5.4 Summary and Outlook

In this chapter we studied the KΓh model on the two dimensional honeycomb lattice by exploiting
the interpretability and unsupervised nature of TK-SVM.

We found that the classical phase diagram of the KΓ model in an [111] field is exceptionally rich
(see Figure 5.3), hosting several unconventional symmetry-breaking phases and a plethora of dis-
ordered states at very low temperature. The phase diagram clearly showed the finite extent of the
KSLs, an intermediate disordered phase at the AFM Kitaev limit, and a field-induced suppression
of magnetic orders, which were previously only reported for quantum systems. These common
features emphasize that that certain aspects of the Kitaev materials might already be understood
at a classical level and also motivates a systematic investigation of large spin models in order to
find potential higher-S spin liquids.

The machine discovered, the modulated S3 × Z3 phase with a complex modulation. This im-
plied that the competition between Kitaev and non-Kitaev exchanges does significantly enrich the
physics and lead to more unconventional phases than expected.

From a rank-2 interpretation we found the GSCs of the classical ΓSLs and reproduced the
ones of the KSLs reported in literature. These constraints enhanced our understanding of the
ΓSLs and their fragility to perturbations due to an exponentially small ground state degeneracy
in comparison with KSLs, but also shed light on the emergence of the complicated orders in the
K-Γ model. The unfrustrated S3 phase emerged as a consequence of the characteristic Kitaev and
Γ correlations "cooperatively" eliminating the macroscopic degeneracy of each other. In contrast,
the modulated S3 × Z3 phase could be understood as the consequence of "competition" between
the KSL and ΓSL. This mechanism may be viewed as an alternative protocol for devising exotic
phases.

The fate of the modulated S3 × Z3 order in quantum K-Γ models, for the case of spin-1/2 as
well as higher S values remains an open question and is worth investigating. It is not uncommon
that, when a system establishes a robust magnetic order in the classical large-S limit, this order
can persist in the quantum cases with a reduced ordering moment due to quantum fluctuations.
There are many examples for various spin-liquid candidates discussed in the recent works, see for
instance Refs. [246, 224, 137].

It might also be an useful endeavour to investigate the static spin structure of the modulated
phases and understand if they give the complete characterization of the phase and also look into
the dynamical and transport properties in this phase.
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Chapter 6

Spin Helices in the KΓ model

In the previous few chapters we discussed the application of machine learning methods, in par-
ticular TK-SVM to analyse the phase diagram of the Kitaev model with additional interactions
motivated to search the parameter regime relevant for Kitaev materials.

In the present chapter and the next one we shall divert ourselves from machine learning and
focus more on analysing the ground state in the modulated S3 × Z3 phase the machine found in
the previous chapters and in the next chapter we shall investigate the signatures of these com-
plex phases on dynamical quantities and transport properties. In this short chapter we report the
results of investigating the ground-state nature of the honeycomb Kitaev-Γ model in the material-
relevant parameter regime through a combination of analytics and classical simulations. The clas-
sical ground state has a pretty complicated structure with a tangle of multiple inequivalent highly
structured spin double helices. These findings would explain at least some of the dynamical ef-
fects observed in inelastic neutron scattering in real materials as well as enrich our understanding
of Kitaev magnetism.

6.1 Model and Symmetry

We studied the same KΓ model on a honeycomb lattice introduced in the previous chapter which
comprised of two bond-dependent terms: a directional Ising-type interaction (K) and a symmetric
off-diagonal Γ interaction whose origins lie in the overlap of the d − d orbitals or through the
intermediate hopping through the d− p orbitals. The Hamiltonian for the model studied is,

H = ∑
〈ij〉γ

KSγ
i Sγ

j + Γ
(

Sα
i Sβ

j + Sβ
i Sα

j

)
. (6.1)

where, γ labels the three different types of bonds, and α, β, γ ∈ {x, y, z} are mutually exclusive
[119] and we considered hopping (interactions) only between the nearest neighbours as exempli-
fied by 〈ij〉. The above equation could also be written as a matrix equation as H = ∑〈ij〉γ Si · Ĵγ

ij Sj

where the interaction matrices on each of the three bonds are as follows

Ĵx
ij =

[
K

Γ
Γ

]
, Ĵy

ij =
[

Γ
K

Γ

]
, Ĵz

ij =
[

Γ
Γ

K

]
. (6.2)

6.1.1 Hidden Symmetry

We discovered that the above Hamiltonian had a hidden global symmetry that intertwined the spa-
tial and spin degrees of freedom which as a consequence led to an additional two-fold degeneracy.
Under the following transformation with σ matrices, the interaction matrices are left invariant and
hence form symmetries of the system under consideration

σ
αβ
i Ĵγ

ij σ
αβ
j = Ĵγ

ij , (6.3a)

σ
αγ
i Ĵγ

ij σ
γβ
j = Ĵγ

ij , (6.3b)
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where σ
αβ
i denotes spin reflections where the spins are transformed as σ

αβ
i Sγ

i = −Sγ
i . This trans-

formation flips only the mutually exclusive component of the spin on which it is acting (i.e. the
spin on site i). We shall illustrate this with an example here. Let us consider the transforma-
tion being applied to the z bond. According to the index rules discussed above the only allowed
transformations are

σxy Ĵzσxy = Ĵz , σxz Ĵzσzy = Ĵz , σyz Ĵzσzx = Ĵz (6.4)

and we see that for all the spins in the C− A− B− B− A− C chain along the z bonds (see Fig
6.2) these transformation matrices leave the chain and the spins along the z bond invariant hence
forming a symmetry of the system. A similar set of transformations would apply for the x and y
bonds respectively.

To make this more explicit to the reader, let us just consider the spins ~SC,~SA that are along the
first z bond which is marked along the bottom left corner (see Fig 6.2). The Hamiltonian along
this bond would be Hz

CA = KSz
CSz

A + Γ
(
Sx

CSy
A + Sy

CSx
A
)
. From the transformation shown on the

right the spins get modified by σxy which flips only the z component. The action of the 3 spin
reflection matrices are as shown below

σxy

Sx

Sy

Sz

 =

 Sx

Sy

−Sz

 , σxz

Sx

Sy

Sz

 =

 Sx

−Sy

Sz

 , σyz

Sx

Sy

Sz

 =

−Sx

Sy

Sz

 (6.5)

These transformations alternate amongst the three spin reflections and cover the entire lattice
and this hidden symmetry modifies the correlations in the system which results in two distinct or-
ders becoming degenerate. Thus the above Hamiltonian under this transformation is left invariant
which is shown explicitly

Hz
CA = (Sx

C, Sy
C, Sz

C) Ĵz

Sx
A

Sy
A

Sz
A

→ H̃z
CA = ~SCσxy Ĵzσxy~SA

= (Sx
C, Sy

C,−Sz
C) Ĵz

 Sx
A

Sy
A
−Sz

A

 = Hz
CA (6.6)

The hidden symmetry we found implies that the 6 site pattern to the left is degenerate to
the 18 site pattern on the right (see Fig 6.2). We observed from our Monte Carlo simulations
that there were three different kinds of spins which we labelled as ~SA,~SB,~SC and these spins
in the 6 site pattern formed a regular C − A − B − B − A − C pattern. Of course there is a C3
rotation symmetry along the three bond directions and there is a global Z2 symmetry where all the
spins are flipped S → −S which is apparent in the Hamiltonian as it comprises only of quadratic
spin components. But the non-trivial symmetry is the hidden symmetry which is responsible for the
additional degeneracy.

6.2 Method

Motivated to discuss the parameter regime for realistic Kitaev materials we focused on the regime
away from the classical (K, Γ) spin liquids, where both the interactions are sizeable and competing
i.e. in the frustrated regime KΓ < 0. In continuation with the previous chapter, we parameterized
the two interactions by the angle θ as K = sin θ, Γ = cos θ and considered a ferromagnetic K
and an anti-ferromagnetic Γ (1.5π < θ < 2π) which is the most relevant choice of parameters
for the d-electron Ir- and Ru-based compounds [226, 234, 131]. We could easily map onto the
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other frustrated regime with an anti-ferromagnetic K and ferromagnetic Γ through θ → θ + π

and simultaneously flipping the spins on even and odd sublattices ~S2i → ~S2i, ~S2i+1 → −~S2i+1 [1],
which is relevant for the physics at 0.5π < θ < π.

We utilized parallel tempering Monte Carlo methods to reach extremely low temperatures
down to T = 10−5

√
K2 + Γ2 for systems of linear size up to L = 72, 90, 108 with periodic bound-

ary conditions. We further cooled the system to the classical lowest possible temperature T → 0
by eliminating remaining thermal noise and allowing the system relax to its local magnetic field
thereby “freezing" the spins. We found that such large systems sizes and low temperatures were
necessary to manifest the spin helices. We used parallel tempering together with heat bath and
over-relaxation algorithms to equilibrate the system at extremely low temperatures. We simu-
lated around NT = 256 logarithmically distant temperatures and 107 Monte Carlo sweeps were
performed in each individual run to ensure we converged to the same states thereby confirming
the ergodicity of our simulations. The Monte Carlo sampling generated spin configurations that
lie slightly above the classical ground states by an energy scale ∆E ∼ 10−5 preset by the lowest
simulated temperature.

In order to freeze the spins to manifest the spiral we further cooled the system letting it ap-
proach its classical ground states by iteratively aligning the spins along their local molecular fields
~Bloc

i [96],

~Snew
i =

~Bloc
i

|~Bloc
i |
|~Sold

i |. (6.7)

Here ~Bloc
i = ∑〈ij〉γ Ĵγ

ij
~Sj

This iterative alignment process continued until the maximum difference in energies of the
spin configurations between successive iterations |Eold − Enew|max was less than 10−14.

Evolution of energies and magnetizations in the freezing process is shown below in Fig. 6.1.
We note that roughly after 300− 500 iterations of cooling the sub lattice magnetizations plateaued.
However energy seemed to converge much earlier, that is around the 50th iteration we reached the
plateau. A plausible explanation of the observation might be that the energy is quadratic in spin
as opposed to magnetization which is linear in spin and hence the convergence to the plateau
value is faster in case of energy. To confirm the ergodicity of our simulations we examined, at a
few fixed parameter point, a number of statistically uncorrelated configurations and found that
they had identical energies up to the numerical machine precision.

6.2.1 Simulating Translationally invariant Ansatzes

Having discussed the model in the previous section the next natural step would be to find the
solutions of this Hamiltonian. One approach to find the ground states is to use Monte Carlo
simulations. While the other common strategy is to minimize the Hamiltonian with small peri-
odic clusters where the choice of those clusters are guided by small-size trial simulations. The
drawback of this approach is that it fails to capture the true ground states of the Kitaev-Γ model
which has the imprinted modulated helix. Nonetheless, minimizing the energy based on a trans-
lationally invariant ansatz is still useful and it provides us vital information about longitudinal
magnetization of the helical phase, in particular the sublattice structure and orientations of the
helical axes.

We tried to minimize energy by making an ansatz for the three elementary spins (represented
here with a tilde S̃ in order to distinguish them from the actual spins obtained from Monte Carlo)
as follows S̃A,B,C = (sin α sin β, sin α cos β, cos α)A,B,C. This representation for the spins belong
to has the phase angles α ∈ [0, π), β ∈ [0, 2π) which are the free parameters that need to be
varied in order to optimize the energy. The end result of this optimization is that we get the spin
configurations S̃A,B,C which form the classical ground state and once we know these base spins all
other spins are related by trivial transformations.
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FIGURE 6.1: Cooling of a classical state simulated on a L = 72 lattice at Γ = −K
(θ = 1.75π), with |Si| = 1. (a) Convergence of the energy. The energy per spin is
Esite = −0.92423895 before the cooling and is Esite = −0.92424917 after the cool-
ing (solid line); both are lower than the ansatz energy Esite = −0.92393734 (dashed
line). The inset magnifies the evolution in a short time period. (b-d) Convergence
of the sublattice (longitudinal) magnetizations, m‖A,B,C, of the helical axes. These
magnetizations converge to values below unity owing to non-vanishing spiral mag-

netizations m⊥A,B,C.
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FIGURE 6.2: Two degenerate magnetic ansatzes obtained by enforcing a 3× 3 peri-
odic cluster at K = −Γ. (a) The three ansatz spins S̃A, S̃B, S̃C form a 6-site repeating
pattern C-A-B-B-A-C. (b) An 18-site degenerate repeating pattern is obtained by

applying the hidden symmetry.

We then simulated all the other spins in the 3× 3 cluster using the hidden symmetry transfor-
mations discussed above and we end up with two degenerate patterns one with 6 spins arranged
as C− A− B− B− A− C and the other hidden symmetry related 18 site pattern. The representa-
tions of these ansatz is shown in Fig 6.2
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Ẽsite =
K
6

[
2 cos αA cos αB + 2 sin αA

(
sin βA sin αB sin βB + cos βA sin αC cos βC

)
+ sin2 αB cos2 βB + sin2 αC sin2 βC + cos2 αC

]
+

Γ
3

[
sin αB

(
sin αA sin (βA + βB) + cos αA cos βB

)
+ cos αB

(
sin αA cos βA + sin αB sin βB

)
+ cos αC

(
sin αA sin βA + sin αC cos βC

)
+ sin αC sin βC

(
cos αA + sin αC cos βC

)]
This spin ansatz was solved by minimizing the energy shown above giving us the base spins

S̃A,B,C found to be non-collinear and non-coplanar but crucially this ansatz varied with the ratio
|K/Γ|.

On one hand, as seen in the Fig 6.1 (a) the energy of the magnetic ansatz and the true ground-
state energy is very close only differing by a factor of ∼ 10−4. While on the other, this ansatz does
not reflect the true nature of the ground state as the true state is not translational invariant and
hosts an incommensurate spiral texture. The ansatz was found to be a good approximation for
the longitudinal components while ignoring transverse components as m‖µ = 1

Ncell
∑cells Sµ = S̃‖µ,

which define the helical axes, with a very high precision. The spin ansatzes S̃A,B,C were nearly par-
allel to the longitudinal magnetization of actual spins. This was further confirmed by evaluating
the cosine de-similarity between the orientations of S̃µ and m‖µ as defined below,

Dµ =
1
2

(
1− S̃µ ·

m‖µ

|m‖µ|

)
∈ [0, 1] , (6.8)
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FIGURE 6.3: Cosine de-similarity Dµ ∈ [0, 1] between the ansatz spin orientations

S̃A,B,C and the sublattice magnetizations m‖A,B,C simulated on a L = 72 lattice. Dµ

generally rises with increasing Γ, which is expected due to the stronger spiral magni-
tudes. Nevertheless, even at the large Γ value θ ≈ 1.92π, the de-similarities remain
remarkably small, and the magnetic ansatzes can still provide a proximate descrip-

tion of the correct sublattice structure.

As measured in Fig. 6.3 for small enough θ in the range of 1.5π < θ < 1.68π the desimilarity is
almost 0 which suggests that our magnetic ansatz is a pretty good one and the imprint of the helix
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is negligible. The observation that in the parameter range where transverse magnetization m⊥µ
was comparable to the longitudinal magnetization m‖µ, the desimilarity Dµ remained extremely
small (∼ 10−4). This let us hypothesise that the longitudinal order could be well approximated by
the magnetic ansatzes but the transverse components revealing the true spiral nature is absent.

The source of helicity might be understood by considering the exchange frustrations generated
by Γ matrices which could be decomposed into a part generating reflections (σα,β which is the
generator of reflections in the αβ plane) and into a part generating rotations Lα (which is the
generator of SO(3) rotations about the α axis) as follows

Γz = −Lz · σxz =

0 1 0
1 0 0
0 0 0

 = −
0 −1 0

1 0 0
0 0 0

 ·
1 0 0

0 −1 0
0 0 0

 (6.9)

This combination of reflections and rotations favours a spiral structure. The observation that
the spiral magnetization m⊥µ increased with increasing Γ gives further credence to the fact that the
Γ interactions are responsible for the spiral structure. Furthermore, as the three types of lattice
bonds host different Γ matrices, there is competition between different rotation axes and this in-
terplay between helicity and competing interactions could lead to a modulation in the 18 helical
axes. Even though Γ interactions are necessary for the spirals we cannot neglect a finite competing
K. If the Kitaev interaction K vanished, the Hamiltonian would reduce to that of a pure Γ model
featuring an emergent local Z2 symmetry. As we saw in the previous chapter this would imply all
magnetic orders are destroyed due to extensive degeneracy of the ground states and the system
becomes a classical Γ spin liquid.

6.3 Ground state as a tangle of Helices

We shall here discuss the classical ground states we found through our Monte Carlo simulations
followed by spin freezing in the selected parameter regime spanning 3π/2 < θ < 2π. Upon
measuring the S3 × Z3 magnetization, discussed in the previous chapter, we found there was a
prominent undersaturation (Figure 6.5) of the magnetic order which suggested the lack of a perfect
translationally invariant order [143].

This missing magnitude in the magnetization essentially holds the key to our understanding
of the classical ground states and to unravel this information we had to use very large lattices and
simulate spins at extremely low temperatures.

Each spin in the ordered phase could be decomposed into longitudinal(parallel) and trans-
verse(perpendicular) components respectively and the direction of the longitudinal components
is along the ẑ direction at each spin,

~Sµ = ~S‖µ + ~S⊥µ , ~S‖µ = (0, 0, m‖µ) µ = 1, 2...18 (6.10)

These longitudinal components form a 3× 3 supercell containing 18 sublattices as depicted in
Fig. 6.4. The corresponding magnetic moments for each of the sublattices were calculated by aver-
aging over all the supercells in the entire lattice (similar to a cluster average) as m‖µ = 1

Ncell
∑cells Sµ,

where µ = 1, 2...18 is the index used to distinguish the 18 different sublattices. The general motive
behind this definition of magnetization is that all the spins on a particular sublattice share the same
parallel component and different perpendicular components. Hence the averaging would result
in a destructive interference of perpendicular components resulting in only the parallel compo-
nents surviving and adding up constructively. These parallel magnetic moments are the source
of the stable 2

3 M magnetic Bragg peaks reported in the literature [143, 197], and also act as the
rotation axes of the highly structured spin helices.
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FIGURE 6.4: A classical ground state of the honeycomb Kitaev-Γ model at Γ = −K
on a L = 72 lattice. Upper panel: Structure of the 3× 3 supercell determined from
the helical axes (longitudinal components) of spins. A, B, C label three independent
directions of the helical axes, and j = 1, 2, 3 distinguishes different orientations due
to the hidden symmetry. Blue and red colors mark the odd and even honeycomb
sublattices and the helices’ chirality. A supercell specifies 18 inequivalent helices as
spins form a helix only if they belong to the same sublattice, e.g., the linked blue
C1 spins. The grey hexagon marks a unit cell of the 6-site hidden symmetry trans-
formation. Lower panel: Spiral (transverse) components of the 18 helices in their
respective sublattice basis. Each helix consists of L

3 spins due to the 3× 3 supercell
structure. The helical pitches are spontaneously anisotropic and are L

6 and L
3 supercells

in size along directions of the two lattice vectors â1,2. Cycles on the side reflect the
strength and staggered chirality of the corresponding helix. The helix ensemble can

be viewed as nine pairs of double helices.

FIGURE 6.5: Figure showing the magnetization of the S3× Z3 phase for varying val-
ues of K/Γ. The magnetization shows a distinct understaturation for the measured
order indicating the lack of a translationally invariant order and the presence of a

helix.

As alluded in the previous section there is a 6 site pattern which is degenerate with the 18 site
pattern as a consequence of the hidden symmetry. The Fig. 6.4 shows a sample configuration of
this 18 site pattern at the phase point K = −Γ. To elucidate this point we note that all Aj spins

have identical longitudinal components S‖Aj
= m‖Aj

similarly for Bj and Cj spins with j = 1, 2, 3.
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FIGURE 6.6: Magnetizations of the classical spin-helix tangle with comparable Ki-
taev and Γ interaction, K = sin θ, Γ = cos θ. The longitudinal and spiral components
the order are measured by m‖A,B,C and m⊥A,B,C, respectively, leading to saturated total

magnetizations
(
m‖A,B,C

)2
+
(
m⊥A,B,C

)2
= 1. The spiral component at θ ≈ 1.67π is

small but non-vanishing (see Fig. 6.7). The inset exemplifies the orientations of m‖A,

m‖B and m‖C (distinguished by colors) at θ = 1.75π.

The degenerate state is obtained by applying the hidden symmetry transformations Eqs. (6.3a)
and (6.3b) as indicated by the grey hexagon, leading to nine distinct rotation axes distinguished
by the numerical subscripts j. This is to be expected since we have just three reflection operators
σxy, σxz, σyz and them acting on the three helical axes would result in 3× 3 = 9 distinct helical axes
which we labelled as Aj, Bj, Cj. Since the hidden symmetry is exact, one can always infer all helical

axes from the three independent moments m‖A, B, C.
We further note that each of the 3 spins alternately occupies an even or odd site in the 6 site

pattern C − A − B − B − A − C and hence we end up with 18 distinct helices which could be
viewed as a set of 9 distinct double helices to account for the odd and even sublattices. These
magnetic moments are non-collinear and non-coplanar and vary with K/Γ in both magnitude
and orientation. Most importantly, we would like to bring the readers attention to the fact that the
spiral is not defined between spins in a supercell but rather between spins at the same sublattice
point along different supercells. This is shown in Fig 6.4 where the two spins C1 that belong
to the same spiral structure are shown connected by a light blue line. We would also like to
highlight to the reader that the supercell is only defined for the longitudinal order and not the
transverse magnetization. The true ordering does not have a translational symmetry as a result of
the incommensurate transverse components, as illustrated in the lower panel of Fig. 6.4.

In Fig. 6.6 shows the magnetizations of the three sublattices A, B, C measured as a function of
the parameter angle θ. We made a few interesting observations. Firstly, inline with expectation,
we observed an under saturation in the parallel components m‖A, B, C with increasing angle. In the
parameter range 1.5π < θ < 1.66π the parallel components were found to be equal and com-
pletely saturate i.e. m‖A, B, C = 1 implying the absence of the helix. Upon increasing θ we observed
that the degeneracy between the parallel components is lifted and the transverse components play
an important role. The sum of the parallel and perpendicular components of course saturate to 1
as expected showing that our helical ansatz 6.11 is the right one.
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FIGURE 6.7: The spiral correlation function Ωµ(r) for B-helices at Γ = −K/
√

3 (blue;
rescaled by 103) and −K (orange) (θ = 1.67π, 1.75π). The oscillation and the ampli-
tude reflect the periodicity of the helices and strength of the spiral magnetization
m⊥B , respectively. Filled and open symbols are measured along spontaneously cho-
sen lattice r1 and r2 directions, with pitch sizes of L

6 and L
3 supercells, respectively. A

L = 72 lattice is considered, and r1, r2 = 0, 1, . . . , L
3 − 1.

The proposed ansatz for the spiral components of a spin by carefully analyzing the frozen spin
configurations at the appropriate sublattices is given by,

~S⊥µ,r = m⊥µ
(
cos 6π

L (2r1 + r2), sgn(Γ)η sin 6π
L (2r1 + r2), 0

)
(6.11)

We would like to stress that this ansatz is the most important equation of this chapter and is
the one that establishes the true ground state structure of the classical model. The perpendicular
magnetization m⊥µ = 1

Ncell
∑cells |~S⊥µ | is defined by the transverse spin components and r = (r1, r2)

with r1, r2 = 0, 1, . . . , L
3 − 1 label the 3× 3 supercells and η = 0, 1 is used to distinguish the even

and odd honeycomb sublattices and µ = 1...18 label the different sublattices.
A significant feature of the above ansatz is the chirality modulation factor in front of the y com-

ponent sgn(Γ)η . This determines whether the spirals rotate clockwise or anti-clockwise with re-
spect to the helical axis. In the parameter range we considered Γ := cos θ > 0 , 3π/2 < θ < 2π
and as sgn(Γ) > 0 both the spirals have the same chirality rotating counterclockwise and the spin
helices living on the odd and even honeycomb sublattices (blue and red sites in Fig. 6.4) could be
viewed as nine pairs of double helices with uniform chirality. While in the other frustrated region
with Γ < 0 and K > 0 the spirals had opposite chirality which we explicitly verified.

Another interesting feature is the highly unusual anisotropy in the spatial periodicity as seen by
the factor of 2 before r1. This suggests that the helix along one of the lattice directions has twice
the pitch length as compared to the other helix or alternately the helix completes two revolutions
(periods) along a spontaneously chosen r1 direction while it just does one (period) along the other
direction albeit the same amplitude.

We explicitly showed this periodicity anisotropy (which is encoded in the ansatz Eq. (6.11)) by
measuring the spiral correlation function as defined below

Ωµ(r) =
1

m⊥µ

(
~Sµ,r0 · ~Sµ,r0+r − |m‖µ|2

)
, (6.12)

where the distance r is measured in unit of supercells i.e. we measure the spiral anisotropy at
the spins belonging to the same sublattice on different supercells. The correlation function Ωµ(r)
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in Fig. 6.7 forms a cosine curve reflecting the periodicity of the underlying spin helix with its
amplitude indicating the strength of the spiral magnetization m⊥µ . For the orange curves where
the helix is more pronounced which is the curve corresponding to the parameter point K = −Γ
the solid (orange) line measures the oscillation along r1 and the dashed (orange) line with open
markers measures the oscillation along r2. We see that both the curves have the same amplitude
but different periods and the period along r1 is twice that of the period along r2 highlighting the
anisotropy in periods. We stress that the helical order is genuinely incommensurate implying pitch
increases linearly with L.
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FIGURE 6.8: Finite-size dependence and spontaneous anisotropy of the helix pitches.
The spiral correlation function Ωµ(r) for type-B helices is measured at K = −Γ
along the direction of two independent lattice vectors. (a) The oscillations show
two periods along a spontaneously chosen r1 direction, confirming the pitch sizes
of L

6 = 15, 18 supercells (45 and 54 lattice spacings) for lattices L = 90, 108, re-
spectively. (b) There is only a single period along the r2 direction, with pitch sizes
of L

3 = 30, 36 supercells (90 and 108 lattice spacings), justifying a spontaneous
anisotropy in periodicity. Type-A and type-C helices have the same periodicity but
differ in the oscillation amplitude as |Ωµ| ∝ m⊥µ ; r1, r2 = 0, 1, . . . , L

3 − 1 due to the
3× 3 supercell structure.

In the Fig 6.8 we explicitly plotted the spin spirals oscillation parameter with different lattice
sizes L = 90, 108 and verified that the incommensuration grows linearly with the system size. For
the L = 108 we have L/3 = 36 supercells and for L = 90 we have L/3 = 30 supercells and by
comparing the right (a) and left (b) figures we see that along r1 we have helix with pitch lengths
15 and 18 and along r2 we have pitch lengths 30 and 36 for L = 90 and L = 108 respectively with
the same amplitude which justified our transverse magnetization ansatz.

The Fig. 6.7 also shows the oscillation parameter Ωµ(r) for the B-helix at Γ = −K/
√

3 at
θ = 1.67π shown by the blue curve, where the parallel components account almost completely for
the total magnetization and the transverse components have a very small imprint. We observed
that despite the extremely small m⊥B ∼ 10−4, the expected cosine oscillation was present. This
confirms that the spiral structure remains an imprinted feature over the entire frustrated phase
1.58π . θ < 2π even though the imprint at smaller values of θ are hard to detect and does not
play a major role in spin texture.

6.4 Summary and Outlook

In this chapter we studied the classical ground state of the honeycomb Kitaev-Γ model in the
parameter regime relevant for realistic Kitaev materials which earlier our machine found and we
recognized as the non trivial modulated S3 × Z3 phase. Understanding the classical structure of
the ground state is crucial for both interpreting experimental observations and exploring novel
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phases in Kitaev magnets as well as making sense of the quantum results which could be done
using DMRG, ED or iPEPs. We have investigated the classical ground-state properties through a
combination of comprehensive Monte Carlo simulations followed by freezing the spin to its local
molecular axis to generate a spin configuration at the lowest possible classical temperature. This
chapter, in contrast to the previous chapters which were driven by machine learning methods,
involved human effort in analysing the ground state and identifying the tangle of helices which
we propose to have experimental signatures. We discovered the classical ground state features a
tangle of highly structured spin double helices with the transverse component increasing with Γ
values. This helix tangle distinguished itself from typical spiral magnets [158, 118, 112, 213] by a
number of prominent features, including an intricate modulation of helical axes, a spontaneous
periodicity anisotropy, and a well-regulated chirality pattern. The complete characterization of
the classical ground state becomes particularly valuable given fundamental limitations in state-
of-the-art quantum numerical algorithms. We expect the emergence of unconventional helicity
to leave fingerprints on dynamical and transport behaviors, such as spectrum broadening and
splitting, long-living currents, and anomalous diffusions [173, 98, 221] which we shall discuss in
the next chapter.
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Chapter 7

Dynamics and transport in the JKΓ
model

In the previous chapter we analysed the ground state in the S3× Z3 phase and found an extremely
sophisticated tangle of double helices which we expect to have some imprint on neutron scattering
experiments. In this final chapter we precisely answer this question and deal with the dynamics
and transport in the JKΓ model for one last time and understand what are the experimental sig-
natures one expects thus bridging the gap between theory and experiments.

Transport phenomena along with dynamical response reflects the dynamical properties of in-
teracting spins such as magnetic excitations and fluctuations moving away from the static prop-
erties such as spin orderings and phase diagrams we investigated in the previous few chapters.
Recent developments in spintronics and magnonics has found that spin transport could be used
as a probe to study magnetic properties [9, 60, 69].

Nonlinear spin structures such as skyrmions also show signatures in magnon meditated spin
transport [156] and spin currents can also uncover extremely subtle topological phenomena such
as Z2 vortex binding-unbinding [8] which remain elusive to static quantities such as specific heat
and susceptibility showing only a weak signature. From a theoretical perspective we could also
analyse transport properties and in particular thermal Hall effects and understand to what extent
do classical results explain quantum signatures in Kitaev magnets [103].

Here we discovered that spin transport can be used as a probe in detecting phase transitions
and consequently changes in spin textures while thermal transport does not. Along the way we
defined and clarified the difference between total and virtual spin currents and highlighted how
the equivalence of eigenvalues of the interaction matrix is essential in conservation of spin magne-
tizations. We also found that evolution of the spiral has signatures on dynamical structure factors
which could serve as a further probe into the rich and exciting field of frustrated magnetism.

7.1 Model and Theoretical Framework

We investigated the classical Heisenberg-Kitaev-Γ (JKΓ) model on a 2D honeycomb lattice, with
the interaction Hamiltonian between the classical spins ~Si ∈ SO(3) given by [39, 45],

HJKΓ = ∑
<ij>γ

[
J~Si · ~Sj + KSγ

i Sγ
j + Γ(Sα

i Sβ
j + Sβ

i Sα
j )
]

= ∑
i

∑
j∈N(i)

~Si Ĵ
γ
ij
~Sj, (7.1)

here, γ labels the three distinct nearest-neighbor (NN) bonds 〈ij〉 on the hexagon with mutually
exclusive α, β, γ ∈ {x, y, z} as illustrated in Figure 7.1 and N(i) labels the nearest neighbours of
the spin ~Si (see eqn (7.1)). The interaction matrices applicable on the γ bonds are explicitly written
as,
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Ĵx =

[
J+K 0 0

0 J Γ
0 Γ J

]
, Ĵy =

[
J 0 Γ
0 J+K 0
Γ 0 J

]
, Ĵz =

[
J Γ 0
Γ J 0
0 0 J+K

]
.

The Heisenberg-Kitaev-Γ Hamiltonian (eqn (7.1)) comprises of generic NN exchanges allowed
by the cubic symmetry of the octahedral cage surrounding the magnetic ion [147, 41]. Although
the Kitaev (K) term is of prime interest for realizing quantum spin liquids, in real materials, the
Heisenberg (J) and the symmetric off-diagonal (Γ) exchanges exist ubiquitously.

The dynamical evolution of spins is described by the Landau-Lifschitz (LL) equation [130],

∂~Si

∂t
= −{~Si,H} = ∑

j

~Si × ~Bj
i , (7.2)

where ~Bj
i = ∂hj/∂~Si is the effective magnetic field due to the neighbouring spins ~Sj on the spin

~Si. This equation describes the precession of spin around an effective local magnetic field and is
the classical analogue of the Heisenberg equation of motion. In this scheme temperature effects
are incorporated by Monte Carlo sampling of spins at the required temperature from thermal
equilibrium ensembles.

The dynamical structure factor (DSF) investigates the dynamical response of the spin system
which is unravelled by inelastic neutron scattering experiments and is defined as ,

S(~q, ω) =
1
N

N

∑
i,j

e−i~q·~rij

∫
dteiωt〈~Si(0) · ~Sj(t)〉, (7.3)

where the spin configurations ~S(t) at any time t are generated by integrating the classical equation
of motion (eqn (7.2)). We refer the reader to Chapter 2 for more details on spin dynamics and the
Landau-Lifschitz Gilbert [67] equation describing the spin evolution.

7.1.1 Currents and conductivities

Every conserved physical quantity implies a continuity equation and an associated local current
density j(r, t). We obtain the net current by integrating the current density over all space as [146],

JO(t) =
∫

d~rjO(~r, t) =
∫

d~r~r
∂

∂t
O(~r, t)

= ∑
i
~ri

∂

∂t
Oi(t), (7.4)

where an integral over r and integration by parts is carried out excluding the boundary terms and
the sum over all lattice points represents a discretized version.

In any spin model, where the total energyH = ∑i hi is a conserved quantity, we can define the
thermal current integrating the time derivative of the energy density as,

Jth(t) = ∑
i
~ri

∂hi

∂t
= ∑

i
~ri ∑

m

∂hi

∂~Sm
· ∂~Sm

∂t

= ∑
i
~ri ∑

m

~Sm · (~Bi
m ×∑

l

~Bl
m)

= ∑
i
~ri ∑

j∈N(i)

~Sj · ( Ĵij~Si × ∑
k∈N(j)

Ĵjk~Sk), (7.5)
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where the effective magnetic field ~Bj
i = Ĵij~Sj was used in going from the second line to the third

line. Finally this term can be rearranged to obtain the expression below,

Jth(t) = ∑
i

∑
j,k∈N(i)

(~rj −~rk)~Si · ( Ĵij~Sj × Ĵik~Sk). (7.6)

The conservation of the αth component of Magnetization Mα = ∑i Sα
i results in the spin current

which can be derived using the above formalism as,

J α
s (t) = ∑

i
~ri

d~Sα

dt
= ∑

i
∑

j
~ri(~B

j
i × ~Si)

α

= ∑
i,j∈N(i)

~ri( Ĵij~Sj × ~Si)
α +~rj( Ĵij~Si × ~Sj)

α.
(7.7)

The above expression can be rewritten as,

J α
s (t) = ∆ ∑

i
∑

j∈N(i)
(~ri −~rj)(~Si × ~Sj)

α, (7.8)

here Ĵij are the interaction matrices between the spins ~Si and ~Sj and ∆ is the degenerate eigenvalue
of the spin interaction matrix Ĵγ and~ri are the lattice vectors to the spin ~Si from the origin.

The conservation of spin magnetization is related to the equivalence of eigenvalues of the inter-
action matrix. Assuming αth component magnetization is conserved i.e. dMα/dt = d ∑i Sα

i /dt = 0
we have,

dMα

dt
= ∑

i
[(Bi

i × Si) + ∑
j∈N(i)

(Bj
i × Si)]

α

= ∑
i
[( ∑

k∈N(i)
ĴikSk × Si) + ∑

j∈N(i)
Sj Ĵji × Si]

α

= 2 ∑
i
( ∑

j∈N(i)
ĴijSj × Si)

α index relabelling

= 2 ∑
i,j∈N(i)

[( ĴijSj × Si) + ( ĴijSi × Sj)]
α

= 2 ∑
i,j∈N(i)

 (∆y−∆z)·(Sz
i Sy

j +Sy
i Sz

j )

(∆z−∆x)·(Sx
i Sz

j +Sz
i Sx

j )

(∆x−∆y)·(Sx
i Sy

j +Sy
i Sx

j )

α

= 0

dMα

dt
= 0⇔ ∆β = ∆γ

(7.9)

where ∆x,y,z are the eigenvalues of Ĵ and α, β, γ are mutually exclusive and further we assumed Ĵ
was diagonal. Thus the equivalence of eigenvalues is a necessary and sufficient condition for the
conservation of magnetization. In case of isotropic Heisenberg models (∆x = ∆y = ∆z = ±J)
implying all components of magnetization are conserved [9, 88]. In XXZ models (∆x = ∆y =

J, ∆z = Jz 6= J), only the zth component of magnetization is conserved [8]. The above formulas
are a general derivation and valid for all two-dimensional lattices and spin Hamiltonians that
conserve energy and have conserved magnetizations. These agree with the previously obtained
expressions in the study of various spin Hamiltonians [9, 88, 156, 217, 191].

The interaction of thermal (OT) and magnetic field (OB) gradients with magnetic moments
are responsible for magnon mediated thermal and spin currents respectively [156]. From the
fluctuation-dissipation theorem, the linear responses are related to the correlation of equilibrium
fluctuations of currents which can be expressed using the Kubo formula [123] as,
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Lµ,ν
m,n =

1
VT

lim
τ→∞

∫ τ

0
dt〈J µ

m(0)J ν
n (t)〉 (7.10)

here m, n ∈ {s, th} and µ, ν = {x, y} indicate the physical lattice directions and V is the volume of
the system. The conductances are expressed as,

σµν(T) =
1

TL2 lim
τ→∞

∫ τ

0
dt〈J µ

s (0)J ν
s (t)〉T (7.11a)

κµν(T) =
1

T2L2 lim
τ→∞

∫ τ

0
dt〈J µ

th(0)J ν
th(t)〉T (7.11b)

here 〈...〉T denotes an ensemble thermal average with respect to a canonical equilibrium distribu-
tion e−βH/Z where Z is the canonical partition function and β = 1/T is the inverse temperature.

In dealing with Hall/transverse conductivities, in addition to the Kubo contribution there is
an another contribution originating from the coupling of the energy density with the pseudograv-
itational potential also known as energy magnetization [36]

κxy =
1

T2L2 lim
τ→∞

∫ τ

0
dt〈J x

th(0)J
y

th(t)〉T + δκxy, (7.12)

where the additional term originates from the modification of energy current modification due to
its circulation and is not observable in transport and hence needs to be subtracted from the total
transverse contribution [135, 80],

δκxy = −2 ∑i 〈~ri,xJ y
th(t)〉

L2T
. (7.13)

In this thesis we explicitly deal with longitudnal conductivities and leave the discussion of ther-
mal conductivities for a future work.

7.2 Virtual spin currents

In the JKΓ model (see eqn (7.1)), since the interaction between the spins are bond dependent
implying no single component of magnetization is conserved over all the bonds, it is not pos-
sible to define an ordinary spin current (eqn (7.8)) over the entire lattice. As discussed in the
previous section, conservation of components of spin magnetization is related to the equiva-
lence of eigenvalues and in the JKΓ Hamiltonian the eigenvalues of the interaction matrix are
(∆1 = J + K, ∆2 = J − Γ, ∆3 = J + Γ).

Equivalence of eigenvalues results in two distinct scenarios, the K = ±Γ case with arbitrary
value of the Heisenberg coupling (which we ignore (J = 0) as it does not affect the discussion
resulting in the pure KΓ model) and the Γ = 0 case which results in the pure JK model. We
highlight that since energy is conserved for this model we use the conventional expression for
thermal currents (eqn (7.6)) unchanged and discuss its implications in subsequent sections.

For the spin currents, instead we introduce the notion of virtual spin currents where we define
the current as a function of the spin components conserved along each bond. Ordinary spin cur-
rents are associated with magnon-mediated transport under a magnetic field gradient [156] and
the associated spin conductances are experimentally measurable quantities. The total ordinary
spin current (comprising of an averaged sum over all components) can be decomposed into con-
tributions from virtual (conserving) current (v) and non-conserving (nc) terms Js,tot = Js,v +Js,nc.
Thus virtual currents reflect magnon mediated transport despite not being measurable experimen-
tally.

In the pure JK model, the bond dependent interaction matrix ( Ĵγ) has the eigenvalues ∆α =
∆β = J, ∆γ = J + K implying that Sγ is conserved along the γ bond i.e. along the z (x,y) bond
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Sz(Sx, Sy) is conserved. Subsequently we define the virtual current flowing through each lattice
site as ,

J γ
s,JK(t) = J ∑

i
∑

j∈γ(i)
(~ri −~rj)(~Si × ~Sj)

γ, (7.14)

here the three nearest neighbours in the hexagonal lattice are along the γ = {x, y, z} bonds respec-
tively. The total current (as shown in Fig. 7.1)) along the x (lattice) direction (shown by the red
arrows) into a site has contributions from Sx, Sy components respectively and along the y (lattice)
direction (shown by the blue arrows) has contributions from Sx, Sz respectively. These definitions
define a path in the lattice space for the transport and take into account each bond exactly once.

FIGURE 7.1: Hexagonal lattice with the 3 nearest neighbour bonds marked by x, y, z.
The spin components conserved per bond in the JK model (left) and the KΓ (right)
is also shown. The ± corresponds to the value of K/Γ in the definition of virtual
currents. The path of the current along the x-direction (shown by the red arrows)
and the y-direction (shown by the blue arrows is also highlighted). The current is
mediated through magnons in response to either a thermal or a magnetic gradient

along the same direction as the flow of current.

In the pure KΓ model , the interaction matrix has eigenvalues ∆1 = K, ∆2 = Γ, ∆3 = −Γ,
which implies that we cannot in general define a virtual current except at special parameter points
Γ = 0, K = ±Γ. Since the interaction matrix is non-diagonal, to use the conventional definitions of
spin currents we need to diagonalize the matrix using unitary matrices (Uγ) which in turn leads
to a transformation of spins in order to keep the energy per bond constant expressed as,

hγ = ~ST
γ Ĵγ~Sγ = (~ST

γUγ)D̂γ([Uγ]†~Sγ) = S̃T
γ D̂γS̃γ, (7.15)

where the spins in the rotated frame are S̃ = U†~S and the diagonalized matrices in the rotated
frame are D = U† ĴU. The spins in the transformed basis are written out explicitly as,

S̃x =
1√
2

( √
2Sx

Sy−Sz
Sy+Sz

)
, S̃y =

1√
2

( Sx−Sz√
2Sy

Sx+Sz

)
,

S̃z =
1√
2

( Sx−Sy
Sx+Sy√

2Sz

)
. (7.16)

The conservation of the γth component of spin magnetization in the rotated frame corresponds
to the conservation of a trivial combination of the α, β components in the unrotated frame as
determined by the unitary transformation matrix as,

dS̃γ

dt
∼ d

dt
(Sα ± Sβ) = 0 (7.17)
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where α, β, γ are mutually exclusive. This is also shown in Fig 7.1 where the spin components
conserved along the γ bond are Sα ± Sβ. This lets us subsequently define virtual spin currents at
these special points K/Γ = ±1 through each site of the lattice as,

J γ
s,KΓ(t) = Γ ∑

i
∑

j∈γ(i)
(~ri −~rj)[(~Si × ~Sj)

α − K
Γ
(~Si × ~Sj)

β]. (7.18)

Similar to the JK case, the total current (as shown in Fig. 7.1)) along the x (lattice) direction
(shown by the red arrows) into a site has contributions from Sx ± Sz, Sy ± Sz components and
along the y (lattice) direction (shown by the blue arrows) has contributions from Sx ± Sy, Sy ± Sz

respectively.

7.3 Results for the JK model

In this section we shall focus on the results of transport for the JK model. Figure 7.2 shows the
renormalized longitudnal thermal conductance κ̃µµ ≡ κµµT2 as a function of temperature at the
parameter point J = K deep in the antiferromagnetic phase [41, 177] for different system sizes
L ∈ {24, 36, 48, 72}. The low-temperature transport mediated by magnons (described by linear
spin wave theory (LSWT)) predicts that thermal conductivity κxx ∝ 1/αd [9, 46, 211] where α is
the damping constant whose origins lie in multi-magnon scattering. The renormalized conduc-
tivity saturates to a constant value and the low temperature behaviour of conductivity (shown in
the inset of Fig 7.2) is in agreement with the theoretical prediction [211, 215]. This behaviour can
be qualitatively understood as the free propagation of magnons without scattering at low tem-
peratures. However, this infinite conductivity is a purely classical feature and in the quantum
regime quantum fluctuations ensures the thermal conductivity saturates to a finite value at low
temperatures.
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FIGURE 7.2: The renomalized thermal conductance shown for the AFM phase at the
parameter point J = K for various system sizes L ∈ {24, 36, 48, 72}. In the inset is
the behaviour of the true conductivity which diverges as T → 0 owing to the 1/T2

tail and κ ∼ 1/α ∼ 1/T2 where α is the magnon scattering rate. This divergence is
a feature of classical spin models modelling the free propagation of magnons at low
temperatures without scattering or decay but in the quantum case quantum fluc-
tuations ensures the thermal conductivity is bounded. The thermal conductivity is
featureless and does not detect the changes in spin textures with increasing temper-

ature.
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FIGURE 7.3: The renormalized spin conductivity computed from total (blue) and
virtual (orange) definitions of currents is shown above deep within the AFM phase
at the parameter point J = K. The conductance curves show a peak about Tc ≈ 0.5
and saturates to a constant value as T → 0. In the inset is the behaviour of the true
conductivity which diverges as T → 0 owing to the 1/T tail. The peak corresponds
to the phase transition from a low temperature magnetic ordered state to a high
temperature disordered state.The total current is also slightly larger than the virtual
current which is expected since it has contributions from the virtual as well as non

conserving part.

Next, we turn to the spin conductances at the parameter point J = K. As mentioned in sec-
tion 7.1.1 in pure isotropic Heisenberg (J = ±1, K = 0) models all the components of spin are
conserved and hence one could define the total longitudnal spin conductance as the averaged
sum over all components as,

σ̃µµ(T) =
1
L2

1
3

∫ ∞

0
dt ∑

α∈{x,y,z}
〈J α

s,µ(0)J α
s,µ(t)〉T, (7.19)

where α refers to the component of spin magnetization conserved. We continue to use the same
definition of total spin current at other parameter values (K 6= 0), though strictly speaking not
all components of spin magnetization are conserved. Figure 7.3 shows the total and virtual spin
conductances for the lattice size L = 72. We observe that both the total and virtual renormalized
longitudnal spin conductances (σ̃µµ = σµµT) diverge around Tc ≈ 0.51 showing that in contrast
to thermal conductivity, spin conductance is more sensitive to changes in spin textures and can be
used as a probe of phase transition form a low temperature magnetic order with a well defined
magnon spectrum to a high temperature paramagnetic phase. This temperature coincides with
the transition temperature Tc reported in [174] for the same parameter point.

To further understand this behaviour, we plot the extracted spin relaxation time against tem-
perature, shown in Figure 7.4, for different lattice sizes and observe that the relaxation time di-
verges around T ≈ 0.5 which coincides with the transition temperature deduced from spin con-
ductance. The curves slightly shift towards lower temperatures upon increasing the lattice size
which is just a finite size effect. In the high temperature phase the current-current correlator de-
cays exponentially 〈j(0)j(t)〉 ∼ 〈|j(0)|2〉 exp(−t/τs) letting us extract the spin-current relaxation
time through an exponential fit. The spin-current relaxation time, which is the characteristic time
between successive collisions, at long times is related to the magnon damping factor (τs ∼ 1/α [9])
which explains how multi-magnon scattering heavily restricts coherent magnon transport which
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FIGURE 7.4: Relaxation time plotted against temperature. The divergence of relax-
ation time for virtual spin currents in the AFM phase. The exponential decay is
extracted from the long tail behaviour using exp(−t/τs). The temperature of diver-
gence coincides with the temperature from the conductance curves. The current-
current correlator changes behaviour from algebraic or power law decay in the or-

dered phase to an exponential decay in the disordered phase.

just becomes diffusive. The origin of enhancement at the short-times scale of the relaxation time
towards the transition temperature is not clearly understood and maybe a combined effect of spin
damping with rapid growth of spin correlation length ξs ∼ a exp (βJ) towards lower temperatures
and other magnetic effects.
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FIGURE 7.5: The virtual spin conductance plotted as a function of temperature for
the zigzag phase at the parameter point J = −K/4. The spin conductance curve

diverges at Tc ≈ 0.14 corresponding to an order to disorder phase transition.

In Figure 7.5, the spin conductance at a different parameter point J = −K/4 in the zigzag
phase is shown. Here the total and virtual spin conductances show a peak around Tc ≈ 0.14
which is close to the value reported by [174]. The conductivity peak coincides with the peak in
the relaxation times of the spin current (not shown here) showing that the magnon transport is
highly influenced by the multi-magnon scatterings. This again emphasises that longitudinal spin



7.4. Results for the KΓ model 121

conductances could serves as probes for transition from magnetic to paramagnetic orders, which
is easier to verify experimentally.

7.4 Results for the KΓ model

We shall now discuss transport and dynamics of the KΓ model where the bond interaction matrix
is non-diagonal resulting in a modified definition of virtual spin current (see eqn (7.18)). Fig-
ure 7.7 shows the total and virtual spin conductance at the K = ±Γ within the vortex S3 and the
helical S3 × Z3 phase respectively [143]. K = Γ has a hidden O(3) symmetry wherein the vortex
order can be converted into a simple ferromagnet using a six sub-lattice transformation [41]. The
spin conductances show a broad peak centered around Tc ≈ 0.2 corresponding to a crossover, as
opposed to the sharper peaks in the JK model corresponding to phase transitions.

FIGURE 7.6: The static structure factor plotted for K = −Γ at low temperature T =

10−5
√

K2 + Γ2 which has the ordering vector ~Q = 2/3M. The first Brillouin zone
is indicated by the solid orange line and the high symmetry points and the path
Γ− K− K′ − K′′ − Γ along which the DSF is plotted is also shown. The length of the

nearest neighbour bonds is set to unity (a = 1).

At K = −Γ there is no observable divergence and the spin conductance behaviour is rather
trivial. The low temperature static structure factor (see fig 7.6) displays well defined Bragg peaks
in the first Brillouin zone with ordering vectors Q = 2/3M suggesting that the system orders
magnetically at low temperatures. The ground state was found to be a 18-site sophisticated spin
helical structure [136] with 9 pairs of highly entangled double spin helices. This helical struc-
ture is highly sensitive to temperature and upon slightly increasing temperature ( well below the
transition temperature T < Tc ≈ 0.04 [185]), the delicate ground state structure is completely
destroyed as shown by the dynamical structure factor in Figure 7.8. The excitation spectrum is
highly diffusive with broad scattering continuum over the entire magnetic bandwidth which is
to be expected given the large unit cell size and the complex spin modulation pattern and multi-
magnon scatterings [61]. This implies the coherent(well defined) magnon picture which is es-
sential for spin transport dissociates upon increasing temperature and spin conductance which is
related to magnon mediated transport is not a sensitive probe or conversely, the spin conductance
shows that the low temperature magnetic order is not very robust against thermal fluctuations
and spin transport is highly diffusive suggesting that a delicate low temperature phase smoothly
melts into the high temperature disordered phase. In contrast in the AFM phase of the JK model
discussed in the previous section we see that the AFM spectrum is quite robust against thermal
perturbations till T = 0.2 before it melts at the transition temperature into a broad continuum
in the paramagnetic phase and shows that the picture of coherent magnon transport is valid and
spin conductance can serve as a probe to detect the change in spin textures. Thus the idea of well
defined/coherent magnons is essential for the utility of spin conductance as a probe.
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FIGURE 7.7: The virtual spin conductance is plotted as a function of temperature.
At (a) K = Γ the broad peak at Tc ≈ 0.18 corresponds to the crossover temperature
in the KΓ model of the S3 phase which can be reduced to a simple ferromagnet by a
six-site lattice transformation. In contrast at (b) K = −Γ the spin conductance curve
shows no peak which might be explained by the decoherent magnon picture for this

phase.

To understand the sophisticated low temperature magnetic order better, we study the dynam-
ical structure factor, shown in Fig 7.9, at extremely low temperatures T ∼ 10−5

√
K2 + Γ2 in order

to capture the ground state and decouple all effects of thermal fluctuations and multi-magnon
scatterings, along the path Γ− K − K′ − K′′ − Γ in the first Brillouin zone shown in Fig 7.6. We
further study the prominence of the spiral by analysing the dynamical response with increasing
spiral (transverse spin magnetization) component or equivalently increasing Γ at three different
points K = −

√
3Γ, K = −Γ, K = −Γ/

√
3 from a negligible value of m⊥ ≈ 10−4 for K = −

√
3Γ to

m⊥ ≈ 0.4 for K = −Γ/
√

3. In addition there is a hidden symmetry transformation which makes
a six-site pattern and an 18 site pattern degenerate [136]. To untangle the two effects namely the
evolution of the spiral and the hidden symmetry imposed degeneracy we focus on the six-site
pattern (type 1 shown in 7.9 (a),(c),(e)) and the 18 site pattern (type 2 shown in 7.9 (b),(d),(f))
separately.

Figure 7.9 (a) and (b) show clear and distinct spin wave spectrum with six spin wave modes
corresponding to the six site unit cell in (a) and the hidden symmetry related degenerate 18-site
order in (b) which shows lesser than 18 distinct spin wave modes suggesting some of the modes
are degenerate. The spectrum is gapped and a prominent feature of type 2 is the higher intensity
of the lowest frequency branches around the Γ point. The flatness of the top two high frequency
bands suggests possible topological magnon [150].

Upon increasing Γ in Figure 7.9 (b) and (d) we observe that the spectrum becomes a more
dispersive and bunching of spin waves into 3 bands takes place. The effect of a spiral is to modify
the ordering vector from Q to Q± q where q is related to the pitch of the spiral [106, 189]. A finite
energy Gaussian envelop is always added to the spectrum to rid of numerical artifacts and mimic
the finite energy resolution in experiments more closely. In systems where the pitch of the spiral
is large and finite the splitting of the low frequency spin wave modes is prominent and clearly
distinguishable [189] but in systems with a smaller spiral pitch the finite energy convolution leads
to the merging of the closely spaced branches which appear as a broad single branch. This is
consistent with our observation here, the width of the low frequency branches near the ordering
vectors increase owing to the increased spiral structure of the ground state.

This trend seems to continue as we increase Γ further(see Figure 7.9 (e) and (f)). The bunching
of spin waves into the three bands is more prominent here with the lower and middle bands
becoming more dispersive while the high energy bands remains unaltered (compared to K = −Γ)
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FIGURE 7.8: The dynamic response for the (a) spiral phase at T = 0.01 and (b) AFM
phase at T = 0.2 well below their transition temperatures is shown. The spiral spec-
trum disintegrates into a broad dispersive spectrum upon increasing temperature
signifying that the linear magnon description is not robust to thermal fluctuations
and multi-magnon scatterings play an essential role resulting in a decoherent scat-
tering picture. The virtual spin conductance as a result is trivial. The AFM spectrum
is robust against thermal perturbations till it melts at the transition temperature into
a broad continuum in the paramagnetic phase and shows that the picture of coher-
ent magnon transport is valid and spin conductance can serve as a probe to detect

the change in spin textures.

showing a distinct three-mode contribution. The band gap of the spectrum is reduced which is
expected as we move towards the gapless Γ spin liquid. It is however important to mention that
the true ground state structure is genuinely incommensurate and while a description in terms of
linear spin waves is not possible, dynamical spin spectrum show broad diffusive bands which is
a result of large unit cells, spiral structure and finite energy resolution making it hard to isolate
and study these highly tangled helical states in these frustrated magnets, and purports the need
to complement our understanding with spin transport measurements.

7.5 Summary and Outlook

In the final chapter we studied dynamics in the JKΓ model on the honeycomb lattice using classical
spin dynamics and linear response theory.

We found that longitudinal spin conductance serves as a probe of phase transitions and is sen-
sitive to changes in spin textures but longitudinal thermal conductance does not. However the
utility of spin conductance as a probe heavily relies on having a coherent (well defined) magnon
picture upto the transition temperature and if we do not have such a picture as in the case of
the spiral phase spin conductance is then rather trivial. We also discovered that equivalence of
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(b) DSF for type 2 at K = − 3Γ

(d) DSF for type 2 at K = − Γ

  
 

(a) DSF for type 1 at K = − 3Γ

(c) DSF for type 1 at K = − Γ

(e) DSF for type 1 at K = − Γ/ 3 (f) DSF for type 2 at K = − Γ/ 3

FIGURE 7.9: The dynamical response is plotted at K = −
√

3Γ, K = −Γ and K =

−Γ/
√

3 for types 1 and 2 at low temperatures T ∼ 10−5
√

K2 + Γ2. The effect of the
spiral is to broaden the low frequency bands as well as bunching of the branches into

bands with increasing Γ.

eigenvalues of the interaction matrix is a necessary condition for the conservation of spin magne-
tization and in defined the virtual current as a combination of spin components conserved along
the various bonds. Virtual currents are just the conserved component of the total current and have
the physical interpretation of magnon-meditated transport even though it is not directly experi-
mentally measurable.

The dynamical structure factors for the sophisticated helical phase shows a number of in-
teresting features such as bunching of spin waves into distinct broad dispersive bands over the
magnetic bandwidth. Further the clear and distinct spin wave spectrum for small values of trans-
verse magnetization quickly melts into blurred broad bands for larger values of transverse spin
magnetization showing the effect of the spiral is to broaden and bunch bands.

We showed how longitudinal spin transport serves as a probe and can have experimental
significance in the growing field of spintronics and magnonics where magnons are the main carri-
ers. However transverse transport is a bit more subtle due to the pseudo gravitational terms one
needs to consider and remains to be investigated in future works. A natural question is that if
it functions to serve as a probe of phase transition like their longitudinal counterparts. Also the
dynamics we carried out were classical but it is possible to incorporate semi-classical effects by
assuming the spins have a Bose-Einstein distribution rather than a Boltzmann distribution at any
finite temperature using coloured noise in the evolution equation. The field of spin transport in
frustrated magnets unexplored with many open questions and also forms a bridge between theory
and experiments and serves as a complementary tool to explore the fascinating field of frustrated
magnetism.
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Chapter 8

Conclusion

In this thesis, we used an unsupervised and interpretable machine learning framework known as
Tensorial Kernel Support Vector Machine (TK-SVM) to study the JKΓ Hamiltonian which is used
to model realistic Kitaev materials. This machine learning (ML) framework was introduced in the
Greitemann et al [75, 77] as a tool to classify the phase diagram in classical frustrated magnets
with little to no previous knowledge of the topology of the phase diagram required. The phase
segregation/classification happens in an unsupervised manner owing to the observation that the
bias parameter of the decision function serves as a classifier. The phase diagram is interpreted as a
grid of phase points and the weighted bias is used to determine the existence of an edge between
any two vertices. This graph partitioning also known as Fiedler clustering [58] is then interpreted
as the phase diagram. A major advantage of this framework is its high interpretability which
lets us construct classifiers (order parameters and local constraints) from correlations between
spin components to distinguish between the different phases learnt in the classification step. The
implementation and interpretation of results of the machine learning framework are discussed in
Chapter 2.

Quantum spin liquids (QSLs) remain elusive and the search for it experimentally continues
even to this day. QSLs are characterized theoretically by exotic fractionalized excitations and other
emergent phenomena which are expected to have characteristic experimental imprints but most
proposed candidates magnetically order and low temperatures and their spin liquid signatures
in experiments are heavily debated. The JKΓ model was proposed to be a realistic minimalistic
Hamiltonian following the seminal theoretical work of Kitaev [119] and Chaloupka et al [39, 41].
We investigated this Hamiltonian and a few other extensions motivated by experiments in subse-
quent chapters to uncover the rich phase diagram and complicated the phases using the machine
learning framework discussed above. The main motivation of this work as mentioned earlier is
two fold. First we wanted to show that TK-SVM is really successful in uncovering the topology of
phase diagrams of classical frustrated magnets thus moving away from simplistic benchmarking
models to realistic models thus paving the way for exploiting machine learning as a tool to study
frustrated systems. Second we wanted to understand to what extent the experimental signatures
and quantum results could be explained by the classical limit. We found that surprisingly many
of the exotic features could be understood quite well in the classical regime thus vindicating our
hypothesis.

Chapter 3 we studied the JK model which is the simplest of the proposed models for Kitaev
materials and showed that we could successfully reproduce all the magnetic orders reported in
literature [39]. This chapter served more as a “sanity check" to the applicability of the machine
learning framework to Kitaev materials. We additionally clarified that zigzag and stripy orders are
better described by the D2h, D2 ordering matrices respectively and also showed how we could un-
cover the hidden symmetry transformations and subdimensional symmetries in this ML framework.

In chapter 4 we studied the generalized JKΓ model as well as the results of including addi-
tional secondary interactions such as Γ′, J3 on the phase diagram. These additional interactions
stabilized the zigzag order thus complicating the search for a minimalistic model applicable to
Kitaev materials. We discovered that our machine found a 32-site intricate magnetic order, which
we christened the nested-stripy-zigzag which was hitherto unreported in literature and for param-
eters reported in literature, the Kitaev candidate α− RuCl3 lies at the interface of a multitude of
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competing phases further corroborating our results with the experimental findings.
Chapter 5 was the last chapter where we used the ML framework to study the KΓ model in a

magnetic field. We found that the phase diagram is exceptionally rich hosting a plethora of un-
conventional orders and shows many common features with its quantum counterpart from field
induced separation of magnetic orders to finite extension of spin liquids against perturbations. A
complicated modulated phase S3× Z3 was found by the machine with a 18-site magnetic unit cell
which could be interpreted as arising from the competition between the spin liquids. This phase
is thoroughly investigated in Chapters 6, 7. We also reproduced the ground state constraints for
the spin liquids by exploiting the interpretation of our ML framework and showed its consistency
with those in literature. We additionally provided an alternate viewpoint where the competition
or cooperation between spin liquids leads to unconventional magnetic orders.

We investigate the classical ground state of the S3 × Z3 phase in Chapter 6 using a combina-
tion of low temperature Monte-Carlo sampling followed by spin freezing to uncover the complex
spiral structure. The ground state was found to be a complicated tangle of highly structured spin
double helices with a number of prominent features. In the final chapter 7 we investigated the
imprint of these helical phases on dynamics and transport behaviour. To do so we introduced the
concept of virtual spin currents and showed that spin conductance could be used as a classifier for
phase transitions or cross overs with the spin conductance diverging at the transition point. This
proves a valuable experimental probe and when there is a coherent magnon definition longitu-
dinal spin conductance is a good probe. In addition we showed that the imprint of the helical
structure was to broaden the spin spectrum and bunching of spin waves into broad dispersive
bands also leads to trivial spin conductance behaviour.

This thesis is just a drop in the ocean of frustrated classical magnetism. There are many pos-
sible paths one might take, one could always deploy the machine learning framework to study a
wide range of material-inspired model Hamiltonians and discover a plethora of unconventional
phases. On the other hand, one could also ponder upon the experimental signatures or conse-
quences of these phases on dynamics and transport and study the classical expected behaviours
of experimental quantities such that one can then distinguish between truly quantum features and
classical imprints in realistic experiments. This is just the start in exploration of new and exciting
physics of frustrated magnetism.
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