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Summary

Summary

Traditionally, atmospheric air pollution particles are classified by size, such

as PM10, PM2.5 (particles with less than 10 µm and 2.5 µm in aerodynamic

diameter, respectively) and ultrafine particles (UFPs), which have a diameter

below 100 nm. Because of their fine and small size, both PM2.5 and UFPs,

can penetrate deep into the lungs and settle in the alveolar region where they

can translocate into the bloodstream through the capillary barrier and reach

other organs. We want to better understand how UFPs can affect human

health and to obtain an overview of the inducing biological mechanisms. To

do so, we tackled the matter with two different approaches: a molecular

one, using “omic” technologies, and an epidemiological one, focusing on the

investigation of specific blood biomarkers.

The molecular approach consists of working with engineered nanoparti-

cles (ENPs) as a manageable tool to study UFPs toxicity mechanisms on

human cells, given their similarities in size, metal contents, biological effects

induced and exposure routes. We investigated the toxicity of Cadmium Sul-

fide Quantum Dots (CdS QDs) on two different cell lines, which are HepG2

(liver hepatocellular carcinoma) and THP-1 (peripheral blood monocyte), in

order to represent different routes of exposure. Both cell lines were treated

with sub-toxic dose of CdS QDs and Cd2+, respectively. RNA was then

isolated and RNA sequencing and miRNome profiling were performed. The

transcriptomic data and miRNAs-mRNAs interactions analyses reveal for

HepG2, exposed to CdS QDs, the activation of RAS and the calcium sig-

naling pathways, which could induce an increase in intracellular calcium and

lead to apoptosis as final step. On the other hand, THP-1 exposed to CdS

QDs points at Janus kinase/signal transducers and activators of transcrip-
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tion (JAK/STAT) signaling and inflammatory pathways, which are directly

related with autophagy. In both cell lines the response to Cd2+ is different

compared to the ones for CdS QDs treatments. The apoptotic pathway seems

to be imminent after a 24h exposure. In conclusion, in our study, we high-

light potential risks associated with exposure to engineered nanoparticles at

the molecular level.

In the second section an epidemiological approach was used. We con-

ducted a long-term analysis at population scale to assess the link between

air pollutants (including UFPs) and inflammation and coagulation blood

biomarkers reflecting cardiovascular health. This cross-sectional study is

based on the German KORA S4 study, the exposure data were provided by

the ULTRA III project. The air pollutants considered were: PM(10; 2.5; coarse),

NO(x; 2), O3 and UFPs measured as particle number concentration (PNC).

The ULTRA III measurements took place in Augsburg, the study area of

KORA. Long-term exposure (annual average) to air pollutants was predicted

by using Land-use regression modeling (LUR) at the home address of each

participant of the study. Multiple linear regression models were used for

these analyses. Models were adjusted for different confounders. The results

show an association between biomarkers of inflammation and coagulation

with almost all the pollutants, in particular with UFPs.

In summary, we observed adverse effects of nanoparticles on two differ-

ent human cell lines at molecular level after short-term exposure, as well

as at population-scale in association with long-term exposure. Moreover,

this study highlights the association of inflammatory and coagulation blood-

biomarkers with PM and gaseous pollutants, linking it directly with an in-

creased risk of cardiovascular disease.
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Zusammenfassung

Traditionell werden Luftschadstoffpartikel nach ihrer Größe klassifiziert, und

als PM10, PM2.5 (Partikel mit einem aerodynamischen Durchmesser von

weniger als 10 µm bzw. 2.5 µm) und ultrafeine Partikel (UFP), die einen

Durchmesser von weniger als 100 nm haben. Aufgrund ihrer Große können

PM2.5 und UFP tiefe in die Lunge eindringen und sich in der Alveolarregion

absetzen, wo sie über die Kapillarschranke in den Blutkreislauf gelangen und

andere Organe erreichen können. Um besser zu verstehen, wie sich die UFP

auf die menschliche Gesundheit auswirken können, und uns einen Überblick

über auslösende biologische Mechanismen verschaffen, haben wir zwei ver-

schiedene Ansätze gewählt: einen molekularen, bei dem ”omic”-Technologien

zum Einsatz kommen, und einen epidemiologischen, der sich auf die Unter-

suchung spezifischer Biomarker konzentriert.

Für meine Forschungsstudie über die Toxizitätsmechanismen von UFP

besteht der molekulare Ansatz darin, mit technisch hergestellten Nanopar-

tikeln (engineered nano particles, ENPs) als praktischem Werkzeug zu ar-

beiten, da sie UFP in Bezug auf Größe, Metallgehalt, ausgelöste biologische

Effekte und Expositionswege ähneln.

Wir untersuchten die Toxizität von Cadmiumsulfid Quantenpunkten (CdS

QDs) an zwei verschiedenen menschlichen Zelllinien, nämlich HepG2 (hepa-

tozelluläres Leberkarzinom) und THP-1 (periphere Blutmonozyten), um ver-

schiedene Expositionswege zu repräsentieren. Beide Zelllinien wurden jew-

eils subtoxischen Dosen von CdS QDs und Cd2+ ausgesetzt. Anschließend

wurde die RNA isoliert und eine RNA-Sequenzierung sowie ein miRNome-

Profiling durchgeführt. Die transkriptomischen Daten und miRNAs-mRNAs

Interaktionsanalysen zeigen für die mit CdS QDs behandelte HepG2 Zel-
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llinie, eine Aktivierung von RAS und der Kalzium Signalwege, die einen

Anstieg des intrazellulären Kalziums induzieren und schließlich zur Apop-

tose führen könnten. In mit CdS QDs behandelte THP-1 hingegen, finden

wir Hinweise auf Janus kinase/signal transducers and activators of transcrip-

tion (JAK/STAT) Signalwege und Entzündungswege, die direkt mit der Au-

tophagie verbunden sind. In beiden Zelllinien ist die Reaktion auf Cd2+

anders als bei der Behandlung mit CdS QDs. Apoptose scheint unmittelbar

nach 24 Stunden Exposition zu erfolgen. Zusammenfassend lässt sich sagen,

dass wir in unserer Studie das mögliche Risiko hervorheben, das mit einer

Exposition gegenüber technisch hergestellten Nanopartikeln auf molekularer

Ebene zusammenhängt.

Im zweiten Teil wurde ein epidemiologischer Ansatz gewählt. In einer

Langzeitstudie auf Bevölkerungsebene untersuchen wir den Zusammenhang

zwischen Luftschadstoffen (einschließlich UFP) und Entzündungs- und Gerin-

nungs Blutbiomarkern, die kardiovaskuläre Gesundheit widerspiegeln. Diese

Querschnittsstudie basiert auf der KORA S4 Kohorte. Die Expositionsdaten

stammen aus dem ULTRA III-Projekt. Die für diese Arbeit berücksichtigten

Luftschadstoffe waren: PM(10; 2.5; grob), NO(x; 2), O3 und UFP gemessen als

Partikelanzahlkonzentration. Die ULTRA III-Messungen fanden in Augs-

burg statt, dem Untersuchungsgebiet von KORA. Die langfristige Belastung

(Jahresmittelwert) gegenüber Luftschadstoffen wurde mit Hilfe der Land-

nutzungsregressionsmodellierung (LUR) an der Wohnadresse jedes Studien-

teilnehmers geschätzt. Für die Analysen wurden multiple lineare Regres-

sions modelle verwendet, die für verschiedene Störfaktoren adjustiert wur-

den. Die Ergebnisse zeigen einen Zusammenhang zwischen Biomarkern für

Entzündung und Gerinnung mit fast allen Schadstoffen, insbesondere mit

UFP. Wir haben in zwei verschiedenen menschlichen Zelllinien nachteilige

Auswirkungen einer kurzfristigen Exposition gegenüber Nanopartikeln auf

molekularer Ebene sowie einer langfristigen Exposition auf Bevölkerungsebene

beobachtet. Darüberhinaus hebt diese Studie den Zusammenhang zwis-

chen Entzündungs- und Gerinnungs Blutbiomarkern und Feinstaub sowie

gasförmigen Schadstoffen hervor, und weist damit auf einen direkten physi-

ologischen Link für ein erhöhtes Risiko von Herz-Kreislauf- Erkrankungen.





CHAPTER 1. INTRODUCTION

Chapter 1

Introduction

The main objective of my PhD project is to study the link between air pollu-

tants and human health, which is a persistent worldwide problem. According

to World Health Organization (WHO), each year 7 million of people in the

world die prematurely because of indoor and outdoor air pollutants. Air pol-

lution is a complex mixture of gaseous and particulate components [1], the

main ones are: Nitrogen oxides (NO2 and NOx), Sulfur dioxide (SO2), Ozone

(O3), Carbon monoxide (CO), Volatile Organic Compounds (VOCs) and

Particulate Matter (PM) in different size fractions. The processes that con-

tribute to air pollutants generation are both anthropogenic and natural. The

main ones in relation to human activities are: vehicle emissions, industrial

and agricultural emissions, residential heating, the production, distribution

and use of chemical products [2]. Some natural agents are sea salt, suspended

soils, natural wildfires, volcanoes and organic compounds from plants. Air

pollutants are grouped into main classes which are primary and secondary

pollutants. Primary pollutants are those that are released into the environ-

ment directly as a result of the process that generated them. Secondary

pollutants, on the other hand, are those substances that are generated as

a result of chemical and physical interactions among primary pollutants, or

between primary pollutants and the atmosphere. These interactions can be

activated by solar energy and often involve atmospheric oxygen.

Considering the fact that human contribution to air pollutants is very rel-
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evant, it is important to have strong and effective policies that limit their

emissions both for our health and for the environment. It is a big challenge

for us as a society to try and achieve this goal, but it is necessary in order to

prevent disease, improve our quality of life and that of future generations.

Currently, the EU has set limit values for PM10,2.5, O3, SO2, NO2, Poly-

cyclic Aromatic Hydrocarbons (expressed as concentration of Benzo(a)pyrene),

lead and other pollutants that may adversely affect human health or ecosys-

tems. These are included in the 2008 Directive on Air Quality and Cleaner

Air for Europe (2008/50/EC) and the 1996 Framework Directive on Air Qual-

ity Assessment and Management (96/62/EC) [3, 4]. After the introduction

of such limits a decrease in air pollutants levels have been recorded, as can

be seen in Figure 1.1 [5]. The European Commission wants to further reduce

those limits to minimize by 55% the number of deaths caused by air pollution

in 2030 [6].

Figure 1.1: Decrease in emissions of most air pollutants in the EU from 2000-
2018. From EEA ‘Air quality in Europe - 2020 report’ published in November
2020 [5].

Moreover, in September 2021, the WHO updated its ”Air Quality Guide-

lines” [7] recommendations, decreasing the annual and daily emission limits

for key pollutants, PM10, PM2.5 and NO2 as shown in Table 1.1 [8]. The Eu-

ropean Commission’s objective is to move in parallel with these new WHO’s

guidelines.
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Table 1.1: Limit values: global WHO Air quality guidelines 2005 and 2021; Air
Quality Directives (2008/50/EC, 2004/107EC) [8]

Pollutant
Averaging
Period

WHO 2005
Air Quality
Guidelines

WHO 2021
Air Quality
Guidelines

EU Air
Quality

Directives

PM2.5 Annual 10 µg/m3 5 µg/m3 25 µg/m3

PM2.5 Daily 24h 25 µg/m3 15 µg/m3 -

PM10 Annual 20 µg/m3 15 µg/m3 40 µg/m3

PM10 Daily 24h 50 µg/m3 45 µg/m3 50 µg/m3

NO2 Annula 40 µg/m3 10 µg/m3 40 µg/m3

NO2 Daily 24h - 25 µg/m3 50 µg/m3

This action is indicative of the increased interest that the problem is re-

ceiving, and it exemplifies the urge to act in a coordinated fashion at the

international level. In recent years, special attention was given to fine and

ultrafine fraction of particulate matter, these are PM2.5 and PM0.1 respec-

tively. Their relevance is due to their potential effects on human health.

The following section is an overview about what airborne particles are, and

why the decreasing size of such particles have a strong impact on health.

1.1 Airborne particulate matter

Airborne particulate matter (PM) is defined as a mixture of solid parti-

cles and liquid droplets suspended in air [9]. PM can be both: directly

emitted from different sources, indicated as primary; or formed within the

atmosphere from the condensation of trace gases, referred to as secondary

particulate matter [10]. Traditionally, atmospheric particles are classified

by size, in term of aerodynamic diameter. By definition it refers to the

equivalent diameter of a unit density spherical particle with the same termi-

nal settling velocity as the particles being measured [11]. PM10 and PM2.5

are defined as particles with less than 10 µm and 2.5 µm in aerodynamic

diameter, respectively. Ultrafine particles (UFPs) are also called PM0.1 or

”nanoparticles”, they include all the ones with diameter below 100 nm [12].



1.1. AIRBORNE PARTICULATE MATTER 4

Going into more detail, two metrics are mostly used to describe PM, which

are number concentration, meaning the number of particles within a given

volume (particles/cm3), and the mass concentration, defined as the mass of

particles within a given volume (µg/cm3) [13,14]. Particles that are measured

by mass passing through a sampler inlet with a 50% efficiency cut-off at 10

µm and 2.5 µm are referred to as PM10 and PM2.5 respectively. On the other

hand, UFPs are quantified as particle number concentration since their mass

is negligible. Unlike the main air pollutants, particulate matter is not a spe-

cific chemical entity, but, being a mixture of particles from different sources,

it can have a highly variable composition, depending on the sampling season

and size. In general, particulate matter consists of: sulphates, nitrates, am-

monium ion, sodium chloride, carbonaceous particles, metals, mineral dust,

biologic materials (such as pollen, spores, bacteria, endotoxins) and water.

Carbonaceous particles are generally defined by measurement techniques and

thermal and optical properties.

I report here the following definitions:

� Total carbon (TC) mass: describe the mass of all carbonaceous matter

in airborne particles [15].

� Elemental Carbon (EC): defined as a “substance containing only car-

bon, not bound to other elements, but which may be present in one or

more of multiple allotropic forms” [16], it is quantified using thermal

and optical methods [17].

� Organic carbon (OC): comprises a large set of compounds in which

carbon is chemically bonded with other carbon atoms, hydrogen and

other elements such as oxygen, sulphur, nitrogen, phosphorus, chlorine,

etc.. Polycyclic aromatic hydrocarbons are (PAHs) are included in this

category.

� Black carbon (BC): the term ”black” implies that this component is

responsible for the absorption of visible light. BC is a useful qualitative

description when referring to light-absorbing carbonaceous substances

in atmospheric aerosol. It is quantified using optical methods [15,17].
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� Black soot (BS): referring to carbonaceous particles formed from incom-

plete combustion. It is itself a harmful air pollutant and is a climate

forcing agent contributing to climate change.

As reported in Figure 1.2 (b), depending on their size, the particles can

settle in different regions of our respiratory system. Specifically, decreased

particles size increases the penetration into the lungs: the coarse fraction

tends to deposit in the upper tract of the respiratory system, from the nose

to the tracheobronchial region, whereas the fine and ultrafine fractions go

deeper to deposit in the alveoli region, where some of them can also enter into

the bloodstream. This characteristic mainly concerns UFPs, which deserve

their own section as they are one of the topic of my analysis.

The interaction of the airborne particles with human cells results in oxi-

dation stress and inflammation as a first response [18–20]. The mechanisms

with which these particles act are represented in Figure 1.3 (b). The first

defense cellular response to increasing level of reactive oxygen species (ROS)

is the activation of Nuclear factor (erythroid-derived 2)–like 2 (Nrf2) [21,22]

which induces the expression and activation of antioxidant, antiapoptotic

and detoxification proteins. When this mechanism fails, ROS accumulation

induce the activation of inflammatory pathways, as NF-kβ and consequently

release of cytokines [23]. The imbalance between ROS and anti-oxidative

compounds, with the prevalence of the former may in the long-term culmi-

nate in a plethora of cardiovascular risks [23, 24].
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(a) Particulate matter formation.

(b) Deposition based on particles diameter.

Figure 1.2: Figure (a): secondary aerosols formation consisting of three major
steps, nucleation-condensation-agglomeration, in which particles can be modified
or increase their size. From [25].
Figure (b): Deposition fraction based on particle diameter at a respiration rate
of 15 breaths per minute (bpm) for a tidal volume (Vt) of 500 mL and a flow
rate (Q) of 250 mL/sec. From [3]
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(a) Particulate matter into alveoli.

(b) Mechanisms of induction oxidative stress by the particles.

Figure 1.3: Figure (a): Inhalation of particulate matter and their interaction
with pulmonary surfactant. PM can penetrate lung surfactant to invade capillar-
ies barrier and enter into the bloodstream. Re-adapted from [26].
Figure (b): in [18] they reported the following principal mechanisms of oxida-
tive stress induction by air particles inhaled by the respiratory system. As a first
step particles diffuse in the respiratory tract lining fluid (RTLF) where they can
induce oxidative stress to the alveolar macrophages and to epithelial cells. The
main mechanisms are: 1) introduction of metals, that might be adsorbed on the
surface of the particles that can react with O2 and H2O2 and promoting fur-
ther radical generation, including the highly reactive hydroxyl radical (OH-); 2)
Polycyclic aromatic hydrocarbons (PAHs) and Quinones on the PM surface can
undergo in redox cycling to form the semi-quinone radical that also result in O2

and H2O2. Specifically to PAHs, they are converted in Quinones by cytochrome
P450 1A1 (CYP1A1) and and epoxide hydrolase. 3) The bacterial components
on particles surfaces can also trigger inflammation.
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1.1.1 Ultrafine particles

UFPs are nanoparticles with unique properties. They are dispersed in the

environment all around us and can be generated by both anthropogenic and

natural processes. The ones which come from human activities are part of

anthropogenic incidental nanomaterials category, defined in [27] as ”nanoma-

terial unintentionally produced as a result of any form of direct or indirect

human influence or anthropogenic process”. UFPs have a short life span in

the atmosphere: by Brownian diffusion they are rapidly deposited, they oth-

erwise accumulate and coagulate with each other into larger particles (1.2a).

They show in fact a decreasing gradient dependent upon time and distance

from the generating source [28,29]. However, the level of concentration in ur-

ban environments remains persistent due to the effects of the internal vortex

of traffic flow and/or the temperature gradient within the city [30]. Vehicle

emissions are the main anthropogenic source of UFPs within urban environ-

ments, as indicated in ”Industrial emissions of nano- and ultrafine particles”

report [31] of the European Commission. They estimate, in 2008, that 34% of

UFP is emitted from road transport and 22% from other transport and ma-

chinery, 12% industrial combustion, agriculture 8%, industrial processes 5%

and 4% of power generation [31]. It can be deduced therefore that those most

exposed to such negative impacts are individuals living closer to highly traf-

ficked roads and those driving across the urban grid on a daily basis [32–34].

It is also important to consider indoor environments, ranging from one’s own

living space to workplaces, where inadequate ventilation can lead to high

concentrations of nanoparticles. The question that arises is why these parti-

cles are so dangerous to our health. Certainly, the first reason is their size.

After the inhalation of UFPs, they enter into the lungs where they can per-

sist longer because they can escape phagocytosis by alveolar macrophages,

thus they deposit in the alveolar cavities. Here, as already mentioned above,

a part of them can translocate into the bloodstream through the capillary

barrier, as shown in Figure 1.2 (a) [26,32] and reach the other organs. UFPs

have high oxidative potential due to their large surface area, and can there-

fore adsorb hazardous metal and organic compounds that are deleterious to
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our health increasing their toxicity [19,22,35,36]. This can lead to cell injury

and tissue damage, which in return enhance inflammation. Another concern

of UFPs is that, unlike other PM fractions, they have not been directly tar-

geted by standard regulation yet. This obviously makes it more difficult to

try and tackle the problem. The most effective general measure to diminish

their air concentration today is to limit the magnitude of traffic flows by

particles-emitting vehicles.

1.2 Overview of the work

My PhD project is part of a co-tutorship agreement between Università degli

Studi di Parma, Ludwig-Maximilians-University of Munich and in associa-

tion with Helmholtz Zentrum München, where I had the chance to spend

part of the time dedicated to my research. The project begun as part of

AWAIR (Environmental integrated, multilevel knowledge and approaches to

counteract critical air pollution events, improving vulnerable citizens quality

of life in Central Europe functional urban areas), a program with the goal

of defining new air quality indicators at European level to achieve greater

health protection for EU citizens. The project was financed by Interreg Eu-

rope and was coordinated by ARPAE - Emilia Romagna, and has as Italian

partners the Municipality of Parma and Consorzio CINSA (National Inter

university Consortium for Environmental Sciences). The European partners

involved in the project are the municipalities of Budapest (Hungary), Ka-

towice (Poland), and the Institute of Epidemiology at Helmholtz Munich

(Germany).

My role as a researcher has been to evaluate the effects that air pollution

can have on human health, investigating this broad topic from different points

of view and considering its complexity at microscopic and macroscopic level.

The first phase of my research, conducted at the University of Parma,

consisted of a toxicological study assessing how UFPs impact our health at

molecular level, by studying molecules’ interactions and consequent pathways

activation. To tackle this question we used specific Engineered Nanomaterials

(ENMs) as a proxy for environmental UFPs to facilitate the study of their
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toxicity.

The second phase, conducted at Helmholtz Munich, aimed at explor-

ing the association of cardiovascular health with long-term exposure to air

pollutants. This association was studied in detail comparing cross-sectional

data on pollutants concentration and specific inflammation- and coagulation-

reflecting biomarkers.

This dissertation is divided in two parts, reflecting the two paths of my

PhD project. Both parts are developed with a similar structure, and compre-

hend specific conclusions at the end of each part. A conclusive chapter can

be found at the end of the thesis, with remarks and observations regarding

the broader topic of my entire project.



Part I

Engineered nanoparticles: an

opportunity to study

toxicological effects of Ultrafine

particles
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Chapter 2

Background I

The general research question of my work has been: what is the effect of UFPs

exposure on human cells?

Performing in vitro toxicological studies with UFPs poses some challenges

in regard to the sampling procedure. For instance, the amount of UFPs mass

required is very large, and there is a risk of inducing physico-chemical changes

during sample preparation [30, 37]. Furthermore, the classical ”sampling-

extraction-exposure” procedure, which has always been used in toxicological

PM in vitro studies, would not reliably reproduce real exposure to UFPs

given the strong dependency of their physico-chemical characteristics on the

emission [38] source. Since size is the key feature of UFPs related to their

impact on human health, we chose to use Engineered nanoparticles (ENPs)

as surrogate particles to investigate this impact at the cellular and molec-

ular level. This makes it possible to extrapolate useful information on the

size-dependent effect of nanoparticles, and it also consistently simplifies the

sampling procedure. Nanotoxicology has taught us a lot about the molecular

mechanism induced by nanoscale particles. This part of the work wants to

progress in this direction, and contributes to expanding our knowledge on

the topic.

12
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2.1 The Nano world

Before starting with the definitions, I think it is important to point out that

the ”definition of nanomaterials (NMs)” is still an active scientific and polit-

ical debate because of their use in regulatory assessment.

Today, NMs in REACH (Registration, Evaluation, Authorisation and Re-

striction of Chemicals), are treated as any other chemicals [39]. I will give

here the main and accepted definition. NMs are defined as materials that

have structural components smaller than 1 µm in at least one dimension;

generally speaking any organic, inorganic, or mixed (organometallic) ma-

terial that presents distinct chemical, physical, and/or electrical properties

owing to their nano sized [27,40]. According to [41] NMs can be classified by

their dimensionality. One-dimensional (1D) structured materials have two

nano dimensions [42] and one no-nanometer size [43]. Examples in 1D NMs

include nanotube, nanofiber, nanowire and nanorod, and nanofilaments. 1D

nanomaterials are widely used in electronics, as they can be highly con-

ductive and sensitive. Those with two-dimensional (2D) materials in the

nanoscale include ultra-thin films on a surface and multi-layer material, disc

and platelets. They have been explored for various applications in electron-

ics, optoelectronics, sensors, catalysis, etc. [44]. The third type nanomaterials

(3D) are also known as bulk nanomaterials. The 3D materials contain disper-

sions of nanoparticles, bundles, nanowires, and nanotubes. Zero-dimensional

(0D) materials are sized at nanoscale level in all three dimensions [42, 45],

simply nanoparticles. Nanoparticles (NPs) are the subject of my study so

we will focus mainly on these. NPs are produced from both natural and

anthropogenic processes (Figure 2.1).

The former are mainly produced by biogeochemical process, such as sea spray,

dust storms, forest fires, volcanic eruptions [27,46,47].

On the other hand, the latter can indirect and direct produce NPs, and

are divisible in: incidental nanopoarticles which are an unintentionally result

of any anthropogenic process such as from vehicle emission (UFPs), incom-

plete combustion in heating and cooking and in industry emission etc.; while

intentional nanoparticles are designed to have specific chemical and physical
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Figure 2.1: Natural and anthropocentric sources of nanoparticles. From
Cristina Buzea and Ivan Pacheco [46]. Nanoparticles (referring to zero-
dimensional (0D) nanoscale materials in all three dimensions [41])can be divided
into: natural NPs, mainly produced by biogeochemical processes, and into an-
thropogenic NPs, which include unintentional (UFP) and intentional (engineered
NPs).
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properties, which are ENPs [27]. Considering the definitions above, NPs are

not only present as a component of outdoor air pollution, certain working-

environments have been demonstrated to provide conditions of nanoparticles’

concentration even higher than the outdoor environment [34, 48]. Specifi-

cally, these conditions have been found in relation to the use and production

of ENPs [32, 34, 49], which today represent an interesting technology with a

growing number of applications in a wide range of sectors. In Figure 2.2, the

graph shows a representation of ENPs applications in different fields [50].

Figure 2.2: ”Global nanoproducts stats by the end of 2018”, distribution
across industries. From [50]

Some of these fields are: electronics, biomedical science for diagnosis,

imaging and drug delivery, agriculture, food industry, cosmetics and other

purposes [51]. The increasing frequency for occasions of exposure to ENPs

necessarily leads to the need of information on their possible health impact.

To this purpose, already in 2004, K. Donaldson and colleagues [52] founded

a subcategory of toxicology, namely Nanotoxicology.

The effects of ENPs are closely linked to their physico-chemical proper-

ties, which may be very different from UFPs. Nevertheless, ENPs present

various characteristics that make them a suitable and easily accessible proxy

for the study of the interactions between UFPs and human health [22, 53].

Some of these characteristics are presented in the following Table 2.1, re-

adapted from [54].

The main common feature is the size, and focusing on inhalation as a
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Table 2.1: Comparison table between UFPs and ENPs. Re-adapted from [54].

Nano-sized particles

Unincidental Incidental

Features ENPs UFPs

Sources Manufacturing
processes

Incomplete combus-
tion(vehicles, indus-
try, etc..)

Morphology Regular (sphere,
as 0D-NMs)

Irregular

Homogeneity Yes No

Organic chemical content Low High

Metal impurities Varies High

Ros generation Varies Yes

Exposure routes Inhalation, skin,
ingestion, injec-
tion

Inhalation

Adverse health effects Varies Yes

route of exposure, they share the same entrance into our system where both

can induce oxidative stress and systemic inflammation.

Figure 2.3: Inhalation of different types of nanoparticles and entry into our
bodies. From [22].

I reproduced here the following Figure 2.3 taken from [22], because I think

it sums up well what has been said so far. We used a specific kind of ENPs

for our research in order to study the effects of nanometer-sized particles at
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the cellular level. These are Cadmium Sulfide Quantum Dots (CdS QDs).

In the following section I will cover some of their most meaningful character-

istics.

Quantum Dots (CdS QDs)

Quantum dots (QDs), engineered nanomaterials, are zero-dimensional semi-

conductors in the size range of 1-10 nm in which electrons are strongly and

completely confined. Because of this, size and shape, they have unique op-

tical properties: sharp and symmetrical emission spectra and high fluores-

cence and photostability [55]. Larger QDs of 5-6 nm in diameter emit longer

wavelengths, producing colours such as orange or red. Smaller QDs (2-3

nm) emit shorter wavelengths, producing colours such as blue and green.

Figure 2.4: Core-shell QDs
structure.

However, the specific colours vary depending

on the exact composition of the QDs. The

core-shell design implies that the nanocrys-

tals consist of a semiconductor core material

with quantum dots, surrounded by a semi-

conductor shell and surface capping ligands

to reduce the vulnerability of the core. They

have found applications in various fields, but

particularly in nanomedicine as they are,

for example, a useful tool as biological la-

bels: by surface modifications (ligands) they

can be adapted to bioconjugate with bio-

logical molecules such as proteins, oligonu-

cleotides, antibodies [56]. Other examples

in nanomedicine of QDs applications are in bio-imaging, in diagnostic agents

for tumor detection, and in molecular probes for drug delivery to monitor

therapeutic efficacy. Given these exciting results, it is important to study

their toxic effects at the molecular level. In my PhD project I used Cadmium

Sulfide QDs (CdS QDs), which have attracted much interest in biomedical

applications because of their high surface area and good conductivity [57],
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which makes them excel in terms of optical and electrical properties [57,58].

On the other hand, the concern about their cytotoxicity is still a topic of dis-

cussion today, especially regarding their interaction with biological molecules.

They could aggregate and agglomerate within the cells, and, moreover, the

possible release of cadmium is not fully understood.

2.2 Overview of the impact on human health

We are constantly exposed to NPs, being them natural or anthropogenic, in

indoor or outdoor environments.

Figure 2.5: Complete cycle from inhalation of NPs to final excretion from the
human body. From [49].

With nanotoxicology we want to know how these particles affect us. The

main route of exposure to NPs is through inhalation followed by ingestion,

skin absorption, and injection [49]. Malakar [49] and colleagues have clearly

represented graphically the exposure pathway and the complete cycle of NPs

in our body, Figure 2.5. As already mentioned above, the biological impact

of NPs depends on their physical and chemical properties, which are: size,

agglomeration or aggregation, surface morphology and charge, solubility in

different media [59]. These parameters can modify internalization by cells,

binding to proteins, translocation within the organism and the possibility of

cause tissue damage [60]. Their small size allow them to reach every part of
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our body and this can be both, an opportunity and a threat. In relation to

the inhalation of nanoparticles, the first organ target are the lungs where they

can cause pulmonary inflammation, bronchitis, asthma and in the worst case

lung cancer. From the lungs, a small fraction of them enter the bloodstream

through the capillary barrier and travel to other parts of the body that larger

particles cannot reach. In addition, several studies [59,61–63] evidenced that

the spherical shape of NPs facilitates uptake by cells since more time is needed

to envelop elongated particles [64], consequently affecting the toxicity level.

Surface charge is the major determinant of cellular internalization, positively

charged particles were generally better taken up than the negative ones [65].

Conversely, neutral charged particles do not interact much with biological

materials [64]. The chemical composition is a key parameter to consider;

the chemicals adsorbed on the surface of the core can influence their effects

both negatively and positively. The negative effects are often attributable

to metals compounds on both natural and anthropogenic particles, which

increase the toxicity. On the other hand, specific modification on the surface

of ENPs can also result in a diminishing of cytotoxicity. Moreover, due to the

high surface energy, when NPs are close to each other tend to agglomerate

and aggregate. The former is characterized by weak forces and tend to form

larger particles resulting in a reduction of surface free energy; instead, the

latter consist of strong chemical forces between the particles [66]. Just to

mention that NPs also interacts with proteins resulting in the formation of a

dynamic nanoparticle-protein corona. This interaction may affect the uptake

by the cells of NPs with changes in the cellular response [67–69].

2.2.1 Mode of action of NPs

The primary mechanism of NPs’ toxicity appears to be the increase in reac-

tive oxygen species (ROS) and the consequent imbalance in the antioxidant

level. In general, NPs generate ROS production via chemical interactions or

via direct contact with membrane and organelles. Rising ROS levels can in-

duce a variety of signaling pathways. They can influence the homeostasis of

intracellular calcium level, the increase of which can lead to the activation of
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(a) Direct contact of NPs with cellular
comparts.

(b) Chemical reactivity of NPs.

Figure 2.6: ROS production via chemical and physical interactions.
Figure (a) shows the interactions of NPs with NADPH oxidase (NOX) com-
plexes, mitochondria and the endoplasmic reticulum. These interactions cause
membrane damage and induce an unbalanced level of ROS. As a result, Ca2+ is
released from the damaged organelles.
Figure (b):represent the generations of ROS through chemical reactivity. The
details have already been explained in the introduction, Figure 1.3 (b).

other different signaling pathways, such as c-Jun N-terminal kinase (JNK),

Nuclear factor kappa B (NF-kβ), as well as extracellular signal-regulated

kinases/ mitogen-activated protein kinases (Erk/MAPK) [70]. Two impor-

tant cellular defense mechanisms are apoptosis and autophagy, which will be

briefly discussed in the following section.

Apoptosis

Apoptosis is programmed cell death that occurs in response to a variety

of stimuli. It is a normal process that is already used during early devel-

opment, for example to select cells during embryogenesis and to eliminate

the unwanted ones [71]. Apoptosis, in contrast to necrosis, is a process of

controlled cell death that does not induce inflammation of the surrounding

tissue. Stimuli, like DNA damage (which cannot be repaired), abnormal

folding of proteins, infection can induce apoptosis and its absence can lead

to cancer. There are two main mechanisms that induce apoptosis: extrinsic

and intrinsic pathway. The extrinsic one occurs when the cell is stimulated

by an external event through ligand binding to the death receptors, which
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Figure 2.7: Schematic representation of the extrinsic and intrinsic apoptosis
pathway, from [72]. Generally, extrinsic apoptosis is induced through activation
of the Fas-associated death domain (FADD) as a result of cellular stress, which
activates recruitment of caspases. Intrinsic apoptosis is induced as a consequence
of damage to mitochondria as a loss of membrane potential, as well as being me-
diated by increased levels of ROS and consequently by dysregulation of intracel-
lular Ca2+ [72].

are: Fas receptors, tumor necrosis factor (TNF) receptors, and TNF-related

apoptosis-inducing ligand (TRAIL) receptors. When receptors are bound

to their ligand they induce the activation of FADD and TRADD, adaptor

proteins, which activate intracellular pro-caspases 8 and 10 and the effector

phase begins.

On the other hand, the intrinsic apoptosis is trigger by different cellular

stresses, such as DNA damage. It is called also mitochondrial apoptosis be-

cause it is mediated by these organelles, the control of apoptosis is ensured by

the balance of anti- and pro-apoptotic signals by proteins called BCLs: the

main anti-apoptotic factor is BCL2, while the most important pro-apoptotic

BCLs are BAX and BAK [73]. If the action of BCL2 prevails over the others,

the cell does not undergo apoptosis, but if proteins known as BH3, which are

only sensors of cellular stress, intervene, the BAX and BAK channels open
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and allow the pro-apoptotic enzymes that activate caspases (e.g. cytochrome

c) to leave the mitochondrion. The caspase activated in the intrinsic path-

way is caspase 9. Both mechanisms lead to the execution pathway that starts

with caspase 3; the results of apoptotic process are the following: in charac-

teristic cytomorphological features including cell shrinkage, chromatin con-

densation, formation of cytoplasmic blebs and apoptotic bodies and finally

phagocytosis of the apoptotic bodies by macrophages [74,75]. Nanoparticles

can induce apoptosis through both mechanisms described above. Increased

expression of caspase-8, Fas, FasL, FADD was observed in cells treated with

NP (nanoparticles) in both in vitro and in vivo experiments [76]. It has been

observed that NPs can induce the activation of death receptors through ac-

tivation of the NF-kβ pathway which is the main signaling pathway of the

inflammatory response [77]. NPs are more frequently associated with intrin-

sic apoptosis because the most recognized targets of NP-induced cytotoxicity

are mitochondria. The increased level of ROS production due to mitochon-

drial damage, in addition to DNA damage and other organelles, can increase

the inflammatory response that can lead to apoptosis. As already mentioned,

dysregulation of the normal apoptotic process may lead to cancer due to un-

controlled cell division and permit to survive genetically unstable cells [78].

Autophagy

Sevaral studies have reported the link between NPs and the autphagic pro-

cess [79–81]. Autophagy is a natural biological pathway that occurs when

the cell needs to be ”cleaned” of unnecessary or dysfunctional cellular com-

ponents or to eliminate harmful material, it is a kind of recycling pro-

cess also called ”self-eating” [82]. Autophagy consist of three major steps

which are initiation, nucleation and elongation in autophagosome forma-

tion. Its induction is originated from various condition of stress e.g. ox-

idative stress, hypoxia and starvation. Mammalian target of rapamycin

(mTOR) kinase is a mediator of autophagy in the initiation phase: its

activation leads to inhibition of the autophagic process through the phos-

phorylation of multiple proteins included in ULK- unc-51 like autophagy
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activating kinase complex involved in the nucleation of phagophore. Con-

versely, non-activation of mTOR leads to induction of autophagy by the

Figure 2.8: Graphical repre-
sentation of autophagy steps.
From KEGG maps website [83]

activation of ULK complex which phospho-

rilate III PI3KC complex components to

trigger the nucleation of the phagosome.

The components of III PI3KC activate PI3P

(phosphatidylinositol-3-phosphate), which

enriches the membrane of the omegasome,

the precursor of the autophagosome. Subse-

quently, the complex ATG5-ATG12-ATG16

is recruited for the elongation and conju-

gation with LC3 proteins. In this reac-

tion LC3-I is converted to LC3II and it is

involved in closing the membrane of the

phagophore and also in the cargo seques-

tration. The vesicle resulting from the clo-

sure of the phagophore membrane is the au-

tophagosome, which fuses with the lysosome

to form the autolysosome to degrade the se-

questered cargo [79–81, 84]. This is the key

mechanism of macroautophagy [85]. NPs

enter cells via endocytosis [86] and they are

recognized as foreign, hence the first reac-

tion is to eliminate them via the endolyso-

some pathway and/or through sequestration

by autophagosomes, following the macroau-

tophagy mechanism.

The problem occurs when there is a mal-

function of the lysosomes due to interac-

tion with NPs that can lead to blockage of

autophagic flow and, in the worst-case sce-

nario, in pyroptosis. Excessive production

of ROS causes damage to mitochondria resulting in a selective autophagic
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process called mitophagy [87–90], which is a cellular response pathway linked

to NPs exposure. Mitophagy and apoptosis are correlated; if the damage is

not resolved the cell goes into apoptosis.

2.3 Studing the nanotoxicity

In vitro studies are an efficient, rapid and cost-effective tool to investigate

the effects of nanoparticles. The advantages and disadvantages of an in vitro

study compared to an in vivo study also depend on the final purpose of

the work. In our case, the main advantage is the identification of primary

mechanisms of toxicity at molecular level in a particular tissue in the absence

of secondary effects and compensatory factors. We conducted an in vitro

study in order to investigate the cellular responses of two different cell lines,

which are: 1) HepG2 derived from human hepatocellular carcinoma, and

2) THP-1 monocytes from an acute monocytic leukemia patient. We chose

these two cell lines because they represent two important routes of exposure:

macrophages are the first to respond to external agent, therefore represent

our first response to NPs inhalation; Hepatocytes, on the other hand, are

involved in the detoxification process in the liver, where Cd (II) and also

NPs can accumulate [91,92].

2.3.1 Interactome analysis: miRNA-mRNA

What happens inside the cell is difficult to predict, a dynamic and complex

network of interacting molecules based on the Central dogma of molecular bi-

ology [93]. Starting with DNA, cells read and express genetic instructions by

transcription and pass them on to proteins by translation. Epigenetic modi-

fications play an important role in the control of gene expression in response

to specific stimoli. MicroRNAs (miRNAs), as epigenetic modulators at the

post-transcriptional level, can inhibit the expression of target genes. In this

work we tried to analyze the interaction between miRNAs-mRNAs. MiRNAs

are small noncoding RNA molecules longer ∼ 22 nucleotides. MiRNAs are

known to inhibit their target genes, however several studies have reported
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that miRNAs can also induce up-regulation of a gene target [94, 95]. These

interactions are reflected in various biological processes and thus, in patholo-

gies. Indeed, miRNAs are considered to be promising biomarkers [96] since

they result to be organ-, tissue- or cell-specific [97]. Canonical miRNA bio-

genesis begins in the nucleus with transcription of the relevant gene by RNA

polymerase II to generate the primary miRNA (pri-miRNA).

Figure 2.9: Diagram of miRNA biogenesis and how they interact with mRNAs,
from [98]. Generally, transcription of the miRNA gene produces the miRNA pre-
cursor (pre-miRNA). This is subjected to cleavage to generate the microRNA
duplex, which then results in mature miRNA that can induces gene silenc-
ing [98].

The pri-miRNA molecule is cleaved by the microprocessor complexes,



2.3. STUDING THE NANOTOXICITY 26

Drosha and DGCR8, into pre-miRNA with hairpin shape. Exportin-5 trans-

ports the pre-miRNA into the cytoplasm where it is processed by the RNase

III Dicer endonuclease resulting in a mature miRNA duplex [99]. From the

mature miRNA, one strand, 5’ ends with lower stability, bind with AGO pro-

tein to form RNA-induced silencing complex (RISC) [100]; instead the other

strand of the duplex is degraded [101]. The miRNAs 5’ seed region bind with

mRNAs target usually at the 3’ untranslated region (3’UTR) and based on

their base pair complementarity, the mRNA is either directly cleaved and

degraded or its translation is repressed [94, 98, 99, 101]. A single mRNA can

be regulated by several miRNAs; conversely, a single miRNA could affects

hundreds of mRNAs targets. The result is a large network of interactions

that may help to better understand the molecular mechanisms behind expo-

sure to toxic substances. In addition, analysis at the protein level can help

to get an overall picture. In our previous work [89], we deeply analyzed the

response of miRNome profiles of HepG2 and THP-1 exposed to CdS QDs,

and Cd2+. Here, using RNA sequencing we studied the transcriptomic re-

sponses of both cell lines through the Differentially Expressed Genes (DEGs)

and pathway analysis. Then, we integrated the resulting transcriptomic data

with miRNome profiles to obtain a comprehensive picture of miRNA-target

interactions and induced biological processes.
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Chapter 3

Materials and Methods I

3.1 Preparation of CdS Quantum Dots

Quantum dots used for this work were manufactured at IMEM-CNR (Parma,

Italy), the synthesis process is described in [102]. In general CdS QDs were

synthesized by thermolysis of a cadmium bis-thiolate precursor in octadecene

(ODE) at boiling temperature 315 °C. The synthesis was carried out by

a simple one-pot process. They were characterized in deionized water by

transmission electron microscopy (Hitachi HT7700, Hitachi High Technolo-

gies America, Pleasanton, CA). Other specific information about synthesis

and characterization are in [102]. The resulting CdS QDs have crystalline

structure with a mean static diameter of 5 nm with approximately 78% in Cd.

Measurements in deionised water reported the zeta potential to be +15.0 mV

and the average particle size (dh) of the aggregates to be 178.8 nm (Zetasizer

Nano Series ZS90, Malvern Instruments, Malvern, UK) [103]. CdS QDs were

suspended in Milli-Q water at a concentration of 100 µg mL-1, then sonicated

with a pulsed probe to minimize aggregation. For cell treatment, the stock

particle suspension was vortexed and sonicated for 30 min, and then diluted

as appropriate into complete culture medium [89].

27
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3.2 Cell culture and treatments

Cell culture method is reported in [89]. HepG2 were cultured in Dulbecco’s

Modified Eagle’s Medium (DMEM) containing 10% fetal bovine serum (FBS),

100 µg mL-1 streptomycin, 100 U mL-1 penicillin, 4 mmol L-1 glutamine.

THP-1 cells were cultured in RPMI-1640 medium containing 10% fetal bovine

serum (FBS), the glutamine concentration was reduced and it contained an

high concentrations of vitamins. Cells were cultured in 10-cm Petri dishes

under a humidified atmosphere at 37°C in the presence of 5% CO2. Prior to

treatment, THP-1 cells were differentiated into macrophages through an in-

cubation with 0.1 µM of phorbol 12-myristate 13-acetate (PMA) for 3 days.

The medium was replaced after 24 h with a fresh one containing either CdS

QDs or Cd(II) (as CdSO4 8/3 -hydrate). Each treatment was carried out in

triplicate (biological replicates) and each replicate was measured three times

(technical replicates). The cells were treated with a subtoxic dose of CdS

QDs and with the equivalent dose of Cd(II). Specifically, HepG2 cells were

exposed to 3 µg mL-1 of CdS QDs and to 5.2 µg mL-1 of Cd(II); THP-1 cells

were exposed to 50 µg mL-1 of CdS QDs and 11.4 µg mL-1 of Cd(II). The

latter does not correspond to the equivalent dose of 50 CdS QDs µg mL-1

because this would be too high for the cells, but corresponds to 6.4 µg mL-1

of CdS QDs.

3.3 Mitochondrial membrane potential assay

We performed the JC-1 kit (Abcam Ltd, Cambridge, UK) assay to assess

the mitochondrial health. The JC-1 dye is a cationic carbocyanine marker

of mitochondrial membrane potential (∆Ψm) that accumulates in mitochon-

dria: when the ∆Ψm is low the dye is present as a monomer and produces a

green fluorescence ∼529 nm; conversely, when the ∆Ψm is high JC-1 tends

to aggregate and accumulates within the mitochondria and emit red/orange

fluorescence ∼590 nm. Active mitochondria reveal a red fluorescence sig-

nal as opposed to the green fluorescence that is a signal of depolarization

of the mitochondrial membrane. Both cell lines, HepG2 and THP-1 were
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examined with JC-1 and as a positive control we used Carbonyl cyanide-

p-trifluoromethoxyphenylhydrazone (FCCP), proton ionophore which inter-

feres with the proton gradient. The preparation of cell lines is described

in [89]. Both of them were seeded into 96-well plates at a density of 7.5Ö104

cells per well and were incubated for 24h. Subsequently, were exposed to

CdS QDs and to the equivalent dose of Cd2+. We performed several washes

of the cells in phosphate buffered saline (PBS) in order to remove adherent

particles or aggregates of QDs. Then, we incubated them with JC-1 dye for

30 minutes at 37 °C without light. After that, the cells were washed with

PBS and the fluorescence was assessed by a multimode plate reader (Perkin

Elmer Enspire and expressed as Relative fluorescence unites -RFU-. Each

experiment was conducted in triplicate.

3.3.1 Confocal microscopy

Cells were seeded on four-chamber slides at a density of 5Ö104 cells mL-1

and treated with CdS QDs and with the equivalent dose of Cd2+. Then,

cells were transferred to a medium containing 5 µmol L-1 of JC-1 for 30

min. HepG2 and THP-1 cells were rinsed in complete culture medium and

maintained in culture medium, at 37 °C and 5% CO2, thus using an inverted

Zeiss LSM 510 Meta laser scanning microscope, we were able to observe

them. JC-1 dye conditions was detected by excitation at 480 nm and the

emission was passed through a filter of 535-595 nm. In selected experiments

5 µmol L-1 of DRAQ5� (Alexis Biochemicals, CA, USA) fluorescent probe

was added together with JC-1; for visualization, excitation was set at 633 nm

and emission through a long-pass filter at 670 nm. Furthermore, to visualize

the cytoplasm of THP-1 cells exposed to 50 µg mL-1, 1 µmol L-1 of Calcein-

AM (Millipore Merck, Burlington, MA, USA) was use for 2h. Subsequently,

THP-1 cells were excited at 488 nm and the fluorescence were measured

through a 515-540 nm band pass filter.
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3.4 RNA Isolation and mRNA Expression Pro-

filing

RNA was isolated from both cell lines after 24h exposure with CdS QDs and

Cd (II) using mirVANA� miRNA Isolation kit (Ambion, Life Technologies)

following the manufacturer’s instructions. Integrity of RNA samples was

monitored by gel electrophoresis and quantified using spectrophotometer.

The same RNA samples were used for miRNome profile quantification and

RNA sequencing.

miRNAs quantification

TaqMan®Array Human MicroRNA A+B Card Set v3.0 (Applied Biosys-

tems, Foster City, CA, USA), was used for miRNA quantification analysis,

quantifying a total of 754 miRNAs, 384 per card. Megaplex� RT Primers

(Applied Biosystems), was used in order to reverse-transcribe 1 µg of RNA

isolated. Subsequent, PCR array was run using a 7900 H T Fast Real Time

PCR system (Applied Biosystems), following the MegaPlex� Pool Protocol

(PN 4399721 RevC). Raw data were analyzed using RQ Manager 1.2 soft-

ware (Applied Biosystems) and relative abundances were calculated using

the 2−∆∆Ct with a threshold set at 2 for increased miRNAs and 0.5 for the

decreased ones [104].

RNA sequencing

RNA sequencing was performed by IGA Technology Services (Udine, Italy).

Treatment and control samples, for both cell lines, were sequenced following

the manufacturer’s instructions developed by the IGA laboratory. CASAVA

version 1.8.2 of the Illumina pipeline was used to process the raw data for

both format conversion and de-multiplexing. Cuffdiff tool was used to per-

form comparisons between gene expression levels and transcripts by calcu-

lating the FPKM (Fragments Per Kilobase Million) of each transcript. Dif-

ferentially expressed genes were identified using a 2 threshold of FPKM data

(in log 2) and selected for further analysis.
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3.5 Western blotting: Autophagy detection

The cell lines lysate was prepared in a buffer containing 20 mmol L-1 of

Tris–HCl, pH 7.5, 150 mmol L-1 NaCl, 1 mmol L-1 EDTA, 1 mmol L-1

EGTA, 1% Triton, 2.5 mmol L-1 sodium pyrophosphate, 1 mmol L-1 β-

glycerophosphate, 1 mmol L-1 Na3VO4, 1 mmol L-1 NaF, 2 mmol L-1 imida-

zole and supplemented with a cocktail of protease inhibitors (Complete, Mini,

EDTA-free, Roche, Monza, Italy). SDS-polyacrylamide gels at 15% was

used too separate a equal amount of proteins from our samples, which were

transferred to PVDF membranes (Immobilon-P, Millipore, Millipore Merck

Corporation, MA, USA). In order to detect LC3II - microtubule–associated

protein light chain 3- (Cell Signaling Technology, Danvers, MA, USA) and

p62 - Ubiquitin-binding protein p62- (Abcam Ltd), the membranes were in-

cubated in TBS with 10% of blocking solution (Western Blocking Reagent,

Roche) for 1 h and exposed overnight at 4 °C to their primary antibodies. Af-

ter that, the membranes were washed three time x10 minutes each in TBS-T

(50 mmol L-1 Tris Base, 150 mmol L-1 NaCl, pH 7.5); then, they were exposed

to HRP-conjugated secondary anti-rabbit or anti-mouse IgG antibodies for

1 h at room temperature (HRP, Cell Signaling Technology). As a control

Tubulin (Sigma-Aldrich) was used. The visualization of the protein bands

was performed using Immobilon Western Chemiluminescent HRP Substrate

(Millipore, Merck).

3.6 Statistical and Bioinformatic analysis

The statistical analysis was conducted with the software package SPSS Statis-

tics v.21 (IBM, Armonk, NY, USA) to compare control and treatment effects.

Levene, Shapiro-Wilk and Kolmogorov-Smirnov tests were applied to ascer-

tain data normality and variance homogeneity. One-way analysis of variance,

followed by the Tukey test was used to identify and order means differing

significantly from one another. The significance threshold probability was

set at 0.05. Details on the statistical and bioinformatic analysis of miRNome

expression profile are given in [89]. The RNAseq results were visualized us-
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ing the CummeRbund package available from the Bioconductor website in

the statistics environment R [105]. In order to obtain biological information

on differentially expressed genes (DEGs) and to investigate the biological

process and pathway in which they were involved, we used DAVID Bioin-

formatics Resources 6.8 [106, 107]. Preliminary analysis of target genes for

the miRNA expression profiles was performed using the DIANATarbase v.7

database [108]. In addition, to get a complete picture of miRNA-target inter-

actions we used multiMiR from Bioconducter [109], a R package with a col-

lection of microRNAs-targets from external resources. The external database

are divided in three category: validated miRNA–target databases, predicted

miRNA–target databases and disease-/drug-related miRNA databases. We

worked on the first two databases which include different sources. ”Vali-

dated” database incorporate: miRecords [110], miRTarBase [111] and Tar-

Base [112]. Predicted miRNAs–target databases include: DIANA-microT

[113], ElMMo [113], MicroCosm [114], miRanda [115], miRDB [116], Pic-

Tar [117], PITA [118] and TargetScan [119]. We searched for targets of

miRNAs regulated by real-time PCR using the 2-∆∆Ct method and selected

only those already validated by previous experiments, thus in ’validated’

category.
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Chapter 4

Results and discussion I

The experiments were conducted to study the response of two different cell

lines exposed to subtoxic doses of engineered nanoparticles, which in our case

are CdS QDs. In addition, we also treated both cell lines with the equivalent

dose of cadmium to see if the cellular responses differed. The miRNome

expression profiles have been published in [89] and led us to investigate two

specific pathways, which are apoptosis and autophagy. Consequently, now,

in my part of the work we want to verify the validity of these hypotheses by

looking at the interactions between miRNA-mRNA target and the resulting

biological process induced.

4.1 RNA sequencing data

The analysis of the Differentially Expressed Genes (DEGs) have shown dif-

ferent responses of HepG2 to the two treatments. RNAseq experiment in

HepG2 exposed to CdS QDs identified 1947 significantly regulated genes,

of which 1037 up-regulated and 910 down-regulated (Table 4.1 and Figure

4.1 (a)). On the other hand, exposure to Cd(II) shows an increase in the

number of regulated genes: 1359 up-regulated and 3227 down-regulated (

Table and Figure 4.1 (a)). A total amount of 2566 DEGs were identified in

RNAseq experiment for THP-1 exposed to CdS QDs, 838 are up-regulated

and 1728 are down-regulated (Table 4.1 and Figure 4.1 (b)). Cadmium expo-

33
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sure results for THP-1, reveals 1945 significantly regulated genes, including

935 up-regulated and 1010 down-regulated (Table 4.1 and Figure 4.1 (b)).

We assessed significantly regulated genes, common to the two cell lines, in

response to the two types of treatment using Venn diagrams (Figure 4.1). 98

genes are commonly up-regulated in both cell lines exposed to subtoxic doses

of CdS QDs, while 159 genes are commonly down-regulated. A total of 180

genes are respectively up-regulated for Hep-G2 while being down-regulated

for THP-1, 83 genes are respectively down-regulated for Hep-G2 while being

up-regulated for THP-1 (Figure 4.1 (c)). The results of Cd(II) treatment

show 39 up-regulated genes common to both cell lines whereas the com-

monly down-regulated are 172. 224 genes are respectively up-regulated for

HepG2 and down-regulated for THP-1, whereas 162 genes are respectively

down-regulated for HepG2 and up-regulated for THP-1 (Figure 4.1 (d)).

Table 4.1: Number of significantly regulated genes in HepG2 and THP-1 cells,
in response to CdS QDs and Cd(II).

Significative DEGs

HepG2 THP-1

CdS QDs Cd (II) CdS QDs Cd (II)

Up 1037 1359 838 935

Down 910 3227 1728 1010

Fold change: ≥2 | ≤-2; p-value <0.05

In general, the results of the transcriptomic data for HepG2 exposed to

CdS QDs, reveals that the number of genes that are significantly up- and

down-regulated is more balanced than in HepG2 exposed to Cd(II), which

show a much higher number of significantly down-regulated genes than up-

regulated ones. Whereas, THP-1 shows that the number of significantly reg-

ulated gene is unbalanced in both treatments. Particularly, it would appear

that CdS QDs induce down-regulated genes once more than up-regulated

ones. However, common to both cells lines is the higher number of gene
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down regulated after Cd(II) exposure which highlight the alteration at tran-

scription level and the difference in the two treatments.

Figure 4.1: Venn diagrams representing the differences in response to the two
treatments of the two different cell lines. In red = up-regulated genes, in green=
down-regulated genes. Figure (a) shows the number of significantly up- and
down-regulated genes per treatment and the number of those common between
the two treatments, in HepG2 cells. Figure (b), same as figure (a) but in THP-1
cells. Figure (c) shows the comparison of significantly up- and down-regulated
genes in HepG2 and THP-1 exposed to CDs QDs. Figure(d) like figure (c), but
in response to Cd(II) exposure.

4.1.1 Gene Ontology Enrichment analysis

The transcriptomic data presented above were used to performed Gene On-

tology (GO) enrichment analysis in order to observe which biological process

these genes are involved in. We first looked at the total number of regu-

lated genes, then went in depth and analyzed the up- and down-regulated
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genes separately. The results of GO analysis show the involvement of all

significantly regulated genes for HepG2, mainly in xenobiotic glucuronida-

tion, calcium signaling pathway and inflammatory response (Figure 4.2 (a)).

Analyzing them separately, we observed that positively regulated genes are

mainly involved in cell detoxification, calcium regulation and activation of

phospholipase C (Figure 4.3 (a)). While, negatively regulated genes are

involved in positive protein oxidation, calcium regulation, inflammatory re-

sponse and the extrinsic pathway of apoptosis (Figure 4.3 (b)). Turning to

THP-1 exposed to CdS QDs, total regulated genes show involvement in Sig-

nal Transducer and Activator of Transcription (STAT) pathway activation

and chemokine signaling, and acute inflammatory response (Figure 4.2 (b)).

Again, we investigated the genes separately and the GO analysis for those

up-regulated shows their involvement mainly in cell cycle progression, ion

transport and Janus kinase (JAK)/STAT (Figure 4.3 (c)). Whereas those

negatively regulated are implicated in metal ion response, inflammation and

JAK/STAT cascade (Figure 4.3 (d)). Exposure to Cd(II), compared to that

with CdS QDs, shows a different cellular responses for both cell lines; I

have reported the figures of the GO analysis done separately for up- and

down-regulated genes. The positively regulated HepG2 genes are mainly in-

volved in cell cycle organization and DNA damage response, whereas the

down regulated genes are mainly involved in general signal transduction,

transmembrane ion transport and inflammatory response (Figure 4.4 (a),(b)).

Concerning THP-1 exposed to Cd(II), up-regulated genes are generally im-

plicated in cellular stress response, e.g. negative regulation of growth, in

intrinsic apoptotic pathway and release of pro-inflammatory protein as IL-8.

On the other hand, down regulated genes are involved in several different

signaling pathways, such as production of cytokines, MAP kinase activity,

and cell cycle (Figure 4.4 (c), (b)). In general, exposure to CdS QDs seems

to be more related to the inflammatory response in both cell lines, whereas

cadmium treatment seems to be mainly related to cell cycle regulation, DNA

damage and apoptosis. It is an expected result, the toxicity of cadmium is

well known and several studies that have been done, both in vivo and in

vitro, demonstrate its negative effects even at low doses.
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(a) Response of HepG2 cells exposed to CdS QDs.

(b) Response of THP-1 exposed to CdS QDs.

Figure 4.2: Functional enrichment analysis of differentially expressed genes
was performed and clustered by DAVID’s Functional Annotation Chart (FDR
<0.05).
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(a) HepG2- CdS QDs: up-reg. genes. (b) HepG2- CdS QDs: down-reg. genes.

(c) THP-1- CdS QDs: up-reg. genes. (d) THP-1- CdS QDs: down-reg. genes.

Figure 4.3: Divided GO enrichment analysis for HepG2 exposed to CdS QDs
for up- (a) and down-regulated (b) genes. The results for THP-1 are shown in
figure (c) the up-regulated and in figure (d) the down ones. Only classes with
FDR <0.05 were selected.
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(a) HepG2- Cd(II): up-reg. genes. (b) HepG2- Cd(II): down-reg. genes.

(c) THP-1- Cd(II): up-reg. genes. (d) THP-1- Cd(II): down-reg. genes.

Figure 4.4: Divided GO enrichment analysis for HepG2 exposed to Cd(II) for
up- (a) and down-regulated (b) genes. The results for THP-1 are shown in fig-
ure (c) the up-regulated and in figure (d) the down one. Only classes with FDR
<0.05 were selected.
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GO enrichment analysis is a useful tool to interpreting at first step in

which biological processes are involved the high throughput data generated.

As a next step we will go deeper into the different signaling pathways and

try to interpret the huge network of molecular interactions.

4.2 Mitochondria health and miRNome pro-

files

In this section I will report the mitochondria experiments’ and miRNome pro-

files’ results presented in [89], in which I participated during the laboratory

experiments phase. Starting with the results of JC-1 assay, in HepG2 exposed

to 3 µg mL-1 of CdS QDs, the membrane potential of the mitochondria did

not appear to be particularly affected (Figure 4.5). THP-1 cells exposed to

50 µg mL-1 of CdS QDs, show a slight increase in JC-1 monomers and ENPs

appear to be aggregated within the cells. The mitochondrial response to

Cd(II) is different because the membrane potential looks to be affected since

we observed an increase of the amount of JC-1 monomer (green fluorescence)

suggesting alteration in mitochondrial functions (Figure 4.6).

Figure 4.5: Confocal microscopy images show the mitochondria of HepG2 cells
after 24 hours of exposure to CdS QDs. The JC-1 dye is mainly aggregated
within the mitochondria (red light), which means that the membrane potential is
not particularly altered.
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Figure 4.6: Confocal microscopy images show the mitochondria of THP-1 cells
after 24 hours of exposure to CdS QDs and Cd(II). Here, DRAQ5 was used to
label the nuclear morphology. The differences between the two treatments are
visible: the red sign tends to disappear with exposure to Cd(II), which means
that the JC-1 dye is in monomer form (green fluorescence) and the mitochon-
drial membrane potential is altered.

The results of the miRNome profiles are quite interesting: in THP-1

exposed to CdS QDs the majority of regulated miRNAs are down-regulated

and mainly involved in autophagy, therefore Paesano and colleagues [89] have

hypothesized its activation, which is also supported by the results of Western

blot experiment. This, in HepG2 cells exposed to ENPs does not seem to be

activated, the miRNome profile and previous studies [120] on specific genes

linked to cellular stress, suggested a link with apoptosis despite the fact that

the mitochondria appear to be not damaged.

4.3 Western blot analysis: Autophagy

The markers of autophagy analyzed are p62/SQSTM1 and LC3II. Sequesto-

some 1, SQSTM1, is a multi-functional protein, in autophagy is responsible

for sequestering cargo proteins, such as damaged organelles and aggregates
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proteins and, link them to autophagosomes which will degrade them [121].

p62 delivers cargo into autophagosomes through interaction with LC3II [122].

The synthesis and processing of LC3, a microtubule-associated 1A/1B-light

chain 3 protein, increases during autophagy; LC3 conjugates to generate

LC3II, which is recruited to autophagosomal membranes. As already stated,

we treated THP-1 and HepG2 cells with different doses of CdS QDs and

with the equivalent dose of Cd2+ as CdSO4. The doses used to investigate

the different response at protein level for THP-1 were: 6.4 µg mL-1 and 50 µg

mL-1 CdS QDs, and 11.4 µg mL-1 of Cd (II); HepG2 were treated just with

3 µg mL-1 of CdS QDs in order to compare with THP-1 the ENPs response.

Figure 4.7: Visualization of western blot analysis results. p62 and LC3II pro-
teins levels after 24h exposure to different doses of CdS QDs in THP-1 and
HepG2 cells (further details in text). The higher intensity of the band indicates
a higher concentration of proteins. Tubulin was used as loading control; pos in-
dicates positive control of autophagy for THP-1 cells.

The miRNome profile results for THP-1 cells exposed to the highest dose

of CdS QDs are confirmed byWestern blot results due to the increased level of

LC3II protein, however we also observed a high concentration of p62 protein

suggesting a blockage of autophagy flux. In addition, the exposure to Cd(II)

seems to show similar result. In contrast, in HepG2 cells exposed to ENPs,

the levels of LC3II and p62 proteins are the same as in control cells (Figure

4.7).
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4.4 Interaction analysis

In order to verify the results of the miRNome profile, the interaction anal-

ysis for HepG2 was performed by analyzing mainly the apoptosis signaling

pathway while for THP-1 the autophagy one.

Preliminary analysis of miRNAs target genes expressed following different

treatments were identified using the DIANATarbase v.7 database [108]. Fur-

thermore, multiMiR [109] was used to get a complete picture of miRNAs–target

interactions in order to deeply understand what is happening inside the two

cell lines.

4.4.1 HepG2: Interactome analysis

HepG2 - CdS QDs

Based on the miRNome hypothesis, the apoptosis pathway was investigated.

The first step was to investigate whether target genes were significantly reg-

ulated at transcriptome level; in Table 4.2, I have listed the main ones.

Table 4.2: Main miRNAs reported in [89] with corresponding mRNAs gener-
ated from RNAseq. Fold change: ≥ 2| ≤ −2; p-value ≤ 0.05; RQ ≥2; ≤ 0.5

Transcriptomic regulation in HepG2 cells exposed to 3 µg mL-1 of CdS QDs

miRNAs involved in

Apoptosis [89]

miRNAs regula-

tion(RQ)

mRNAs target mRNA regulation

from RNAseq data

(F.C.)

hsa-miR-34b 3.62 ↑ p53 response no sign.

hsa-miR-149-3p 0.42 ↓ AKT1 no sign.

hsa-miR-32-5p 0.47 ↓ BIM no sign.

hsa-miR-122 0,33 ↓ BCL2L2 no sign.

hsa-miR-193b-5p 5.18 ↑ MCL1 no sign.

hsa-miR-15a-3p 3,30 ↑ BCL-2 no sign.

hsa-miR-195-5p 0.23 ↓ BCL-2 no sign.

hsa-miR-92a-1-5p 2.98 ↑ FAF-1 (FAS) no sign.
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Table 4.3: Pathway analysis performed using DAVID Bioinformatics Resources
6.8 [123], based on the KEGG database. Adj.p-value*: method of Benjamini and
Hochberg (1995).

KEGG pathway Fold enrichment p-value Adj p-value*

Calcium signaling 3.0 1.1× 10−6 1.3× 10−4

RAS signaling 2.8 5.6× 10−3 5.9× 10−3

Drug metabolism 2.9 2.6× 10−3 5× 10−2

cAMP signaling 1.9 4.6× 10−3 5.7× 10−2

Metabolism xenobiotic 2.6 5× 10−3 5.7× 10−2

I went through the apoptotic pathway, evaluating each individual gene

and found no significantly regulated genes. Therefore, based on the GO

enrichment analysis I investigated the resulting pathways by delving into

those around apoptosis.

Figure 4.8: Cross-talk between RAS
and Ca2+ signaling pathways. Re-
adapted from [124].

The pathways reported in Ta-

ble 4.3 were analyzed and we dis-

cerned the activation of RAS signal-

ing pathway which is highly sensi-

tive to intracellular Ca2+ variation

[124]. This is supported by the

up-regulation of RASGRP1, a pro-

teins of the Ras guanyl nucleotide

releasing proteins (RasGRPs) fam-

ily which activate Ras through the

exchange of bound GDP for GTP

[125]. The Ras superfamily protein

plays a critical roles in cellular sur-

vival, growth, cytosckeleton organi-

zation and others. Phospholipase C

(PLC) isozymes (-β, -δ, -ζ, -ε, -γ,

-υ) are regulated by RAS proteins [126, 127]. PLCE1 (-ε) gene, encodes

for an enzyme, was found to be up-regulated. This enzyme catalyses the
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phosphatidylinositol 4,5-bisphosphate (PI(4,5)P2) [128] to generate inositol

1,4,5-triphosphate (IP3) and diacylglycerol (DAG), which are involved in

the control of calcium homeostasis. Specifically, IP3 diffuses into the cell

and binds its receptor located in the endoplasmic reticulum, which induces

the release of Ca2+ in the cytosol, (Figure 4.8). The activation of Calcium

signaling is also supported by the miRNAs-mRNAs interaction analysis (Ta-

ble 4.4). We observed two genes up-regulated, CACNA1C and CACNA1B,

encoding for sub-units of voltage-dependent calcium channels and, by explor-

ing the miRNAs that inhibit their translation, a large amount of them result

down-regulated. Furthermore, RYR1 results up-regulated, which encode for

a calcium channel located in the endoplasmic reticulum (ER) and lead to the

release of Ca2+; this is feedback mechanism as it is also activated by Ca2+.

RYR1 was found to be expressed in liver cells and to be involved in Ca2+

signaling by acting synergistic with inositol triphosphate, IP3. Basically,

Ryanodine receptor (RyR) family are associated with muscles cells however

reviewing in the literature, several studies reported their expression also in

other tissues, especially in [129]. Continuing to follow the Ca2+ pathway, in-

creasing intracellular level induce the formation of Ca2+ /calmodulin (CaM)

complex which activates protein kinase dependent on Ca2+ /CaM (CaMK).

CAMK1D encodes for a protein that is part of CaMK enzymes and it is

up-regulated. It operates in the calcium signaling cascade and coordinates

multiple phosphorylation events during gene expression, thus having con-

trol over a wide range of biological function [130]. We did not observe any

expressed miRNAs that could inhibit its translation. The link between the

increase in calcium and the consequences for the mitochondrion is well estab-

lished and the mechanisms have been researched in several studies [131–133].

Prolonged increase in Ca2+ concentration in mitochondria alters ATP pro-

duction which would lead to cytochrome C release and as a final step the

activation of intrinsic apoptosis process [134]. Endoplasmic reticulum and

mitochondria are interconnected in the maintenance of Ca2+ homeostasis.

Our result suggested us the release of Ca2+ ions from the endoplasmic retic-

ulum but, on the other hand, the membrane potential of mitochondria does

not appear altered. Thus, we deduce that HepG2 cells exposed to subtoxic
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doses of CdS QDs exhibit altered calcium homeostasis due to the release of

Ca2+ ions from the endoplasmic reticulum, which may then be under stress.

At the time of our experiment, the mitochondria appear to be unaffected,

but if the cell fails to re-establish the intracellular balance of Ca2+ this could

lead to more serious consequences such as apoptosis.

Table 4.4: HepG2-CdS QDs: Table displaying interactions between key reg-
ulated mRNAs and corresponding miRNAs. Validated miRNAs were selected
from the database generated with MultiMiR.

From mRNA (RNAseq data) to miRNAs

mRNA Regulation (F.C.) miRNAs Regulation (2-∆∆Ct)

RASGRP1 ↑ hsa-mir-335-5p ↓
hsa-mir-155-5p ↓
hsa-mir-34b-3p ↑
hsa-mir-155-5p ↓

RYR1 ↑ - -

PLCE1 ↑ hsa-mir-335-5p ↓
hsa-mir-149-3p ↓
hsa-mir-34b-3p ↑
hsa-mir-155-5p ↓

CAMK1D ↑ hsa-miR-323a-3p ↓
hsa-miR-195-5p ↓

CAMK2A ↑ hsa-miR-149-3p ↓
hsa-miR-126-5p ↓

CACNA1B ↑ hsa-miR-335-5p ↓
hsa-miR-17-3p ↓

CACNA1C ↑ hsa-miR-218-5p ↓
hsa-miR-133a-3p ↑

ATP2A3 ↓ hsa-miR-149-3p ↓
hsa-miR-155-5p ↓
hsa-miR-17-3p ↓
hsa-miR-340-3p ↑

CALML6 ↓ hsa-miR-30a-5p ↑

PDE1A ↑ hsa-miR-218-5p ↓
hsa-miR-155-5p ↓



4.4. INTERACTION ANALYSIS 47

HepG2 - Cd(II)

We analyzed the apoptotic response of the HepG2 cells exposed to cadmium

in ionic form, as 5.2 µg mL-1 of Cd(II). Comparing this results with the CdS

QDs treatment, we observed strong differences. Related to Cd(II) treatment,

indeed the result show a general response to stress and specifically, several

genes involved in apoptosis mediated by p53 signaling pathway are signif-

icantly regulated and the specific miRNAs as well. TP53 encodes for the

tumour protein that decides cell fate through transcriptional regulation. We

did not find significantly level of p53 mRNA in HepG2, however we observed

the regulations of several genes that are activated by it. p21 (CDKN1A)

encodes for a protein that can induce arrest of the G1 phase of the cell cycle

through inhibition of cyclin-dependent CDKs kinase complexes. We found

p21 down-regulated, whereas mRNAs encoding for cyclin proteins were up-

regulated (Table 4.5).

Furthermore, by analyzing the miRNome profiles of HepG2 exposed to

Cd(II) we discovered the up-regulation of several miRNAs (resulting validate

in MultiMiR database) that inhibit p21 translation.

In particular, hsa-miR-372-3p is over-expressed (RQ equal to 24.75; thresh-

old ≥2) in our cells; besides, this result is in agreement with other studies

already present in the literature, such as [135]. We investigated the regula-

tion of pro- and anti-apoptotic genes induced by p53. We found that most

of the pro-apoptotic mRNAs are down-regulated such as PUMA (BBC3) and

NOXA (PMAIP1); in contrast, the BCL2 protein is up-regulated, thus blocking

apoptotic cell death (Figure 4.9). As a result of the miRNAs-mRNAs interaction

analysis, we hypothesized that we did not observe regulation of TP53 at transcrip-

tomic level because it has already been translated into protein, and translocated

into the nucleus, activating as a consequence the regulation of the genes mentioned

above. Furthermore, the blockade of cell cycle arrest (and possible apoptotic pro-

cess) could be induced by the interaction between p21 and miR-372. This is

supported by the down-regulation of pro-apoptotic genes and especially by the

over-expression of BCL2. What remains in doubt is whether the cells have suc-

ceeded in resolving the damage caused by Cadmium, or whether they are in the

process of carcinogenesis.
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Table 4.5: HepG2-Cd(II): Interactions between miRNA-mRNA. From Multi-
MiR database. Fold change: ≥ 2| ≤ −2; p-value ≤ 0.05; RQ≥2; ≤ 0.5

TP53 signaling - mRNAs regulated

mRNA Regulation (F.C.) miRNAs Regulation-RQ

BCL2 2.1 hsa-miR-34a-5p 0.44

hsa-mir-15b-5p 0.11

hsa-mir-17-5p 0.23

CDK1 3.4 hsa-mir-30b-5p 0.33

hsa-mir-126-5p 0.01

hsa-miR-99b-5p 0.43

hsa-miR-30b-5p 0.33

CCNB1 2.6 hsa-mir-455-3p 0.13

hsa-mir-766-3p 0.04

hsa-mir-103a-3p 0.25

CCNB2 3.1 hsa-miR-92a-3p 0.45

hsa-miR-21-3p 0.22

hsa-miR-34a-5p 0.44

CHEK2 2.5 hsa-miR-26b-5p 0.39

hsa-miR-130b-3p 0.36

hsa-miR-19b-3p 0.37

CCNE2 2.1 hsa-miR-26a-5p 0.31

hsa-miR-34a-5p 0.44

CDKN2A -3.2 - -

hsa-miR-133a-3p 10.41

CDKN1A -2.3 hsa-miR-372-3p 24.76

hsa-miR-132-3p 2.26

hsa-miR-589-3p 17.79

hsa-miR-100-5p 14.12

CCND2 -3.4 hsa-miR-196b-5p 11.28

hsa-miR-376c-3p 11.7

hsa-miR-548b-3p 3.9

GADD45G -6.9 - -

GADD45B -4.7 hsa-miR-128-3p 2.75

PMAIP1 -2.8 hsa-miR-202-3p 12.43

hsa-miR-212-3p 2.6

hsa-miR-133a-3p 10.41

BBC3 -1.8 hsa-miR-222-3p 2.1

hsa-miR-31-5p 30.1
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Figure 4.9: HepG2-Cd(II): p53 response pathway; up- and down-regulated
miRNAs-mRNAs are represented in red and green respectively.

4.4.2 Cellular response considerations for HepG2

In HepG2 cells, the two treatments induced a different cellular response. From

miRNAs-mRNAs interaction analysis, exposure to CdS QDs seems to cause an

increase in intracellular calcium possible due to endoplasmic reticulum stress. On

the other hand, the mitochondrial potential membrane does not appear to be

altered and therefore, does not suggest any major alteration. From these results

we can deduce that the apoptotic process has not yet been activated, but if calcium

homeostasis is not restored, activation could indeed occur. In contrast, direct

exposure to Cd(II) appears to induce DNA damage and a general regulation of

genes involved in the intrinsic pathway of apoptosis; however miRNAs-mRNas

interaction analysis did not show the apoptotic process to be active.
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4.4.3 THP-1: Interactome analysis

THP-1 - CdS QDs

The miRNome profile analysis has directed us to investigate the regulation of genes

involved in the pathway of Autophagy. The RNAseq results show no mRNAs

significantly regulated involved in this pathway (Table 4.6).

Table 4.6: Main miRNAs reported in [89] with corresponding mRNAs gener-
ated from RNAseq.

Transcriptomic regulation in THP-1 cells exposed to 50 µg mL-1 of CdS QDs

Autophagy miRNAs involved in
Autophagy [89]

miRNAs
regulation
(RQ)

mRNAs target mRNA regu-
lation from
RNAseq
data(F.C.)

Induction hsa-miR-101-3p 0.02 ↓ mTOR no sign.

hsa-miR-100-5p 0.03 ↓ RPTOR no sign.

hsa-miR-27a-3p 0.05 ↓ DEPTOR no sign.

Vescicle
nucleation

hsa-miR-101-3p 0.02 ↓ RAB5A no sign.

hsa-miR-374-5p 0.22 ↓ UVRAG no sign.

hsa-miR-30a-5p 0.04 ↓ BECN1 no sign.

Vescicle
elongation

hsa-miR-181a-5p 0.23 ↓ ATG5 no sign.

hsa-miR-335-5p 0.46 ↓ MAP1LC3(A-B) no sign.

hsa-miR-1-3p 0.04 ↓ GABARAP(L1-
L2)

no sign.

hsa-miR-101-3p 0.02 ↓ ATG4D no sign.

Fold change: ≥ 2 | ≤-2; p-value <0.05 - 2-∆∆Ct= 0.05 | 2

On the other hand, the results of Western blot assay (Figure 4.7) reveal ris-

ing levels of autophagy marker proteins, which are p62/SQSTM1, involved in the

sequestration of cargo material and LC3II required for the autophagosomes mem-

brane. The final step in the autophagic process consists in the fusion between

autophagosomes and lysosomes in order to degrade the cargo material; in this pro-

cess p62 is also degraded, so low levels of this protein are associated with an active

autophagic process, conversely high levels are associated with impaired autophagy,

which is what our Western bolt results suggested. Therefore, to better understand
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what is happening inside THP-1 cells, we investigated in depth the pathways in

which regulated genes are implicated.

We observed that most of the genes involved in the resulting pathways analysis

shown in Table 4.7, were down-regulated and encode for several cytokines, Janus

kinase (JAK), STAT proteins and Caspase 1. The activation of the JAK kinase

induce the formation of STAT3 dimers, which can move into the cell nucleus and

induce transcription of genes that inhibit or stimulate autophagy. In addition we

observed genes involved in Calcium signaling and NF-Kβ signaling, which is the

main player in response to inflammation. Everything points to an inflammatory

response of the cells. So we looked at the regulation of miRNAs involved in these

pathways, and they were almost all down-regulated (Table 4.8).

Table 4.7: Pathway analysis performed in [123] based on KEGG database.
Adj.p-value*: method of Benjamini and Hochberg (1995).

KEGG pathway Fold en-
richment

p-value Adj p-value*

Cytokine-cytokine
receptor interaction

4.0 1.5×10−11 3.3×10−9

Chemokine signaling 3.7 2.0×10−7 2.2×10−5

Toll-like receptor sig-
naling

3.7 2.0×10−4 1.1×10−2

MAPK signaling 2.0 1×10−2 2.5×10−1

Calcium signaling 2.0 3.7×10−3 5.9×10−1

NF-kappa B signaling 2.4 7.0×10−2 7×10−1

Inflammatory and autophagic processes are connected [79,136–138]. Autophagy,

with the degradation of cargo in autolysosomes as the final step, seeks to maintain

cellular homeostasis. Thus, in a stressful condition leading to an inflammatory

response, autophagy attempts to restore the balance by removing inflammatory

components such as inflammosomes, DAMPs etc., thereby inhibiting the inflam-

matory process. Putting together the results obtained we discerned that CdS QDs

enter in THP-1 cells through endocytosis; here, ENPs could impaire various or-

ganelles and induce the generation of ROS which is supported by the up-regulation

of NOXO1 and DUOX1, which are second messengers in redox-sensitive path-
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ways [139]. Then, the damaged organelles are sequestered by autophagosomes to

maintain recycling, confirmed by the high levels of LC3II protein. The process can

continue in two ways, the first, in which the cargo material is degraded and there

are no negative consequences for the cells; the second is the blockage of the au-

tophagic process due to the accumulation of in-cell autophagosomes (Figure 4.10).

This can occur as a consequence of prolonged exposure to CdS QDs, which can

cause an accumulation of NPs in lysosomes resulting in alkalinisation and damage

to lysosomes, which is also supported by the accumulation p62 in the cells. This,

can lead to an increased inflammatory state, and in the worst case to necroptosis.

In our case of study, we observed up-regulation of genes involved in the cell

cycle such as PLK1 and CDC25C encoding for two proteins that trigger entry into

mitosis, hence we did not deduce activation of necroptosis/apoptosis. The down-

regulation at transcriptomic level can be explained by the fact that inflammation

is a time-dependent process, so after 24h of exposure everything may already have

been translated into proteins.
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Table 4.8: THP-1-CdS QDs: Table displaying interactions between key reg-
ulated mRNAs and corresponding miRNAs. Validated miRNAs were selected
from the database generated with MultiMiR.

From mRNA (RNAseq data) to miRNAs

mRNA Regulation (F.C.) miRNAs Regulation (2-∆∆Ct)

JAK3 ↓ hsa-mir-29b-1-5p ↑

hsa-mir-222-3p ↓

hsa-mir-335-5p ↓

hsa-mir-223-5p ↓

STAT ↓ hsa-mir-155-5p ↓

hsa-mir-501-5p ↓

hsa-mir-24-3p ↓

CXCL9 ↓ hsa-mir-335-5p ↓

hsa-mir-26b-5p ↓

CXCL10 ↓ hsa-miR-550a-3p ↓

hsa-miR-15a-5p ↓

CXCL11 ↓ hsa-miR-30d/c/b-5p ↓

IL6 ↓ hsa-miR-98-5p ↓

hsa-let-7b-5p ↓

ILFNB1 ↓ hsa-miR-26a-5p ↓

hsa-miR-145-5p ↑

CASP1 ↓ hsa-miR-17-5p ↓

hsa-miR-133a-3p ↓

NOXO1 ↑ hsa-miR-192-5p ↑

hsa-miR-215-5p ↓

CACNA1D ↑ hsa-miR-101-3p ↓

hsa-miR-46a-5p ↓

Fold change: ≥ 2 | ≤-2; p-value <0.05 - 2-∆∆Ct= 0.05 | 2
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THP-1 - Cd (II)

THP-1 cells exposed to 11.4 µg mL-1 of Cd(II) the response is completely different

compared to CdS QDs at trancriptomic level, here the cells appear to be preparing

for apoptosis. The Western blot results are comparable to those of THP-1 exposed

to CdS QDs; p62 is not only involved in the autophagy pathway, but is also a

regulator of the NF-kβ pathway which could explain its high concentration at

the protein level. In addition, the stress induced at cellular level by Cd(II) due

to the increasing in ROS leve may have generated a type of selective autophagy

because of the damaged peroxisomes, organelles that are responsible for detoxifying

reactive oxygen species [140, 141]. In order to eliminate damaged peroxisomes

and maintain the balance, Pexophagy may have been activated, which would also

explain the increase in LC3II; however, we did not investigate this process further

as we did not observe any regulation at the transcriptomic level and, moreover,

because the apoptotic response seems to be already activated. We began from the

pathway analysis, the results are reported in Table 4.9 which shows the result for

all significantly regulated genes.

Table 4.9: Pathway analysis for total genes regulated performed in [123] based
on KEGG database. Adj.p-value*: method of Benjamini and Hochberg (1995).

KEGG pathway Fold en-
richment

p-value Adj p-value*

Cytokine-cytokine
receptor interaction

2.0 2.6×10−6 9.9×10−4

Cell cycle 2.4 2.2 ×10−4 1.5×10−2

MAPK signaling 1.8 1.3 ×10−3 5.8×10−2

TNF signaling 2.3 1.5×10−3 6.0 ×10−2

p53 signaling 2.5 5.4×10−3 1.3 ×10−2

Calcium signaling 1.7 1.2×10−3 2.6×10−1

NF-kβ signaling 2 1.7 ×10−2 3 ×10−1

We observed that most of the up-regulated genes are involved in Calcium

signaling and MAPK pathway. Conversely, the down-regulated ones are mainly

involved in cell cycle regulation, TNF signaling, NF-Kβ pathway and p53. Ex-

amining in depth the p53 signaling pathway, we observed that TP53 gene, encode
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for p53 protein, is down-regulated. We found up-regulated miR-361-3p targeting

TP53, but we also found two down-regulated oncosopressors miR-1285 and miR-

125b [142]. By navigating the p53 signaling pathway, we identified GADD45B

and GADD45G (growth arrest and inducible beta and gamma DNA damage re-

spectively) both up-regulated, encoding for two proteins whose levels increase in

response to cellular stress and are implicated in the regulation of growth and apop-

tosis. Furthermore, cyclin proteins such as CCNB1, CCNE1, CCNE2 and CCND2

result down-regulated,suggesting cell cycle arrest. BBC3 (PUMA) is up-regulated,

this gene, as mentioned above, encodes for a protein that can bind to the anti-

apoptotic Bcl-2 and induce mitochondrial dysfunction, resulting in caspase activa-

tion (Table 4.10). This could be confirmed by what we observed using the JC-1 dye,

that is a depolarization of mitochondrial membrane. Furthermore, DDIT3 (DNA

damage inducible transcript) is up-regulated; it responds to endoplasmic reticulum

stress and promotes apoptosis through inhibition of anti-apoptotic Bcl-2 proteins,

as PUMA does. The corresponding miRNAs were analyzed, and given the general

down-regulation of them, the corresponding ones are all down-regulated. Every-

thing points to the activation of the intrinsic pathway of apoptosis, similar to that

seen for HepG2 but in a more intense form (Figure 4.11).
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Table 4.10: THP-1-Cd(II): Table displaying interactions between key regulated
mRNAs and corresponding miRNAs. Validated miRNAs were selected from the
database generated with MultiMiR.

From mRNA (RNAseq data) to miRNAs

mRNA Regulation (F.C.) miRNAs Regulation (2-∆∆Ct)

BBC3 4.1 ↑ hsa-miR-221-3p ↓
hsa-mir-222-3p ↓
hsa-mir-29b-3p ↓

DDIT3 1.8 ↑ hsa-miR-211-5p ↓
hsa-miR-335-5p ↓

GADD45B 5.2 ↑ hsa-miR-155-5p ↓
hsa-miR-1-3p ↓

GADD45G 6.3 ↑ hsa-miR-16-5p ↓
hsa-let-7b-5p ↓

CACNA1D 2.1 ↑ hsa-miR-101-3p ↓

CCND2 -2.8 ↓ hsa-miR-656-3p ↑
hsa-miR-1255b-5p ↑
hsa-miR-941 ↑

CCNE1 -2.1 ↓ hsa-miR-181c-5p ↑

CCNE2 -2.5 ↓ hsa-miR-26a-1-3p ↑
hsa-miR-548j-5p ↑

CCNB1 -1.7↓ hsa-miR-548j-5p ↑
hsa-miR-181c-5p ↑

TP53 -1.9 ↓ hsa-miR-361-3p ↑
hsa-miR-1225-3p ↑
hsa-miR-26a-1-3p ↑

Fold change: ≥ 2 | ≤-2; p-value <0.05 - 2-∆∆Ct= 0.05 | 2
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4.4.4 Cellular response considerations for THP-1

The response of THP-1 cells to the two treatments is clearly different. Exposure

to CdS QDs after 24 hours shows a general silencing of the inflammatory response

at the transcriptomic level, which could be explained as a consequence of the au-

tophagic process that has already taken place. In addition, a possible blockage

of the autophagy process was observed due to the accumulation of autophago-

somes within the cell as a result of ENP-induced lysosomal damage. ENPs appear

to increase ROS levels within the cell, probably as a result of interaction with

mitochondria. It is clear that after 24 hours of exposure ENPs induce a gener-

alized stress response which, according to our results, does not appear to lead to

cell death. In contrast, according to various experiments, THP-1 cells exposed to

subtoxic doses of Cd(II) appear to induce intrinsic apoptosis.
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Chapter 5

Conclusion I

The aim of this part of the work was to investigate the effects of UFPs on human

cells using ENPs as surrogate particles. We used two different cell lines to study

the human response conditional on different exposure routes. Once NPs enter the

human body they can be recognized by macrophages, such as THP-1 cells, as a

first line of defense of the immune system; we investigated the consequences of such

interaction on THP-1 themselves. Given their size, NPs can also enter into the

bloodstream, where they can reach and accumulate in the liver. HepG2 liver cells

are deputed to the detoxification process, therefore we assessed the consequence

of this interaction as well.

We conducted different experiments, focusing mainly on gene expression re-

sponses and how these can be modified through post-transcriptional epigenetic in-

teractions: miRNAs-mRNAs. Understanding the effects of ENPs on mitochondria

was another key aspect of our study, as well as the analysis of specific autophagy

markers. To investigate whether the toxicity of CdS QDs could be induced by a

possible release of cadmium, we treated the cells with an equivalent dose of Cd

as CdSO4, as a control. We conducted this control treatment, the same exper-

iments and data analysis as with the CdS QDs, in order to make a meaningful

and coherent comparison between the two treatments possible. Putting together

the results from the different experiments and navigating through the pathways’

KEGG maps, we came to the following conclusions regarding cells exposure to

ENPs:

� in HepG2: the transcriptomic response did not confirm the involvement of

apoptotic pathways as we had initially assumed due to the miRNome profile.
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Based on the analysis of the miRNAs-mRNAs interactions we concluded

that the activation of RAS and Ca2+ signaling pathways could happen.

Consequently, this induces an increase in intracellular Ca2+ which could

lead to apoptosis as the final step in a worst-case scenario. Moreover, the

mitochondria experiment results hints this conclusion since they appear not

affected after 24h exposure of 3 µg mL-1.

� in THP-1: Here, as in HepG2, the transcriptomic response did not directly

confirm the assumption of the miRNome profile, i.e. direct involvement

in the autophagic process [89]. Nevertheless, miRNAs-mRNAs interaction

analysis points at JAK/STAT signaling and inflammatory pathways, which

are directly related to autophagy. In addition, the mitochondrial membrane

potential was found to be affected by 50 µg mL-1 of CdS QDs, confirming

impairment of these organelles by ENPs. LC3II protein levels increased

in the treated compared to the control cells as well as p62 protein levels.

Therefore, all considered, we inferred a block of autophagy flow due to the

increased of autophagosomes as a consequence of damaged lysosomes in

THP-1 cells after 24h exposure to ENPs.

In both cell lines the response to Cd(II) is different compared to the ones for CdS

QDs treatments. The apoptotic pathway seems to be imminent after 24h exposure.

However, in THP-1 cells it seems to be more intense than in HepG2.

In conclusion, this study highlighted the potential risk correlated with exposure

to engineered nanoparticles at the molecular level, which might not be strictly

related to cadmium content in CdS QDs alone, as it could be inferred from our case

study (manuscript in preparation). Further validation studies on the significantly

regulated genes resulted from RNAseq process are needed and will be part of the

continuation of this research.



Part II

Long-term exposure to ambient

air pollutants and blood

biomarkers of inflammation and

coagulation
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Chapter 6

Background II

I began this doctoral thesis by introducing what air pollutants are and what are the

main processes that generate them. Here, in this epidemiological study, I describe

the effects of air pollutants on human health, particularly as a result of long-term

exposure.

Air pollution is associated with oxidative stress and inflammation in human

cells. Given the ability of inflammatory mediators and UFPs to travel within our

bodies, the effects on human health are not only limited to the lungs but almost

all organs can be negatively affected [143]. Increased levels of ROS and prolonged

inflammatory status can lead to chronic diseases and cancer [144]. Indeed, in

2013, the International Agency for Research on Cancer (IARC) classified outdoor

air pollution as carcinogenic to humans (IARC Group 1) [145]. Several epidemi-

ological long-term studies reported positive associations with cardiovascular and

pulmonary diseases such as lung cancer, coronary heart disease, hypercoagulability

and thrombosis [146–148]. Other studies show that air pollutants are a significant

factor in the pathogenesis of neurodevelopmental and neurodegenerative disorders

such as changes in cognitive function and Alzheimer’s [149–151] and even they

contribute to depression and anxiety [151, 152]. In addition, positive associations

with reproductive capacity have been reported, supporting the notion that air

pollutants can cause defects during gametogenesis [153]. In general, studies can

be divided into short- and long-term. Short-term studies examine the association

between short-term changes in air pollution and health outcomes, for example
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Figure 6.1: Organs that can be impacted by air pollution and disease related.
From [154] - Updated based on [143].

the level of air pollutants and the number of daily deaths and hospital admis-

sions. [155]. In contrast, studies on the long-term effects of air pollution compare

mortality among populations that vary in their long-term exposure to air pollu-

tion (Figure 6.1). Long-term exposure increases the risk for cardiovascular (CV)

mortality, specifically in [20] is reported that there is a causal relationship between

PM2.5 exposure and CV morbidity and mortality.

Here, I will focus mainly on the link between long-term exposure to air pollu-

tants and blood biomarkers related to cardiovascular health.
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6.1 Biomarkers and air pollution

The study by Peters and colleagues [156] was the first one to investigate ambient

air pollution in association with blood markers. They observed that the increase

of plasma viscosity might represent a part of the pathophysiological link between

high ambient air pollution and increase of cardiovascular mortality and hospi-

tal admission. In subsequent years, several epidemiological studies [147, 148, 157]

have reported associations between air pollutants and a changing level of specific

biomarkers reflecting inflammation and coagulation, but most of them are related

to short-term exposure. Evidence regarding long-term exposure is still limited.

In this cross-sectional study we analyzed the following biomarkers:

� Fibrinogen: a blood coagulation biomarker with pro-inflammatory effect

[158]. It is an essential factor in blood clotting, is required when there is

tissue damage to prevent bleeding. Fibrinogen is synthesized primarily in

hepatocytes as a result of inflammatory stimuli. Increased fibrinogen levels

are associated with an increased cardiovascular risk.

� C-Reactive protein (CRP): an acute-phase marker of inflammation and tis-

sue damage [159]; it is synthesized by the liver in response to inflammatory

stimuli. CRP has profound pro-inflammatory properties [160] and promotes

the inflammatory component of atherosclerosis [161]. In this work we used

high-sensitivity CRP (hs-CRP) which, being measured in a lower range of

values (mg/L), is more indicative of low levels of inflammation and it is

reported to be a predictor of increased risk of cardiovascular disease [162].

� Serum Amyloid A (SAA): a positive acute-phase reactant and a sensitive

marker of an acute inflammation [163]. SAA proteins contribute to high

density lipoproteins (HDL) and cholesterol transport, thus being associated

with cardiovascular disease (CVD) and atherogenesis [164].

� Interleukin-6 (IL-6): a multifunctional pro-inflammatory cytokine, synthe-

sized at the initial phase of inflammation. It enters the bloodstream and

induces the synthesis of acute phase proteins such as CRP, serum amyloid

A and Fbrinogen by the liver [165].

� Adiponectin: an adipokine, generally secreted by the adipose tissue [166]. It

is an anti-inflammatory agent, reducing inflammation in various cell types
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[167]. Several studies report that the plasma level of this protein decreases

in obesity, type 2 diabetes and coronary heart disease [168].

The general mechanism by which these biomarkers are involved in the inflam-

matory response is shown in Figure 6.2. After inhalation of air pollutants, two

main pathways related to the inflammatory response are activated: the first one

refers mainly to a local inflammation, the second one to a systemic effect. Starting

with the former, inhalation of air pollutants can cause respiratory tissue dam-

age that can trigger local oxidative stress and inflammation. The propagation

of inflammation triggers the activation of immune cells, with possible release of

inflammatory mediators such as IL-6, Interleukin-1 (IL-1), Tumor necrosis factor

alpha (TNFα), etc., decreasing level of anti-oxidants [20, 169]. The second mech-

anism relates mainly to UFPs, in particular to their translocation from the lungs

into the circulation with direct effects on systemic inflammation and consequent

release of pro-inflammatory agents here too. With regard to the biomarkers un-

der study, the increasing level of IL-6 in the blood stream promotes the release of

inflammatory markers from the liver such as Fibrinogen and CRP and the release

of adipocytokines from adipocytes, such as Adiponectin.

Figure 6.2: General scheme showing the involvement of the markers under
study in the inflammatory process [20, 169–171]. The pathway representation
shows the mechanisms by which Adiponectin exerts its anti-inflammatory action.
Binding between adipose and its receptors mediates activation of the peroxisome
proliferator-activated receptor alpha (PPAR), which induces expression of anti-
inflammatory target genes such as Interleukin-10 (IL-10) and the inhibition of
pro-inflammatory targets, such as Nf-Kβ [172].
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Figure 6.3: Reduction in Nfr2 function leads to an accumulation of ROS and
an increased inflammatory state, which may lead to target-organ damage and
metabolic disturbances, thus increasing cardiovascular risk. Re-adapted from
[23].

Adiponectin is inversely related to inflammation because it can inhibit the NF-

kβ pathway resulting in a decrease in pro-inflammatory markers (TNFα, INFγ)

and an increase in anti-inflammatory markers (IL-10) [172] (Figure 6.2). The

resulting systemic inflammation affects endothelial function, formation of thrombi,

progression of atherosclerotic lesions and also epigenomic changes with impact on

the cardiovascular health [23,169] (Figure 6.3).

Particles may also lead to a change in autonomic control of the heart: directly,

via reflex receptors in the lungs affecting the autonomic nervous system and/or

indirectly via oxidative stress and/or lungs inflammation. This can contribute to

the instability of a vascular plaque or cardiac arrhythmia [150]. Autonomic imbal-

ance and activation of the hypothalamic pituitary adrenal (HPA) axis contribute

to immune response and release of hormone such as cortisol that consequently

can increase common risk factors for heart disease [173]. I reported the Figure

6.4 from [169], which clearly summaries the mechanisms of action of air pollution

related to cardiovascular health.
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Figure 6.4: The mechanisms linking air pollution to cardiovascular diseases.
From [169].

6.2 Hypothesis

The main objective of this work was to explore whether there is an association

between long-term exposure to air pollutants and levels of blood markers reflect-

ing inflammation and coagulation, thus linked to cardiovascular risk. The blood-

biomarker under investigation are Fibrinogen, hs-CRP, SAA, IL-6 and Adiponectin.

Whereas the air pollutants included in this analysis are: particle mass concentra-

tion (PM10, PMcoarse, PM2.5), particle number concentration of UFP (PNC), soot

(PM2.5 absorbance), Ozone (O3), Nitrogen oxides (NO2, NOx). We hypothesized

that increased exposure to ambient air pollution levels would lead to increased

levels of Fibrinogen, hs-CRP, SAA and IL-6, whereas we expected a decrease in

Adiponectn concentration with higher air pollution levels. We used the data from

the KORA study (Cooperative Health Research in the region of Augsburg [174],

Germany) to address such hypothesis. The exposure data where provided by the

ULTRA III project (Environmental Nanoparticles and Health: Exposure, Mod-

eling and Epidemiology of Nanoparticles and their composition). Details will be

provided in the next chapter.
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Methods II

7.1 Study population

The Cooperative Health Research in the Region of Augsburg (KORA) is a research

platform for population-based surveys in the fields of health related disciplines

and epidemiology [175]. There are in total four baseline surveys S1-S4 which

have been conducted in the region of Augsburg, began in 1984 and continued at

regular five-year intervals. S1-S4 participants took part in interviews and follow-up

examinations at regular intervals as shown in Figure 7.1 [174].

Figure 7.1: Overview of KORA cohort. From [174].

Our analysis is based on data of the population-based cohort study KORA-

S4 in which 4261 participants aged 25 - 74 years took part in the time period

69
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1999-2001. Demographic, socio-economic, lifestyle information, medical history

and medication used were collected in a face-to-face interview, while clinical and

anthropometric measures were collected during the medical examination.

All study participants provided written informed consent. The KORA study

was approved by the ethics committee of the Bavarian Chamber of Physicians

(Munich, Germany).

7.2 Outcome data

Blood samples were collected from the KORA S4 population and biomarkers con-

centration was measured. Plasma CRP (hs-CRP) (in mg/L) concentrations were

assessed by using a high-sensitivity latex-enhanced nephelometric assay on a BN

II System analyser (Dade Behring, Marburg, Germany) [176]. Plasma Fibrinogen

(g/L) and SAA (mg/L) concentrations were analysed by immunonephelometry

(Behring, Marburg, Germany) [177]. Serum levels of IL-6 (pg/mL) were measured

by using sandwich ELISA [178], values below detection limit set to 0.001 pg/mL.

Serum Adiponectin were determined using the human radioimmunoassay [179].

7.3 Exposure data

The exposure data used in this work were provided by ULTRA III project. The

annual average exposure of air pollutants was calculated using the Land Use Re-

gression (LUR) model for each study participant at their home address. LUR is

a widely used method for modeling and explaining the spatial variability of long-

term outdoor air pollutants using predictor variables derived from the Geographic

Information System (GIS) [180]. Sampling campaign took place between March

2014 and April 2015 at 20 locations within the KORA study region. Specifically,

to cover warm, cold and intermediate seasons, it was organized into three mea-

surement campaigns of two weeks each during the year. PM10 and PM2.5 were

measured using a Harvard impactor, a filter-based gravimetric method. PMcoarse

was calculate by the difference of the two fractions of PM. Soot was quantified by

measuring the absorbance of PM2.5.

PNC was sampled with four GRIMM ultrafine particle counters (model EDM 465

UFPC, GRIMM aerosol, Ainring, Germany) measuring total PNC with a cut-off at
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7 nm and one NanoScan-SMPS Nanoparticle Sizer (model 3910, TSI, Shoreview,

MN, USA) measuring NPs in the size range 13-420 nm; the latter was used until

18 July 2014 because it was then replaced by the fourth GRIMM due to a dam-

age. Throughout the ULTRA sampling campaign one fixed urban background site

carried out continuous measurements in order to adjust the measurements of the

discontinuous sites. Here, PNC was sampled with a combination of custom-made

Twin Differential mobility Particle Spectrometry (TDMPS, 3-800nm) [181] and

aerodynamic particle sizer; the comparison of instruments was carried out every

fortnight with appropriate adjustments. The LUR models for almost all pollu-

tants indicate a good fit. The adjusted model-explained variance - R2 - ranged

from 68% for PMcoarse to the higher 94% for NO2 and the corresponding adjusted

leave-one-out cross-validation R2 - LOOCV- were between 55% PMcoarse and 89%

NO2, still indicating a good fit [182].

7.4 Covariates

Potential confounding factors were considered by exploring demographic, socioe-

conomic, lifestyle, clinical and medical history covariates. Included in the cluster

of socioeconomic covariates there are: education level reported as a cumulative

number of total years of education; marital status (single/ married or living with

partner/ divorced or separated/ marriedm, living apart); and occupational status

(employed, self-employed or in training/ unemployed/ homemaker/ retired); the

neighborhood socioeconomic status (SES) is reported as percentage of households

with low income in (1 km)2 grid cell. Lifestyle covariates cover the following be-

haviors and physical characteristics. Cumulative exposure to smoking is reported

as total pack- years; current smoking status at the examination time (smoker/

no smoker/ ex-smoker). Alcohol intake was reported as g/day, considering that 1

unit = 12 gr. Body mass index (BMI) and waist hip ratio were measured for each

participant. Physical activity is reported as inactive/active. As clinical covariates

we considered total cholesterol (mg/dL) and HDL-cholesterol (mg/dL). Partici-

pants reported in a double choice (yes/no) whether they were currently suffering

from and/or under pharmacological control of hypertension and diabetes melli-

tus; they also stated whether or not they used non-steroidal anti-inflammatory

drugs (NSAIDS). The history of cardiovascular events, specifically the occurrence

of stroke or myocardial infarction, was assessed, also them as binary variables.
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7.5 Statistical methods

Multiple linear regression adjusting for confounders was performed to assess the

potential association between each biomarker and each pollutant. The distribution

of the residuals for each outcome was checked. To better approximate the nor-

mal distribution all biomarkers were log-transformed. The selection of potential

confounders was performed based on the protocol developed by Dr. S. Zhang and

Dr. U. Kraus (”Environmental Risks” research group, Institute of Epidemiology,

Helmholtz Zentrum, München) and proceeded as follows. The first step consisted

of sorting the covariates by topic and the exclusion of variables with more than

10% of missing values. Furthermore, to avoid multicollinearity the correlation

between variables was evaluated and subsequently, based on previous studies, we

selected the variables best representing the relation with the outcomes. Then, the

covariates selection was made using the following 3 methods:

� the first using the Bayesian information criterion, BIC, which is a model

selection tool. We performed a stepwise analysis for each category and chose

the model with the lowest BIC score.

� the second method is to use Spearman’s correlation between the covariates

and each outcome to measure the strength of the relationship. We have

selected the variables with a coefficient correlation >0.1/0.2.

� in the third one, we performed multivariate analysis, then we selected only

the significant variables with p-value < 0.1.

The variables that have been selected across the three methods and that are rep-

resentative for all outcomes were selected as potential confounders and therefore

included in the model building. Three models were constructed: the crude model

consists only of age, sex and month of blood withdrawal; the main model was

adjusted for crude model covariates plus year of education, occupational status,

marital status, cumulative smoking exposure, smoking status, alcohol consump-

tion and physical activity. The extended model consists of the main model plus

BMI, waist-hip ratio, total and HDL cholesterol, current hypertension (or drug-

controlled), Diabetes mellitus (or use of antidiabetic drugs) and regular use of

NSAIDs. The same three models were built for each outcome. The linearity of

the exposure-response function was checked using the generalized additive model

(GAM), using a penalized spline of the air pollutant.
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Effect modification analysis was performed in order to evaluate difference between

some specific subgroups. The modifier included in the analysis are: age (<60;

≥60), sex (female vs. male), smoking status (smoker vs. ex-smoker or no-smoker),

BMI (<25 vs. ≥25), physical activity (no vs. yes), hypertension (no vs. yes),

diabetes (no vs. yes) and NSAIDs medication use (no vs. yes).

7.6 Sensitivity analyses

We performed a sensitivity analysis excluding outliers which we identified as values

> 75th percentile + 3× interquartile range (IQR) and values < 25th percentile −
3× IQR. We assessed the impact of neighborhood SES by adding it in the main

model as a confounding variable. Moreover, two-pollutant model were calculated

by adding a second pollutant variable; we selected O3 and PM2.5 based on the

Spearman’s correlation coefficient at <0.70.

Finally, quantile regression was carried out in order to evaluate the association

between each pollutant and each biomarker across quantiles.

All analyses were conducted with R version 3.4.1 using the ”mgcv” and ”quantreg”

packages.
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Chapter 8

Results II

8.1 Study population

The KORA S4 study population consists of 4261 participants, of which 4051 par-

ticipants have information regarding the biomarkers under investigation in our

research. All of the individuals in this dataset, with the exception of 17 of them,

have information on Fibrinogen, hs-CRP and SAA levels, while 1404 individuals

have complete information on IL-6 and Adiponectin. These participants are con-

sidered as a subset dataset, within the complete one, for the conduction of our

statistical analysis.

To evaluate the statistically significant difference between the whole dataset

and the subset dataset we used Mann-Whitney U test for continuous variables and

Chi squared for categorical ones.

The average age for the entire study is 49 years while the subsample of older

participants has an average age of 64 years. This difference is reflected in the

other characteristics that are presented in Table 8.2. Specifically, the percentage

of ex-smokers in the younger population is 21.8% compared to 38% in the older

one, we also observed 26.3% of smoker in the whole dataset while only 14.1% in

second one. The occupational status shows for the older subsample a percentage of

retired of 61.8% compared to 24.4% of younger one. In addition, medical status and

medication use show a significant difference the whole study and the subsample.

Among the latter, the 7.5% answered to have diabetes or to be making use of

antidiabetic medication and 56.5% confirmed to be affected by hypertension or to

be controlling it with medication. This data can be compared to 3.9% and 37.2%

74
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respective shares within the entire study. In general, the levels of all biomarkers do

not exceed the mean normal reference levels for each. The arithmetic mean for all

the participants is for Fibrinogen 3 (± 1) g/L, for hs-CRP is 3 (± 5) mg/L and for

SAA is 6 (± 18) (mg/L). The mean for IL-6 and Adiponectin is 4 (± 12) (pg/mL)

and 10 (± 5) (µg/mL) respectively. Spearman’s correlation between biomarkers

was assessed. The inflammatory markers show strong correlation among them,

especially between hs-CRP and SAA. Adiponectin, as expected, shows an inverse

correlation with inflammatory markers, especially with hs-CRP (Table 8.1).

Table 8.1: Descriptive statistics of blood biomarkers, cumulative of both
datasets: mean ± standard deviation (SD) and Spearman’s correlation coeffi-
cient among biomarkers.

Biomarker Mean ± SD Spearman’s correlation coefficient

IL-6 Adiponectin hs-CRP Fibrinogen

IL-6 (pg/mL) 4±12

Adiponectin
(µg/mL)

10±5 -0.05

hs-CRP (mg/L) 3±5 0.44 -0.11

Fibrinogen
(g/L)

3±1 0.27 0 0.49

SAA (mg/L) 6±18 0.30 0.02 0.60 0.36

IL-6: Interleukin 6;
hs-CRP: high-sensitivity C-reactive protein;
SAA: Serum Amyloid A.
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Table 8.2: Descriptive statistics of the study population: mean ± standard
deviation (SD) or number in % , missing number of observations (in %) and sta-
tistically significant difference.

KORA S4 N= 4051 Subsample N= 1404

Variables Mean ± SD
or N(%)

Miss. N(%) Mean ± SD
or N(%)

Miss. N(%) p-value

Personal characteristics

Age 49 ± 14 - 64 ± 5 - < 0.001

Sex (Female) 2064 (51) - 675 (48.1) - 0.07

Socio-economic covariates

Education (years) 12 ± 3 - 11 ± 2 - <0.001

Occupational status < 0.001

Employed, self-employed or in
training

2458 (60.7) 324 (23.1)

Unemployed 142 (3.5) 56 (4)

Homemaker 464 (11.5) 157 (11.2)

Retired 987 (24.4) 867 (61.8)

Marital status < 0.001

Single 459 (11.3) 64 (4.6)

Married or living with partner 2987 (73.7) 1035 (73.7)

Divorced or separated 364 (9.0) 120 (8.5)

Widowed 241 (5.9) 185 (13.2)

Percentage of households with low
income in (1 km)2 grid cell (%)

27 ± 23 - 28 ± 23 - 0.18

Lifestyle covariates

Cumulative smoking exposure
(pack-years)

12 ± 20 - 15 ± 24 0.42

Smoking status <0.001

Smoker 1066 (26.3) 197 (14.1)

Ex-smoker 1289 (21.8) 533 (38)

Non-smoker 1696 (41.9) 674 (48.1)

Acohol consumption (g/day) 16 ± 22 - 16 ± 21 - 0.36

Body mass index (kg/m2) 27 ± 5 32 (0.8) 29 ± 4 7 (0.5) <0.001

Waist-hip ratio 1 ± 0 24 (0.6) 1 ± 0 2 (0.1) <0.001

Physical active <0.001

Inactive 2079 (51.3) 817 (58.2)

Active 1972 (48.7) 587 (41.8)

Clinical covariates

Total cholesterol (mg/dL) 228 ± 44 2 (0.05) 243 ± 42 1 (0.1) <0.001

HDL cholesterol (mg/ dL) 58 ± 17 8 (0.2) 58 ± 16 2 (0.1) 0.89

Medical history and medica-
tion

Current hypertension or drug-
controlled (yes)

1506 (37.2) 8 (0.2) 792 (56.5) 1 (0.1) < 0.001

Diabetes mellitus or use of antidia-
betic drugs only metformin (yes)

158 (3.9) - 106 (7.5) - <0.001

Regular use of NSAIDs, anti-
inflammatory (yes)

103 (2.5) 6 (0.1) 50 (3.6) 1 (0.1) 0.06

HDL-cholesterol: high-density lipoprotein (HDL); NSAIDs: non-steroidal anti-inflammatory drug.
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8.2 Exposure data

The descriptive statistics of air pollutants is reported in Table 8.3. There is no

statistically significant difference between the annual average of each pollutant

calculated between the whole study population and the subsample. Spearman’s

correlation among pollutants was investigated, results are shown in Figure 8.2.

Almost all pollutants are highly correlated with each other, with the exception

of O3 for which the correlation is either null or inverse, in particular with NOx

as expected, since it is a product of chemical reactions between nitrogen oxides

(NOx) and volatile organic compounds (VOC) [183]. Also the correlation of O3

with PM2.5 is relevant and it has already been observed in other studies as in [184].

The maximum value of the correlation coefficient observed is between PNC and

NOx with a percentage share of 90%. According to the threshold of the European

Directive, the pollutants did not exceed the annual limit values in the year 2014-

2015.

Table 8.3: Descriptive statistics of air pollutants. The mean ± standard devia-
tion (SD) and interquartile range (IQR) for each pollutant is reported.

KORA S4 N= 4051 Subsample N= 1404

Pollutants Mean ± SD IQR Mean ± SD IQR

PM10 µg/m3 17 ± 2 2.12 17 ± 2 2.06

PMcoarse µg/m3 5 ± 1 1.37 5 ± 1 1.29

PM2.5 µg/m3 12 ± 1 1.39 12 ± 1 1.32

PM2.5abs 10
-5/m3

1 ± 0 0.27 1 ± 0 0.26

NOx µg/m3 22 ± 7 8.50 22 ± 7 8.03

NO2 µg/m3 14 ± 5 7.17 15 ± 4 7.05

O3 µg/m3 39 ± 2 3.59 39 ± 2 3.46

PNC 103/m3 7.4 ± 1.8 1.94 7.4 ± 1.8 1.81

PM10, PMcoarse, PM2.5 : particulate matter with aerodynamic diameter < 10 µm, 2.5–10 µm and < 2.5 µm,

respectively; PM2.5abs: absorbance of PM2.5; PNC: particle number concentration; NO2: nitrogen dioxide; NOx:

nitrogen oxides; O3: ozone.
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Figure 8.1: Spearman’s correlation between pollutants. The positive correla-
tion is shown in red and increases with increasing colour intensity. Conversely,
colour in blue represents negative correlation and in white null.
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8.3 Regression analysis

The regression analysis was performed for the three models taking into considera-

tion different potential confounding factors. The crude model, considering age, sex

and month (of blood collection); the main model, including also socio-economic

and lifestyle covariates; finally the extended model, added of clinical and medical

history variables. This approach was chosen to allow for a more complete assess-

ment of the influence that different confounders have on the parameters. This

assessment will be performed by comparing the independent variables’ parameters

and the confounding variables’ ones in each model.

The associations between air pollutants and biomarkers results are expressed as

the percentage change in the biomarker per interquartile range (IQR) increase of

each pollutant. The results of the regression analysis are shown in Tables 8.4 to 8.8

and Figures 8.2 to 8.6; which depict the comparison among models. Statistically

significant positive results, p-value <0.05, were observed for Fibrinogen with PNC

in general in all three models (Table 8.4). Adjusting the model for age, sex and

month of blood withdrawal, given an increase of IQR in NOx (8.5 µg/m3), Fib-

rinogen increases by 0.7 % (0; 1.5). The addition of covariates regarding lifestyle,

medical history and clinical variables leads to smaller, not statistically significant

association with NOx. A positive trend is observable also with PM2.5 and NO2

both in the crude model. Similar to Fibrinogen, hs-CRP shows strong positive

relation with PNC across the three models (Table 8.5); into the main model, an

interquartile range (1941 particles/cm3) increase was associated with a 3.1% (-

0.5; 6.9) increase in hs-CRP. Positive associations with PM10 and NOx are also

observed but not statistically significant. SAA shows a positive association with

PM10 and PNC which are not statistically significant (Table 8.6).

With regard to IL-6, in the main model it increases by 11.4% with PM2.5 increase

of 1.32 µg/m3 (Table 8.7); the statically significant positive association persists in

all adjusted models (main and extended). On the other hand Adiponectin shows

a general inverse relation with almost all the pollutants. Statistical significance

is observed in relation to O3 which persists in all three models, specifically in the

main model, Table 8.8 shows a decrease of -5.4% (-8.8; -1.9) of Adiponectin when

O3 increases by 3.5 µg/m3.

Tables with the results for each biomarker are shown below; each table is

followed by its respective graph in order to allow visualisation of the results.
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Table 8.4: Fibrinogen: comparison of estimates across the three models: crude,
main and extended in term of percent change of biomarkers per interquartile
range (IQR) change of pollutants (N= 4034; 95% CI; ** = p-value <0.05; * =
p-value <0.1)

Fibrinogen

Pollutant IQR-poll. Crudea Mainb Extendedc

PM10 µg/m3 2.12 0.2 (-0.7; 1) 0.2 (-0.7; 1) 0.2 (-0.6; 1)

PMcoarse µg/m3 1.37 0.1 (-0.8; 0.9) 0.1 (-0.8; 0.9) 0.2 (-0.6; 1)

PM2.5 µg/m3 1.39 0.6 (-0.2; 1.5) 0.4 (-0.5; 1.2) 0.3 (-0.5; 1.2)

PM2.5abs 10
-5/m3

0.27 0.6 (-0.4; 1.5) 0.4 (-0.5; 1.4) 0.4 (-0.5; 1.3)

NOx µg/m3 8.50 0.7 (0; 1.5)** 0.5 (-0.2; 1.3) 0.5 (-0.2; 1.2)

NO2 µg/m3 7.17 0.7 (-0.3; 1.7) 0.5 (-0.5; 1.5) 0.4 (-0.6; 1.4)

O3 µg/m3 3.59 -0.7 (-1.6; 0.3) -0.3 (-1.2; 0.6) 0 (-1; 0.9)

PNC 103/m3 1.94 0.8 (0.1; 1.5)** 0.7 (0; 1.3)** 0.6 (0; 1.3)*

CI: confidence interval; PM10, PMcoarse, PM2.5: particulate matter with aerodynamic diameter < 10 µm, 2.5–10 µm

and < 2.5 µm, respectively; PM2.5abs: absorbance of PM2.5; PNC: particle number concentration; NO2: nitrogen

dioxide; NOx: nitrogen oxides; O3: ozone.
a: Age, sex, month; b: crude model covariates + year of education, occupational status, marital status, cumulative

smoking exposure, smoking status, alcohol consumption and physical activity; c: main model + body mass index

(BMI), waist-hip ratio, total and high-density lipoprotein (HDL) cholesterol, current hypertension (or drug controlled),

diabetes mellitus (or use of antidiabetic drugs) and regular use of non-steroidal anti-inflammatory drug (NSAIDs).

Figure 8.2: Percent change of Fibrinogen per IQR increase in air pollutant.
Comparison across the three models; in black is represented the crude model, in
red the main one, and in grey the extended one (95% CI; ** = p-value <0.05; *
= p-value <0.1).
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Table 8.5: high-sensitivity C-reactive protein (hs-CRP): comparison of esti-
mates across the three models: crude, main and extended in term of percent
change of biomarkers per interquartile range (IQR) of pollutants (N= 4034; 95%
CI; ** = p-value <0.05; * = p-value <0.1)

hs-CRP

Pollutant IQR-poll. Crude Main Extended

PM10 µg/m3 2.12 3.1 (-1.7; 8.1) 3 (-1.7; 7.9) 2.7 (-1.7; 7.3)

PMcoarse µg/m3 1.37 -1 (-5.5; 3.7) -0.7 (-5.2; 4) 0.4 (-3.8; 4.8)

PM2.5 µg/m3 1.39 1.8 (-2.9; 6.7) 0.8 (-3.8; 5.6) 0.8 (-3.6; 5.3)

PM2.5abs 10
-5/m3

0.27 2.9 (-2.3; 8.3) 2.6 (-2.5; 8) 2.2 (-2.6; 7.2)

NOx µg/m3 8.50 3.2 (-0.8; 7.5) 2.4 (-1.6; 6.5) 2.2 (-1.5; 6.1)

NO2 µg/m3 7.17 2.1 (-3.3; 7.9) 1.4 (-4; 7.2) 1.3 (-3.8; 6.6)

O3 µg/m3 3.59 -4.4 (-9.3; 0.8)* -2.1 (-7.1; 3.1) -0.7 (-5.5; 4.2)

PNC 103/m3 1.94 3.7 (0; 7.6) ** 3.1 (-0.5; 6.9) * 2.9 (-0.5; 6.4)*

CI: confidence interval; PM10, PMcoarse, PM2.5: particulate matter with aerodynamic diameter < 10 µm, 2.5–10 µm

and < 2.5 µm, respectively; PM2.5abs: absorbance of PM2.5; PNC: particle number concentration; NO2: nitrogen

dioxide; NOx: nitrogen oxides; O3: ozone.
a: Age, sex, month; b: crude model covariates + year of education, occupational status, marital status, cumulative

smoking exposure, smoking status, alcohol consumption and physical activity; c: main model + body mass index

(BMI), waist-hip ratio, total and high-density lipoprotein (HDL) cholesterol, current hypertension (or drug controlled),

diabetes mellitus (or use of antidiabetic drugs) and regular use of non-steroidal anti-inflammatory drug (NSAIDs).

Figure 8.3: Percent change of hs-CRP per IQR increase in air pollutant. Com-
parison across the three models; in black is represented the crude model, in red
the main one, and in grey the extended one (95% CI; ** = p-value <0.05; * =
p-value <0.1).
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Table 8.6: Serum amyloid A (SAA): comparison of estimates across the three
models: crude, main and extended in term of percent change of biomarkers per
interquartile range (IQR) change of pollutants (N= 4034; 95% CI; ** = p-value
<0.05; * = p-value <0.1)

SAA

Pollutant IQR-poll. Crude Main Extended

PM10 µg/m3 2.12 2.4 (-1; 6) 2.7 (-0.8; 6.3) 2.6 (-0.8; 6.1)

PMcoarse µg/m3 1.37 -0.7 (-4; 2.7) -0.2 (-3.6; 3.2) 0 (-3.3; 3.4)

PM2.5 µg/m3 1.39 0.2 (-3.2; 3.7) 0.1 (-3.3; 3.6) 0.1 (-3.2; 3.6)

PM2.5abs 10
-5/m3

0.27 1.7 (-2.1; 5.6) 2 (-1.8; 5.9) 2 (-1.8; 5.8)

NOx µg/m3 8.50 1.3 (-1.6; 4.3) 1.3 (-1.7; 4.3) 1.2 (-1.6; 4.2)

NO2 µg/m3 7.17 0.2 (-3.7; 4.3) 0.4 (-3.6; 4.6) 0.4 (-3.5; 4.5)

O3 µg/m3 3.59 0.1 (-3.7; 4) 0.7 (-3.1; 4.7) 0.5 (-3.2; 4.4)

PNC 103/m3 1.94 2 (-0.7; 4.7) 2 (-0.7; 4.8) 2 (-0.7; 4.7)

CI: confidence interval; PM10, PMcoarse, PM2.5: particulate matter with aerodynamic diameter < 10 µm, 2.5–10 µm

and < 2.5 µm, respectively; PM2.5abs: absorbance of PM2.5; PNC: particle number concentration; NO2: nitrogen

dioxide; NOx: nitrogen oxides; O3: ozone.
a: Age, sex, month; b: crude model covariates + year of education, occupational status, marital status, cumulative

smoking exposure, smoking status, alcohol consumption and physical activity; c: main model + body mass index

(BMI), waist-hip ratio, total and high-density lipoprotein (HDL) cholesterol, current hypertension (or drug controlled),

diabetes mellitus (or use of antidiabetic drugs) and regular use of non-steroidal anti-inflammatory drug (NSAIDs).

Figure 8.4: Percent change of SAA per IQR increase in air pollutant. Com-
parison across the three models; in black is represented the crude model, in red
the main one, and in grey the extended one (95% CI; ** = p-value <0.05; * =
p-value <0.1).
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Table 8.7: Interleukin 6 (IL-6): comparison of estimates across the three mod-
els: crude, main and extended in term of percent change of biomarkers per in-
terquartile range (IQR) change of pollutants (N= 1404; 95% CI; ** = p-value
<0.05; * = p-value <0.1)

IL-6

Pollutant IQR-poll. Crude Main Extended

PM10 µg/m3 2.06 -3.8 (-15; 8.8) -4.8 (-15.8; 7.8) -5.4 (-16.4; 7)

PMcoarse µg/m3 1.29 -3.1 (-13.8; 9) -4.6 (-15.3; 7.5) -4.8 (-15.5; 7.2)

PM2.5 µg/m3 1.32 12 (-1.1; 26.8)* 11.4 (-1.6; 26.1)* 11.2 (-1.8; 25.8)*

PM2.5abs 10
-5/m3

0.26 -3.9 (-15.7; 9.6) -5.4 (-17.2; 8) -6 (-17.6; 7.2)

NOx µg/m3 8.03 3.9 (-6.2; 15.1) 3.6 (-6.5; 14.8) 3.5 (-6.5; 14.6)

NO2 µg/m3 7.05 2.7 (-11.3; 18.9) 0.8 (-13.1; 16.8) 0.2 (-13.5; 16.1)

O3 µg/m3 3.46 -5.7 (-17.8; 8.1) -4.8 (-17; 9.2) -3.6 (-15.9; 10.5)

PNC 103/m3 1.81 1.7 (-7.2; 11.5) 1.1 (-7.8; 10.9) 0.9 (-8; 10.6)

CI: confidence interval; PM10, PMcoarse, PM2.5: particulate matter with aerodynamic diameter < 10 µm, 2.5–10 µm

and < 2.5 µm, respectively; PM2.5abs: absorbance of PM2.5; PNC: particle number concentration; NO2: nitrogen

dioxide; NOx: nitrogen oxides; O3: ozone.
a: Age, sex, month; b: crude model covariates + year of education, occupational status, marital status, cumulative

smoking exposure, smoking status, alcohol consumption and physical activity; c: main model + body mass index

(BMI), waist-hip ratio, total and high-density lipoprotein (HDL) cholesterol, current hypertension (or drug controlled),

diabetes mellitus (or use of antidiabetic drugs) and regular use of non-steroidal anti-inflammatory drug (NSAIDs).

Figure 8.5: Dataset 2: Percent change of IL-6 per IQR increase in air pol-
lutant. Comparison across the three models; in red is represented the main
one(95% CI; ** = p-value <0.05; * = p-value <0.1)



8.3. REGRESSION ANALYSIS 84

Table 8.8: Adiponectin: comparison of estimates across the three models:
crude, main and extended in term of percent change of biomarkers per interquar-
tile range (IQR) change of pollutants (N= 1404; 95% CI; ** = p-value <0.05; *
= p-value <0.1)

Adiponectin

Pollutant IQR-poll. Crude Main Extended

PM10 µg/m3 2.06 0 (-3.2; 3.3) -0.5 (-3.7; 2.9) 0 (-3; 3.1)

PMcoarse µg/m3 1.29 -1.5 (-4.6; 1.6) -2.2 (-5.3; 0.9) -2.3 (-5.2; 0.6)

PM2.5 µg/m3 1.32 -2 (-5.2; 1.3) -1.8 (-5; 1.5) -2 (-4.9; 1.1)

PM2.5abs 10
-5/m3

0.26 -0.4 (-3.9; 3.1) -0.8 (-4.3; 2.7) -0.8 (-4; 2.5)

NOx µg/m3 8.03 -1.1 (-3.7; 1.6) -1.3 (-4; 1.4) -1 (-3.4; 1.6)

NO2 µg/m3 7.05 -0.7 (-4.4; 3.3) -1.2 (-5; 2.8) -1.2 (-4.8; 2.5)

O3 µg/m3 3.46 -5.5 (-8.8; -2)** -5.4 (-8.8; -1.9) ** -6.1 (-9.2; -2.8)**

PNC 103/m3 1.81 -1.1 (-3.5; 1.3) -1.5 (-3.9; 1) -1 (-3.3; 1.3)

CI: confidence interval; PM10, PMcoarse, PM2.5: particulate matter with aerodynamic diameter < 10 µm, 2.5–10 µm

and < 2.5 µm, respectively; PM2.5abs: absorbance of PM2.5; PNC: particle number concentration; NO2: nitrogen

dioxide; NOx: nitrogen oxides; O3: ozone.
a: Age, sex, month; b: crude model covariates + year of education, occupational status, marital status, cumulative

smoking exposure, smoking status, alcohol consumption and physical activity; c: main model + body mass index

(BMI), waist-hip ratio, total and high-density lipoprotein (HDL) cholesterol, current hypertension (or drug controlled),

diabetes mellitus (or use of antidiabetic drugs) and regular use of non-steroidal anti-inflammatory drug (NSAIDs).

Figure 8.6: Percent change of Adiponectin per IQR increase in air pollutant.
Comparison across the three models; in red is represented the main one(95% CI;
** = p-value <0.05; * = p-value <0.1)
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8.4 Effect modification

Effect modification analysis was performed to investigate the difference between

the subgroups. We found the major difference in the groups with and without

intaking inflammatory medication (NSAIDs), in those who answered yes, the re-

sults show a strong positive association between IL-6 and PM2.5abs, NOx, NO2 and

UFPs. As well as for hs-CRP, which results significantly association with PM10

and O3. This could be explained by the fact that people taking anti-inflammatory

drugs start with a higher baseline level of inflammatory markers than those not

taking these drugs, due to the underlying disease the drugs were prescribed for.

Furthermore, the average age, for both databases, of people using NSAIDs is higher

than those not using them. hs-CRP was found to be negative significantly associ-

ated with PMcoarse within those who practice physical activity [ -6.74% ( -12.92;

-0.13), p-value < 0.05]. In the male subcategory, SAA exhibit significantly nega-

tive effect estimates per IQR increase with PM2.5 [ -4.48% (-9.08; 0.36), p-value

< 0.05] and NOx [ -1.7% (-5.65; 2.41), p-value < 0.05]. It is an expected result,

in [185] was found that males have statistically significantly lower level of SAA

compared to females. Adiponectin shows positive association in people with dia-

betes (or under drug control). Adiponectin is generally negatively associated with

diabetes; this positive association may be due to the intake of antidiabetic drugs

since the release of Adiponectin from adipose tissue is stimulated by insulin [186].

In addition, it results statistically significant negative associated with PM2.5 in the

elderly population (≥60) [ -3.82% (-7.44; -0.06), p-value < 0.05].

No other clear and consistent modifier effects were observed.

8.5 Sensitivity analyses

We performed the sensitivity analyses in the main model, adjusted for age, sex,

month of blood withdrawal, years of education, occupational status, marital status,

cumulative smoking exposure, smoking status, alcohol consumption and physical

activity. We first checked the strength of our results without including outlying

biomarkers, this did not show statistically significant changes from the previous

results (Figure 8.7).

We performed another sensitivity analysis investigating the impact of the neigh-

borhood SES, defined as percentage of households with low income within (1 km)2
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grid cell, on the association between biomarkers of inflammation and air pollutants.

Adding this variable to the main model significantly influences the outcomes, in

particular regarding SAA, IL-6 and Adiponectin (Figure 8.8). SAA results to be

statistically significantly associated with PM10 [ 3.4% (-0.5; 7.5), p-value < 0.1]

and PNC [ 2.7% (-0.4; 5.8), p-value < 0.1]. The association of IL-6 with PM2.5

is now stronger compared to when it was excluded from the model. Adiponectin

is found to be statistically significantly negatively associated with PM2.5 [ -3.3%

(-6.9; 0.5), p-value < 0.1] and PNC, which was not foreseeable from the previous

results.

The analysis of the two-pollutant model was carried out by adjusting for O3 the

main model and the results tend to remain robust for almost all biomarkers (Figure

8.9). Whereas the adjustment with PM2.5 reveals other results (Figure 8.10). SAA

in the single-pollutant model shows no significant association with any pollutant,

instead in two-pollutant model for PM2.5 we observed a statistical significant pos-

itive association with PM10 [ 3.54% (-0.52; 7.78), p-value <0.1] and PNC [ 3.12%

(-0.28; 6.65), p-value <0.1]. We noticed also in IL-6, two-pollutant model was

negatively significant associated with PM10 [ -12.6% (-24.15; 0.72), p-value <0.1],

PMcoarse[ -13.24% (-24.6; -0.17), p-value <0.05] and PM2.5abs [ -16.96% (-29.43;

-2.3), p-value <0.05], in contrast to the single-pollutant model.
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Figure 8.7: Comparison between the main model including outliers (red) and
excluding outliers (grey). Represented as percent change of biomarker per IQR
increase in air pollutant. (95% CI; ** = p-value <0.05; * = p-value <0.1)



8.5. SENSITIVITY ANALYSES 88

Figure 8.8: Percent change of biomarker per IQR increase in air pollutant in
the main model (red) and in main model including the neighborhood SES vari-
able (black), defined as percentage of households with low income in (1 km)2

grid cell (95% CI; ** = p-value <0.05; * = p-value <0.1).
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Figure 8.9: Second pollutant O3:
comparison between single (red) and
two-pollutant (blue) models.

Figure 8.10: Second pollutant PM2.5:
comparison between single (red) and
two-pollutant (blue) models.

Percent change of biomarker per IQR increase in air pollutant (95% CI; ** = p-value

<0.05; * = p-value <0.1).
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8.6 Quantile regression

Quantile regression analyses, adjusted for the covariates included in the main

model, were conducted for all biomarkers. Some effects persisted across all quan-

tiles while some effects occurred only at the lowest/highest quantiles. High per-

centiles identify high protein levels; conversely, lower percentiles identify lower

levels. Thus, the relationship at lower percentiles highlights the impact of air pol-

lutants on people with a healthy baseline level of inflammatory markers. In the

next pages, I have reported the results for each biomarker; the y-axis represents

the absolute change of the biomarker for the increase in the IQR of air pollutants,

while the x-axis shows the biomarker of interest distributed along the quantiles.

For Fibrinogen, in the regression analysis for the main model we did not observe

any associations except for PNC. However, in the quantile regression analysis we

observed that PM2.5, PM2.5abs and NOx exhibit positive associations with Fib-

rinogen at the 90th percentile; NOx, also at 10th percentile (Figure 8.11). hs-CRP

shows similar results to those obtained with Fibrinogen; moreover, most pollu-

tants are associated with hs-CRP at the 10th percentile (Figure 8.12). Hs-CRP

is an effective marker of low levels of inflammation, these results show how the

impact of air pollutants can be statistically significant even at these levels. SAA

in the regression analysis was not significantly associated with any pollutant. Ex-

ploring across quantiles we observed a positive association with PM10 at the low

percentiles and with PNC at the central ones (Figure 8.13).

IL-6 shows negative associations at the 10th percentile with PM10, coarse, 2.5abs and

NO2. With PM2.5 there is strong association around central percentiles (Figure

8.14). For Adiponectin PMcoarse turns out to be negatively associated at almost all

percentiles. NOx, PM2.5 and PNC exhibit positive association at lower percentiles

(Figure 8.15).

In summary, these results show that also low levels of inflammatory markers

are associated with increasing levels of different air pollutants.
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Figure 8.11: Fibrinogen quantile regression: in each graph the absolute change
in Fibrinogen per IQR increase in individual air pollutant is shown, as well as its
distribution across the quantile (Fibrinogen (g/L); 95% CI; ** = p-value <0.05;
* = p-value <0.1).
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Figure 8.12: hs-CRP quantile regression: in each graph the absolute change
in hs-CRP per IQR increase in individual air pollutant is shown, as well as its
distribution across the quantile (hs-CRP (mg/L); 95% CI; ** = p-value <0.05; *
= p-value <0.1).
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Figure 8.13: SAA quantile regression: in each graph the absolute change in
SAA per IQR increase in individual air pollutant is shown, as well as its dis-
tribution across the quantile (SAA (mg/L); 95% CI; ** = p-value <0.05; * =
p-value <0.1).
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Figure 8.14: IL-6 quantile regression: in each graph the absolute change in IL-
6 per IQR increase in individual air pollutant is shown, as well as its distribution
across the quantile (IL-6 (pg/mL); 95% CI; ** = p-value <0.05; * = p-value
<0.1).
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Figure 8.15: Adiponectin quantile regression: in each graph the absolute
change in Adiponectin per IQR increase in individual air pollutant is shown,
as well as its distribution across the quantile (Adiponectin (µg/mL); 95% CI; **
= p-value <0.05; * = p-value <0.1).
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Chapter 9

Discussion and conclusion II

In this cross-sectional study we investigated the relation between long-term expo-

sure to ambient air pollutants and blood biomarkers of inflammation and coagu-

lation reflecting cardiovascular health. The blood biomarkers studied in this work

are all involved in the local and systemic inflammatory response. We hypothesized

that long-term inhalation of gaseous air pollutants and particulate matter can di-

rectly or indirectly generate oxidative stress. Consequently, we hypothesized that

increased exposure to ambient air pollution levels would lead to increased levels of

Fibrinogen, hs-CRP, SAA and IL-6, whereas we expected a decrease in Adiponectin

concentration with higher air pollution levels.

The analysis for Fibrinogen, hs-CRP and SAA was carried out for 4034 partic-

ipants, while for IL-6 and Adiponectin we only have data of 1404 participants.

Regarding Fibrinogen and hs-CRP were found to be positively associated with

UFPs (measured as PNC); SAA also shows a positive correlation with PNC but

not statistically significant, as well as with PM10. IL-6 is positively associated

with PM2.5, while Adiponectin is negatively associated with O3. In comparison

to the literature linking short-term exposure to air pollution with changes in the

levels of blood markers reflecting inflammatory and coagulatory processes, the ev-

idence regarding long-term exposure is still limited, especially for UFP, in term of

PNC. Most of these studies have been conducted mainly on Fibrinogen, hs-CRP

and IL-6 [147, 187, 188]. To the best of our knowledge, so far, no epidemiological

studies were carried out considering the association between long-term exposure to

air pollutants and SAA levels, while few studies assessed Adiponectin, but results

are still limited [157, 189, 190]. In Lee and colleagues [187] work, Fibrinogen was
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found to be positive associated with 1-year exposure to PM2.5, NO2 and O3; in

contrast, hs-CRP did not show significant associations with any pollutant. These

results differ from our findings, in which there were no significant associations for

Fibrinogen with the aforementioned pullutants in regression analyses. Instead,

in quantile regression we found positive association with PM2.5 at the 70th and

90th percentiles. One of the studies conducted investigating the association with

PNC, was carried out by Lane and colleagues [188]. They found positive non-

significant associations for IL-6 and CRP with annual exposure to PNC, whereas

Fibrinogen did not shows association. These results also differ from our findings

since we observed significant association for Fibrinogen and hs-CRP and not for

IL-6. However, the methods used in Lane’s work differ from ours since they con-

ducted mobile monitoring of particle number concentration (PNC) and applied a

spatial-temporal model to determine individual time-activity [188]. Studies that

have investigated changes in IL-6 with PM2.5 levels are rare. However, our positive

results for IL-6 are consistent with A.Hajat and colleagues [147], they found a pos-

itive association between IL-6 and PM2.5. Adiponectin shows strong association

in non-obese participants with air pollutants, in the work conducted by Lucht and

colleagues [157]. In our main results we observed strong association just with O3.

Furthermore, when adjusting the main model with the neighborhood SES variable

we also noticed negative association with PM2.5 and PNC. This result is agreement

with their work [157]; however, we did not notice any differences between obese

and non-obese participants.

The impact of air pollution exposure on the inflammatory response may vary

among population subgroups, especially in those most susceptible. We investi-

gated the effect modifications and we observed more consistent results in people

who regularly intake anti-inflammatory medications. This subgroup was found to

be more sensitive to air pollutants exposure, especially with regard to hs-CRP

and IL-6 levels. For inviduals intaking anti-inflammatory medications, Hs-CRP

is more influenced by PM10 and UFPs than for the subgroup not intaking such

drugs. IL-6 is more affected by most pollutants, both gaseous and PM, in people

regularly intaking anti-inflammatory medications. This may be due to the fact

that people who regularly use anti-inflammatory drugs already start with a higher

level of pro-inflammatory proteins. Examining our data, we observed that in the

whole dataset the subgroup that regularly uses anti-inflammatory drugs is older,

57±13 years, compared to the subgroup that does not intake the medications,
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49±14 years. Consequently, this is reflected in the blood concentration of hs-CRP,

which is higher in people taking anti-inflammatory drugs, 4±7 (mg/mL), than in

those not intaking them, 3±5 (mg/mL). The subsample dataset does not shows

this difference in the average age between the two subgroups, but the mean of IL-6

concentration is higher in those who intake anti-inflammatory medications, 5±10

(pg/mL) compared to 4±13 (pg/mL) for those who do not intake such drugs. This

result shows an increased sensitivity to air pollution in people belonging to more

vulnerable groups.

The results of the sensitivity analyses performed confirmed the statistically sig-

nificant relationships observed in the regression analysis results, and also revealed

other associations. First, we excluded outliers from the main model and this did

not lead to changes in the main results. Then, we conducted a sensitivity analy-

sis including the neighbourhood SES variable in the main model. Several studies

have reported that neighbourhoods with a high proportion of low socio-economic

status households are more exposed to air pollution, and therefore may have a

higher risk of developing cardiovascular diseases [191–193]. Furthermore, low in-

come is correlated with greater psychological stress and it is also reflected on diet,

smoking and physical activity, all of which are directly linked to inflammation. A

recent publication from H.S. Iyer and colleagues [194] examines in detail the im-

pact of neighbourhood SES with blood biomarkers of inflammation. They found

that higher neighbourhood socioeconomic status was associated with lower inflam-

mation, both in woman and men. In particular, they found that an IQR increase

in neighborhood SES was inversely associated with CRP and IL-6 and positive

associated with Adiponectin. In our analysis, after adjusting the main model with

neighbourhood SES, SAA protein is significantly positively associated with PM10

and PNC. IL-6 shows a stronger association with PM2.5; whereas Adiponectin

shows a further negative relationship with PM2.5 and PNC. Our results highlight

the contribution of low neighbourhood SES on inflammation status, specifically

linked to air pollution exposure, which are in agreement with the work of H.S. Iyer

and colleagues.

Quantile regression analysis produced interesting results. Regarding hs-CRP, us-

ing the linear regression model we observed a statistically significant association

only with PNC, however, in the quantile regression analysis, most pollutants were

associated with hs-CRP at the 10th percentile. This effect on hs-CRP is rather

interesting in the sense that people with a healthy hs-CRP level seem to react
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to increasing levels of air pollutants, thus highlighting the potential inflammatory

effect induced by most air pollutants. The SAA protein was found to be associ-

ated with PM10 at the 10th and 20th percentile, which explain the positive trend

observed in the main results using linear regression. Quantile regression analy-

sis point out also negative associations, both at low and high percentiles, between

Adiponectin with PNC and PMcoarse. High level of Adiponectin promotes the inhi-

bition of inflammatory markers and induces the production of anti-inflammatory

ones, in a linked mechanism of feedbacks [195]. Low Adiponectin level are as-

sociated with obesity and insulin resistance, type 2 diabetes, and cardiovascular

disease [196,197]. Our results suggest that people with already low concentration

of Adiponectin are more sensitive to increased levels of UFPs and PMcoarse, whose

exposure could negative affect pre-existing health issues. As well as the association

at the highest percentiles suggests the negative effects of exposure to air pollutants

on people with healthy levels of Adiponectin.

These analyses confirmed our initial hypothesis, observing that exposure to

higher levels of ambient air pollution leads to increased levels of Fibrinogen, hs-

CRP, SAA and IL-6 and decreased concentrations of Adiponectn with higher levels

of air pollution.

9.1 Conclusion

In conclusion, our study suggests that long-term exposure (365-days) to air pollu-

tants is positively associated with increasing level of pro-inflammatory markers and

lower levels of anti-inflammation markers. The major finding seems to be related

to UFPs, as PNC, associated with both pro- and anti- inflammatory markers.
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Chapter 10

Summary and conclusion

Although the awareness on the topic has increased sharply, air pollution is still

a major problem of our time. It affects health conditions of humans around

the world, reducing the quality and expectancy of life. In his book Dr Gary

Fuller’s [198], calls it the ”invisible killer”, since we cannot see it, but it is always

around, and we are constantly affected by it as we cannot stop breathing. Re-

cently, particular attention in research has been given to the nanoscale fraction of

particulate matter, namely ultrafine particles (UFPs), because their size affects the

impact they have on human health. UFPs are defined as incidental anthropogenic

NPs [27, 46] in an aerodynamic diameter between 1 and 100 nm. Moreover, the

absence of shared specific regulation regarding UFPs generates a potentially dan-

gerous void from which negative direct and indirect impacts could arise.

The problem of exposure to UFPs is not exclusive to the outdoor environment, but

it can concern indoor conditions as well. Specifically, exposure can be problematic

in work environments in which a higher concentration of NPs is more probable. Ex-

amples of these environments are workplaces in sectors that produce or deal with

ENPs specifically. These intentional anthropogenic NPs [27,49] have different arti-

ficial designs, depending on their intended application. So, as inferable from their

definitions, a first difference between ENPs and UFPs lays in the intentionality of

their generation. Also, the chemical and physical characteristics of UFPs depend

mainly on the environmental conditions where they are generated and cannot be

controlled. However, both categories share intrinsic characteristics such as size,

exposure routes and metal content [22, 32, 53, 199]. These shared features trigger

similar biological responses as a consequence of exposure, such as ROS generation

100



101

and inflammation at cellular level which can yield to several pathologies.

My PhD project aims at generating relevant knowledge for a deeper under-

standing of the effects that UFPs can have on human health. It will do so by

applying two different investigative approaches. In the first section we researched

how human cell lines are impacted by the interaction with specific ENPs, used as

a proxy to investigate the molecular mechanisms induced by UFPs. HepG2 and

THP-1 cells were exposed for 24h to subtoxic doses of ENPs, and to the equiva-

lent dose of Cadmium in ionic form. The interactome analyses for both cell lines

exposed to ENPs revealed alterations in cellular homeostasis, highlighting their

ability to induce a potential alteration of the oxidative state and an inflammatory

response. Furthermore, the adverse effects of exposure to ENPs appear not to be

strictly related to cadmium release, since treatment with an equivalent dose clearly

induces stronger effects.

In the second section an epidemiological approach was used. We conducted a

population-based long-term study to assess the link between air pollutants (includ-

ing UFPs) with inflammation and coagulation blood-biomarkers reflecting cardio-

vascular health. The results exhibit a strong association between biomarkers of

inflammation and coagulation with almost all pollutants. UFPs show the most

consistent association with CRP, Fibrinogen, SAA and Adiponectin (the latter

was negatively associated, in accordance with our initial hypothesis it is inversely

related to inflammation).

We were also interested in potential common points between the two ap-

proaches. In the first part, we investigated gene regulation after a 24h treatment

with ENPs, to see if it led to the gene transcription of the same proteins assessed

in the second phase of the project. We observed a down regulation of the IL-6 gene

in the THP-1 cell line and interpreted this as general silencing of inflammatory

genes as a consequence of the autophagic process that had already taken place.

IL-6 is a cytokine released in response to environmental stressors, as a result of bi-

ological infections and tissue damage (i.e. Damage-associated molecular patterns,

DAMPs) [200]. Generally, it is expressed by immune-mediated cells in the early

stages of the inflammatory response, as a results of the activation of NF-kB path-

way. IL-6 enters the bloodstream and moves towards the liver inducing the release

of Fibrinogen, CRP and SAA, as well as other inflammatory markers, and leading

to a systemic inflammation. Different studies [201–206] have reported high expres-

sion of this protein after ENPs exposure; the few epidemiological studies which
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have investigated the association between IL-6 and UFP (PNC) [188,207] found a

positive association.

Our results show no association between IL-6 and UFPs but strong positive asso-

ciation with PM2.5, which is not surprising given the high inflammatory potential

of this fraction. It is evident that the biological mechanisms induced by particu-

late matter (PM) may overlap because of their similar chemical composition, and

because the larger PM fractions also include the smaller particle sizes [33, 38].

Previous studies have shown that these two particulate fractions are significantly

correlated with the occurrence of adverse cellular effects, cardiovascular and res-

piratory diseases [208].

The health effects caused by UFPs mainly depend to their size and chemical com-

position. With regard to the size aspect, we highlight the size-dependent cellular

effects of ENPs. Their use in in vitro studies provides an excellent support, which

allows researcher to conceptually extrapolate molecular information and apply

them to the environmental UFPs. Furthermore, the use of ENPs as proxies for

UFPs has the advantage of facilitating the sampling related procedure, specifically

in relation to the large amount of UFPs particle mass necessary to perform in vitro

studies. Indeed, recent publications on toxicological studies of UFPs [38,209,210]

have raised concerns about the lack of a unified toxicological method which best

mimics a real-exposure, without having to resort to in vivo studies; to date, the

air-liquid interface (ALI) in co-culture seems to be the most promising. The re-

sults presented here highlight that the exposure to ENPs, or unintentional an-

thropogenic nanoparticles, is indeed linked with an inflammatory response at both

transcriptomic and systemic levels. This link might be subject to future research

to further understand the dynamics that regulate such processes in more detail at

molecular level.

A limitation of using this approach is that the chemical composition of UFPs

is a fundamental variable in human toxicity studies. To date, it is still not entirely

clear which component of UFPs has the most harmful effects on our health [209]. It

might be interesting to use nanoparticles by trying to manipulate them to ’mimic’

micro-environmental conditions, depending on the source. Related studies have

been growing in number, especially in recent years. This is because the damage to

health is evident, thanks in part to the rich literature on the effects of ENPs, which

this has made it possible to understand them at the molecular level. Today, it is

necessary to arrive at regulations that limit their emissions of NPs, reducing the
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possible damage to human health. This concerns not only ambient air pollution

but also the use of nanomaterials in working environments.

The two different parts of my research allowed me to understand the impor-

tance of approaching scientific topics from different points of view in order to ob-

tain a better understanding of the complex problem, considering both the micro-

and the macro-scale. This work indicates that toxicological studies on ENPs and

UFPs are not so far apart and should go in the same direction, with the common

goal of expanding the knowledge on them. It is also of paramount importance to

achieve a unified method in the toxicological study of nanoparticles, creating more

defined protocols common to all researchers, especially for the environmental ones.

Last but not least, these studies study highlighted the association of inflammatory

and coagulatory response after exposure to PM and gaseous air pollutants, link-

ing it directly with the increased risk of cardiovascular disease, the main cause of

premature death worldwide.
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Jiménez, Ilse Tuinman, Rui Chen, Iñigo Larraza Alvarez, Urszula Mikola-

jczyk, Carmen Nickel, Jessica Meyer, et al. Airborne engineered nanoma-

terials in the workplace—a review of release and worker exposure during

nanomaterial production and handling processes. Journal of hazardous ma-

terials, 322:17–28, 2017.



BIBLIOGRAPHY 110

[35] Colin AJ Dick, David M Brown, Ken Donaldson, and Vicki Stone. The role

of free radicals in the toxic and inflammatory effects of four different ultrafine

particle types. Inhalation toxicology, 15(1):39–52, 2003.

[36] Annette Peters, H Erich Wichmann, Thomas Tuch, Joachim Heinrich, and

Joachim Heyder. Respiratory effects are associated with the number of ul-

trafine particles. American journal of respiratory and critical care medicine,

155(4):1376–1383, 1997.

[37] Maurizio Gualtieri, Maria Giuseppa Grollino, Claudia Consales, Francesca

Costabile, Maurizio Manigrasso, Pasquale Avino, Michaela Aufderheide, Eu-

genia Cordelli, Luca Di Liberto, Ettore Petralia, et al. Is it the time to study

air pollution effects under environmental conditions? a case study to support

the shift of in vitro toxicology from the bench to the field. Chemosphere,

207:552–564, 2018.

[38] Eleonora Marta Longhin, Paride Mantecca, and Maurizio Gualtieri. Fifteen

years of airborne particulates in vitro toxicology in milano: lessons and per-

spectives learned. International Journal of Molecular Sciences, 21(7):2489,

2020.

[39] Directorate-General for Environment. Additional tools nanomaterials, 2021.

[40] Cristina Buzea, Ivan I Pacheco, and Kevin Robbie. Nanomaterials and

nanoparticles: sources and toxicity. Biointerphases, 2(4):MR17–MR71, 2007.

[41] VV Pokropivny and VV Skorokhod. Classification of nanostructures by

dimensionality and concept of surface forms engineering in nanomaterial

science. Materials Science and Engineering: C, 27(5-8):990–993, 2007.

[42] Sajid Bashir and JL Liu. Nanomaterials and their application. Advanced

Nanomaterials and Their Applications in Renewable Energy; Elsevier Inc.:

Amsterdam, The Netherlands, pages 1–50, 2015.

[43] Diana Sannino. Types and classification of nanomaterials. In Nanotechnol-

ogy, pages 15–38. Springer, 2021.

[44] Hua Zhang. Ultrathin two-dimensional nanomaterials. ACS nano,

9(10):9451–9469, 2015.



BIBLIOGRAPHY 111

[45] Tuang Yeow Poh, Nur A’tikah Binte Mohamed Ali, Micheál Mac Aogáin,
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[51] Andre Nel, Tian Xia, Lutz Mädler, and Ning Li. Toxic potential of materials

at the nanolevel. science, 311(5761):622–627, 2006.

[52] Ken Donaldson, Vicki Stone, CL Tran, Wolfgang Kreyling, and Paul JA

Borm. Nanotoxicology, 2004.

[53] Vicki Stone, Mark R Miller, Martin JD Clift, Alison Elder, Nicholas L Mills,

Peter Møller, Roel PF Schins, Ulla Vogel, Wolfgang G Kreyling, Keld Al-

strup Jensen, et al. Nanomaterials versus ambient ultrafine particles: an

opportunity to exchange toxicology knowledge. Environmental health per-

spectives, 125(10):106002, 2017.



BIBLIOGRAPHY 112

[54] Tian Xia, Ning Li, and Andre E Nel. Potential health impact of nanoparti-

cles. Annual review of public health, 30:137–150, 2009.

[55] Sohrab Nikazar, Vishnu Sankar Sivasankarapillai, Abbas Rahdar, Salim

Gasmi, PS Anumol, and Muhammad Salman Shanavas. Revisiting the cy-

totoxicity of quantum dots: An in-depth overview. Biophysical reviews,

12(3):703–718, 2020.

[56] Angela M Wagner, Jennifer M Knipe, Gorka Orive, and Nicholas A Pep-

pas. Quantum dots in biomedical applications. Acta biomaterialia, 94:44–63,

2019.

[57] Yanling Ma, Fei Yan, Li Liu, WuJie Wei, Zhenyu Zhao, and Jianhai Sun. The

enhanced photo-thermal therapy of surface improved photoactive cadmium

sulfide (cds) quantum dots entrenched graphene oxide nanoflakes in tumor

treatment. Journal of Photochemistry and Photobiology B: Biology, 192:34–

39, 2019.

[58] Marta Marmiroli, Francesca Mussi, Luca Pagano, Davide Imperiale, Gia-

como Lencioni, Marco Villani, Andrea Zappettini, Jason C White, and Nel-

son Marmiroli. Cadmium sulfide quantum dots impact arabidopsis thaliana

physiology and morphology. Chemosphere, 240:124856, 2020.

[59] Frank S Bierkandt, Lars Leibrock, Sandra Wagener, Peter Laux, and An-

dreas Luch. The impact of nanomaterial characteristics on inhalation toxic-

ity. Toxicology research, 7(3):321–346, 2018.

[60] Günter Oberdörster, Andrew Maynard, Ken Donaldson, Vincent Castra-

nova, Julie Fitzpatrick, Kevin Ausman, Janet Carter, Barbara Karn, Wolf-

gang Kreyling, David Lai, et al. Principles for characterizing the potential

human health effects from exposure to nanomaterials: elements of a screen-

ing strategy. Particle and fibre toxicology, 2(1):1–35, 2005.

[61] Shahriar Sharifi, Shahed Behzadi, Sophie Laurent, M Laird Forrest, Pieter

Stroeve, and Morteza Mahmoudi. Toxicity of nanomaterials. Chemical So-

ciety Reviews, 41(6):2323–2343, 2012.

[62] Manzoor Ahmad Gatoo, Sufia Naseem, Mir Yasir Arfat, Ayaz Mah-

mood Dar, Khusro Qasim, and Swaleha Zubair. Physicochemical properties



BIBLIOGRAPHY 113

of nanomaterials: implication in associated toxic manifestations. BioMed

research international, 2014, 2014.

[63] Alyona Sukhanova, Svetlana Bozrova, Pavel Sokolov, Mikhail Berestovoy,

Alexander Karaulov, and Igor Nabiev. Dependence of nanoparticle toxic-

ity on their physical and chemical properties. Nanoscale research letters,

13(1):1–21, 2018.

[64] Ayush Verma and Francesco Stellacci. Effect of surface properties on

nanoparticle–cell interactions. small, 6(1):12–21, 2010.
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[92] Teresa Ostaszewska, Jerzy Śliwiński, Maciej Kamaszewski, Pawel Sysa, and

Maciej Chojnacki. Cytotoxicity of silver and copper nanoparticles on rain-



BIBLIOGRAPHY 116

bow trout (oncorhynchus mykiss) hepatocytes. Environmental Science and

Pollution Research, 25(1):908–915, 2018.

[93] Francis Crick. Central dogma of molecular biology. Nature, 227(5258):561–

563, 1970.

[94] Jacob O’Brien, Heyam Hayder, Yara Zayed, and Chun Peng. Overview of

microrna biogenesis, mechanisms of actions, and circulation. Frontiers in

endocrinology, 9:402, 2018.

[95] Robert F Place, Long-Cheng Li, Deepa Pookot, Emily J Noonan, and Ra-

jvir Dahiya. Microrna-373 induces expression of genes with complemen-

tary promoter sequences. Proceedings of the National Academy of Sciences,

105(5):1608–1613, 2008.

[96] Thomas X Lu and Marc E Rothenberg. Microrna. Journal of Allergy and

Clinical Immunology, 141(4):1202–1207, 2018.

[97] Julian Krauskopf, Marcha Verheijen, Jos C Kleinjans, Theo M de Kok,

and Florian Caiment. Development and regulatory application of microrna

biomarkers. Biomarkers in medicine, 9(11):1137–1151, 2015.

[98] Leigh-Ann MacFarlane and Paul R Murphy. Microrna: biogenesis, function

and role in cancer. Current genomics, 11(7):537–561, 2010.

[99] Ahmet M Denli, Bastiaan BJ Tops, Ronald HA Plasterk, René F Ketting,
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