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Abstract

The characterization of chemical phenomena is at the core of computational chemistry. The
goal is to examine, elucidate, and predict different properties and behaviors based on phys-
ically accurate descriptions of chemical systems which consequently mimic experimental
behavior and provide a deeper understanding of various processes. In quantum-chemical
studies, static calculations are often used to characterize molecular properties, reactions,
and other chemical transformations. Continuous improvement of computational infras-
tructure and the development of highly efficient quantum-chemistry programs now allow
for studying these processes dynamically rather than statically. Because of the vast config-
urational space of most chemical systems and the statistical nature of chemistry, dynamic
sampling-based approaches can reflect chemical processes more accurately. Therefore, they
provide access to new and more exact properties, thereby strengthening the links between
theory and experiment.
Here, sampling-based quantum-chemical methods are presented to compute infrared (IR)
spectra, investigate nucleotide assemblies, characterize reaction mechanisms and explore
chemical reaction space for the discovery of new pathways towards probable precursors
for the building blocks of life. Enhanced sampling techniques are applied to the post-
translational enzymatic desuccinylation reaction of protein lysine side chains by sirtuin 5
and a prebiotically plausible synthesis of the canonical deoxyribonucleosides. Furthermore,
different 3’,5’-cyclic ribonucleotide assemblies were investigated using molecular dynamics
and examined with regards to their stability and suitability for polymerization.

A key component of all studies was the efficient use and analysis of the vast amount
of data generated by sampling. A protocol for preprocessing and quantitative compar-
ison of simulated and measured spectra was introduced, highlighting the superiority of
IR-spectra obtained from molecular dynamics simulations. In addition, data-driven tech-
niques have been developed (1) to identify reactive configurations using a machine learning
model trained to relate reactant geometries to activation barriers and (2) to build complex
reaction networks based solely on the evolution of bond orders during molecular dynamics
calculations with induced reactivity. Enhancing the reactivity while ensuring the stability
of molecular dynamics runs was achieved by using a newly designed periodic smooth step
function in combination with optimized simulation parameters. This optimization, as well
as the construction of reaction networks encompassing hundreds of compounds and chem-
ical transformations was enabled by fully automated post-processing.
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Chapter 1

Introduction

When conceptualizing quantum-chemical studies, a trade-off between description of the
electronic structure and the amount of configurations taken into account has to be made.
In the past, this meant that studies which both reflect the statistical nature of chemistry,
with properties ensuing from thermodynamic ensemble averages, and describing the system
accurately were restricted to very small systems comprised of only a few atoms. However,
today, computational chemists can grow their repertoire of approaches by harnessing the
power of recent advances in the development of efficient low-scaling methods, enhanced
sampling protocols, and the rising performance of computational resources. Thereby, al-
lowing for the application of extensive sampling at reasonable level of theory to increasingly
large systems.
A given chemical system can, for instance, be sampled using adiabatic ground state ab
initio molecular dynamics (AIMD). In these simulations the system is propagated on a po-
tential energy surface (PES) determined by the electronic structure. To do so, the motion
of the nuclei and electrons can be separated. In Born–Oppenheimer molecular dynamics
(BOMD) the electrons are treated quantum mechanically and generate the PES, while the
movement of the nuclei is described classically obeying Newton’s equations of motion. The
resulting trajectories, time-series of molecular geometries, and ensemble averages provide
insight into the dynamic behaviour of the system and can be used to extract various prop-
erties which can be related to experimental findings.

In the scope of this cumulative dissertation, five peer-reviewed publications and one
ongoing project are presented. The compiled studies aim to show the aptitude of sampling
based routines for various chemical systems and objectives, bridging gaps between compu-
tational and experimental studies. Because ample sampling at ab initio level still requires
excessive computational resources, enhanced sampling techniques are used and combined
with data analysis methods to optimally exploit the generated data.

Publications I and II highlight the benefits and importance of thorough sampling for
the characterization of enzymatic reactions. The large system extent of proteins, their
flexibility and implied high dimensional underlying potential energy surfaces pose many
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challenges. Among these is the choice of the enzyme-substrate complex starting configu-
ration from which the reaction is simulated.

In the first study (Publication I), the dependence of the computed reaction barrier
on the starting structure was shown using the initial step of the post-translational desuc-
cinylation reaction of lysine residues catalyzed by SIRT5 (sirtuin 5) as model reaction.
SIRT5 belongs to the protein family of sirtuins, categorized as class III lysine deacylases
(KDACs).1 There are seven sirtuin isoforms in mammals. Other than their classification
suggests, these also catalyze, e.g., desuccinylations and demyristoylations.1,2 Sirtuins are
located in various cell compartments where they take part in different biological processes.
Similar to SIRT3 and SIRT4, SIRT5 is found in mitochondria, it has only weak deacetylase
activity and mainly catalyzes demalonylation and desuccinylation reaction of proteins.3–6

In the catalyzed reaction the removed acyl-group is transferred to the NAD+ co-substrate
leading to the release of nicotinamide and 2’-O-acyl-ADP-ribose.5 The reaction begins with
the cleavage of the glycosidic bond forming an α-1’-O-alkylamidate intermediate (scheme
1.1). The study highlighted that the selection of the starting structure is determinant for
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Scheme 1.1: Initial step of the deacylation reaction catalyzed by sirtuins.

the success of the computational characterization of enzymatic reactions. As a solution,
we proposed a novel machine learning (ML) based approach to identify a reactive starting
conformation and discover distinct structural features that govern the reactivity. The ML
model was trained to link geometrical features to activation barriers. The barrier heights
were obtained from 150 minimum energy paths started from different snapshots extracted
from a molecular mechanics molecular dynamics trajectory of the SIRT5-NAD+-substrate
complex solvated in water. In the reaction path calculations the active center was treated
at HF-3c/minix7 level of theory and the environment described by a classical force field.
Using the ML model we were able to find multiple potentially reactive configurations,
which were validated by subsequent computation of the respective paths.

In the follow-up study (Publication II), we focused on determining the reaction free
energy barrier, which can be estimated via the exponential average over minimum energy
paths or using enhanced sampling methods.8 We computed the free energy reaction profile
and the according transition barrier by QM/MM umbrella sampling9 simulations evalu-
ated using the Multistate Bennett’s Acceptance Ratio.10 Thereby, we were able to directly
compare the ‘true’ free energy barrier at the chosen level of theory to the transition barriers
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calculated from the exponential average of the 150 minimal energy paths computed in the
preceding study to build a machine learning model as well as to predict 7501 barriers with
the respective model. This comparison, again, underlined the need for extensive sampling
and showed that the previously computed barrier from 150 minimum energy paths under-
estimated the effective free energy barrier. Furthermore, the computational investigation
showed that the initial reaction step, the nicotinamide cleavage, is of an SN2 reaction type
and is highly conserved among the sirtuins.

The lessons learned from investigating the initial step of the desuccinylation reaction
catalyzed by SIRT5 were applied to the characterization of the stereo- and regioselective
synthesis of DNA nucleosides under prebiotic conditions, as proposed by Teichert et al.11

This ongoing project is outlined in chapter 3. In the presented synthesis route, starting
from a nucleobase and acetaldehyde, first, the vinylated nucleobase is formed which sub-
sequently reacts with glyceraldehyde to the β-deoxyribonucleoside (scheme 1.2). In the

Scheme 1.2: Chemical pathway towards β-deoxyribonucleosides and its possible side prod-
ucts, α-deoxyribonucleosides and pentopyranosyl-isomers.11

preceding study it was shown that exclusively the β-furanose form is obtained.11 Here,
this selectivity was computationally studied using well-tempered metadynamics extended-
system adaptive biasing force (WTM-eABF)12,13 simulations of all reaction steps yielding
the reaction free energy profiles.
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In publication III, the computational sampling of chemical space using ground state ab-
initio molecular dynamics was used to explore entangled reaction networks. In this study
different external potentials are applied to a collection of encircled starting compounds.
By choosing periodic potentials the available space is repeatedly reduced and expanded,
thereby the probability of collisions between the molecules is increased. In turn, numer-
ous reaction events are observed at reduced time scales. This approach, termed molecular
nanoreactor, was pioneered by Wang et al.14 In addition to presenting an alternate imple-
mentation of the computational nanoreactor a fully automated evaluation was developed
which allows to systematically discuss the influence of various simulation parameters. The
post-processing provides a detailed qualitative and quantitative overview of all observed
reaction events. Furthermore, in publication III the molecular nanoreactor approach is
applied to systems of prebiotic interest, a collection of HCN molecules, as well as a mix-
ture of formaldehyde and glycolaldehyde, which are staring compounds for the formose
reaction network.15–18 The goal was to observe key reaction steps towards the formation
of pentoses, hexoses, nitrogen-rich heterocycles, and other prebiotically relevant molecules
that allow us to verify existing hypotheses as well as potentially discover novel reaction
pathways.

Following the formation of the organic molecules constituting the sub-units of the bio-
polymers found in living organisms, they must self-assemble and polymerize. In publica-
tion IV the non-enzymatic polymerization of 2’,3’-cyclic nucleotides is presented. As a
possible arrangement of the monomers, intercalated stacks were computationally investi-
gated as starting point for polymerization. Stacking interaction energies calculated from
the energy difference between complex and monomers were complemented by molecular
dynamics simulations of the complexes in a water sphere where the compactness of the nu-
cleotide stacks and the time until dissociation were monitored to assess the relative stability.

While publications I, II, and III showed the benefits and importance of thorough sam-
pling for the characterization of reaction paths in publication V, we employed sampling
to compute infrared (IR) spectra. When extracting IR-spectra from ab initio molecular
dynamics, a continuous spectrum is obtained which accounts for anharmonic effects as well
as possible flexibility of the given compounds.19 In the presented study, the necessary pre-
processing steps to compare spectra are discussed and various quantitative measures are
examined to assess the accordance between computed spectra and experimentally recorded
spectra. Furthermore, publication V shows that, on average, there is a greater similar-
ity between spectra obtained using sampling and measured IR-spectra in comparison to
computed spectra relying entirely on the harmonic approximation and a single structure.



Chapter 2

Theoretical Basis

2.1 Calculation of Minimum Energy Paths
Modeling chemical reactions allows to connect theory and experiment, and learn about
aspects of these processes that are difficult, or impossible to observe experimentally. We
can verify or propose new mechanisms, gain insights into kinetics, compare reactivities,
and learn about structural motifs that influence reactivity. There exist several methods to
model chemical reactions, some of which are presented in the following subsections. When
characterizing a minimum energy path (MEP) we aim to find a continuous pathway on the
potential energy surface (PES) connecting the reactant and product state. The direction of
the path is given by an intrinsic reaction coordinate. The routines available to find MEPs
can be divided into two main categories: (1) propagation methods, that drive the system
along a chosen transition coordinate, and (2) interpolation-based approaches, that require
at least a reactant and product structure. For simple systems, where a good estimate of
the transition state (TS) is possible, the MEP can also be obtained by tracing the reaction
coordinate from the TS to the reactant and product states.20

2.1.1 Coordinate-Driven and Chain-of-States Routines
A straightforward approach for computing MEPs is to define an intrinsic coordinate, and
perform restrained optimizations in a sequential fashion along the path given by the co-
ordinate. The transition coordinate ξ, which is a function of the system configuration x,
effectively maps the high dimensional PES on to lower dimensional representation, z. 2.2.

ξ(x) = z. (2.1)

In principle, this can be any function of phase-space. When computing reaction paths, a
lower dimensional representation, e.g., a geometric feature, is chosen aiming to best describe
the transition between reactant and product state. Lower dimensional representations, also
termed collective variables (CV), to describe chemical transitions are equivalently used in
coordinate-driven enhanced sampling methods to compute free energy profiles and surfaces



6 2. Theoretical Basis

which will be described in section 2.2.
Starting from either the reactant or product state, the path of slowest ascent is followed
by step-wise changing the restraint, given by different values of the transition coordinate,
while minimizing all remaining degrees of freedom, resulting in the minimum energy profile
by adiabatic mapping when performed on the ground state potential energy surface.21

The transition coordinate must represent the change between reactant and product state.
However, selecting, as well as defining an optimal reaction coordinate is quite difficult
and introduces a strong user-bias. Using adiabatic mapping a poor choice of the reaction
coordinate can lead to “hysteresis”, resulting in discord of the MEP depending on the simu-
lation direction (increasing and decreasing of the reaction coordinate) and sudden changes
of the geometry and energy while only marginally changing the transition coordinate.20 In
Figure 2.1 (a) it is shown for a simple two dimensional example that the diagonal which
clearly discerns the two end-states leads to hysteresis as described above. Close to the TS,
a large structural rearrangement results from a small increase of the driving variable. For
the chosen example this problem can not be solved by a smaller step size. This example
highlights, that selecting an appropriate driving coordinate is often difficult, especially for
concerted reactions, where several bonds are broken and formed simultaneously. To date,
transition coordinates are mainly selected based on chemical intuition and trial and error.
However, several methods have been developed to aid the selection of reaction coordinates,
in particular for the use in coordinate-driven enhanced sampling methods.22–25

(a) Adiabatic Mapping. (b) Nudged Elastic Band Method.

Figure 2.1: Comparison of the coordinate driven adiabatic mapping method (a) and a
starting scenario for the nudged elastic band approach (b), belonging to the category of
chain-of-states methods. In subfigure (a) the transition coordinate, the linear combination
of ξ1 and ξ2, is indicated by the red line. As described before the system is optimized
while restraining for a series of values of the CV yielding the blue points. In subfigure (b)
images are shown in blue, the reactant and product configuration are indicated by a light
blue border. The climbing image is marked by a yellow border. The “springs” are drawn
in green.
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As an alternative to coordinate-driven approaches, the so-called chain-of-states methods
can be used to compute MEPs. A widely applied representative of this category is the
Nudged Elastic Band (NEB) method.26,27 To remedy the difficult selection of the reaction
coordinate a preliminary path is generated via interpolation between the reactant and
the product state (fig. 2.1 (b)). The initial set of images, the collection of intermediate
configurations, can also be generated by a previous coordinate-driven calculation. Then
a target function, ζNEB, is defined and minimized, which sums over the energies of all
intermediate states M and incorporates harmonic potentials, ensuring that the images
remain spaced along the reaction path (eq. 2.2).26,27

ζNEB(x1, ..., xM) =
M∑

i=1
E(xi) +

M−1∑
i=1

1
2ki(xi+1 − xi)2 (2.2)

These penalty terms can be envisioned as elastic bands. The spring constants k may be
constant or varied depending on the energy, resulting in an uniform or TS-concentrated
spacing of the images. The spring constant must be selected with care, as a too large k may
lead to “corner cutting”, and a too weak k results in the images “sliding down”, thereby not
adequately resolving the higher energy region around the TS.28 In principle, this problem
can be solved by incorporating more images, which however leads to increasingly com-
putationally demanding optimization of ζNEB (3MimagesNatoms variables). To lessen this
problem, efficient “nudging” is allowed in the NEB method. This is done by only using
the component of the NEB force (F NEB

i ) which is parallel to the tangent (τi) of the path
(F S

i ), defined by the difference vector of two neighboring images and only the perpendicular
component of the gradient (F ⊥

i ) when minimizing the target function (fig. 2.2).29–31

Figure 2.2: Visualisation of components used to allow for nudging. The NEB force F NEB
i ,

is composed of the component of the spring force F
S∥
i , parallel to the tangent τi, and the

perpendicular component of the gradient F ⊥
i . Adapted from Sheppard et al.30
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In addition, a climbing image may be defined, which is allowed to move more freely
along the path, aiming to find the exact TS.27 In fig. 2.1 (b) the blue markers represent the
images determined by linear interpolation, the green springs indicate the penalty potentials,
and the climbing image is marked by a yellow border.

2.1.2 Identifying Reactive Configurations by Machine Learning

Both in static and dynamic procedures for modeling chemical reactions, there is a ubiqui-
tous dependency of the result on the chosen starting configuration, which is a stationary
point on the PES and defines the orientation of the reacting molecules. Selecting a suitable
starting structure as well as overcoming this dependency becomes increasingly demanding
with the system extent.
In recent years, machine learning (ML) has gained much popularity for solving a wide
variety of problems in computational chemistry. In a review by Keith et al. an extensive
overview of applications of ML in computational chemistry is given.32

In publication I, machine learning was used to aid the selection of reactive configurations by
investigating the structure-reactivity relationship by linking inter-atomic distances within
the active center of sirtuin 5 to the reaction barrier. In machine learning terms the inter-
atomic distances are the features and the activation energy is the target. Since the target
is a numerical entity, predicting the transition barrier height is a typical regression prob-
lem. There are several regression models that are suitable to fit different features to target
relationships. The spectrum of algorithms differ in the function estimate, as well as the
included error function, the simplest being Linear Regression.33 Equation 2.3 shows the es-
timated function used in Linear Regression. In eq. 2.3 and 2.4, x denotes the input feature
data, β regression coefficients, and y the output target values. The regression coefficients
are optimized so that the error function, here, the residual sum of squares, is minimized
for the training data. Therefore, Linear Regression is also termed Least-Squares.

Estimated function : f linear
β (xi) = β0 + β1xi.

Error function : argminβ

{∑
i

||yi − f linear
β (xi)||2

}
.

(2.3)

Polynomial regression fits a polynomial function of kth-order by minimizing the same er-
ror function as Least-Squares regression. Alternatively, non-linear dependencies between
features and targets can be handled by applying the so-called ‘kernel-tick’.33

Lasso, Ridge, Elastic Net, Logistic, and Bayesian regression rely on a different error func-
tion being minimized. In eq. 2.4, the error functions for Lasso, Ridge and Elastic Net
regression are given. In Lasso regression, the L1 norm (||β||1 = ∑k

j=0 |βj|) is used, in Ridge
Regression, the L2 norm (||β||22 = ∑k

j=0 β2
j ). Elastic Net regression includes both the ||β||1
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and ||β||22 terms.

Lasso :
m∑

i=0
||yi − fβ(xi)||2 + λ

k∑
j=0

|βj|,

Ridge :
m∑

i=0
||yi − fβ(xi)||2 + λ

k∑
j=0

β2
j ,

Elastic Net :
m∑

i=0
||yi − fβ(xi)||2 + λ1

k∑
j=0

|βj| + λ2

k∑
j=0

β2
j .

(2.4)

These norms are introduced for regularization, which addresses the problem of over-fitting.
This issue arises when small amount of data is provided or the trained model has low
bias and high variance.34 The strength of regularization can be controlled by the hyper-
parameter λ or in the case of Elastic Net regression the interplay of λ1 and λ2.
In machine learning terms, bias is the deviation between the average model prediction
and the underlying ground truth and variance is the variability in the model predictions.
When a model has low bias and high variance, it performs well on the training set and
produces large errors on the test data, which means that it fails to generalize predictions.
When increasing the bias, the variance is reduced automatically. L2 Regularization re-
duces the feature weights. The L1 regularization term, in addition, introduces sparsity to
the weights. When more weights equal zero, the number of significant features is reduced,
thereby simplifying the system and suppressing over-fitting.
Assuming expressive features, increasing the sample to feature ratio in general enhances the
predictive power of ML models. Therefore, the use of dimensionality reduction routines
such as the principal component analysis35 are often applied when preparing the fitted
data aiming to reduce the number of input features while maintaining or optimizing their
quality and expressiveness.
For chemical systems, several representations, that can be used for machine learning,
are well established such as molecular graphs,36 Coulomb matrices,33,37 Bag of Bonds,38

SMILES,39,40 and many more.41–45 Depending on the application in mind, a different rep-
resentation might be needed. Furthermore, different outputs of quantum chemical calcula-
tions may be used as features for machine learning procedures in computational chemistry.
In publication I, an Elastic Net machine learning model was trained to predict energy barri-
ers from configurations taken from a classical MD simulation based on only 15 inter-atomic
distances. These were determined by correlation-based feature reduction. Inter-atomic dis-
tances were selected to represent structural changes invariant to translation and rotation.

2.1.3 Importance and Limitations of Minimum Energy Paths
The computation of minimum energy paths (MEP) belongs to the standard repertoire
of computational chemistry. MEPs allow to check the plausibility of proposed reaction
mechanisms. According to Transition State Theory (TST), the reaction rate, krct, can
be derived from the free energy difference between the transition and reactant state, the
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highest point along the MEP dividing the surface into reactant and product state. The
geometrical configuration at this point is the transition state structure. The probability of a
system taking on a specific configuration is related to a Boltzmann distribution. Therefore,
the macroscopic rate constant can be expressed using the Eyring equation.46

krct = κkBT

h
e−∆G‡/(RT ), (2.5)

where κ is the transition coefficient, which is usually set to one,47 kB is the Boltzmann
constant, T is the Temperature, R the gas constant, and ∆G‡ the Gibbs free energy
difference between transition and reactant state. In terms of enthalpy H and entropy S
the Gibbs free energy is given as

G = H − TS. (2.6)
Therefore, vibrational, rotational, and translational contributions must be determined.
Usually, rigid-rotor and harmonic approximations are used to include thermodynamic cor-
rections. Within the TST, re-crossings of the transition-state dividing plane are not allowed
when κ is set to one. Thereby, eq. 2.5 provides an upper bound to the true reaction rate.
In order to account for re-crossings and tunneling, dynamic effects have to be taken into
account to obtain transmission coefficients. However, this is only useful for very simple
systems, where the activation energy can be determined with extremely high accuracy.46

Figure 2.3: Assuming ∆G‡ = 65 kJ/mol and T=298.15 K the resulting krct, calculated
according to eq. 2.5, of 25.41 mol/s is indicated by dotted line. The effect of over or
underestimating ∆G‡ is indicated by errors-bars for deviations between 1 and 5 kJ/mol.
In red the factor of the error is given (k65

rct/k65−Error
rct ).

Fig. 2.3 shows how the error in ∆G‡ translates to the reaction rate. For example, an
error in ∆G‡ of only 1 kJ/mol results in an error of a factor of 1.5 at T=298.15 K in
the reaction rate. An error of 5 kJ/mol leads to an error of factor 7.5, and an error of
10 kJ/mol in an error of factor >50.46
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Because small errors in ∆G‡ result in large deviations of krct, interpretation of the ob-
tained reaction rates, which rely on a highly accurate energy difference between reactant
and transition state, is often problematic, especially for larger systems where geometry
optimizations, as well as the computation of force constants needed for the thermody-
namic corrections, become increasingly demanding. This is particularly problematic for
biomolecular reactions, where reactant state configurations are often extracted from a pre-
vious MD simulation. Although lower energy states have an exponentially higher chance
of being visited, the much larger number of high energy configurations diminishes the
chances of selecting a structure close to a minimum energy geometry. Furthermore, kinetic
trapping of the system in unrepresentative/unreactive regions of phase space, and the pos-
sibility of having selected a structure in a local minimum along the reaction path makes
the calculation of reliable activation barriers extremely difficult. Another structure-based
problem is that non-dynamic methods are unable to reflect large structural or electronic
re-configurations which might play a central role in reactions for some complex systems.
In addition, there are limitations with regards to the electronic structure method, QM-
region size in QM/MM models,48–50 and the challenge of finding an optimal reaction coor-
dinate.
The large error in single MEPs for extended systems such as enzymes was addressed by
Ryde.8 Under the assumption that the activation energies have a Gaussian shaped distri-
bution, Ryde discusses how many conformations need to be included in order to diminish
structure-based errors in the activation energy depending on the standard deviation of
the distribution. Using the exponential average of the collection of energy barriers the
free energy barrier can be estimated, which is however ill-conditioned meaning that the
number of necessary samples increases more than exponentially for increasing standard
deviations. Alternative averaging techniques such as the arithmetic mean converge much
faster. However, it was shown that the exponential average provides a better estimate.51

In publication I, 150 energy barriers, for the initial step of the desuccinalytion reaction
of lysine residues catalyzed by sirtuin 5, were computed. For the obtained distribution a
standard deviation of 22.9 kJ/mol was obtained, meaning that 106 MEPs would be needed
in order for the exponential average to provide an estimate of the transition barrier height
with an accuracy of 4 kJ/mol.52 In publication II, the estimate resulting from the previ-
ously discussed 150 MEPs was compared to the free energy barrier obtained by umbrella
sampling9 (see section 2.2.1) and the exponential average of 7501 barriers predicted by the
ML used in publication I to find reactive configurations. The comparison showed that the
approximation based on 150 MEPs underestimated the free energy barrier.52,53

In summary, dynamic methods which take into account a larger number of configurations
and inherently give rise to thermodynamic contributions might be necessary to make ac-
curate predictions of reaction rates, where energy differences can no longer be determined
with high certainty.
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2.2 Calculation of Free Energy Paths
The previously described methods seek to find the MEP on the potential energy surface,
then thermodynamic corrections are used to compute free energies of the stationary points.
Alternatively, free energy methods may be used to compute the Helmholtz free energy A
with respect to a chosen internal coordinate. A(z) is termed free energy surface (FES) or
potential mean force (PMF).54,55

A = U − TS = − 1
β

lnQ. (2.7)

Q =
∫

eβH(r,p)drdp. (2.8)

The free energy may be given in terms of the internal energy U , minus the temperature T ,
multiplied by the entropy S, or using the canonical equipartion function Q (eq. 2.8), where
β denotes the inverse of the Boltzmann’s constant multiplied by the temperature, (kBT )−1

(eq. 2.7). Because the entropy and the equipartion function are measures of the available
phase space of a system, in theory, complete sampling of phase space is needed, which
makes the calculation of free energies extremely daunting. The sampling is usually done
using molecular dynamics where the probability of a point in phase space being visited is
dependent on the energy of the given configuration weighted by the Boltzmann factor,

P (E) ∝ e−βE. (2.9)

Because of this relation, the probability distributions ρ(z) may be used to compute free
energy differences, which are more accessible than absolute free energies, as well as the
FES:

∆A1→2 = A1 − A0 = − 1
β

lnQ1

Q0
= − 1

β
lnρ1

ρ0
, (2.10)

A(z) = − 1
β

lnρ(z) = − 1
β

ln
∫

δ(ξ(x) − z)e−βU(x)dx. (2.11)

Ample sampling along the entire coordinate ξ is a precondition for computing free energy
profiles according to eq. 2.11. However, because of the exponentially decreasing probability
with rising energy of visiting a certain state according to the relation eq. 2.9, continuous
sampling is non-trivial. To do so, importance-sampling techniques, based on the definition
of a collective variable, have been developed to enable efficient sampling of the relevant
regions of phase space by encouraging the system to overcome meta-stable states.55



2.2 Calculation of Free Energy Paths 13

2.2.1 Umbrella sampling
The main issue of computing reaction paths via dynamics is the large amount of sampling
needed especially to ensure adequate sampling of higher energy regions such as transition
barriers. As the number of degrees of freedom rises with system size the problem of
insufficient sampling becomes increasingly difficult to overcome by sheer computational
power. Several enhanced sampling techniques have been developed to overcome this issue.
Torrie and Valleau introduced the umbrella sampling method.9 Here, the reaction path
is divided into several windows which are sampled by independent molecular dynamics
simulations which can be performed in parallel.
In each umbrella window i a biasing potential ω is applied which alters the true PES Uu

and thereby constrains the system to successive regions in phase space along the reaction
coordinate ξ(x).

Figure 2.4: In umbrella sampling exploration of a desired area is ensured by a sequence
of biasing potentials employed in independent simulations each centered in one of the
windows, i, connecting the two minimum energy regions. From the biased sampling, biased
distributions ρb

i (z) are obtained. By post-processing, the unbiased FES, Au(z) can be
recovered.

In principle any functional form can be chosen for the biasing potential, the simplest
and most commonly chosen function is a harmonic potential (eq. 2.13), where ki is the
force constant which determines the strength of the constraining potential and therefore
has to be chosen carefully to ensure that the system remains close to the desired region
while allowing for meaningful sampling.

Ub = Uu + ωi. (2.12)

ωi(z) = 1
2ki(ξ(x) − zi)2. (2.13)
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Furthermore, overlap between the windows has to be achieved. The quality of the sampling
is dependent on the window placement and the strength of the force constants and there-
fore benefits from prior knowledge of the free-energy landscape at hand. Fig. 2.4 illustrates
the described approach. On a model potential, the space between the two minimum energy
states is sampled continuously by introducing harmonic biasing potentials.

The free energy A along the reaction coordinate then has to be recovered from the bi-
ased distributions ρb

i (z) resulting from the series of biased molecular dynamics simulations
(eq. 2.14).

ρb
i (z) =

∫
δ(ξ(x) − z)e−β(U0(x)+ωi(ξ(x)))dx∫

e−β(U0(x)+ωi(ξ(x)))dx
. (2.14)

To do so, the biases have to be removed and the factors Fi have to be determined in order
to align and recombine the separate simulations (eq. 2.15).

Au
i (z) = − 1

β
lnρb

i (z) − ωi(z) + Fi. (2.15)

2.2.2 Adaptive Biasing Force
There are several alternative methods to umbrella sampling,9 such as Targeted Molecular
Dynamics,56 Metadynamics (MtD),57 and the Adaptive Biasing Force (ABF) Method.58

In the latter, a biasing force is constructed throughout a dynamics simulation. The biasing
force is calculated using a local running average so that it cancels the free energy force
along a chosen CV (z = ξ(x)). Thereby, the system is able to escape kinetic traps and even-
tually free to move along the predefined CV. Unhindered diffusion indicates convergence.
Subsequently, the free energy profile can be determined from the biasing force. Other than
for umbrella sampling, no prior knowledge of the free energy landscape is needed, which
is one of its many advantages.55,59 The estimate is calculated according to eq. 2.16, where
|J| is the determinant of the Jacobian needed for the transformation from generalized to
cartesian coordinates.

∂A(z)
∂z

= −⟨F ⟩z =
〈

∂U(z)
∂z

〉
z

−
〈

β−1 ∂ ln |J|
∂z

〉
z
. (2.16)

F (z) is used to approximate the z-conditioned ensemble average ⟨F ⟩z, where Ns denotes
the number of simulations steps.

⟨F ⟩z ≈ F (z) = 1
Ns

Ns∑
µ=1

Fµ (2.17)

ABF was introduced by Darve et al.58 and since then many further developments have been
made. To make the ABF more easily applicable, the extended-system ABF (eABF) was
proposed by Lesage et al., where a fictitious particle is introduced which is coupled to the
CV by a harmonic restraint, alleviating some of the initial limitations for the CV resulting
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from the Jacobian term (eq. 2.16).60 In eABF the biasing force acts on the fictitious
particle (λ) instead of the physical system. The extended potential, incorporating the
fictitious particle is defined as

Uext(x, λ, t) = U(x) + 1
2βσ2 (ξ(x) − λ)2 + Ub(λ, t), (2.18)

where σ is the thermal coupling width. Tight coupling ensures that efficient sampling of
λ translates to efficient sampling along the CV. Therefore, a biasing potential Ub can be
chosen that only affects the dynamics of the non-physical particle directly. The eABF
method was further enhanced by combining it with metadynamics (eq. 2.19) and its well-
tempered variant, yielding the WTM-eABF method.12,13.

Fmeta−eABF(λ) = FeABF(λ) + FMtD(λ). (2.19)

In well-tempered metadynamics periodically repulsive gaussian kernels are placed at the
current location along the CV, resulting in an adaptive external biasing potential equaliz-
ing the underlying free energy surface.61 The WTM-eABF method, thereby significantly
accelerates the convergence by "Shaving Barriers, and Flooding Valleys".12,13

In this work, WTM-eABF was applied to compute the formation of deoxyribonucleosides
from acetaldehyde, glyceraldehyde and the respective canonical nucleobases and explore
the regio- and stereo-selectivity of the proposed synthesis route. The project is summarized
in chapter 3.

2.2.3 Multistate Bennett’s Acceptance Ratio
Umbrella sampling and the variations of ABF have in common that they alter the under-
lying free energy surface and thereby enable sampling of higher energy regions that would
otherwise only be visited infrequently. As these procedures produce biased distributions,
evaluation routines are required to recover the original weights of each sample in order to
determine unbiased free energy surfaces and ensemble averages. This can be done using
the Multistate Bennett’s Acceptance Ratio (MBAR),10 which originates from the Bennett’s
Acceptance Ratio (BAR)62 introduced in 1976.
The free energy in each window, Ai, can be self-consistently calculated using the MBAR
equation:

e−βAi =
S∑

j=1

Nj∑
n=1

e−βωi(xjn)∑K
k=1 NkeβAk−ωk(xjn) . (2.20)

S denotes the total number of windows, Nj is the number of samples in window j and ωi is
the value of the biasing potential for the ith frame in window j. The unbiased FES Au(z)
can then be obtained using

Au(z) = −β−1ln ρ0(z)

= −β−1ln
S∑

j=1

Nj∑
n=1

δ (ξ(j, n) − z)∑S
l Nl eβAl−βωl(j,n) .

(2.21)
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2.3 The Computational Nanoreactor
While the previous sections discussed aspects of the characterization of specific reaction
mechanisms, the molecular nanoreactor approach pioneered by Wang et al.14 in 2014 seeks
to automatically discover novel reactions computationally from a feed-stock of starting
molecules. In the proposed routine, high-temperature ab initio MD simulations are con-
ducted, while the molecules are constrained to a periodically contracting sphere. Both the
elevated temperature and the compression of the available space are employed to increase
the probability of reaction events and thereby decrease the required timescale to observe
several chemical transformations.14,63–66

The automated exploration of reaction space has a rich history, first attempts were made
as early as 1994 by Broadbelt et al.36 Because the performance of extensive ab initio sam-
pling was still prohibitively expensive as computational hardware and quantum chemistry
code were less developed, these early routines employed many heuristic rules in order to
construct chemical reaction networks.36,67–71 Today, rule-based routines still play a major
role, especially in the discovery of novel pharmaceutical candidates. However, heuristic
models are not as general as the proposed nanoreactor approach, and less exotic reactions
are expected as they are based on rules derived from already established chemistry.72 The
nanoreactor approach was also taken up by other groups such as Grimme and co-workers,
who have introduced reactivity to their simulations by employing meta-dynamics using the
RMSD as collective variable driving the system into new regions of chemical space, while
ensuring that reactants remain within a capsule by applying a constant wall potential.73,74

In the initial nanoreactor concept, a modified Heaviside step function is applied to switch
between two predefined radii. On atoms that exceed the set radius r0 a mass-weighted
harmonic potential U , is applied, pushing these towards the sphere center (eq. 2.22).14

V RW(r, t) = f(t)U(r, rmax, kmax) + (1 − f(t))U(r, rmin, kmin),

U(r, r0, k) = mk

2 (r − r0)2θ(r − r0), f(t) = θ
(⌊

t

ttotal

⌋
− t

ttotal
+ texp

ttotal

)
.

(2.22)

This approach leads to abrupt accelerations. A less aggressive alternative is the application
of a cosine function in order to smoothly switch between an extended and contracted sphere
(V CW, eq. 2.23).

V CW(r, r0(t), k) = mk

2 [max (0, r − r0(t))]2 ,

r0(t) = rmin + rmax − rmin

2

[
1 + cos

(
t

ttotal
2π

)]
.

(2.23)

However, this leads to a reduced time in the compressed state, in which the reactions are
initiated, as well as in the expanded phase, necessary for the system to relax and stable
species to form.
An alternative function was proposed in publication III, which enables smoother transi-
tions to and from the minimal radius, where harsh accelerations affect the simulation the
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most while allowing for the system to remain in the contracted and extent phase for more
time-steps.

V SC(r, r0(t), k) = mk

2 [max (0, r − r0(t))]2 ,

r0(t) = min
[
rmax + (rmax − rmin) sin

(
π

2 cos
(

t

ttotal
2π

))
, rmax

]
.

(2.24)

The previously proposed rectangular wave function (V RW, eq. 2.22), the smooth cosine
wave (V CW, eq. 2.23), and limited triangular function (V SC, eq. 2.24) are compared in
fig. 2.5.

Figure 2.5: Collection of boundary potentials used to periodically decrease the space avail-
able to the molecular system in a nanoreactor simulation. Compared are V RW, V CW, and
V SC as defined in eq. 2.22, eq. 2.23, and eq. 2.24, respectively.

Manual evaluation of the events in nanoreactor simulations is very tedious. To automate
the identification of reaction events and novel species, molecules have to be effectively
recognized. This was previously done based on inter-atomic distances.14,65,66,75 A more
general approach could be the use of Wiberg bond orders WAB,76 which can be obtained
with minimal additional computational cost from the density matrix P ,

WAB =
∑
µ∈A

∑
ν∈B

P 2
µν . (2.25)

From the Wiberg bond orders connectivity matrices are obtained which can be used to
derive the molecular species. Using the Python library RDKit,77 the molecules can be
transformed to MOL-objects, which can be used to visualize these, generate respective
SMILES39,40 and perform further qualitative and quantitative analyses as showcased in
publication III.
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2.4 Intermolecular Interactions of Nucleotides
For nucleotides to polymerize to RNA or DNA, these first have to form suitable aggre-
gates. Intermolecular interactions such as π-stacking and hydrogen bridges dictate the
pre-organization, and are therefore central in the self-polymerization step necessary for life
to emerge.
Intrinsic interaction energies characterize the direct forces between sub-units and are gov-
erned by short-range exchange repulsion, dispersion attraction, and electrostatic forces.
Besides the direct forces between the monomers, thermodynamic effects play a major role
in intermolecular interactions.78

The computed energies heavily depend on the molecular structure. For complex systems
with many degrees of freedom finding a representative minimum energy structure is non-
trivial, therefore a major bias is introduced by the selected configuration, which cannot be
alleviated reliably by geometry optimization.

Figure 2.6: Possible displacements of two subunits A and B. Several variables may change
simultaneously which results in an extensive collection of possible aggregates as well as a
large number of local and relevant minima.

In previous studies, scans were conducted for several possible displacements.79 However,
for systems consisting of several subunits the number of scans required to fully characterize
all possible assemblies quickly becomes unfeasible (fig. 2.6). Alternatively, the relative
stability of nucleotide assemblies was studied using molecular dynamics simulation. Based
on the simple idea that stronger interactions lead to more stable aggregates, the time a
system remains in an assembly can be assessed to compare inter-molecular interactions. In
addition, this approach allows for straight-forward incorporation of explicit solvent, which
is challenging in static studies as the placement of solvent-molecules may influence results
drastically. In publication IV this dynamic approach was chosen to compare the stability
of various homogeneous and heterogeneous intercalated stacked tetramers.
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2.5 Computation and Quantitative Comparison of IR-
Spectra

Computation of spectroscopic data is an excellent link to experiments and to reassure
the veracity of a proposed hypothesis as well as assess the quality of quantum chemical
calculations. The interaction of matter and radiation can be described theoretically using
different methods, e.g., by a perturbative approach. Many (spectroscopic) properties can be
derived from a Taylor series of the perturbed energy E(ξ) with respect to the unperturbed
ground state energy E(0) describing the electronic response.
The perturbation ξ can be manifold, time-independent or dependent, e.g., a static external
electric field, a magnetic field, changes in nuclear spins, or an electromagnetic wave. In
addition, perturbations may be combined, giving access to further properties. If ξ is a
change in molecular geometry R the following Taylor expansion is obtained:

E(R) = E(R0) + ∂E

∂R
(R − R0) + 1

2
∂2E

∂R2 (R − R0)2 + 1
6

∂3E

∂R3 (R − R0)3 + .... (2.26)

The first derivative of the energy with respect to the nuclear coordinates is the gradient.
The second derivative is the Hessian H and contains the force constants. The higher order
terms give access to anharmonic effects such as e.g., Fermi resonance. At a minimum energy
geometry and under the assumption that the potential energy surface at such a stationary
point can be approximated by a harmonic potential, harmonic vibrational frequencies can
be determined based on the Hessian. To do so, the force constant matrix is mass weighted
and diagonalized. The resulting eigenvalues ϵk are related to the vibrational normal modes
ν̃k as given in eq. 2.27.

ν̃k = 1
2πc

√
ϵk, (2.27)

The respective IR intensities are proportional to the change of the dipole moment along the
according eigenvector. Similarly, Raman intensities may be obtained from the derivative
of the polarizability with respect to the normal mode vector.
Alternatively, to this established computation of harmonic frequencies, the IR-spectrum
can be extracted from ab initio molecular dynamics simulation by computing the Fourier
transform of the auto-correlation function of the time derivative of the dipole moment
µ,19,80

IIR(ω) ∝
∫

⟨µ̇(τ)µ̇(t + τ)⟩τ e−iωtdt. (2.28)

Based on the Wiener-Khintchine theorem81,82 the auto-correlation of a time-dependent
entity χ is given by19

⟨χ(τ)χ(t + τ)⟩τ = 1
2π

∫ ∣∣∣∣∫ χ(t)e−iωtdt
∣∣∣∣2 e−iωtdω. (2.29)

Extracting e.g., IR- and Raman-spectra from dynamics has several advantages, such as the
inclusion of anharmonic effects, as the harmonicity of the potential energy is not a pre-
assumption, and the straightforward possibility to incorporate experimental conditions
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such as temperature and solvent, as well as the consideration of different conformers by
design. Furthermore, extracting IR-spectra from dynamics avoids the need to find a true
minimum energy structure and having to compute the Hessian, which comes at an immense
computational cost for extended systems. Other than from the normal mode analysis a
continuous spectrum is obtained, which gives access to peak areas, for additional analysis
and makes peak broadening steps superfluous.
Prior to the quantitative comparison of measured and computed spectra, the theoretical
IR-spectra are scaled to compensate for systematical deficiencies of the applied electronic
structure method.83–88 Experimental spectra are usually prepared by baseline correction
and peak smoothing.89–92

The quantitative agreement of spectra is given by a ‘Hit Quality Index’ (HQI), which
usually has a value between zero and one. A higher HQI indicates a higher degree of
agreement.93–95 There are several measures available that can be used as HQIs such as
the Euclidean distance the Root Mean Square Deviation, the Absolute Difference Value
Search,93 the Kullback-Leibler Divergence,96 the Jeffrey Divergence,97 or the Earth Mover
Distance.98 The Pearson correlation coefficient (MPCC) (eq. 2.30) is another possible mea-
sure that is neither distance-based, nor relies on peak picking and matching but on the
correlation between two spectra (s and r).

MPCC =

n∑
i=1

(si − s)(ri − r)√
n∑

i=1
(si − s)2

n∑
i=1

(ri − r)2
(2.30)

The similarity indicators penalize dissimilarities differently and therefore all lead to non-
identical scores, as well as disparate responses to possible differences. In turn, the appro-
priate measure must be selected for each application (e.g., library search or comparison of
computational approach).
In publication V, the processing of IR-spectra is presented in detail and several similarity
indicators are tested. The study found that the slowly decreasing MPCC is best for compar-
ing calculated and measured spectra and for evaluating the quality of different calculated
IR-spectra.99



Chapter 3

Characterization of a Prebiotic
Pathway to Deoxyribonucleosides

In a previous work by Teichert et al.11 it was shown experimentally that deoxyribonu-
cleosides can be synthesized under ambient conditions in an aqueous solution from the
corresponding canonical nucleobases, acetaldehyde, and glyceraldehyde. To date, it is
widely argued that RNA probably arose prior to DNA as it has the ability to self-catalyze
its replication, which is referred to as the “RNA-World” hypothesis.15 Furthermore, it is
discussed if alternative nucleotides could have constituted a variety of early nucleic acid
polymers, which were ancestors to, or co-existed with RNA and DNA. This variety of
information-carrying alternatives to RNA and DNA could have differed in the carbohy-
drate backbone, the nucleobases, as well as the phosphodiester junctions.100

Most proposed prebiotic chemical pathways to ribonucleosides, other than the proposed
synthetic route towards deoxyribonucleosides, require, to our knowledge, scarce D-ribose.
In addition, many suggested pathways lack chemical selectivity and fast degradation of
intermediates.101

In the initiating work, it was already shown for deoxyadenosine that the proposed synthe-
sis exclusively forms the β-furanose form.11 In this consecutive computational study, the
high regio- and stereoselectivity observed experimentally was studied using WTM-eABF
simulations (see section 2.2.2) at ω-B97M-V/def2-TZVP102–105 level of theory.

3.1 Simulation Details

System Setup
The formation of the vinylated nucleobases was characterized in three steps using adenine
as an example. Three systems were created as starting points for each of the subreactions
(scheme 3.1) including (1) adenine, (2) 3H-adenine and acetaldehyde, and (3) 9-acetyl-
adenine. Each system included an additional water molecule to facilitate the transfer of
protons.
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Scheme 3.1: Three step formation of N-9-vinyladenine.

The final condensation step was, in addition, also sampled with five, seven, and nine
water molecules to investigate the effect of surrounding water on the reaction.
For all four canonical bases, adenine (A), cytosine (C), guanine (G), and thymine (T), the
α- and β-deoxyfuranoses and pentopyranosyl-isomers were created. All systems included
one additional water molecule to aid the proton transfer (scheme 3.2, 3.3) and were used
as starting points for molecular dynamics simulations after geometry optimization.
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Scheme 3.2: Formation of α- and β-deoxyfuranoses.
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Scheme 3.3: Side reaction to pentopyranosyl-isomers.
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Computational Details
All systems were optimized at PBEh-3c/def2-mSVP106 level of theory. Starting from
the optimized structures, ω-B97M-V/def2-TZVP102–105 molecular dynamics simulations
including VV10 dispersion correction107 were conducted, comprised of heating and pro-
duction. All simulations were conducted using the FermiONs++108,109 program package.
The computation of the exchange integrals was accelerated using the sn-LinK110 procedure.
Furthermore, the extended-Lagrangian111,112 approach with the k-order 9 was employed.
Implicit solvation with water using the COSMO113 continuum solvation model was used
in all molecular dynamics simulations.
The system, propagated using the Velocity Verlet integrator,114 was heated to 323.15 K
over the course of 3230 0.1 fs MD-steps by increasing the temperature by 1 K every 10
steps. The initial momenta were drawn randomly from a Maxwell-Boltzmann distribution.
During the heating procedure, the system was constrained within the reaction path by a
harmonic potential with k=500 kJ mol−1Å−2.
For the characterization of the enamine formation (scheme 3.1), six 20 ps WTM-eABF12,13

simulations were run for each reaction step. Here, the time-step was set to 0.5 fs and the
Langevin thermostat was used to maintain a target temperature of 323.15 K. The ABF
force was scaled by a linear ramp and fully applied after 200 samples. The initial height of
the Gaussian hills, with variance 0.1 Å, depositioned every 20 steps, was set to 0.5 kJ/mol
and scaled down during the course of the well-tempered simulation. The effective tempera-
ture of the WTM-MtD was set to 2000 K. The force of confinement was set to 5000 kJ/mol
per bin width. Similar settings were chosen for the formation of the furanose (scheme 3.2)
and pyranose (scheme 3.3) rings.
For each system, four WTM-eABF simulations were performed where the dissolution of
the sugar ring is observed resulting in the vinylated nucleobase and glyceraldehyde. These
were started from the product configuration and aimed to show a single transition in order
to ensure that only the transition to a selected isomer is observed. The four walkers were
run independently and varied in the initial momenta. For the furanose systems, these
simulations were 20 ps long, and for pyranose 30 ps. To guarantee sufficient sampling
along the entire reaction path additional 20 ps WTM-eABF simulations were run confined
to the transition state region until at least 200 samples per bin were collected. In total
seven to ten independent simulations were run for each system to investigate the sugar
ring formation.
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Analysis

Reaction profiles were obtained by analysis using MBAR (see sec. 2.2.3).10,62,115 Reaction
free energies and activation free energies are calculated according to eq. 3.1 and eq. 3.2,
respectively,53,116

∆Arct = −β−1 ln
∫

Product dz e−βA(z)∫
Reactant dz e−βA(z) , (3.1)

∆A‡ = β−1 ln ρ(zT S)⟨λξ⟩zT S∫
Reactant dz e−βA(z) , (3.2)

where the reaction energy is computed from the non-overlapping integrals over product and
reactant state.53 In eq. 3.2, ρ(zT S) is the normalized probability density at the transition
state, and ⟨λξ⟩zT S

is the z-conditioned average of λξ =
√

h2/2πkbTmξ. Here, mξ is the
effective mass of the pseudo-particle associated with the transition coordinate.116

Reaction coordinates

For the initial step of the formation of the vinylated nucleobase (scheme 3.1), the proton
transfer from 3N to 9N is facilitated by a water molecule. To model this reaction, the
(d3NH + dOH) − d9NH linear combination of distances was chosen as the reaction coordinate
and examined between values of 0.0 and 3.5 Å.
For the following step, the formation of the hemiaminal, comprising of the C-N bond
formation and proton transfer from N3 to the carbonyl group, the d1C9N + d1OH + dO3H
coordinate was selected as collective variable in a range between -3.2 and 1.5 Å during
the simulation. However, as multiple hydrogen atoms are available and this coordinate
is not generalized, the resulting reaction free energy profile is evaluated along the 1C-9N
interatomic distance in order to avoid samples being misplaced with respect to the reaction
progress.
In the concluding condensation step yielding the vinylated nucleobase, the 1C-1O and one
2C-2H bond were cleaved and a proton was transferred from the surrounding water to the
OH-leaving group. The resulting OH– can then accept the proton from the methyl group.
The (d1OH + dO2H) − (d2C2H + d1C1O) reaction coordinate was sampled between -3.2 and
3.2 Å. Similar to before the reaction coordinate was changed for evaluation. The coordinate
was generalized to the 1C-1O distance and the third shortest 2C-H distance. Therefore,
samples are correctly sorted even if a different proton is abstracted or back-transferred to
the methyl group. The reaction coordinates used for sampling are visualized in fig. 3.1.
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(a) (d3NH + dOH) − d9NH (b) d1C9N + d1OH + dO3H (c) (d1OH + dO2H) − (d2C2H + d1C1O)

Figure 3.1: Summary of reaction coordinates used to simulate the three step formation of
vinylated adenine.

The reactions to deoxyfuranoses (scheme 3.2) and pyranoses (scheme 3.3) were started
from the product configurations in order to compare reactivities. As reaction coordinate,
the distance between the 1C2C and 3C1O center of mass and the 1OH, O3H distances was
selected (d3C1O−1C2C − (d1OH + dO3H), see fig 3.2). The FES was then constructed along
the center of mass distance between 1C-2C and 3C-1O.

(a) d3C1O−1C2C − (d1OH + dO3H) (b) d3C1O−1C2C − (d1OH + dO3H)

Figure 3.2: Visualization of the reaction coordinates used for the sugar ring formations
yielding (a) furanose and (b) pyranose isomers.
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3.2 Current Results

Formation of the Vinyl Nucleobase
WTM-eABF calculations were run in order to collect samples along a chosen transition
coordinate. Fig. 3.3 shows the sampling along the collective variable throughout the
enhanced sampling molecular dynamics simulations and the distribution of samples.

(a) First step

(b) Second step

(c) Third step

Figure 3.3: On the left side the value of the reaction coordinate z is shown throughout
the simulation. On the right side summarizing stacked bar plots are displayed, giving
an overview of the sample distribution throughout the CV. Results are given for all three
reaction steps towards N-9-vinyladenine for systems including a single water molecule. The
first row (a) shows the results for the proton transfer from 9N to 3N, the second row (b)
for the subsequent formation of the hemiaminal and (c) the third step for the formation of
the enamine species. The different colors differentiate the results of independent walkers.

Best sampling was achieved for the first reaction step of the enamine formation. Nearly
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uniform sampling was attained, showing the desired effect of the WTM-eABF method. For
the following steps, greater differences were observed in the distribution of samples through-
out the range of the CV. These steps are more complex, including several concerted bond
rearrangements, making the definition of an appropriate CV more challenging.
Furthermore, the non-generalized CVs, meaning that specific protons were included in
the transition coordinate, result in problems when other protons participate in the reac-
tion. Therefore, other reaction coordinates were selected for the subsequent construction
of reaction free energy profiles. The relationship between the coordinates used during
the WTM-eABF simulations and the alternative coordinates tested for post-processing is
visualized in fig. 3.4.

(a) Second Step (b) Third Step (1W)

(c) Third Step (5W) (d) Third Step (7W) (e) Third Step (9W)

Figure 3.4: Comparison of the CV used for sampling and the coordinate selected for analysis
for the second and the third reaction step. Results are shown for systems containing one
(1W), five (5W), seven (7W), and nine (9W) water molecules. As visual guide a line at
200 samples is added in the histograms.

It was found, that the formation of the vinylated nucleobase could be initiated by the
proton transfer from the N-9 position to the N-3 position. This was discovered while sim-
ulating the second reaction step, where the 3-H-adenine species was consistently obtained
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Figure 3.5: Obtained reaction free energy profiles, activation energies and reaction energies
for the reaction steps yielding the vinylated adenine intermediate. For the third step results
are shown for systems containing one (1W), five (5W), seven (7W) and nine (9W) water
molecules.

after the first observed back-reaction. For this initiating proton transfer, a reaction barrier
of 25 kcal/mol and a reaction energy of 6 kcal/mol were determined. For the subsequent
formation of the hemiaminal species, a transition barrier height of 8 kcal/mol and a reac-
tion energy of -10 kcal/mol were obtained. The reaction free energy profiles are shown in
fig. 3.5.
For the third step, a high barrier of 55 kcal/mol was determined. However, by conduct-
ing further simulations incorporating more explicit water molecules it was found that this
barrier lowers due to stabilization of the transition state via a network of hydrogen bonds
(see fig. 3.6).

Figure 3.6: Snapshot from WTM-eABF molecular dynamics simulation showing hydrogen
bond network stabilizing the transition state during the condensation reaction from the
hemiaminal to the enamine species.

When adding eight water molecules (nine in total) to the system setup the barrier was
lowered by 8 kcal/mol to 47 kcal/mol relative to the original activation energy obtained
for the minimal system including only a single water molecule. We assume that this effect
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is even higher in bulk water. However, due to the computational expense of ab initio MD
simulations and the increasing demand of sampling needed if high amounts of water are
introduced, this effect was so far only studied using minimal amounts of water molecules
(five, seven, nine). In addition, more generalized CVs are needed for sampling when the
system includes more explicit solvent to allow the reaction to proceed incorporating any
of the available, e.g., water molecules. It should be noted that the stabilization of the
water environment through hydrogen bonds can not be fully approximated using the given
implicit solvent model. We further assume that the bulk water could have a catalyzing
effect on all proton transfers, quantifying this thoroughly would be an interesting starting
point for further investigation.
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Assessment of the Stereoselectivity
To assess the stereoselectivity of the furanose ring formation from D-glyceraldehyde and
the vinylated nucleobase WTM-eABF simulations were run capturing the reaction process
yielding the α- and β-deoxyribonucleosides. Assuming a pericyclic cycloaddition, the linear
combination of the distance between the center of mass of the 1O, 3C and 1C, 2C atoms
and two O-H interatomic distances to transfer the proton from the 3O to the O1 atom via
a solvent water molecule was chosen (d3C1O−1C2C − (d1OH + dO3H)).

Figure 3.7: Stacked barplot showing the distribution of samples along the d3C1O−1C2C center
of mass distance. The samples from seven independent simulations per system are shown
marked by different colors.



3.2 Current Results 31

Because the catalytic solute molecule can move freely and thereby disproportionately
influence the value of the reaction coordinate, it was excluded during the evaluation pro-
cedure. However, when the O-H distances were not included in the reaction coordinate
the reaction process was not observed within the same simulation time. For evaluation,
the center of mass distance d3C1O−1C2C was deemed more reliable as transition coordinate.
Fig. 3.7 shows the distribution of samples along the coordinate. Each color indicates
the collected samples from an independent simulation. Because we aimed to evaluate the
stereo-selectivity, the dissolution of the sugar ring was simulated making additional re-
strains, that ensure that a certain anomer is formed, superfluous. For the same reason, a
single transition process was desired when the entire range of the reaction coordinate was
sampled. As a consequence, between 2.0 and 1.5 Å additional simulations were needed in
order to assure sufficient sampling in the transition state region. Because in this restricted
region of the transition the reactants do not separate completely, several ring formations
and openings can be sampled.
After the MBAR analysis was carried out along the original reaction coordinate, the free
energy profile was constructed using the determined unbiased weights. Fig. 3.8 shows the
free energy reaction profiles for the formation of α-dA, α-dC, α-dG, α-dT, β-dA, β-dC,
β-dG, and β-dT. In addition, the activation and reaction energies are given.

Figure 3.8: Results are given for the formation of the α- (dashed) and β-anomers (solid).
Activation and reaction energies are given in kcal/mol.

For all four canonical nucleobases the formation of the α-isomer is favored, which is
in disagreement with the experimentally observed stereo-selectivity. Both, the transition
barriers and reaction free energy do not provide a clear indication that the β-isomer is
expected as the predominant product. While this could be an artifact of insufficient sam-
pling or an inadequate CV for this reaction mechanism, the findings could also suggest
that important aspects of the reaction are not yet taken into account.
To investigate the disagreement between the experimental findings and the computational
results (1) an estimate of the error of the free energy profile has to be added to the evalu-
ation procedure, (2) the reaction should be studied involving additional solvent molecules
as it was already shown that the surrounding water influences the obtained results, and (3)
a sequential mechanism should be reconsidered, where first an open chained deoxyribose
system is formed, which then undergoes cyclization. In principle, this is also allowed in
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the current setup, however, the charge-separation in this mechanism could be disfavored
by the lack of bulk solvent.

Assessment of the Regioselectivity
The alternate formation of the six-memberd rings yielding pentopyranosyl-isomers was
modeled and evaluated analogously to the formation of the five-membered sugar rings.

Figure 3.9: Stacked barplots showing the distributions of samples along the d3C1O−1C2C
center of mass distance.

Samples were collected from eight to ten independent simulations. More simulations
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were carried out if significantly less then 200 samples (indicated by red line, fig. 3.9) were
collected in the transition state region. However, for α-py-A, α-py-G, α-py-T, β-py-A,
β-py-C, and β-py-G still less then 200 samples were collected in a bin in the transition-
state region. The insufficient sampling leads to inconsistencies in the resulting free energy
profiles. The distribution of samples is shown in fig. 3.9. The recovered free energy profiles
are given in fig. 3.10.

Figure 3.10: Results are given for the formation of the α- (dashed) and β-py-anomers
(solid). Activation and reaction energies are given in kcal/mol.

Other than for the furanose isomers, here, the formation of the β-pyranose species seems
to be favored, supported by slightly lower transition barriers and greater reaction energies
than for the α-form. Furthermore, for all four canonical nucleobases the formation of the
β-ribopyranoside constitution isomer seems to be both kinetically and thermodynamically
favored over the formation of the expected β-deoxyribonucleoside.
However, as written before, at this point we have not fully exploited all computational
possibilities. Further investigations are needed to clarify if the chosen setup is adequate to
characterize the reactions sufficiently accurately to draw conclusions about the selectivity
of the synthesis route and why the experimental findings and computational results, at
this stage, are in disagreement.
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3.3 Concluding Remarks
To investigate the reaction mechanism yielding deoxyribonucleosides from prebiotically
available nucleobases, acetaldehyde, and D-glyceraldehyde, reaction free energy profiles
were calculated using WTM-eABF simulations and subsequent MBAR analyses. We were
able to observe all reaction steps computationally, supporting the suggested mechanism
based on experimental observations and thereby the possibility that the deoxyribonucleo-
sides developed earlier than assumed so far.
Furthermore, it was found that surrounding water plays a catalytic role and stabilizes the
observed transitions. Therefore, to refine the results, further simulations with extended wa-
ter spheres should be conducted. With the inclusion of a higher number of water molecules
the need for more generalized reaction coordinates arises to efficiently sample the reactions
and deliver reliable results. Adding more explicit water molecules might also change the
conformational stabilities (e.g., chair conformations) of the reactants and products, influ-
encing the results.
To asses the quality of the free energy profiles, in future work, an error estimate has to be
implemented to measure the statistical error. As the effect of surrounding water has to be
investigated further and the error in the free energy profiles is to be determined, so far, no
clear conclusions can be made concerning the regio- and stereoselectivity of the postulated
prebiotic pathway to DNA nucleosides.
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ABSTRACT: Sirtuin 5 is a class III histone deacetylase that,
unlike its classification, mainly catalyzes desuccinylation and
demanoylation reactions. It is an interesting drug target that
we use here to test new ideas for calculating reaction pathways
of large molecular systems such as enzymes. A major issue
with most schemes (e.g., adiabatic mapping) is that the
resulting activation barrier height heavily depends on the
chosen educt conformation. This makes the selection of the
initial structure decisive for the success of the characterization.
Here, we apply machine learning to a large number of
molecular dynamics frames and potential energy barriers
obtained by quantum mechanics/molecular mechanics calculations in order to identify (1) suitable start-conformations for
reaction path calculations and (2) structural features relevant for the first step of the desuccinylation reaction catalyzed by
Sirtuin 5. The latter generally aids the understanding of reaction mechanisms and important interactions in active centers. Using
our novel approach, we found eleven key features that govern the reactivity. We were able to estimate reaction barriers with a
mean absolute error of 3.6 kcal/mol and identified reactive configurations.

■ INTRODUCTION

Computationally obtained reaction barriers are an excellent
link to experiment. They allow us to verify or propose new
reaction mechanisms, gain insights into kinetics, or compare
reactivities. However, the calculation of reliable activation
energies is a demanding task, especially for large molecular
systems, for example, enzymes.
There exists a large collection of static and dynamic methods

to model chemical reactions (e.g., adiabatic mapping,1 nudged
elastic band,2,3 string methods,4,5 transition path sampling,6

umbrella sampling,7 metadynamics,8 and many more).
Regardless of the method, there are two major challenges:
(1) the choice of the theoretical description, and (2) the
sampling bottleneck that leads to a ubiquitous dependency on
the chosen start conformation. One of the main tools of choice
for studying enzymatic systems is the combination of quantum
mechanics and molecular mechanics (QM/MM) (see e.g., refs
9−11). The description of the QM part varies between semi-
empirical (e.g., AM1 or SCC-DFTB)12−15 and ab initio
methods (e.g., HF or DFT).16−18 Besides the level of theory
chosen for the QM region, the extent of the QM sphere19−21

and the treatment of the boundary region play an important
role.9−11 With increasing computational power and novel
efficient methods, we are able to increase our attention to
detail (e.g., solvent effects), and apply higher level theoretical
methods. However, the second issue of selecting an initial
configuration is nearly as important as the accuracy of the
description of the electronic structure. In order to circumvent

the need to search for suitable starting structures from a vast
number of frames,22,23 extensive sampling would be needed.
Unfortunately, it becomes more and more demanding to
sample the phase space with increasing system size and
accuracy of the Hamiltonian. Therefore, for extended system
such as enzymes, exploring the entire phase space remains
prohibitively expensive at the QM/MM level. Start config-
urations can be taken from an MM-MD simulation.
Alternatively, it has been suggested to start from the crystal
structure, avoiding the selection problem entirely (see e.g., ref
24). However, the X-ray structures, which often differ from
structures in solution, are not guaranteed to be reactive.11 Even
if they are suited for the initial step of a reaction, problems
might arise for subsequent reaction steps.
Thus, it is paramount to develop a straight forward approach

for pinpointing reactive configurations visited during the MM-
MD, which are located at the beginning of reaction paths. The
work of Lodola et al.25 supports the importance of exploring
the influence of conformational changes. They show the power
of statistical tools, for example, principal component analysis,
to identify conformational changes dominating enzymatic
reactivity.25 In a recent study, Bonk et al.26 tried to link
geometry and reactivity using machine learning during
extensive transition interface sampling which enabled them
to find reactive trajectories more often.
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Here, we apply QM/MM adiabatic mapping to a large
selection of MM-MD frames to obtain an estimate of the
reaction barrier starting from these snapshots. Adiabatic
mapping is a straight forward approach to calculate the
potential energy profile of a reaction, where a predefined
reaction coordinate is gradually changed while the remaining
system is relaxed. It should be noted that adiabatic mapping is
not suitable for modelling reactions involving large structural
rearrangements or changes in solvation.11 We relate the initial
structures taken from the MD trajectory and the calculated
transition barriers using simple machine learning in order to
understand which conformational changes influence the
reactivity, and build a predictive model for activation energies.
The model is subsequently applied to all MD frames in order
to identify reactive regions within the trajectory. This set up is
intended to help identify suitable start frames and therefore
alleviate the need of extensive sampling, which is a true
limitation at the QM/MM level.
As a model reaction, we investigate the first step of the

desuccinylation reaction catalyzed by Sirt5, which belongs to
the class of histone deacetylases.27,28 Despite what its enzyme
class name suggests, Sirt5 mainly catalyzes the desuccinylation
or demanoylation of lysines and not a deacetylation.29 This
desuccinylation is thought to be a three step reaction which is
initiated by a nucleophilic attack of the substrate on the NAD+

cofactor that leads to the dissociation of nicotinamide.27,30−32

■ METHODS
Data Acquisition. Structure Preparation. The crystal

structure (PDB: 3RIY33) consists of a dimer of Sirt5 in the
complex with a histone tail peptide containing a succinylated
lysine (SLL) as well as NAD+. We selected the first monomer
in the file (chain A for Sirt5 and chain D for the peptide) as
well as the respective NAD+. Hydrogen atoms were added
using the program tleap from the program suite Amber16.34

The protonation state of titratable residues was set according
to PropKa.35,36 The zinc finger in Sirt5 was parametrized using
the ZAFF (Zinc Amber Force Field) parameters.37 For the
residue SLL, GAFF (Generalized Amber Force Field)
parameters38 were assigned using the Antechamber code,
which determined the atomic partial charges from an AM112

calculation with bond-charge corrections (AM1−BCC).39 The
parameters for NAD+ were taken from the AMBER parameter
database.40,41 All other parameters were taken from Am-
berFF14.42 Finally, the system was solvated by placing it in a
TIP3P43 water box with a distance of 17 Å in all three
dimensions at a density of 0.832 g/cm3. The system was
neutralized with one chloride ion.
MM-MD Simulation. Two minimizations (10 000 steps)

were carried out to prepare the solvated system. During the
first minimization, the protein was constrained and only the
water molecules were optimized. In the second step, the entire
system was subjected to the minimization. The system was
heated to 300 K by increasing the temperature by 1 K every
100 fs. Afterward, the system was equilibrated for 100 000 time
steps. During heating and equilibration, the temperature was
controlled with simple velocity rescaling. The following
production run was performed in the NPT ensemble for
200 ns. The pressure was kept at one atmosphere and the
temperature at 300 K with the Langevin Piston barostat and
Langevin thermostat implemented in NAMD.44 The time step
for equilibration and production was set to 2 fs. Nonbonded
interactions were evaluated explicitly within 10 Å and smoothly

switched off at 12 Å. A Verlet nearest neighbor list45 with a
radius of 13.5 Å was used to speed up the computations.
Periodic boundary conditions were used in all three directions.
Electrostatic interactions were evaluated with the particle mesh
Ewald method46 and an interpolation of the sixth order. The
MD simulations were carried out with the NAMD44 program
package.

QM/MM Calculations. We selected frames (every 0.5 ns)
from the production run as starting points for QM/MM
calculations. All the frames were minimized twice at the MM
level for 10 000 steps, again minimizing first only the solvent
and then the full system. Subsequently, the frames were
subjected to a QM/MM optimization. The QM region always
included the residues Arg105, Phe70, Phe223, His158, part of
NAD+, and the succinyl-lysine residue, as well as all water
molecules within 4 Å of the C1′ atom of the ribose in NAD+,
which are in total 139−151 atoms, depending on the number
of water molecules in the active site (Supporting Information,
SFigure 1 shows the QM region). The QM region was
described at the HF-3c47 level of theory and the MM region as
specified in the section “Structure Preparation”. The two
subsystems were coupled via electrostatic embedding. The
QM/MM calculations were performed within the ChemShell48

code, with the QM part treated by the program package
FermiONs++.49,50

We performed a small benchmark comparing HF-3c with
higher level DFT methods to show that it is well suited for our
endeavor. HF-3c consistently overestimates the reaction
barrier. Trends in higher and lower barriers are reflected
properly compared to DFT (see the Supporting Information
for more details).
The optimized structures were used as starting points for

adiabatic mapping pathways. The reaction coordinate was
defined as the difference between the C1′−O bond and the
C1′−N bond. While the C1′−O distance was reduced, the
C1′−N bond was elongated. In each step, the bond difference
was changed by 0.2 Å and fixed, while the remaining system
was minimized.

Machine Learning. Data Preprocessing. We are inter-
ested in the relation between the educt configuration and the
reaction barrier. Therefore, a representation of the geometry is
needed that is suited to describe structural changes. There are
several representations which are well established for chemical
investigations such as Bag of Bonds,51 XYZ-coordinates,
Coulomb-matrices,52,53 or SMILES.54 Each of these represen-
tations is appropriate for different problems. Even though there
is a number of established representations, we decided to
simply select the distances between all nonhydrogen atoms
within the QM region to describe the geometry in the active
site. This representation allows for a preliminary correlation
analysis which reduces the number of features in our system
(see next section). Additionally, no further calculation of, for
example, atomic charges is needed (which are heavily
influenced by the employed QM method). The collection of
interatomic distances is invariant to translation and rotation,
and therefore, avoids any problems that might otherwise occur.
Additionally, the number of water molecules within the QM
region was considered as an additional feature. All in all, this
added up to 2629 features.

Dimensionality Reduction. Because the outcome of a
machine learning fit is dependent on expressive features and
can be impaired by redundant or even insignificant variables,
the features were purged. The dimensions were reduced by a
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simple correlation analysis. All features with absolute
correlations <0.375 to the reaction barrier were omitted.
This value was chosen quite low to ensure that most of the
variations were captured. Further, the remaining features were
checked for strong absolute correlations >0.9 among each
other. If a pair of features were strongly correlated, one of them
was omitted. This resulted in a subset containing only 15
features out of the original 2629.
Model Selection, Refinement, and Application. There

exists a vast number of machine learning algorithms to choose
from. Because we want to predict activation energies, we are
trying to solve a typical regression problem from the
mathematical point of view. There are different types of
regression models, simple linear regression (least squares),
polynomial regression, support vector regression, decision tree
regression, to name a few.55,56 The predictive power of the
different machine learning models depends strongly on the
structure and size of the data, and the relation between the
target and feature variables. All machine learning scripts were
performed in python with a combination of pandas57 and
scikit-learn.58 We tested different supervised learning regres-
sion techniques, the results can be found in section “Machine
Learning Model Comparison” of the Supporting Information.
After testing we chose a sparse regression model, the elastic net
regressor.58,59

Elastic net regression includes variable selection and
regularization, which leads to a greater predictive power and
enhances the interpretability of the results. Methods including
regularization are especially suited for problems where little
data is available. They suppress overfitting by introducing a
cost function.59 Based on all 150 samples, an elastic net model
was built. The hyperparameter α, which controls the strength
of the bias, and the l1_ratio (the ratio between the l1- and l2-
type cost functions) were determined using fivefold cross
validation. To evaluate the performance of the model the
mean-absolute-error (MAE), RMSE, and R2 value were
calculated using threefold cross validation. To additionally
visualize the skill of the machine learning model on new
samples, the data set was randomly divided into a training and
testing set (2:1), fitted to the training set and applied to the
test set.
Lastly, the model was fitted to all the available data (all 150

frames), with the previously determined hyperparameters. The
final model was then used to predict the reaction barrier for
every MD frame (every 10 ps of the trajectory). For ten frames
with low predicted reaction barriers, adiabatic mapping as
described in the section “QM/MM Calculations” was carried
out to show that the model helps to find reactive frames. The
model generated here is not transferable, but the presented
protocol can be employed for other extended systems.

■ RESULTS AND DISCUSSION
Reaction Barriers Obtained by Adiabatic Mapping.

The combined QM/MM adiabatic mapping calculation of 250
reaction pathways starting from snapshots taken from an MM-
MD simulation gave reaction barrier heights between 22 and
80 kcal/mol. Figure 1 shows how the calculated reaction
barriers increase with an increasing number of water molecules.
As the MD simulation advances, the peptide and NAD+

slightly unbind and more water molecules coordinate the
carbonyl-oxygen involved in the first reaction step, and thus, its
nucleophilicity decreases. After 75 ns, the adiabatic mapping
approach was mostly incapable of describing the nicotinamide

cleavage, the desired products were no longer obtained. The
incapability to model the reaction expresses itself in very high
reaction barriers. Only the first 150 reaction pathways, starting
from snapshots taken within the first 75 ns of the MD-
trajectory, were included in the data-set for machine learning.
Figure 1 also shows that extended periods of the MD

trajectory are especially nonreactive. This underlines that if
only very few frames are picked or a very short MD simulation
is used as basis for further calculations, one can miss reactive
periods completely. The first 150 samples, each 0.5 ns apart
along the MD-trajectory, yield energy barriers between 21 and
60 kcal/mol. The distribution of the barrier heights is shown in
Figure 2. It highlights that educt configurations that lead to a

low energy transition are extremely rare. This emphasizes how
difficult it is to find an appropriate start frame, that closely
resembles the reactive enzyme complex and provides a
reasonable energy barrier. The large variation of reaction
profiles obtained with different initial configurations, and
therefore the importance of suited starting points has been
recognized early on (see e.g., refs 9, 25, 60−62).
As presumed by Ryde,63 the energy barriers roughly form a

Gaussian distribution. The arithmetic average is
37.62 kcal/mol, and the minimum activation barrier is
21.87 kcal/mol. The exponential average gives a good estimate
for the barrier and is suitable for comparison with experiments,
under the condition that the picked snapshots are well
chosen;64 here we obtain a value of 24.83 kcal/mol. The

Figure 1. Number of water molecules within 4 Å of the C1′ atom of
the ribose in NAD+ is shown in red. The computed HF-3c activation
energies are plotted in blue. The shaded area highlights the region
that was not included in the subsequent machine learning steps.

Figure 2. Distribution of the calculated energy barriers (adiabatic
mapping with HF-3c). The blue line indicates a smooth distribution
function fitted to the histogram. (1) Lowest barrier found, (2)
exponentially averaged barrier, (3) mean barrier.
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standard deviation, σ, within these 150 samples is 5.40 kcal/
mol. Based on the conclusions by Ryde,63 more than 106

samples would be needed to obtain an estimate of the
activation barrier within chemical accuracy (within 1 kcal/mol)
of the exponential average. In contrast, most studies have only
used a few snapshots (about 3−10).65−68 To avoid having to
calculate millions of pathways, we propose a strategic, scalable
approach. We suggest using machine learning based on
selected distances to pinpoint reactive regions within the
MM trajectory. This allows for strategic sampling of reaction
pathways that contribute significantly to the exponential
average, giving a more accurate estimate of the energy barrier
using less samples. Alternatively, productive snapshots from
the MD trajectory found by the machine learning model, can
be used for further (more accurate) QM/MM studies.
Machine Learning Performance. Using Elastic Net

regression with 15 input features and 150 samples, a model
was built to predict reaction energies from geometrical
features. With α set to 0.09 and l1_ratio equal to 0.5, a
MAE of 3.58 kcal/mol and a root mean squared error (RMSD)
4.46 kcal/mol is obtained. The R2 score, which describes the
percentage of the response variable variation that is explained,
is 0.28. In general an R2 score of 0.28 may be regarded as very
poor. However, with respect to the complexity of the system
and the very limited number of training points (100) a score of
0.28 is surprisingly high. Additionally, only 15 features were
needed to describe the problem to this level of accuracy, which
is possibly influenced by a much greater collection of residues.
To visualize the performance of the machine learning model,

the data set was randomly spilt into a test (50 samples) and a
training set (100 samples). This 1:2 division is similar to the
one made during one cycle of the threefold cross validation
used to assess performance. Subsequently the model was fitted
on the training set and applied to the test set. The predictions
for the test set versus the activation barriers calculated using
adiabatic mapping are shown in Figure 3. The predictions of

the regression model are in quite good agreement with the
actual activation barriers. The model is least accurate for the
extreme barriers, it overestimates low barriers and under-
estimates high barriers. These are the regions in the training
distribution of reaction barriers with the least number of
samples. In order to increase the predictive power of the
model, without prior knowledge of the system, more training
points are needed. We suggest to test if semi-empirical
methods might be a solution to the sampling bottleneck.

Another way to increase the predictive power is to iteratively
apply the model: calculate frames with predicted low barrier
heights, add the results to the training data, and enhance its
performance with every cycle. However, enhancing the
performance of the model is only necessary if the goal is to
predict a final energy barrier using this approach. That being
said, the model is able to differentiate between less and more
reactive frames. Therefore, this straight forward approach is
sufficient to identify regions of interest within the MD
trajectory, which is the intent of this work. Appropriate
starting geometries identified by the built model can then be
used for involved QM/MM studies, for example, aiming at
calculating a free energy reaction profile.

Analysis of the Resulting Feature Subset. The group of
features that remained after the two selection steps (explained
in section “Dimensionality Reduction”) is shown in the
following three tables (Tables 1−3). For each of the features,
the indices of the involved atoms (pdb file of the entire system
is attached to the Supporting Information), the Pearson
correlation coefficient to the activation energy, the elastic net
coefficient, and an explanatory figure are given. The distances
are grouped into 3 categories. The first category contains
distances between the binding pocket and either the substrate
or the cofactor (Table 1). The second group consists of
intramolecular distances of SLL and NAD+ (Table 2). The last
group contains the intermolecular interactions between SLL
and NAD+ (Table 3).
The features given in Table 1 are distances from the

substrate and the cofactor to the surrounding amino acids.
Two distances are between atoms of PHE 70 to SLL (1) and
NAD+ (2), which are anticorrelated to the activation energy
and contribute to the predictive model. The two features
indicate that PHE 70 and the attached backbone must allow
enough space for the nicotinamide leaving group to move out
of the binding pocket. Hence, if the SLL−PHE 70 and the
NAD+−PHE 70 distances increase, the activation barriers
become lower. Feature 3 and 4 show that the binding pocket
has to be compact and the NAD+ cofactor has to be located
deep in the active center for the reaction to take place.
The second category includes intramolecular distances. It

shows that small conformational changes within the reactants
clearly influence the reactivity. Features 5 and 6 express the
relative position of the nicotinamide to the ribose ring. As they
are very similar, feature 6 was eliminated by the elastic net
model due to its redundancy.
The alignment of the succinyl group plays a major role.

Feature 7 has the highest absolute coefficient of all the features
and therefore has the greatest impact on the predicted
transition barrier. Feature 7 expresses the distance between
the C4 atom and the terminal carboxyl group. This distance is
anticorrelated to the activation barrier, and thus the barrier is
lowest when the negatively charged carboxyl group is furthest
away from the reactive centers.
The last group is the largest, it contains eight features which

describe the relative positions of NAD+ and SLL. Features 8, 9,
and 10 are related to the previously explained feature 7. These
distances are also a measure of the relative position of the
carboxyl group, and therefore redundant, their coefficients are
small or zero. The other five distances between NAD+ and SLL
show all positive correlation to the energy barrier. They
indicate that the substrate and the cofactor have to be
sufficiently aligned in order for the reaction to take place.
Additionally, based on the large number of features containing

Figure 3. Scatter plot showing the performance of the Elastic Net
Regressor on a test set (50 random points which were not used for
learning).
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the ribose ring, we suspect that the pucker of the ring plays an
important role.
Application of the Trained Model to the Entire MD

Simulation. The final model, which was trained on all 150
samples, was applied to the entire MD-trajectory. The
predicted barrier heights for the initial step of the
dessuccinylation are shown in Figure 4. One can see the
general agreement between predicted (blue) and calculated
MD frames (orange). The changes in the reactivity are
captured and reflected by the estimated barriers. It is
interesting to note that there are periods in the MD trajectory
which are either reactive or nonreactive, and others in which
the reactivity oscillates very strongly.
The distribution of the predicted activation energies is

shown in Figure 5 on the left. It is compared to the initial
collection of barrier heights used for learning. The comparison

shows that the distribution of the predictions is much
narrower. This already suggests that the model will over-
estimate low energy transitions and underestimate high
barriers.
In order to check the reliability of the model for predicting

reactive regions within the MD trajectory, we selected 10
frames for which a low barrier was forecast and three additional
snapshots to represent the frames with higher predicted
activation energies. These three additional samples are the
frames at 25, 50, and 75% of the distribution of predicted
transition barriers. Starting from these snapshots, adiabatic
mapping calculations were carried out. The results for the
picked frames that were modeled are shown in Figure 5 on the
right. The predicted (ML) values and the calculated results
(adiabatic mapping with HF-3c) are compared. They are put

Table 1. Features 1−4 Used in the Elastic Net Modela

aThese four features describe the overall configuration of the active site. The atoms in between which the distance is measured is colored in green.
bAtom indices as in the pdb-file (see Supporting Information).

Table 2. Features 5−7 Used in the Elastic Net Model for
Describing Interactions Within SLL and NAD+a

aThe atoms in between which the distance is measured is colored in
green. bAtom indices as in the pdb-file (see Supporting Information).

Table 3. Features 8−15 Used in the Elastic Net Model for Describing the Interactions between SLL and NAD+a

aThe atoms in between which the distance is measured is colored in green. bAtom indices as in the pdb-file (see Supporting Information).

Figure 4. Section from the entire MD for which the activation
energies were predicted with the previously built model. The red dots
indicate the energy barriers calculated with adiabatic mapping.
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into context with the predicted barriers for all frames of the
MM trajectory and the samples originally given to the model
for training.
The predicted barrier heights and the calculated reaction

barriers for the thirteen frames are listed in Table 4.

The comparison of the calculated and predicted activation
energies shows that the designed model overestimates low
energy transitions. The start geometries that lead to low
transitions are few compared to the number of snapshots that
are unsuitable starting points for QM/MM reaction path
studies. From the original 150 samples only 9 had energy
barriers below 30 kcal/mol. Using the machine learning model
2 out of the 10 frames, thought to be suited, lead to barriers
lower than 30 kcal/mol. Therefore, the model allows us to
identify relevant frames that will contribute significantly to the
exponential average of the reaction barrier. For an accurate
estimate of the exponential average, more data points used for
training would be required. Improving the predictive model
and subsequently calculating the exponential average from all
predicted barriers could be an interesting approach to

approximate the true activation barrier, which then can be
compared to experiments. Overall, we are able to meet our goal
to strategically find reactive regions within the MD-trajectory.
Using the model, we are able to exclude the majority of frames
without needing to calculate them specifically.

■ CONCLUSIONS

Using simple machine learning techniques, we are able to find
reactive periods within the MD trajectory without prior
knowledge of the structural factors that govern the reactivity of
Sirtuin 5. The applied protocol enables us to identify the
structural features that stabilize the transition state, and thus
enhance the reactivity.
We found that the cofactor NAD+ and the substrate SLL

have to be located close together and be well aligned;
therefore, the compactness of the binding pocket is a
prerequisite. At the same time, there has to be sufficient
room for nicotinamide, the leaving group, to exit the active site.
Configurational changes within NAD+ and SLL are also
connected to the reactivity. The relative position of the
nicotinamide to the ribose ring in NAD+, the orientation of the
terminal carboxyl group of SLL and its salt bridge to the
neighboring ARG 105 are important structural features. Using
measurements of these changes we were able to estimate
activation energies with a MAE of 3.6 kcal/mol. For the initial
step of the desuccinylation, we found transitions with barriers
as low as 26 kcal/mol. We expect that the inclusion of dynamic
effects through free energy simulations and even more accurate
methods will yield a more reliable transition barrier than found
in the scope of this work. These results also support the
assumption that the dessucinylation investigated here has a
reaction mechanism which is analogous to the deacetylation by
Sirtuin 2, which has already been studied in greater detail.30−32

The straightforward approach we applied here to estimate
transition barriers is transferable to any extended system. It
greatly simplifies the search for appropriate educt conforma-
tions, which significantly influences the outcome of most QM/
MM-schemes to model enzymatic reaction mechanisms. The
approach is scalable and can be easily customized to meet
individual needs, by employing other descriptions for the MM
or the QM part, adjusting the number of samples or adding
further features.

Figure 5. Left: Distribution of the predicted barrier heights (blue). For comparison the distribution of the initially calculated barriers (adiabatic
mapping with HF-3c), used for learning, is given (orange). The arithmetic mean (1) and exponential average (2) of the predicted barriers are 37.60
and 33.02 kcal/mol, respectively. Right: Comparison of predicted (ML) and calculated (adiabatic mapping with HF-3c) reaction barriers for 10
frames with low energy transitions and three additional representative snapshots. The values shown here are listed in Table 4.

Table 4. Comparison of Predicted and Calculated Barrier
Heights for Ten Frames with Low Estimated Reaction
Barriers by the ML Modela

time Ea
Pred. Ea

Calc. ΔE
[ns] [kcal/mol]

34.70 31 36 5
36.89 31 35 4
38.44 30 35 5
41.14 30 26 −4
42.16 31 33 2
44.08 30 35 5
45.64 31 34 3
46.96 29 27 −2
47.85 30 32 2
50.58 31 31 0
52.39b 35 40 5
52.76c 37 34 −3
69.00d 40 47 7

aThree additional values are given for frames from 25, 50, and 75% of
the distribution of predicted transition barriers. Bold numbers indicate
calculated barriers that are below 30 kcal/mol. In general, all
calculated activation energies are close to the predicted values. The
MAE for these 13 samples is 3.6 kcal/mol. b25%. c50%. d75%.
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Visualisation

All images of molecular geometries were generated using VMD .1 All plots were produced

using the python-packages matplotlib 2 and seaborn. The chemical structures were drawn

with ChemDraw.

QM-region

SFigure 1: Visualisation of the QM-region. The substrate SLL is shown in black and the
co-factor NAD+ in red. Additionally, four amino-acids and zero to four water molecules were
included.

Besides the two reactants, SLL and the co-factor NAD+, four additional amino-acids and

zero to four water molecule were included. Therefore, the number of atoms included in the

QM-region varied from 139 to 152. The residues contained in the QM-region are shown in

Figure 1. The substrate SLL is shown in black, NAD+ in red, HIS 158 in grey, ARG 105

in blue, PHE 223 in magenta and PHE 70 in green. The residues were chosen based on

proximity to the reactive centers.

2
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Benchmark: HF-3c vs other functionals

To assess the accuracy of the HF-3c/minix for the description of the QM region, seven

frames that covered a 25 kcal/mol range were compared to results obtained by higher theory

methods. For those frames single point calculations were carried out for the educt and the

transition state at the B3LYP-D3/def2-tzvp, revPBE-D3/def2-tzvp, and PW6B95-D3/def2-

tzvp level of theory.3–11 The functionals were selected because of their general use (B3LYP

or revPBE) or because they were especially created for kinetic barriers (PW6B95). The

activation barriers were calculated from the single point energies. The QM/MM partitioning

and all interactions were treated as described in section “QM/MM Simulations”.

SFigure 2: Comparison of predicted barrier heights based on the QM/MM adiabatic mapping
paths generated with HF-3c. In all cases HF-3c is an upper limit to the barrier height, and
thus it consistently overestimates the activation energy. The values on the x-axis show when
the frames were picked from the MD-trajectory.

Figure 2 clearly shows that HF-3c is always proportional to the energy barriers estimated

with the other methods and consistently overestimates the barrier height. This consistency

allows us to use HF-3c/minix to distinguish frames higher and lower barriers, as we do not

aim to use it in order to estimate a value comparable to experiment.

3
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Machine Learning Model Comparison

Listed in the Table 1 are the results for the tested regression models. The numerical hyper-

parameters were determined using 5-fold cross validation. The MAE, RMSE, and R2 value

were calculated using 3-fold cross validation.

STable 1: Summary of the tested machine learning models. The mean absolute
error (MAE), the root-mean-squared-error (RMSE) and the R2 value for each
model are listed. Besides these measures of performance the chosen hyperpa-
rameters are given.

Model Hyperparameters MAE [kcal/mol] RMSE [kcal/mol] R2
Linear Regression 4.28 5.41 -0.06
Descision Tree Regression max depth=9 5.08 6.91 -0.54
Ridge Regression α = 20 3.57 4.46 0.28
Lasso Regression α = 0.1 3.71 4.59 0.23
Kernel Ridge Regression α = 20, kernel=’linear’ 3.55 4.44 0.28
Elastic Net Regression α = 0.06, l1 ratio=0.5 3.59 4.46 0.28
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Abstract: The computational characterization of enzymatic reactions poses a great chal-
lenge which arises from the high dimensional and often rough potential energy surfaces
commonly explored by static QM/MM methods such as adiabatic mapping (AM). The
present study highlights the difficulties in estimating free energy barriers via exponential
averaging over AM pathways. Based on our previous study [v. d. Esch et al., JCTC,
2019, 15, 6660-6667], where we analyzed the first reaction step of the desuccinylation reac-
tion catalyzed by human Sirtuin 5 by means of QM/MM adiabatic mapping and machine
learning, we use, here, Umbrella Sampling to compute the free energy profile of the initial
reaction step. The computational investigation leads to the conclusion that the NAD+

transfer, the first step of the deacylation reaction, is highly conserved among all sirtu-
ins and proceeds via an SN2-type reaction mechanism in SIRT5. In addition, the direct
comparison of the extrapolated free energy barrier from minimal energy paths and the
computed free energy path from umbrella sampling further underlines the importance of
extensive sampling.
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Exponential averaging versus umbrella sampling
for computing the QM/MM free energy barrier
of the initial step of the desuccinylation reaction
catalyzed by sirtuin 5†

Johannes C. B. Dietschreit, ‡a Beatriz von der Esch ‡a and
Christian Ochsenfeld *ab

The computational characterization of enzymatic reactions poses a great challenge which arises from

the high dimensional and often rough potential energy surfaces commonly explored by static QM/MM

methods such as adiabatic mapping (AM). The present study highlights the difficulties in estimating free

energy barriers via exponential averaging over AM pathways. Based on our previous study [von der Esch

et al., J. Chem. Theory Comput., 2019, 15, 6660–6667], where we analyzed the first reaction step of the

desuccinylation reaction catalyzed by human sirtuin 5 (SIRT5) by means of QM/MM adiabatic mapping

and machine learning, we use, here, umbrella sampling to compute the free energy profile of the initial

reaction step. The computational investigations show that the initial step of the desuccinylation reaction

proceeds via an SN2-type reaction mechanism in SIRT5, suggesting that the first step of the deacylation

reactions catalyzed by sirtuins is highly conserved. In addition, the direct comparison of the extrapolated

free energy barrier from minimal energy paths and the computed free energy path from umbrella sampling

further underlines the importance of extensive sampling.

1 Introduction

Post-translational modifications (PTMs) describe the chemical
alteration of proteins after their expression. They greatly increase
the variety of a cell’s proteome by expanding the chemical space of
the 20 canonical amino acids and play an important role in,
for example, protein activity, cell signaling, or transcription.1 A
frequently modified residue is lysine. Best known is the interplay
of lysine acetylation2,3 and methylation4,5 fixing its charge state to
either neutral or positively charged, especially in histone tails.

Acetylation is one of the possible modifications subsumed
under the group of e-N-acylation of lysine. In humans, there are
18 lysine deacylases (KDACs). They can be divided into four
classes. Classes I, II, and IV are Zn2+-dependent enzymes; their
active site contains a catalytically active zinc ion. Class III
KDACs, known as sirtuins, also contain Zn2+, but they are

NAD+-dependent. The catalytic center is located next to an NAD+-
binding Rossmann-fold subdomain, whereas the zinc binding
motif is spatially separated and ensures the structural integrity of
the enzymes.6 Sirtuins are the mammalian homologs of the silent
information regulator 2 (Sir2), a highly conserved family of proteins
found in archaea and eukaryotes.7,8 There are seven different
sirtuin isoforms in mammals (SIRT1-7) that cover a wide range of
lysine deacylations. They not only catalyze lysine deacetylation, but
also, for example, desuccinylation and demyristoylation.9,10 In line
with their wide range of catalytic activity, sirtuins can be found in
several different cell compartments such as the nucleus or the
mitochondria,11 where they are involved in various biological
processes.12,13

This paper focuses on the catalytic activity of SIRT5, which
shows no detectable deacetylation but rather demalonylation and
desuccinylation activity.14 It is located in the mitochondria and its
main target is the carbamoyl phosphate synthetase 1 (CPS1).15 Its
active site consists of a hydrophobic pocket with a positively
charged arginine (Arg105) at the end. Together with Tyr102, those
two residues position the negatively charged end of the dicar-
boxylic acid modification for removal and have been identified to
govern the selectivity of SIRT5.16 SIRT5 transfers succinyl (and
malonyl) to its cosubstrate by cleaving the ribosyl bond in
NAD+ and thereby generating nicotinamide, a natural sirtuin
inhibitor,17,18 and a mixture of 20- and 30-O-succinyl-ADP-ribose.14
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A mutagenesis study of the His116 in the active site, modifica-
tion of NAD+, and sirtuin crystal structures strongly suggest that no
residue in the catalytic pocket takes actively part in the first step
of the reaction,19,20 namely the cleavage of the glycosidic bond
between ribose and nicotinamide, and the addition of the sub-
strates amide carbonyl oxygen to ribose, forming an iminium
adduct (henceforth called intermediate). Said intermediate was
captured by using thioamide substrate analogs.21,22 The NAD+

exchange reaction can either proceed via an SN1-like step-wise or
an SN2-like concerted mechanism (see Fig. 1). So far computational
studies have only focused on the initial step of the deacetylation
reaction in the bacterial sirtuin analogue Sir2Tm23 and the yeast
homolog yHst2.24 Both concluded that the first step is very likely
concerted. Since all following reaction steps are intramolecular
rearrangements and proton transfers, it is assumed that the initial
step is the rate limiting step.

In our previous publication we have analyzed the first reaction
step catalyzed by SIRT5 by means of quantum mechanics/mole-
cular mechanics (QM/MM).28 We calculated minimal potential
energy paths for the first reaction step by means of adiabatic
mapping (AM).29 AM calculations minimise the energy of the
system while constraining a collective variable to a specific set of
values (in our case the difference between the breaking glycosidic
bond and the forming bond between the amide carbonyl oxygen
and C10 of ribose). For these paths we used 150 different reactant
configurations which were extracted from a MM-molecular
dynamics (MD) simulation of the SIRT5–substrate complex sol-
vated in water. The study connected the configuration of the active
site with the calculated activation energy by means of machine
learning (see ref. 28). We were able to identify interactions of the

substrate (a succinylated peptide) and residues within the active
site that could increase or decrease the activation barrier. Due to
the complexity of the high-dimensional potential energy surface
(PES), the procedure drags the system from reactant to intermedi-
ate by visiting many local minima. This leads to a large scattering
of the activation barriers as the minimised reactant geometries
also correspond to many different local minima.

The effective free energy activation barrier can best be esti-
mated by the exponential average from many of these minimal
energy barriers.30 However, Ryde31 has cautioned that one needs
quite a large number of minimal energy activation barriers as the
exponential average is ill-conditioned and converges very slowly.
Ryde pointed out that many computational studies based on
minimal energies have very large error bars, because of their very
low number of calculated paths, so that their conclusions are
questionable. Therefore, we study the actual free-energy profile
(FEP) for this system as a function of the reaction coordinate, in
order to be able to compare the FEP to the results of the previous
study, which was one of the biggest in scale to date. This
comparison will clearly show if the increase in number of paths
by one to two orders of magnitude (compared to those listed in
ref. 31) has improved its predictive power. We use umbrella
sampling32 and the same QM/MM setup as in our previous
study28 to explore important regions of configuration space and
evaluate the free energy as a function of the reaction coordinate by
means of Multistate Bennett’s Acceptance Ratio (MBAR).33–35

The manuscript starts with a brief introduction into the
difficulty of predicting effective energy barriers using exponen-
tial averaging and then outlines the equations employed to
compute the FEP based on QM/MM umbrella sampling calcu-
lations. After reviewing the computational details in Section 3,
the obtained FEP of the initial NAD+ exchange reaction and the
resulting free energy activation barrier is compared to the
previously determined minimum energy path and exponen-
tially averaged effective barrier.

2 Theory and methods
2.1 The problem of the Ill-conditioned exponential average

If the minimal energy activation barrier of the single adiabatic
mapping path i is denoted with DE‡

i , then the average activation
barrier for n samples is

DEz
� �

¼ 1

n

Xn
i

DEzi (1)

and its variance

s2 = h(DE‡)2i � hDE‡i2. (2)

The exponential average (EA) for this set of energies is then
computed as

DEzEA;num ¼ �b
�1 ln

1

n

Xn
i

e�bDE
z
i

 !
; (3)

where b � 1/kBT, with kB being the Boltzmann constant and T the
absolute temperature, which is fixed to 300 K within the scope of

Fig. 1 Reaction scheme for the first of several reaction steps catalyzed by
sirtuins. In this initial step the acylated lysine substrate 1 reacts with NAD+ 2
which results in the a-10-O-alkylamidate intermediate 4 and the release of
nicotinamide 3. Depicted are both theoretically possible reaction types,
the stepwise SN1 and the concerted SN2. Similar schemes can be found,
e.g., in ref. 9, 21, 22, 25, and 26. SIRT1-3,6 act as deacetylases (R = CH3),
SIRT2 can also remove fatty acids (e.g., R = C14H29), SIRT5 removes
succinyl and malonyl modifications (R = CH2CH2COO�, CH2COO�), and
SIRT4 is an ADP-ribosyltransferase (similar to the product of the reaction
step depicted here).11,27
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this work. As there are several local minima along each degree of
freedom (DoF) orthogonal to the reaction coordinate into which
the system is minimized, and the number of these DoF is very
large in extended biomolecular systems, one can assume that the
minimal energy reaction barriers are normal distributed based on
the central limit theorem.36 The exponential average of normal
distributed reaction barriers can be calculated analytically using
the arithmetic mean hDE‡i and the variance s2.

DEzEA;ana ¼ DEz
� �

� 1

2
bs2 (4)

Ryde31 performed numerical experiments, drawing random num-
bers from a normal distribution and computed the EA using
eqn (3) and (4). Ryde found that he needed more than an
exponentially increasing large number of samples for increasing
s to converge the exponential average within 95% confidence of
the known result. This slow convergence of the exponential
average is the same which also impedes the computation of
absolute free energies. Mean and variance converge much faster
than the exponential average, and thus the analytical expression
(eqn (4)) using the first and second moment of the underlying
distribution is more robust, but can only be employed if the
distribution of activation barriers is indeed Gaussian.

2.2 Multistate Bennett’s acceptance ratio

In the advanced sampling scheme employed in this manuscript,
each single umbrella simulation i (called umbrella window) is
associated with a biasing potential Bi, which modifies the original
Born–Oppenheimer QM/MM potential energy surface (PES) U0 to

Ui = U0 + Bi. (5)

In order to recover the unbiased data, we use binless WHAM/
MBAR33–35 to estimate the (relative) free energies Ai of each
window. The free energy Ai of one window is implicitly defined
as a function of all simulation frames and all free energies

e�bAi ¼
XS
j

Xnj
k

e�bBið j;kÞ

PS
l

nlebAl�bBlð j;kÞ
; (6)

where S is the number of windows, ni the number of frames in
window i, and Bi( j, k) the value of the biasing function of
window i for frame k from simulation window j. Eqn (6) has to
be solved self-consistently, but can alternatively be recast into a
minimization problem

gi ¼ ni �
XS
j

Xnj
k

nie
bAi�bBið j;kÞ

PS
l

nlebAl�bBlð j;kÞ
¼ 0; (7)

where all gi’s are zero at the exact solution. The unbiased free
energy as a function of the collective variable x is
recovered using

bA0ðxÞ ¼ � ln
XS
j

Xnj
k

d xð j; kÞ � xð ÞPS
l

nlebAl�bBlð j;kÞ
: (8)

The Dirac delta function is evaluated with finite resolution
using an indicator function 1xA[xmin,xmax], which is equal to one if
x A [xmin,xmax] and otherwise zero. We refer to dx = xmax � xmin

as the bin width at which we compute the free energy surface.

3 Computational details
3.1 QM/MM setup

As reference geometries for the umbrella simulations, we used
the adiabatic mapping path with the lowest activation barrier
from our previous study.28 We chose this particular path in
order to show that the barrier is significantly underestimated
due to the minimizer identifying a local minimum with a high
energy as reactant rather than the lower basin containing most
reactant configurations. The same protein residues within the
active site, namely Arg105, His158, Phe170, and Phe223, as well
as succinyl-lysine (SLL) and the ribose-nicotinamide part of
NAD+ were included in the QM region (113 atoms in total).

The QM/MM separation is shown in Fig. 2. We only mod-
ified the location of the QM/MM border compared to our
previous study, avoiding a cut through the peptide bonds along
the protein backbone and placed it between Ca and Cb. The QM
region is described with HF-3c/minix,37 which has been shown
to yield accurate chemistry but elevated energies for transition
states.28 The activation free energy is therefore expected to be
higher than one computed with a more accurate quantum
mechanical method as, e.g., the one obtained in ref. 23. How-
ever, the free energy surface will be qualitatively correct, and we
expect that SN1 and SN2 can be correctly discerned. The MM
parameters for all standard protein residues were taken from
AmberFF14,38 those for NAD+ from the AMBER parameter
database.39,40 SLL is described with GAFF41 parameters and
AM1-BCC42 charges. For the zinc finger we use ZAFF43 para-
meters. The employed water model is TIP3P.44 For the full

Fig. 2 Visualisation of the QM/MM subsystem division. On the left, the
protein (white) is shown embedded in water (iceblue). Arg105, His158,
Phe170, and Phe223, as well as the succinyl-lysine substrate and the NAD+

co-factor are marked in orange. These residues were partially included in
the QM-region as defined on the right, with the QM-subsystem shown in
detail.
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original MM setup see von der Esch et al.28 All QM/MM
calculations were performed with our in-house program suite
FermiONs++45–47 which uses the OpenMM 7.3 library48–50 to
evaluate the MM subsystem (Fig. 2).

3.2 Details of the QM/MM umbrella simulations

For the restrained QM/MM-MD simulations we used a Python
interface for FermiONs++,45–47 which allows low-level access to
the QM engine. The propagation of atomic coordinates, appli-
cation of a thermostat, and evaluation of the umbrella potential
were done within Python, only for the QM energy and gradient
evaluations the PyFermiONsInterface was used.

Each umbrella window simulation consists of three parts:
(i) heating, (ii) equilibration, and (iii) production. The system
was propagated using the velocity Verlet algorithm51 and the
temperature was controlled using the Langevin thermostat.52

The initial forces assigned to the active atoms were randomly
chosen from the Maxwell–Boltzmann distribution at 1 K. Dur-
ing heating the time step was set to 0.1 fs and no thermostat
was used. Every 10 time steps the velocities were rescaled in 1 K
increments, reaching 300 K after 3000 time steps.

For equilibration and production, the time step was set to
0.5 fs and the Langevin friction constant to 1 ps�1. For
increased speed and stability, we used the fully converged
extended Lagrangian method53 implemented in FermiONs++.54

The equilibration period was 1 ps long. The production runs
were at least 10 ps and a maximum of 20 ps long. Simulations
were terminated before the 20 ps limit, if the Mann–Kendall55–57

test indicated that the mean of the two biased bond lengths had
converged, and therefore equilibrium within the window had
been reached. Outputs were written every 2 fs.

The umbrella simulations were started from structures
taken from the previously obtained minimal energy path with
the lowest barrier height.28 All residues within 10 Å of the QM
subsystem were chosen to be active, thereby ensuring that there
is always a layer of frozen atoms enclosing the active atoms.
This ensures that no molecule can escape into the vacuum
surrounding the simulation box, as no periodic boundary
conditions were employed.

In order to distinguish between SN1 and SN2 reaction type
(Fig. 1), the sampling was conducted along two dimensions, the
breaking C10–N bond between ribose and nicotinamide and the
forming bond O–C10 between the carbonyl oxygen and ribose.
Hence, each umbrella window i was biased with two harmonic
functions

BiðxÞ ¼
1

2
k1;i d1 � d1;i
� �2 þ 1

2
k2;i d2 � d2;i
� �2

; (9)

with x being a point in configuration space, d1 = d(O–Cl0),
d2 = d(Cl0–N), as well as kj,i and dj,i being the force constant and
equilibrium bond length of bond j in the biasing potential i.
The force constants range from 200 to 700 kJ mol�1 Å�2,
adapting to the slope of the local PES. In total, 106 umbrella
simulations were carried out. The force constants and locations
of the minima are shown pictorially in Fig. S2 and summarized
in Table S1 (ESI†).

3.3 MBAR analysis

As only the relative values of the Ai’s calculated with MBAR of
each umbrella window are meaningful, the free energy of the
first window is set to zero. The starting guess is zero for all
windows. Eqn (6) was solved self-consistently; suggested mini-
mization algorithms such as Newton–Raphson34 or DIIS58 were
not needed. As convergence criterion of self-consistent itera-
tions we used the largest absolute change in the bAi’s per step
and gT = (g1, g2,. . .,gS) (gi’s as defined in eqn (7)). Convergence
was reached when max|DAi| dropped under 10�7 and the norm
of g was below 10�4, ensuring that a stable minimum had
been found.

The numerical errors of each bin were computed via
bootstrapping59 analysis. Ten bootstrapping runs were per-
formed, drawing random frames from each simulation with
replacing and then performing ten additional MBAR analyses.
The standard deviation between the bootstrap samples of
the free energy within each bin was used as statistical error
estimate.

4 Results and discussion
4.1 Interaction of SLL with protein residues

The interactions between Arg105, Tyr102, and the succinylated
substrate were identified by experiments focussing on the cause
of SIRT5 selectivity.16 Based on our extensive QM/MM sampling
of the desuccinylation reaction, we are able to study these
interactions as the reaction progresses. It should be noted that
while SLL and Arg105 are part of the QM subsystem, the Tyr102
residue was treated at the MM level.

For each frame the hydrogen–acceptor (O–H), hydrogen–
donor (H–X), and the donor–acceptor (O–X) distances were
measured, as well as the hydrogen bond angle O–H–X
(cf. Fig. 3). Subsequently, the samples were binned along the
bond length difference d(Cl0–O) � d(N–Cl0) (bin width = 0.05 Å).
The results are shown in Fig. 4.

The interaction between SLL and ARG105 contains, due to
the two-prong nature of these residues, two hydrogen bonds,
which are labelled with HB-R1 and HB-R2, respectively. The
hydrogen bond between SLL and TYR102 is denoted with
HB-Y1. HB-R1 and HB-Y1 involve the same carboxyl oxygen

Fig. 3 Hydrogen bond and salt bridge-like interactions between SLL and
the protein residues ARG105 (HB-R1 and HB-R2) and TYR102 (HB-Y1). The
three bonds correspond to those analyzed in Fig. 4.
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of SLL. Since SLL rotates in some simulations, the labels were
assigned based on the shorter distances measured for each SLL
oxygen to all interaction partners. At the beginning of the
reaction (left-hand side of Fig. 4 or large values on the abscissa),
SLL moves closer to the two protein residues. This is best
shown by the decrease of all three distances in the second
panel from the top of Fig. 4. Additionally one can see, when
comparing HB-R1 and HB-R2, ARG105 and SLL clearly bind one
proton each (see opposite behaviour of O–H and H–X distances
in the first and third panels). This means that the (in the apo-
form) charged residues have changed to a neutral state and are
held together by two hydrogen bonds, which is expected in a
hydrophobic environment such as this active site.60,61 The
instability of the charged ARG105 in the largely hydrophobic
pocket was shown in ref. 16.

As the reaction takes place (d(Cl0–O) � d(N–Cl0) o 1.25 Å),
judging by the O–X distance and the O–H–X angle, the hydro-
gen bond HB-R1 is stronger than HB-R2. It is important to note
that especially directly after the onset of the reaction (bond
difference between 1 and 2 Å), the interaction is not as stable as
before and after the reaction. The carboxyl group rotates over
the course of a single simulation window, thereby switching
interaction partners. This causes the noticeable, but artificial
bumps in this region.

As the nucleophilic attack progresses, the hydrogen in the
HB-R1 bond is slowly shifted towards arginine (see Fig. S1,
ESI†), finally leading to a salt bridge like state for the product.
This change in the nature of the interaction can be explained by
the development of a positive charge on the attacking carbonyl

oxygen of SLL. Additionally, SLL becomes slightly twisted after
this reaction step to accommodate the free nicotine amide. The
change at the site of the nucleophilic attack might change the
character of the binding site, from a neutral to a generally more
charged one, and therefore stabilise the usually stronger salt
bridge over the neutral double hydrogen bond.

4.2 Free energy surface of the initial reaction step in SIRT5

The umbrella sampling method allows for easy parallelization
during the exploration of the free energy surface. However, we
still performed these simulations in consecutive batches, filling
in gaps between sampled areas that had been left unexplored
by the previous set of simulations. In total 106 umbrella
windows were included.

This large number was needed to properly map out not only
the very low but also higher energy regions of the FES. The
surface obtained here is much steeper and therefore harder to
sample than the one of Sir2Tm.23 This can have several reasons:
(i) the QM-method employed here overestimates the energy of
stretched bonds and makes all free energy valleys more narrow
and (ii) the QM region includes significantly more atoms and
therefore describes the interaction between the reactive center
and the surroundings differently. In contrast to ref. 23, we
included 113 instead of 65 QM atoms, around 65 000 instead of
9000 MM atoms, and sampled cumulatively for 2 ns instead of
720 ps.

The algorithms WHAM33 or MBAR34 assume that the input
data describe the simulated system in equilibrium and that
they are uncorrelated. We calculated the decorrelation times of
the biasing potential of each umbrella window, the mean was
23 fs. Hence, the statistical inefficiency34,62 was 47 fs. Based on
these findings, we used data 40 fs apart to construct the free
energy surface. For completeness, results based on the full data
set can be found in the ESI† (Fig. S4). After determining the
relative free energies Ai, we used a bin width of 0.075 Å for both
bond lengths to evaluate eqn (8) (see Fig. 5A).

To obtain the minimal free energy path (MFEP) for the
nucleophilic substitution, we used Dijkstra’s algorithm63 to
find the lowest energy path (shown in Fig. 5B, corresponding
to the grey line in Fig. 5A) connecting the lowest point of the
reactant basin (d(Cl0–N) o 2 Å and d(O–Cl0) 4 2.5 Å) with the
lowest point of the intermediate basin (d(Cl0–N) 4 2.75 Å and
d(O–Cl0) o 1.75 Å).

The position on the free energy surface of the line connect-
ing the educt and product of the investigated reaction step very
clearly indicates a concerted mechanism. The energy changes
first very little as the carbonyl oxygen approaches, but then the
shortening of the (C10–O)-bond length is directly proportional
to the elongation of the (C10–N)-bond in NAD+. After the new
bond has been formed, the energy decreases slightly further by
nicotinamide moving away from the ribose. We can therefore
conclude that the reaction mechanism is always of SN2 type
disregarding of whether sirtuins catalyse a deacetylation or
desuccinylation. The changes within the active site that lead
to the different substrate specificity of the seven sirtuins do not
change the overall conserved reaction mechanism.

Fig. 4 Evolution of the interactions between SLL and the protein residues
ARG105 (HB-R1 and HB-R2) and TYR102 (HB-Y1) over the course of the
reaction. The hydrogen bonds are described by the hydrogen–acceptor
(O–H), hydrogen–donor (H–X), donor–acceptor (O–X) distances, as well
as the hydrogen bond angle O–H–X along the bond length difference
d(Cl0–O) � d(N–Cl0) (reaction coordinate).
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We additionally performed binning along the bond differ-
ence (d(Cl0–N) � d(O–Cl0)) to obtain a one-dimensional free-
energy profile, which is shown in Fig. 6. The values of the 1D
FEP are quite similar to the MFEP obtained from the 2D
surface, but it extends beyond the lowest points in the reactant
and product basins showing two smooth minima.

As reaction free energy we obtain from our simulations

DA ¼ �b�1 ln
Ð
Productdxe

�bAðxÞÐ
Reactantdxe

�bAðxÞ ¼ 37:0 kJ mol�1: (10)

4.3 Free energy paths vs. minimal energy paths

The AM path that provided the starting configurations for the
umbrella windows on the d(O–Cl0) � d(Cl0–N)-surface, had
predicted an activation energy of 91.6 kJ mol�1,28 which is

around 30–40 kJ mol�1 smaller than the approximate energy
barrier taken from the MFEP (127.7 kJ mol�1, Fig. 5B) or the 1D
FEP (121.2 kJ mol�1, Fig. 6). Both, the AM, as well as, the
umbrella sampling simulations were performed at HF-3c/MM
level of theory. The AM path is obtained from a sequence of
minimizations along a the d(O–Cl0) � d(Cl0–N) distance while
the MFEP is extracted from the PES based on MD simulations
at 300 K. The much lower AM energy barrier is caused by the
path starting off in a local minimum that is already much
higher in energy than the majority of configurations forming
the reactant basin. We want to underline here that the umbrella
windows were started from the nearest points along this path.
This means that the non-zero temperature in the umbrella
sampling simulations has caused the system to escape the local
minima, in which the AM path was stuck, and find the broad
reactant basin. In conclusion, the reaction path obtained from
umbrella sampling offers a more realistic characterization of the
reaction.

This result strongly suggests that predictions of reaction
barriers or even reaction mechanisms based on minimal energy
paths can be misleading, as has already been hinted at by the
strong scattering of minimal reaction barrier values in our
previous paper.28 The exponentially averaged barrier, DE‡

EA,num,
which combines all 150 paths from the previous study, is also
lower than the free energy barrier obtained here (see Table 1).
Employing Ryde’s considerations,31 the numerical exponential
average has, because of the large variance and comparably
low number of frames, a 95% confidence interval of roughly
2000 kJ mol�1. A broad distribution, like the one we obtained,
would require billions of paths to achieve chemical accuracy. In
light of this, free energy methods seem to be an attractive
alternative even though they are usually perceived to be costly
for QM/MM studies. The analytical EA, DE‡

EA,ana, (based on the
Gaussian approximation) is much lower than DE‡

EA,num due to the
extremely large scattering of the computed barriers (large var-
iance). The fact that the distribution of the 150 frames is bi-modal
calls the applicability of the analytical formula into question,
which assumes a normal distribution. Therefore, the value of
DE‡

EA,ana for the 150 adiabatic mapping values is regarded as
nonsensical.

Fig. 5 (A) Free energy surface of the first reaction step catalyzed by SIRT5
calculated with HF-3c/MM. The minimal free energy path (MFEP) con-
necting the reactant and intermediate state is shown in grey. White areas
were not visited during the simulations. Bins, which were not adequately
explored, but have at least three fully sampled neighbors, were filled with
the mean free energy of the adjacent bins. The original surface is given in
the ESI† (Fig. S3). (B) The free energy profile along the MFEP (most likely
reaction path s), corresponding to the gray line in (A). The difference of
well depths and barrier height along the MFEP are given explicitly.

Fig. 6 One-dimensional free energy profile for the initial step of the
desuccinylation catalyzed by SIRT5 calculated with HF-3c/MM. The simu-
lation data was binned along the bond length difference of the breaking
and forming bond. The educt minimum has been aligned with 0 kJ mol�1

and the product minimum lies 36.6 kJ mol�1 higher.
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We also want to stress that non-MD-based methods like AM
do not have to be abandoned altogether, as they are well suited
for initial exploration. The distribution of energy barriers
predicted by our ML model for the entire classical MD simula-
tion is uni-modal and more narrow than the ground-truth
distribution, as the fit underestimates high and overestimates
low barriers. Its EA result, as given in Table 1, is much closer to
the free energy barrier based on umbrella sampling derived in
our present study. The low-dimensional ML model yields, to
some degree surprisingly, a more realistic barrier estimate.
With its few features it cannot incorporate the many DoF
orthogonal to the reaction coordinate, and thus effectively
averages over them creating a Gaussian distribution one would
expect in the high-sampling regime. By its inability to fit the
complexity of the biological system, it reduces the noise from
the many DoFs and helps to get a more realistic barrier. Finally,
it is important to stress again that the free energy barrier
reported here is expected to be an upper limit to the true
reaction barrier, due to the minimal basis-set employed in
HF-3c.

In our previous study, we computed 150 AM paths with around
25 images each. On average 35 optimization steps were needed
per image along a path, which accumulates to roughly 131 250
QM/MM energy and force calculations. For the construction of the
2D free energy surface, several million QM/MM-MD-time steps
were required. The ML builds on top of the AM results and can
therefore not be done without it, but after having performed many
AM scans the ML comes at negligible additional cost. While the
umbrella sampling is most reliable, it comes at a significantly
higher computational cost, therefore working on the improve-
ment of ML techniques based on reaction path scans may provide
a cost-effective alternative to determine free energy barriers of
extended systems.

5 Conclusions

Through computation of the FEP by means of QM/MM-MD
simulations and subsequent evaluation using MBAR we have
characterized the initial step of the desuccinylation reaction

catalyzed by SIRT5. The results indicate that analogously to the
first step of the deacetylation reaction, the NAD+ transfer step of
the desuccinylation reaction is of SN2 type. This suggests that
the differences in the active site, which give rise to varying
substrate specificities within the sirtuin enzyme family, do not
change the reaction mechanism. Therefore, the first of several
desuccinylation reaction steps has now been shown to be
independent of sirtuin specificity. A future study has to identify
the exact mechanism of the remaining reaction steps.

The computation of the FEP (and of the MFEP connecting
reactant and intermediate) allowed us to evaluate the quality of
free energy activation barriers estimated by means of exponen-
tial averaging. It was shown that the previously computed
barrier based on 150 adiabatic mapping pathways underesti-
mated the effective free energy barrier. This calls generally
the reliability of reaction barriers and mechanisms based on
minimal energy paths into question.

Because of the high computing effort of free energy meth-
ods, we are currently still limited to cost-effective methods such
as HF-3c or smaller QM regions. The development of ever faster
QM codes enables the exploration of increasingly complex
system. A complementary approach will be free energy surface
reweighing techniques suitable for extended systems, allowing
us to extrapolate more accurate results from low-level sampling.
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1 Hydrogenbond between Succinyl Group and Arg105 (HB-R1)

The hydrogen bond between the succinyl group and Arg105 located in the active center of SIRT5 changes
its character as the reaction progresses. This is discussed in section 4.1. In Figure S1 the distance
between the oxygen of the succinyl group and the hydrogen as well as the distance between the nitrogen
belonging to Arg105 and the hydrogen are shown. In the reactant state, both are neutrally charged.
During the reaction, the hydrogen becomes more and more associated with the Arg105 residues, which
results in higher charge separation. The cross-over takes place close to the transition state region,
d(C1′ −O)− d(N− C1′) ≈ 0.25 Å.

Figure S1: Change of d(O(SLL)-H) and d(H-N(Arg105)),associated with the HB-R1 interaction, during the
progression of first step of the desuccinylation reaction.
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2 Window Placement and Deviation of Umbrella Window Mean
from Bias Potential Minimum Position

The umbrella windows have to be placed so that the space between reactant and product state is seam-
lessly sampled. The simulations were submitted in batches. Therefore, we were able to set our simulation
widows along the becoming more and more apparent MFEP. In addition, several windows were placed
at d(C-N) = 2.5, to unequivocally exclude the alternative SN1-reaction type.

Figure S2: The origin of each arrow indicates the original window placement, and therefore the center of
each biasing potential dj,i . The arrow’s color corresponds to the force constant in kJ mol−1 Å−2. The arrow
head points to the mean d(C1’-O)/d(C1’-N) sampled in each umbrella simulation.

Figure S2 visualizes the deviation of the mean along d(C1′ − N) and d(O− C1′) within each umbrella
window and the minimum of the biasing potential. Windows placed near the high energy transition
state region or in one of the basins (either reactant or intermediate) show very little deviations between
intended window mean (arrow base) and the computed mean (arrow tip). Windows placed in regions,
where the free-energy profile changes rapidly, deviate more strongly even if large force constants have
been used. This is due to the overestimation of the transition barrier energy by HF-3c and corresponding
large forces. In contrast, much lower force constants (160 kJ mol−1 Å−2) were used by Hu et al. [Hu2008]
for the one-dimensional umbrella simulations (24 umbrella windows) of Sir2Tm, where they employed
B3LYP/6-31G∗ and calculated a free energy barrier of only 65.8 kJ/mol for the deacetylation.
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Table S 1: List of the exact biasing potential parameters used in the different Umbrella windows. The
equilibrium distances d0 are given in Å and the force constants in kJ/mol Å2

d0(C1’-O) kCO d0(C1’-N) kCN

1.3 700.0 3.4 700.0
1.3 700.0 3.6 700.0
1.4 300.0 3.1 300.0
1.4 300.0 3.2 300.0
1.4 300.0 3.3 300.0
1.4 300.0 3.4 300.0
1.4 700.0 3.6 700.0
1.5 600.0 2.4 600.0
1.5 300.0 2.6 300.0
1.5 700.0 3.6 700.0
1.6 400.0 2.8 400.0
1.7 500.0 2.0 500.0
1.7 500.0 2.4 500.0
1.7 500.0 2.7 500.0
1.7 600.0 3.0 600.0
1.7 400.0 3.3 400.0
1.9 500.0 2.1 500.0
1.9 500.0 2.2 500.0
1.9 500.0 2.3 500.0
1.9 500.0 2.5 500.0
1.9 600.0 2.8 600.0
1.9 500.0 3.3 500.0
2.0 600.0 1.7 600.0
2.0 600.0 1.8 600.0
2.0 600.0 1.9 600.0
2.0 500.0 2.0 500.0
2.0 600.0 2.1 600.0
2.0 600.0 2.3 600.0
2.0 500.0 2.5 500.0
2.0 700.0 3.1 700.0
2.0 700.0 3.4 700.0
2.0 700.0 3.7 700.0
2.1 700.0 1.1 700.0
2.1 500.0 2.0 500.0
2.1 600.0 2.2 600.0
2.1 500.0 2.4 500.0
2.1 600.0 2.8 600.0
2.1 700.0 4.0 700.0
2.2 500.0 1.8 500.0
2.2 600.0 1.9 600.0
2.2 500.0 2.1 500.0
2.2 500.0 2.2 500.0
2.2 500.0 2.3 500.0
2.2 600.0 2.5 600.0
2.3 500.0 1.8 500.0
2.3 500.0 1.9 500.0
2.3 600.0 2.5 600.0

Continued on next page
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Table S1 – Continued from previous page
d0(C1’-O) kCO d0(C1’-N) kCN

2.3 600.0 2.8 600.0
2.4 500.0 1.4 500.0
2.4 500.0 1.8 500.0
2.4 600.0 2.0 600.0
2.4 600.0 2.5 600.0
2.5 400.0 1.5 400.0
2.5 500.0 1.9 500.0
2.5 600.0 2.2 600.0
2.5 600.0 2.5 600.0
2.5 700.0 3.0 700.0
2.6 700.0 1.1 700.0
2.6 500.0 1.8 500.0
2.6 600.0 2.0 600.0
2.7 400.0 1.5 400.0
2.7 300.0 1.7 300.0
2.7 600.0 2.3 600.0
2.7 600.0 2.5 600.0
2.8 300.0 1.4 300.0
2.8 600.0 2.6 600.0
2.9 500.0 1.7 500.0
2.9 600.0 1.9 600.0
2.9 600.0 2.5 600.0
3.0 700.0 1.1 700.0
3.0 700.0 1.2 700.0
3.0 200.0 1.4 200.0
3.0 600.0 1.8 600.0
3.0 700.0 2.0 700.0
3.0 700.0 2.1 700.0
3.0 700.0 2.3 700.0
3.0 700.0 2.5 700.0
3.1 400.0 1.7 700.0
3.1 700.0 2.2 700.0
3.2 200.0 1.6 200.0
3.2 700.0 1.9 700.0
3.2 700.0 2.5 700.0
3.3 700.0 1.2 700.0
3.3 300.0 1.7 500.0
3.3 700.0 2.0 700.0
3.3 700.0 2.1 700.0
3.3 700.0 2.3 700.0
3.4 200.0 1.4 200.0
3.4 300.0 1.6 400.0
3.4 700.0 1.9 700.0
3.4 600.0 2.4 600.0
3.5 700.0 1.3 700.0
3.5 700.0 2.3 700.0
3.5 700.0 2.5 700.0
3.6 700.0 1.9 700.0
3.7 700.0 1.7 700.0
3.7 700.0 2.1 700.0

Continued on next page
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Table S1 – Continued from previous page
d0(C1’-O) kCO d0(C1’-N) kCN

3.7 700.0 2.4 700.0
3.8 700.0 1.5 700.0
3.8 700.0 2.3 700.0
3.8 700.0 2.5 700.0
4.0 700.0 1.1 700.0
4.0 700.0 1.7 700.0
4.0 700.0 2.0 700.0
4.0 700.0 2.1 700.0
4.0 700.0 2.5 700.0

3 Free energy surface of the initial reaction step catalyzed by
SIRT5

Figure S 3: Original free energy surface of the first reaction step catalyzed by SIRT5 calculated with
HF-3c/MM. The minimal free energy path (MFEP) connecting the reactant and intermediate state is shown
in grey. White areas were not visited during the simulations.
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4 Influence of Bin Width and Sample Number

Figure S4: All plots are based on the full data set (data points are 2 fs apart). The bin sizes used for the
surfaces are the same along d(O− C1′) and d(C1′ − N). The sizes are from left to right and top to bottom
0.01 Å, 0.05 Å, 0.075 Å, and 0.1 Å, respectively.

The influence of bin size on the free activation energy as well as the location of the minimal free energy
path connecting the two minima on the surface was tested. Figure S4 indicates that there is no significant
influence.
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ABSTRACT: The nanoreactor approach first introduced by the
group of Martıńez [Wang et al. Nat. Chem. 2014, 6, 1044−1048]
has recently attracted much attention because of its ability to
accelerate the discovery of reaction pathways. Here, we provide a
comprehensive study of various simulation parameters and present
an alternative implementation for the reactivity-enhancing spherical
constraint function, as well as for the detection of reaction events.
In this context, a fully automated postsimulation evaluation
procedure based on RDKit and NetworkX analysis is introduced.
The chemical and physical robustness of the procedure is examined
by investigating the reactivity of selected homogeneous systems.
The optimized procedure is applied at the GFN2-xTB level of
theory to a system composed of HCN molecules and argon atoms, acting as a buffer, yielding prebiotically plausible primary and
secondary precursors for the synthesis of RNA. Furthermore, the formose reaction network is explored leading to numerous sugar
precursors. The discovered compounds reflect experimental findings; however, new synthetic routes and a large collection of exotic,
highly reactive molecules are observed, highlighting the predictive power of the nanoreactor approach for unraveling the reactive
manifold.

■ INTRODUCTION
At the core of chemical research is the deepening of the
understanding of chemical reactions and exploring the
chemical space.1 Quantum chemistry has so far mainly played
a role in characterizing reactions that were previously
discovered by experiments, taking more of an explaining and
validating rather than an exploratory and discovering role. In
recent years, the computational molecular nanoreactor
approach was introduced by Martıńez et al.2,3 This method
aims to observe novel reactions within reactive ab initio
molecular dynamics (MD) simulations. Therefore, a periodic
external potential is applied to a collection of encapsulated
starting compounds which leads to the contraction and
expansion of the available space. In turn, the probability of
collisions between the atoms is increased, which results in
numerous reaction events.2,4,5

The original nanoreactor approach, as pioneered by Wang et
al.2 to enhance reactivity and explore chemical space, was
applied to several systems: (1) a mixture of HCN and water,6,7

(2) a homogeneous collection of acetylene molecules,2 (3) a
Miller−Urey8,9 type system (mixture of H2, CH4, H2O, NH3,
and CO),2 and (4) for graphene synthesis via detonation at
different oxygen/acetylene ratios.10

Recently, Grimme proposed a nanoreactor approach that
employs metadynamics11 as driving force for reactivity on an
encapsulated system. He applied this to the thermal
decomposition of benzene and ferrocene, ethyne polymer-

ization, oxidation of cyclohexane, a Miller−Urey type system,
as well as a model system to study the enzymatic oxidation of
testosterone mediated by P450.12

Pieri et al.13 have combined the metadynamics driven
nanoreactor approach with nonadiabatic MD, allowing the
exploration of photochemical processes. Using the non-
adiabatic molecular nanoreactor, they explored the rich excited
state chemistry of benzene and were able to confirm the
existence of previously described conical intersections.

Alternatively, a large collection of heuristically based
methods for the prediction of mono- and bimolecular
reactions, focusing on the discovery of possible transition
states, has been developed throughout the years.14,15 First
attempts to explore new mechanisms computationally were
made by reducing the multidimensional problem of finding
transition states to a two-dimensional matrix representation,
which allows to generate intermediates at minimal computa-
tional cost. This approach was implemented by Broadbelt et al.
in NetGen16 and served as a starting point for numerous other
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heuristically based methods, leading to the discovery of new
reactions, for example, the Reaction Mechanism Generator by
Green et al.17,18 Later methods have proceeded to incorporate
more general chemical principles, for example, electron flow in
polar reactions,19 rather than solely encoded elementary steps
for the generation of possible intermediates.

Newer methods aiming to identify transition states and
thereby discover reaction mechanisms rely on automated
exploration of the potential energy surface by performing high-
energy dynamics, as implemented in the TSSCDS routine by
Martıńez-Nuñ́ez,20−23 which has been recently improved,24 or
by applying external forces as in the well-known adaptive force-
induced reaction (AFIR) method25 for bimolecular reactions.
Further developments have been achieved in the Reiher
group26 by discriminating reactive sites based on predefined
reactivity measures derived from the electronic wave function,
which generate high-energy “reaction structures” for further
optimization and IRC calculations.

Furthermore, efforts were made to predict reactions from
databases of published reactions using fingerprint methods
combined with statistical tools, such as machine learning
techniques.27 One of the earliest algorithms, SYNCHEM, was
published in 1990 by Gelernter et al.,28 and it is based on a vast
database, created by inductive and deductive generalization
algorithms. Neural networks have also gained attention for the
prediction of possible products, as they can be easily trained
with literature-known data.29−32 While these approaches
require less computational effort than the dynamic methods
presented before, they rely on vast amount of carefully curated
input data and specialized training.

In the scope of this work, we revise several aspects of the
molecular nanoreactor approach in detail and introduce
alternative implementations for the spherical constraint
function and the postprocessing. The novel postprocessing
provides the user with an automatically generated overview of
all obtained molecular species and their abundance, a reaction
library and network, as well as an illustrative graphical video
description. Furthermore, the introduction of helium and
argon atoms as buffer atoms is considered, and the role of the
used electronic structure method is examined. Here, we
compare the results from RHF/3-21G,33 GFN2-xTB,34−36 and
PBEh-3c/def2-mSVP37 simulations. Aiming to provide a
comprehensive overview of the approach and the parameter
selection, the procedure was tested using various homogeneous
systems and is discussed in detail. The optimized procedure is
applied to a simple system containing HCN and argon. Here,
the formation of relevant primary and secondary precursors for
the prebiotic synthesis of RNA38 such as cyanogen and
formamidine is observed. In addition, the formose reaction
network is explored,39,40 yielding several postulated com-
pounds, for example, aldoses, as well as other small reactive
species.

■ THEORY AND METHODS
Electronic Structure Method. Thousands to millions of

energy and force evaluations are executed during an MD
simulation. Therefore, the chosen ab initio method must be
cost-efficient to enable meaningful, yet achievable time scales.

So far, the nanoreactor simulations, as presented by the
group of Martıńez, employed Hartree−Fock (HF) in
combination with small basis sets and GPU-acceleration, as
well as high temperatures to increase the kinetic energy and to
allow for faster sampling.2,7,10 Alternatively, Grimme used his

highly efficient semiempirical tight-binding method,
GFN2-xTB, aiming to optimize the cost-accuracy ratio in
metadynamics-based nanoreactor computations.12

In this work, we performed high-temperature MD
simulations as presented by Wang et al.2 at the DFT level
using the PBEh-3c/def2-mSVP method and compared the
results with calculations at the RHF/3-21G and GFN2-xTB
levels of theory. The computation of the exact exchange energy
for HF and PBEh-3c was accelerated using the sn-LinK
method, recently introduced by Laqua et al.41 To compare
computation time and assess the quality of results, we have
chosen a series of compounds, namely C2H2, HCN, CO, H2O,
and NH3, and generated homogeneous systems with 156
atoms each.
Initialization Procedure. The initialization of the

molecules within a given spherical radius is important to
ensure optimal spacing and low forces acting on the atoms in
the nanoreactor. Otherwise, convergence problems may be
encountered. Furthermore, the initial configuration influences
the obtained results. We further elaborate on this matter when
discussing our results.

Here, we introduce a novel algorithm for placing a given
amount of specified molecules in a sphere based on mapping
the Fibonacci lattice on the surface of corresponding
subspheres as given by the golden angle.42 The latter is
defined as the angle between two arcs of a circle whose lengths
behave to each other according to the golden ratio. This
means, that the ratio between the length of the smaller arc and
the length of the bigger arc is the same as the ratio between the
length of the bigger arc and the length of the full circle. The
golden angle φ is defined as ≈137.508° and can be calculated
from the golden ratio ϕ as follows

= =2 1
1

(3 5 )
i
k
jjjj

y
{
zzzz

(1)

To avoid crowding, the maximal radius is not given as a
variable but calculated based on the amount of molecules to be
placed and an interspherical distance given by the user for the
subspheres. The interspherical distance corresponds to the
distance between two molecules placed on neighboring
subspheres at the same angular coordinates. The total amount
of molecules to be placed is further divided according to the
Fibonacci series to avoid crowding in the most inner shell with
two molecules being placed on the surface of the smallest
subsphere at the center of the nanoreactor. The molecules are
shuffled prior to placing so that many different configurations
can be generated, and the obtained setup is independent of the
user-specified order. The corresponding algorithm can be
found in the Supporting Information.
Spherical Confinement. A spherical constraint function in

form of an external potential is used to induce the contraction
of the nanoreactor sphere and defines the forces of
confinement in the simulation.

This virtual piston can be represented by a step function as
previously suggested by Wang et al.,2 who uses a mass-
weighted harmonic potential to generate the forces. The switch
between the large and the small radius of the sphere is given by
a modified Heaviside step function f(t). However, this results
in a harsh transition.
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Equation 2 summarizes the rectangular wave potential,2 where
r is the radial coordinate of the atom of interest, rmax and rmin
are the selected maximal and minimal radius of the
nanoreactor sphere, respectively, and kmax and kmin represent
the chosen force constants for the mass-weighted harmonic
potential to confine the atoms to the corresponding radius. In
the effective harmonic potential U(r,r0,k), r0 is either rmax or
rmin. The mass-weighting is necessary to ensure equal
acceleration for all atoms at a given radial coordinate r. Even
though this is not a prerequisite for expansion and contraction,
exclusion of the mass-weighting would lead to lighter species
accumulating in the center of the nanoreactor sphere. The
custom Heaviside step function f(t) in eq 4 takes as an
argument a time-dependent expression, which evaluates if the
current time step t belongs to the contraction phase tcon or to
the expansion phase texp. The total period of a contraction−
expansion cycle is given by ttotal.

Here, we introduce an alternative by using a mass-weighted
harmonic potential, which can be combined with a continuous
function that smoothly transitions between the two states. We
introduce this smooth transition as a cosine wave, where the
amplitude controls the radii and ttotal defines the period.
However, due to the much smoother transition, the effective
time spent at the two target radii is low compared to the
transition process. Hence, there is less time for reactions to
occur and for subsequent relaxation, which is a disadvantage
with regards to reactivity-enhancement.
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Therefore, we propose a further spherical constraint function
which combines smooth transitions, as given by the periodic
cosine function, with the literature-known rectangular wave
potential (eq 2) and therefore exploits the advantages of both
methods. For this purpose, we decided to use a combined sine
and cosine function to provide a smooth transition to the
minimal radius while also allowing the system to stay at this
radius for a longer time than the simple cosine function
presented in eqs 5 and 6. To ensure that the time spent in the
expanded state is longer than in the contracted state, the
symmetry of the function is broken by introducing a cutoff at
rmax, as given below and shown in Figure 1.
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Fragment Recognition. To process the nanoreactor
simulations, the molecular species in each step have to be
defined and isolated. Previously, interatomic distances were
used to distinguish between molecules.2,6,7,10 However,
standard interatomic distances vary greatly between atom
types and hybridization states, as shown in Table 1.

This problem has been addressed by Hutchings et al.,43

suggesting the use of a bond-order time series. While imposing
a fixed upper threshold on a Mayer bond order time-series,
defined as the mean value of the oscillating time-series, has
proven to not be reliable enough due to high dependence on
the bond type, taking the first derivative of the bond order
time-series provides sharp peaks, based on which reaction
events could be defined.

The measure used to determine which atoms belong to a
fragment should add as little computational cost as possible to
the simulations, while at the same time being general. We
suggest the use of Wiberg bond orders (WBOs)45 instead of

Figure 1. Time evolution of the three implemented types of spherical
constraint functions: (a) rectangular wave function,2 (b) cosine wave,
and (c) smooth-step function. In all cases, an external mass-weighted
harmonic potential is imposed upon contraction of the nanoreactor
sphere.

Table 1. Experimentally Determined Standard Bond
Distances Given in Å for the Most Frequent Elements in
Organic Systems44

H C N O S

H 0.741 1.099 1.012 0.967 1.345
C 1.530 1.484 1.432 1.809
N 1.425 1.463 1.710
O 1.208 1.432
S 2.048
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the initially used covalent interatomic distances as basis for the
fragment identification.

WBOs45 are calculated as the sum over the squared
orthonormalized density matrix elements Pμν and describe
covalent bonds between atoms

=W PAB
A B

2

(9)

They represent the most simple type of bond orders described
so far and are a special case of the Mayer bond orders46 (eq
10), which can be computed using nonorthogonalized
matrices, as they directly employ the overlap matrix S.

=M PS PS2 ( ) ( )AB
A B (10)

Based on the calculated WBO matrix, the obtained molecules
can then be reconstructed by imposing a minimal threshold to
define a bond. This absolute threshold was chosen as ≥0.5,
based on the definition that a bond should have a WBO of 1,45

and it does not depend on the bond type. However, cases were
encountered where atoms could not be assigned based on this
definition due to their WBOs not exceeding 0.5 to any other
atom. For these cases, a second condition has been
implemented based on interatomic distance. Herein, first, all
interatomic distances to the unassigned atom are calculated;
then, the standard deviations to the default bond lengths
(given in Table 1) are computed. Based on the lowest standard
deviation, the atom is assigned to a fragment (list of atom
indices). By not employing fixed thresholds for bond lengths
but relative deviations, the procedure remains generally
applicable. The use of bond orders solves the problem of
high-amplitude molecular vibrations, and spurious species2 do
not occur in first place, making the use of a Hidden Markov
Model (HMM) in the evaluation procedure superfluous.

Using the Python3 library pandas,47,48 the gathered
information is stored in a data frame, which is the starting
point for all further analysis. A function, based on the RDKit
module,49 has been developed to compute the SMILES50,51

string starting from the stored WBO matrix and the on-the-fly
computed fragments, which are represented by grouped atom
indices. SMILES strings provide information about the
connectivity of the elements and can be easily converted to
chemical sum formulas and molecular structures.50,51 During
this second step of molecule parsing, charges are added based
on predefined valence rules, if necessary. The stored bond
order matrix of the fragment is used to construct a mol object,
which then yields a correct SMILES. Therefore, the first step of
grouping atoms into list of atoms representing the found
fragments is making sure that all atoms have been assigned,
while in the second part, the WBOs are used to determine the
presence of covalent or ionic bonds. The RDKit package is
further used to print the molecular structures of the
encountered species on a grid, providing a comprehensive
visual summary and allowing for quick interpretation of the
results. Furthermore, several visual aids are automatically
generated, that is, a continuous bar plot, providing an overview
over the events during the simulation, an automatically
generated video of the trajectory, where species are color-
labeled based on their SMILES, as well as a network for a
detailed analysis of the (new-)found reaction paths.
Reaction Events and Network Construction. To

identify reaction events, only time steps at the end of the

expansion are considered to allow the molecules to relax after
the contraction has taken place. A reaction is detected if an
atom is assigned to a different SMILES in a consecutive
expansion time step, which is defined as the product time step.

When a reaction event is identified, an iterative procedure
begins used to find all molecules participating in the
transformation. While the cumulative collection of atom
indices of the products is unequal to that of the reactants,
we iterate through all fragments searching for the molecules
containing unmatched atom indices. When a fragment is found
containing a missing index (1) the fragment is added either to
the reactants or products depending on the time step at which
it has been found, (2) the SMILES of the fragment is stored,
and (3) the corresponding set of atom indices is updated. This
search is conducted bidirectionally. The loop stops when all
atoms of both reactants and products have been assigned and a
stoichiometrically correct reaction has been written. Each
identified reaction is considered only at the time step it has first
occurred.

The adjacency matrix for the resulting reaction network is
generated by looking at the obtained SMILES and the
corresponding atoms. Each node represents a unique SMILES.
An edge is defined between two SMILES which have at least
one mutual atom, meaning they are involved in a chemical
transformation. To avoid creating false edges between
molecules based only on mutual atoms, the network is
constructed in a stepwise fashion.

The reaction network is generated with NetworkX,52 and the
underlying information, the full list of reactions, is stored as a
JSON file to allow for further graph analysis. JSON53 is a data
interchange format which provides a facile way to store and
share complex data types across different programing
languages. The nodes of the network are color-coded based
on the time step at which they first occur, allowing us to
retrace the chronology of the events in the simulation.
Introduction of Buffer Atoms. One of the advantages of

the molecular nanoreactor as compared to rule-based and
coordinate-driven exploration methods is its unbiased
sampling, which also allows for the discovery of multimolecular
transition states.14 In this way, novel reaction paths have been
reported where numerous molecules concomitantly and
actively participate in a chemical transformation.2,7

However, transition states involving more than three
molecules are rather unlikely under physical conditions. To
avoid these nonphysical reactions, we propose adding helium
or argon atoms to the simulation system in small amounts.
These serve as buffer atoms and are expected to be strongly
inert. In addition, they are helpful for assessing the overall
reasonableness of the reactor design: if the inert noble gas
atoms start to considerably participate in reactions, the
imposed forces and parameters are deemed as inadequate to
provide meaningful results that reflect the true chemical
reaction space.
Computational Details. The RHF and DFT calculations

were conducted with the program package FERMIONS++54,55

and the LibXC library.56 The acceleration procedure for
calculating exact exchange sn-LinK41 and the resolution-of-the-
identity for the Coulomb integral (RI_J) were used.57 For
DFT, the gm3 grid was employed, and gm2 was used for
sn-LinK. The SCF convergence criterion was defined as the
root mean square (RMS) of the FPS commutator, and it was
set to 10−6 a.u. However, it was lowered temporarily for a
maximum of five consecutive steps to 10−5 a.u. if convergence
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during the MD simulations could not be achieved otherwise.
For the GFN2-xTB simulations, our in-house MD engine was
interfaced to the xtb package.36 The SCF convergence
criterion and the electronic temperature were set to default
values, 10−6 a.u. and 300 K, if not stated otherwise. The
initialization in the nanoreactor sphere was done using
preoptimized molecules at the PBEh-3c/def2-mSVP level of
theory.
Screening and Application Setups. For all parameter tests,

the system consisting of 39 acetylene molecules (156 atoms)
using a rectangular wave spherical constraint (see Figure 1a)
(Ttarget = 2000 K, γ = 7 ps−1, kmin = 0.5 kcal mol−1 Å−2, kmax =
1.0 kcal mol−1 Å−2, rmin = 8 Å, rmax = 14 Å, tcon = 0.5 ps, and texp
= 1.5 ps) was selected as reference, and the given parameters
were varied. GFN2-xTB was used to compute the energies and
forces during the MD simulation to keep the computational
effort at a minimum.

To investigate the differences between the three spherical
constraint functions, results from five simulations with different
initial configurations for each constraint type were averaged. As
a measure of stability, the mean and standard deviation of the
temperature and pressure were assessed. The reactivity was
evaluated both qualitatively in terms of the chemical nature of
the observed species and quantitatively by the number of
unique species obtained on the automatically generated
molecular grid.

To study the effect of different electronic structure methods
on the outcome, calculations were performed using
GFN2-xTB, RHF/3-21G, and PBEh-3c/def-mSVP on simple
homogeneous test systems. As a starting point, the system
consisting of 39 acetylene molecules was chosen. The number
of atoms in the simulations (156 atoms), as well as all settings,
were then kept constant to avoid introducing biases besides the
different electronic structure method and change of spherical
constraints. In addition, further homogeneous systems were
considered, consisting of HCN, CO, H2O, and NH3 molecules.

To test the effect of buffer atoms, simulations of HCN with
helium and argon atoms were performed with the smooth-step
spherical constraint and compared to the HCN-only equivalent
(Ttarget = 2000 K, γ = 7 ps−1, k = 1.0 kcal mol−1 Å−2, rmin = 8 Å,
rmax = 14 Å, t = 2.0 ps). Different percentages of added helium
and argon atoms, ranging from 5 to 25%, were screened to
determine the optimal amount of buffer atoms for nanoreactor
simulations. The total number of atoms was kept constant to
simulate the same compression degree. To reduce biases
introduced by the initial configuration, all numerical results
were averaged from a total of five simulations each.

Furthermore, simulations of HCN with argon buffer were
performed and analyzed with regards to the presence of
prebiotic primary and secondary RNA precursors. Lastly, the
formose reaction was investigated starting from systems
containing formaldehyde and glycolaldehyde in a ratio of 4:1
and argon buffer atoms.

All tests regarding the effect of buffer atoms, the HCN/Ar,
and formose/Ar applications were performed with GFN2-xTB,
along with the smooth-step spherical constraint function and
its optimized parameters. A complete overview on the used
parameters both for the screening and applications systems is
provided in the Supporting Information (Tables S1−S12).
Postprocessing. After conducting the MD simulations, the

trajectories and bond order files were processed automatically,
and a set of visual representations was generated comprising a
grid of the resulting species provided by the MolsToGrid-

Image function of the RDKit Python3 package, a continuous
bar plot for a first overview of the reaction events, a movie of
the trajectory generated with PyMOL and OpenCV, as well as
an interactive reaction network constructed using NetworkX,
accompanied by a list of reactions using SMILES.

Here, it should be noted that consecutive intermediate
monomolecular transformations were excluded from the
network representation to decongest these and facilitate
evaluation of the results.

■ RESULTS AND DISCUSSION
Simulation Parameter Tuning. Previous applications

presented in the literature2,7,10 revealed that the obtained
results and the stability of the nanoreactor simulations heavily
depend on the chosen spherical constraint and employed
settings. Therefore, we provide a systematic study to
investigate these effects.

Langevin Thermostat. To achieve expressive results within
feasible simulation times for the nanoreactor simulations, the
temperature must be kept high to increase reactivity and,
therefore, speed up reaction events. Different target temper-
atures Ttarget were tested (500, 1000, 3000, and 4000 K) and
compared to the most frequently used temperature of 2000 K,
while all other parameters were kept as listed above. The
simulations run at 3000 and 4000 K provided the greatest
variety of molecular species, but the temperature and pressure
throughout the simulation revealed that the thermostat was not
able to handle the highly increased kinetic energy after 200 ps,
which resulted in immense fluctuations of both quantities. This
was not observed with lower target temperatures.

Figure 2a shows the obtained number of molecular species
versus simulation temperatures. To avoid distortion of the
results by single outliers, the interquartile range (IQR)
method58 was used before determining the mean and standard
deviation of the temperature. With increasing thermostat
temperature, the number of unique species highly increases
until a saturation is reached, here at about Ttarget = 2000 K. A
further increase in temperature leads to the aforementioned
fluctuations and instability of the simulation. The obtained
results with different friction constants and a target temper-
ature of 2000 K are depicted in Figure 2b. As expected, the
friction constant plays an important role in enhancing the
reactivity and the variety of obtained products throughout the
simulation due to increasing the Brownian motion in the
context of the Langevin thermostat. While a higher friction
constant has a positive effect on the reactivity, an increase in
temperature over ∼2500 K is unfavorable due to higher
instability of the MD simulation.

From a qualitative point of view, the abundance in the
obtained species switches from macrocycles to long chains
when increasing temperature and from polyunsaturated chain
molecules to increasingly complex aromatic cycles for higher
friction constants.

Spherical Constraint Function. The choice of the
parameters for the spherical confinement plays an important
role for the outcome. This includes selecting appropriate
minimal and maximal radii for the nanoreactor sphere, as well
as adjusting the periodic length for the contraction−expansion
cycles and the strength of the applied force constant(s).

Variation of the radii for the rectangular wave (compare eq
2) revealed that small radii favor (poly-)cyclic molecules, while
there is a tendency for the formation of chain polymers when
the atoms are given more room to propagate. Experimenting
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with different time periods for the contraction−expansion
cycles led to the conclusion that longer contraction periods are
favorable for the reactivity, as expected, but the variety of
obtained molecular species decreases for the same total
simulation time, which in turn leads to the discovery of
fewer reactions at same computational cost. In addition, we
found that the expansion should last longer than the
contraction to allow for the molecules to relax.

Finally, the influence of the force constant of the external
harmonic potential was investigated, and here, the behavior of
both temperature and pressure was analyzed as an indicator of
simulation stability. The results are depicted in Figure 3, where
contraction periods are underlined in light blue. An increase in
the standard deviation due to more fluctuations in both
temperature and pressure when choosing higher force
constants was found. The bottom subplot in both figures
indicates no advantage to choosing different kmin and kmax for
the rectangular wave constraint. Significant peaks in temper-
ature and pressure were observed during contraction periods
regardless of the employed setting.

Therefore, our goal was to introduce a milder function for
the spherical confinement, which should provide similar
results, while also reducing the number of necessary
parameters. Besides the rectangular wave, here, a pure cosine
function was tested, which led to rather poor results as the

system only briefly visits the contracted state, and thereby, the
reactivity is tremendously decreased. As a consequence, we
sought to combine the smooth behavior of the cosine function
with longer times spent in the contracted state. This goal has
been achieved in the form of the sine of a cosine function
presented in eqs 7 and 8.

As shown in Figure 4, the obtained number of distinct
molecular species highly decreases when using the cosine wave
constraint. The rectangular wave function and the newly
introduced smooth-step constraint provide the same variety in
terms of obtained species, but the latter exhibits less
fluctuations in the measured pressure, which is because of
the milder switch between the expanded and contracted state
of the sphere. This in turn leads to more reproducible
simulations and increased stability. Therefore, the smooth-step
mass-weighted function represents a good alternative for
performing nanoreactor simulations of reasonable length
under milder conditions.

It should be further noted that there is a dependency of the
simulation outcome on the starting geometry. This can be
evaluated in terms of the obtained amount of unique species
on the grid. For the simulations carried out to assess the role of
the spherical constraint used to plot Figure 4, fluctuations
ranging between −75 and +64% from the presented mean
number of species were observed. Therefore, it is recom-
mended to use several simulations with different initial
configurations for applications.
Comparison of Electronic Structure Methods. In the

following, we investigate the influence of different levels of
theory for producing a meaningful nanoreactor simulation and
to avoid accumulation of nonphysical molecular structures
while maintaining the computational cost on a reasonable
scale.

All simulations were performed with the three available
options for the spherical confinement. An initial configuration
was generated for each system and used in all simulations of
this species to assess the effect of the chosen electronic
structure alone, while avoiding any deviations that might result
from varying initial arrangements. The relative number of
obtained species to the simulation length for each setup is
summarized in Table 2.

For the acetylene systems, most distinct species were
obtained for the cosine and rectangular wave constraint
using PBEh-3c/def2-mSVP, while in the case of the smooth-
step function, GFN2-xTB performed best. However, in the
case of RHF/3-21G and PBEh-3c/def2-mSVP, mostly small
cycles with little experimental relevance could be identified,
which was not the case for GFN2-xTB, where a great variety of
polymers and complex structures were found. Overall, for
acetylene, most species were observed using the smooth-step
function for confinement and GFN2-xTB, while out of a
qualitative point of view, all constraints delivered a variety of
polymerization products and (condensed) cyclic molecules,
among which ethylene, unsaturated cyclobutane derivatives,
along with cyclohexene derivatives, and allenes could be
identified. The H2O and NH3 simulations were completely
inert lacking even proton transfers. However, the ability of
GFN2-xTB for describing proton transfers in this context was
tested and confirmed through further simulations containing
protonated water and ammonia molecules besides their
uncharged counterparts. Against chemical intuition, the CO
systems exhibited the greatest reactivity out of all tested
homogeneous collections when described using GFN2-xTB. A

Figure 2. Effect of the Langevin thermostat parameters, (a) target
temperature Ttarget (γ = 7 ps−1) and (b) friction constant γ, on the
outcome of computational nanoreactor simulations. For the temper-
ature, shown in dark blue, standard deviations and the arithmetic
mean are given. Target temperatures Ttarget of 500, 1000, 2000, 3000,
and 4000 K were tested. For the comparison of the friction constants,
Ttarget was set to 2000 K. As the friction constant is increased, the
fluctuations of the temperature T throughout the simulations
decrease, and the variety of observed species, shown in orange,
increases. The linear fit between molecular species and the friction
constant has an R2 score of 0.98, highlighting this relation. Outliers
have been excluded from the statistical treatment according to the
IQR58 method.
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Figure 3. Fluctuations of temperature (a) and pressure (b) in the first 10 ps of a nanoreactor simulation using the rectangular wave function
employing different force constants for the harmonic potentials, confining the system to the minimum and maximum radii (Ttarget = 2000 K and γ =
7 ps−1). The means are shown by a dashed line, and the standard deviations are indicated by the areas shaded in orange. The areas shaded in light
blue represent contraction phases. All force constants are given in kcal mol−1 Å−2.

Figure 4. Behavior of temperature and pressure in acetylene
simulations using the three different spherical constraints: rectangular
wave in olive, cosine wave in grey, and the smooth-step function in
orange. The mean and standard deviation are shown as a function of
the used spherical constraint and obtained mean number of molecular
species. All shown values have been obtained as a mean from five
simulations with different initial configurations (Ttarget = 2000 K, γ = 7
ps−1, kmin = kmax = 1.0 kcal mol−1 Å−2, rmin = 8 Å, and rmax = 14 Å).
Outliers have been excluded from the statistical treatment according
to the IQR58 method.

Table 2. Number of Molecular Species per 100 ps
Simulation Time for Homogeneous Systems of Acetylene,
Cyanhydric Acid, Carbon Monoxide, Water, and Ammonia
Using Different Functions for Spherical Confinement and
Varying the Electronic Structure Methoda

# distinct species/100 ps C2H2 HCN CO H2O NH3

Cosine Wave
GFN2-xTB 29 55 79 0 0
RHF/3-21G 30 2 3 2 4
PBEh-3c/def2-mSVP 39 29 3 3 2

Rectangular Wave
GFN2-xTB 24 150 37 0 0
RHF/3-21G 15 2 23 3 1
PBEh-3c/def2-mSVP 34 21 13 6 2

Smooth-Step Function
GFN2-xTB 59 96 85 0 0
RHF/3-21G 4 3 2 2 4
PBEh-3c/def2-mSVP 38 8 7 3 2

aA relative representation was chosen for better comparison due to
different simulation lengths. Absolute numbers are given in Table S13.
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great variety of unexpected polymerization products and cyclic
species were isolated which points to a poor description of the
electronic structure of the CO molecule at this level of theory.
The cyanhydric acid simulations were evaluated with respect to
possible primary and secondary RNA precursors. Here,
GFN2-xTB performed best as complex reaction networks
leading to heterocyclic species, as well as to prebiotic
precursors, were formed.

In contrast, the simulations run with RHF/3-21G and
PBEh-3c/def2-mSVP were overall less reactive, while the
computational effort was 10−20 times higher. However, using
these two methods, proton transfers were observed for the
simulations containing H2O and NH3 along with a few
dimerization reactions in contrast to the GFN2-xTB
simulations where such processes had to be confirmed through
the specially designed setups mentioned above. In the context
of reaction path discovery for the C2H2 and HCN systems,
both RHF/3-21G and PBEh-3c/def2-mSVP failed to provide
the same compound and reaction variety in the given
simulation time as the semi-empirical method GFN2-xTB
especially out of a qualitative point of view. The results
obtained with the aforementioned methods include mainly
isomers of reactive small molecules (3-rings) rather than the
formation of novel, larger, and stable compounds.

While GFN2-xTB resulted in promising results for the
reactive systems and confirmed the low reactivity of the water
and ammonia arrangements, it failed to describe the electronic
structure of the CO molecules correctly resulting in very
improbable species. Performing the simulation at higher levels
of theory using RHF/3-21G and PBEh-3c/def2-mSVP proved
to be much more sensitive to the used parameters and
decreased the variety in the obtained molecular species and the
reactivity while also increasing the total computational effort.
To compensate for the low reactivity, longer time scales are
required to obtain meaningful results using the given settings.

By design, Fermi smearing59 is used in GFN2-xTB.35

Because in the existing literature, Fermi smearing (see refs 2
and 7) was not used reportedly for RHF in nanoreactor
simulations, the same setting was chosen here, both for RHF
and PBEh-3c. We expect, that the use of thermal smearing
could greatly impact the results obtained with RHF and PBEh-
3c. Therefore, we plan to investigate Fermi smearing and
further settings, as well as perform a more in depth analysis of
the role of the electronic structure method in a future work.
Introducing Buffer Atoms. To circumvent nonphysical

reactions with a large number of simultaneously reacting
molecules, the addition of buffer atoms to the setup was
considered. For this purpose, HCN systems were used as basis,
keeping the number of atoms of interest (H, C, and N in this
case) constant, in order to qualitatively compare the results.

The simulations containing more than 15% added buffer
atoms were not successful due to increased effective
compression on the system. As buffer atoms, helium and
argon were compared in terms of obtained species and degree
of inertness. Helium buffer simulations yielded smaller
products than the corresponding systems containing argon
atoms regardless of the used amount of buffer atoms. Helium
also displayed higher reactivity yielding nonphysical species
such as helium-substituted ammonia when the amount of
buffer is increased. As we did not employ mass repartitioning,
this could be an effect of the much lower mass of helium
compared to argon.

Simulations containing argon resulted in promising molec-
ular species, for example, cyanogen, methane, acetylene, and
methyl amine, regardless of the buffer concentration. By
increasing the amount of argon, the resulting species
qualitatively shifted, from mainly acyclic polymers to relevant
N-heterocycles while the stability of the simulations decreased.
Therefore, 10% of added argon atoms were found to be a good
compromise between reactivity and stability.

After having determined the suitable parameters for
employing buffer atoms, the effect of argon on the resulting
reactions was assessed. For this, the obtained chemical
transformations were categorized in monomolecular, bimolec-
ular, and termolecular reactions (Figure 5). Buffer atoms

slightly decrease the number of monomolecular trans-
formations, such as isomerizations, while also increasing the
occurrence of reactions of interest, such as bi- and termolecular
reactions, which are relevant for reaction path discovery.

Reactions with more than three participating molecules were
summarized in the green bar in Figure 5. The obtained slightly
higher number of such reactions is an effect of summarizing
over all subcategories, where each type occurred with lower
probability than the ternary reactions. Furthermore, the
property of the computational nanoreactor method to support
the occurrence of multimolecular reactions has been observed
in previous studies2,7 and could be attributed to the extreme
conditions employed, as well as to the formation of
preassociated complexes.

On the basis of the HCN/Ar simulations presented above,
we have quantified the amount of reactions per unit of
computing power, where the computing power was defined as
the total wall time needed for all simulations steps in seconds.
Here, very similar results were obtained with and without
argon buffer, with a mean of 1.00 × 10−4 reactions per second
for the setups without buffer and 1.21 × 10−4 when employing
10% added argon buffer. By keeping the percentage of buffer
atoms low, the minimal rise in required computing time per
time step (using a minimal basis) is overcompensated by the
advantages regarding the type and quantity of reactions
observed within the same total simulation time.

These findings suggest that the usefulness of the results from
the nanoreactor approach can be improved by the addition of a
small amount of argon buffer.

Figure 5. Obtained number of mono- and multimolecular reactions
for a HCN system with and without argon buffer. The buffer-
containing simulations were run with 50 HCN molecules and 15
argon atoms, this being equivalent to 10% of added buffer. To
simulate the same compression degree, the simulations without buffer
were run with 55 HCN molecules. All numbers were averaged from
five simulations each. The different colors correspond to different
amounts of reactants in the observed reactions.
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Formose Reaction Network. The self-catalyzing formose
reaction network suggested as source for ribose and other
sugars in prebiotic chemistry39,40 was investigated using the
computational nanoreactor. In the setup, argon buffer atoms
were included, and the newly introduced smooth-step spherical
constraint and postprocessing procedure were used. To
account for the statistical nature and the reported dependency
on the initialization of the nanoreactor, the results were
acquired by six simulations with distinct starting config-
urations.

The simulations, AsForm1 to AsForm6, starting from a
mixture of formaldehyde (1) and glycolaldehyde (2) at a ratio
of 4:1 and 5% of added argon atoms provided a great variety of
prebiotically relevant compounds, including aldoses of various
chain lengths and several small organic molecules. While
AsForm1 had an MD simulation length of 243 ps, 750 ps were
chosen for AsForm2 to AsForm6. Even though the formose
reaction is known to require basic catalysis, the presented
results have been obtained under neutral conditions as

addition of catalytic amounts of OH− ions has highly decreased
the stability of the simulations. Here, the extreme conditions
employed in the simulations are expected to initialize the
reaction network without the basic ions present. The lack of
basic catalysis also has the advantage that the Cannizzaro
reaction is not favored, which is an undesired side reaction in
experimental setups of the formose reaction. The obtained
number of species in the network varied from 22 to 81 with a
mean of 9 novel molecules detected every 100 ps (see Figure
6). On average, 56 events, that is, unique reactions, were
identified.

From the multitude of obtained organic species, important
prebiotic compounds, which were observed to be highly
reactive, such as water (3), carbon dioxide (4), carbon
monoxide (5), and hydrogen (6) were selected. The structural
variety of the found species was broad, ranging from alkanes, of
which methane (7) and ethane (8) were most abundant, to
alcohols 9 to 12 and carboxylic acids 13 to 15. Several known
side products of the formose reaction were found, among

Figure 6. Obtained reaction networks for the different initial configurations of the reactants. On average, 9 novel molecules were detected every
100 ps. The first network (far left) was obtained from a 243 ps simulation, while the other five were constructed from 750 ps simulations. Each
node represents a molecular species colored based on the time step where it first occurred. Early time steps have red hues, while late time steps are
represented by blue tones. Edges encode molecular transformations and are colored according to the starting node. Consecutive intermediate
monomolecular transformations were excluded from the networks. An enlarged view along with the corresponding molecular structures is provided
in the Supporting Information.

Figure 7. Overview of relevant molecular species obtained from six formose reaction network simulations starting from formaldehyde and
glycolaldehyde at a ratio of 4:1 and 5% of added argon atoms. Feedstock compounds are highlighted in green, while obtained aldoses are colored in
orange. The depicted reaction paths to the aldotrioses and aldotetroses were extracted as such from the generated networks. Side products of the
formose reaction network are depicted in dark blue.
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which the Cannizzaro reaction products of reactants 1 and 2,
that is, methanol (9) and glycol (11) along with the
corresponding carboxylic acid components, formic acid (13)
and glycolic acid (15), were present (Figure 7).

Furthermore, small carbonyl compounds 16 to 19 were
encountered, of which acetone (16) and acetaldehyde (18) are
important molecules bearing structural information needed for
aldol reactions. Also, dicarbonyl compounds such as 2-
oxopropanal (19), which can form through β-elimination
from glyceraldehyde isomers, were isolated. Here, 19 was
formed through addition of a CO molecule to a previously
formed acetaldehyde.

(Un)substituted oxiranes 20 to 22 along with carbonates
and their derivatives 23 and 24 played an important role in
terms of reactivity. Vinylidene carbonate (23) is known to
undergo polymerization. Several polymeric addition products
were seen to support the synthesis of intermediates on the way
to aldoses of different length. Glyceraldehyde (25) was
obtained by aldol addition from formaldehyde to glycolalde-
hyde. It further isomerized to dihydroxyacetone (26).
Aldotetrose 27 and erythrulose (28) formed directly from
the initial compounds as postulated.40 Only precursors of
aldopentoses such as 2,3-hydroxypentanedial (29) could be
found. The enol form of this compound bears a reactive double
bond prone to addition of water under acidic conditions
resulting in ribose. Aldohexoses were missing altogether, which
was in accord with experimental findings, as aldohexoses are
known to form only in very small amounts as part of the
formose reaction network.40 Nevertheless, we expect further
aldopentoses and small amounts of aldohexoses to form at
longer time scales and with varying ratios of the initial
reactants.
HCN Reaction Networks. The ribonucleic acid (RNA)

first hypothesis is supported by the vast presence of RNA
cofactors and catalysts in the present biosphere, implying that
on the early Earth, genetic evolution started with this molecule.
Therefore, abiotic pathways to the components of RNA are
needed.38

Starting from our parameter tests with homogeneous
systems, we have performed further simulations of HCN
(30) with argon buffer assuming a very simple model of a
reductive atmosphere, and evaluated them focusing on the
presence of primary and secondary RNA precursors, as well as
nucleobase scaffolds. The simulation lengths of ASHCN1 to
ASHCN5 ranged from 109 to 250 ps (see Table S11 for
further details). The results were collected from a total of five
simulations performed with different initial configurations. The
obtained number of molecular species in the networks varied
between 126 and 210 with a mean of 100 species found every
100 ps. The expected isomerization of cyanhydric acid to
isocyanhydric acid (31) was observed, which opened up new
reaction avenues.

Figure 8 contains selected compounds, which have been
previously suggested to have played an important role as
primary and secondary precursors in the synthesis of RNA
components38 and have here also been observed successfully in
silico using the computational nanoreactor approach.

From the known primary RNA precursors,38 all compounds
lacking oxygen were retrieved from the simulations. Here, great
amounts of cyanogen (32) and cyanamide (33) formed along
with its isomer carbodiimide (34) and catalytically active
molecules such as H2 (6), N2 (35), and NH3 (36). All reaction
paths first led from HCN to polymeric structures such as 37,
which underwent subsequent fragmentation to the presented
precursors or cyclization to various highly reactive compounds,
such as 1,3,5-triazine (38) or imidazole (39) and correspond-
ing derivatives 40 and 41. Small amounts of cyanoacetylene
(42) were also retrieved. Secondary RNA precursors, which
form through reduction from the primary precursors,60 were
detected, among which formamidine (43), usually a product of
ammonia and 33, is to be mentioned.

Purine and pyrimidine scaffolds could not be detected as
such due to the unfavorable ratio between carbon, nitrogen,
and hydrogen. Adenine, being the only nucleobase lacking
oxygen and therefore an expected product in experimental
setups, was not obtained in the performed simulations.
However, isomers of adenine (C5H5N5) were present and

Figure 8. Overview of relevant molecular species from five HCN reaction network simulations with 10% of added argon atoms. The feedstock
compound is highlighted in green, while obtained primary RNA precursors are colored in orange, and secondary RNA precursors are shown in red.
The depicted reaction paths to adenine isomers (dark blue) were extracted as such from the obtained networks. Hereby, charged intermediates
were omitted in this depiction. Ammonia is listed both as a primary and secondary precursor (hydrolysis product of formamide, urea, or other
compounds in a prebiotic context) based on the classification by Benner et al.38
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formed both directly in a more concerted fashion and through
multistep processes with stable intermediates starting from
HCN. Compound 44 consisting of a 4H-imidazole and a 1,2,4-
triazole group was obtained through charged intermediates
from five molecules of HCN. The great reactivity of triazole
could potentially lead to a ring opening with subsequent
isomerization to adenine. Diazete (45) also played an
important role in the formation of C5H5N5 scaffolds as an
intermediate which further reacts with HCN to yield the
substituted 6-ring triazole 46. This reactive compound
undergoes two rearrangements, first to the linear conjugated
structure 37 and second to compound 47. The latter provides
the right conformational setup for a further potential
isomerization to adenine.

■ CONCLUSIONS
The objective of this work was to provide a thorough
discussion of the nanoreactor approach, which allows the
automated exploration of reaction space given a feedstock of
starting materials. We investigated several different spherical
constraint functions and tuned the respective parameters by
monitoring the quantitative and qualitative effects on the
resulting productivity of the nanoreactor simulations and their
stability. Furthermore, the use of buffer atoms was introduced,
which led to a slightly improved number of relevant bi- and
termolecular reactions, while the monomolecular transforma-
tions were reduced. The inertness exhibited by the buffer
atoms during the simulation was also assessed as an indicator
for the suitability of the chosen parameters. The quantitative
comparisons were enabled by our fully automated evaluation
procedure, which provides us with a list of all occurring
reaction events and an overview of the newly found
compounds as well as their abundance. The postprocessing
foots on the connectivity matrices built using Wiberg bond
orders calculated throughout the simulations, which are then
translated into molecules with the Python3 library RDKit. This
initial reduction in dimensionality from 3D to 1D enables the
construction of corresponding reaction networks and list of
reactions, while the 3D information is preserved and stored in
the trajectory.

Further, we applied the optimized approach at the
GFN2-xTB level of theory to homogeneous HCN systems,
where the formation of prebiotically relevant primary and
secondary RNA precursors, such as cyanogen, cyanamide,
formamidine, and isomers of adenine were observed. In
addition, simulations were carried out starting from form-
aldehyde and glycolaldehyde in a ratio of 4:1 aiming to
reproduce the formose reaction network. Here, reaction paths
to aldotrioses and aldotetroses could be determined, and
precursors of aldopentoses were identified. Furthermore, side
products such as dicarboxyl species and Cannizzaro reaction
products were present.

In the future, we aim to further optimize the found reaction
paths in order to add kinetic information based on free-energy
simulations to the constructed reaction networks and develop
an automated pipeline connecting the two parts of the
nanoreactor procedure.

■ ASSOCIATED CONTENT
*sı Supporting Information
The Supporting Information is available free of charge at
https://pubs.acs.org/doi/10.1021/acs.jctc.2c00754.

All algorithms used, simulation details, and continuous
bar plots (PDF)
Reaction networks for the HCN and formose simu-
lations and full molecular grids (ZIP)

■ AUTHOR INFORMATION
Corresponding Author

Christian Ochsenfeld − Chair of Theoretical Chemistry,
Department of Chemistry, University of Munich (LMU), D-
81377 München, Germany; Max Planck Institute for Solid
State Research, D-70569 Stuttgart, Germany; orcid.org/
0000-0002-4189-6558; Email: christian.ochsenfeld@uni-
muenchen.de

Authors
Alexandra Stan − Chair of Theoretical Chemistry, Department
of Chemistry, University of Munich (LMU), D-81377
München, Germany; orcid.org/0000-0003-3542-9993

Beatriz von der Esch − Chair of Theoretical Chemistry,
Department of Chemistry, University of Munich (LMU), D-
81377 München, Germany; orcid.org/0000-0002-8366-
5272

Complete contact information is available at:
https://pubs.acs.org/10.1021/acs.jctc.2c00754

Notes
The authors declare no competing financial interest.
A maintained and updated version of the postprocessing code
is available at https://github.com/ochsenfeld-lab/
nanoreactor_processing.

■ ACKNOWLEDGMENTS
The authors thank Laurens Peters for his useful suggestions
and Jörg Kussmann (LMU Munich) for providing a develop-
ment version of the FERMIONS++ program package. The
authors acknowledge financial support from the Deutsche
Forschungsgemeinschaft (DFG, German Research Founda-
tion): Project-ID 364653263�TRR 235 “Emergence of Life”
and SFB 1309-325871075 “Chemical Biology of Epigenetic
Modifications”. C.O. acknowledges further support as a Max-
Planck fellow at the MPI-FKF Stuttgart.

■ REFERENCES
(1) Unsleber, J. P.; Reiher, M. The Exploration of Chemical

Reaction Networks. Annu. Rev. Phys. Chem. 2020, 71, 121−142.
(2) Wang, L. P.; Titov, A.; McGibbon, R.; Liu, F.; Pande, V. S.;

Martínez, T. J. Discovering chemistry with an ab initio nanoreactor.
Nat. Chem. 2014, 6, 1044−1048.
(3) Wang, L. P.; McGibbon, R. T.; Pande, V. S.; Martínez, T. J.

Automated Discovery and Refinement of Reactive Molecular
Dynamics Pathways. J. Chem. Theory Comput. 2016, 12, 638−649.
(4) Goldman, N. A virtual squeeze on chemistry. Nat. Chem. 2014,
6, 1033−1034.
(5) Martínez, T. J. Ab Initio Reactive Computer Aided Molecular

Design. Acc. Chem. Res. 2017, 50, 652−656.
(6) Meisner, J.; Zhu, X.; Martínez, T. J. Computational Discovery of

the Origins of Life. ACS Cent. Sci. 2019, 5, 1493−1495.
(7) Das, T.; Ghule, S.; Vanka, K. Insights into the Origin of Life: Did

It Begin from HCN and H2O? ACS Cent. Sci. 2019, 5, 1532−1540.
(8) Miller, S. L. A Production of Amino Acids Under Possible

Primitive Earth Conditions. Science 1953, 117, 528−529.
(9) Miller, S. L.; Urey, H. C. Organic Compound Synthesis on the

Primitive Earth. Science 1959, 130, 245−251.

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://doi.org/10.1021/acs.jctc.2c00754
J. Chem. Theory Comput. 2022, 18, 6700−6712

6710

4.3 Publication III 85



(10) Lei, T.; Guo, W.; Liu, Q.; Jiao, H.; Cao, D. B.; Teng, B.; Li, Y.
W.; Liu, X.; Wen, X. D. Mechanism of Graphene Formation via
Detonation Synthesis: A DFTB Nanoreactor Approach. J. Chem.
Theory Comput. 2019, 15, 3654−3665.
(11) Barducci, A.; Bonomi, M.; Parrinello, M. Metadynamics. Wiley
Interdiscip. Rev.: Comput. Mol. Sci. 2011, 1, 826−843.
(12) Grimme, S. Exploration of Chemical Compound, Conformer,

and Reaction Space with Meta-Dynamics Simulations Based on Tight-
Binding Quantum Chemical Calculations. J. Chem. Theory Comput.
2019, 15, 2847−2862.
(13) Pieri, E.; Lahana, D.; Chang, A. M.; Aldaz, C. R.; Thompson, K.

C.; Martínez, T. J. The non-adiabatic nanoreactor: Towards the
automated discovery of photochemistry. Chem. Sci. 2021, 12, 7294−
7307.
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Simulation Details and Continuous Bar Plots

Parameter Simulations

In all tables below the use of the rectangular wave function, cosine function and smooth-step

function is indicated by rect wave, cos wave, and smooth step, respectively.
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Table S1: Employed parameters for temperature test simulations.

Thermostat Temperature T

Simulation CST1 CST2 CST3 CST4 CST5
Molecules C2H2 C2H2 C2H2 C2H2 C2H2

# Atoms 156 156 156 156 156
Constraint Fct. rect wave rect wave rect wave rect wave rect wave
k/kcal/(molÅ2) 0.5/1.0 0.5/1.0 0.5/1.0 0.5/1.0 0.5/1.0
rmin/Å 8 8 8 8 8
rmax/Å 14 14 14 14 14
Ttarget/K 500 1000 2000 3000 4000
γ/fs−1 7× 10−3 7× 10−3 7× 10−3 7× 10−3 7× 10−3

ttotal (tcon/texp)/ps 0.5/1.5 0.5/1.5 0.5/1.5 0.5/1.5 0.5/1.5
∆t/fs 0.5 0.5 0.5 0.5 0.5
Method GFN2-xTB GFN2-xTB GFN2-xTB GFN2-xTB GFN2-xTB
Basis Set STO-mG STO-mG STO-mG STO-mG STO-mG
Length/ps 250 250 250 250 250

Table S2: Employed parameters for friction constant test simulations.

Friction Constant γ

Simulation CSgamma1 CSgamma2 CSgamma3 CSgamma4
Molecules C2H2 C2H2 C2H2 C2H2

# Atoms 156 156 156 156
Constraint Fct. rect wave rect wave rect wave rect wave
k/kcal/(molÅ2) 0.5/1.0 0.5/1.0 0.5/1.0 0.5/1.0
rmin/Å 8 8 8 8
rmax/Å 14 14 14 14
Ttarget/K 2000 2000 2000 2000
γ/fs−1 1× 10−3 3× 10−3 5× 10−3 7× 10−3

ttotal (tcon/texp)/ps 0.5/1.5 0.5/1.5 0.5/1.5 0.5/1.5
∆t/fs 0.5 0.5 0.5 0.5
Method GFN2-xTB GFN2-xTB GFN2-xTB GFN2-xTB
Basis Set STO-mG STO-mG STO-mG STO-mG
Length/ps 250 250 250 250
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Table S3: Employed parameters for spherical radii test simulations.

Radii rmin/rmax

Simulation CSr1 CSr2 CSr3 CSr4 CSr5
Molecules C2H2 C2H2 C2H2 C2H2 C2H2

# Atoms 156 156 156 156 156
Constraint Fct. rect wave rect wave rect wave rect wave rect wave
k/kcal/(molÅ2) 0.5/1.0 0.5/1.0 0.5/1.0 0.5/1.0 0.5/1.0
rmin/Å 6 8 10 8 14
rmax/Å 14 14 14 20 20
Ttarget/K 2000 2000 2000 2000 2000
γ/fs−1 7× 10−3 7× 10−3 7× 10−3 7× 10−3 7× 10−3

ttotal (tcon/texp)/ps 0.5/1.5 0.5/1.5 0.5/1.5 0.5/1.5 0.5/1.5
∆t/fs 0.5 0.5 0.5 0.5 0.5
Method GFN2-xTB GFN2-xTB GFN2-xTB GFN2-xTB GFN2-xTB
Basis Set STO-mG STO-mG STO-mG STO-mG STO-mG
Length/ps 250 250 250 250 250

Table S4: Employed parameters for contraction and expansion period test simulations.

Period tcon/texp

Simulation CSt1 CSt2 CSt3 CSt4
Molecules C2H2 C2H2 C2H2 C2H2

# Atoms 156 156 156 156
Constraint Fct. rect wave rect wave rect wave rect wave
k/kcal/(molÅ2) 0.5/1.0 0.5/1.0 0.5/1.0 0.5/1.0
rmin/Å 8 8 8 8
rmax/Å 14 14 14 14
Ttarget/K 2000 2000 2000 2000
γ/fs−1 7× 10−3 7× 10−3 7× 10−3 7× 10−3

ttotal (tcon/texp)/ps 0.5/1.5 1.0/1.0 1.0/3.0 2.0/2.0
∆t/fs 0.5 0.5 0.5 0.5
Method GFN2-xTB GFN2-xTB GFN2-xTB GFN2-xTB
Basis Set STO-mG STO-mG STO-mG STO-mG
Length/ps 250 250 250 250
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Table S5: Employed parameters for force constant test simulations.

Force Constant k

Simulation CSk1 CSk2 CSk3 CSk4
Molecules C2H2 C2H2 C2H2 C2H2

# Atoms 156 156 156 156
Constraint Fct. rect wave rect wave rect wave rect wave
k/kcal/(molÅ2) 0.25/0.5 0.5/1.0 1.0/1.0 1.0/2.0
rmin/Å 8 8 8 8
rmax/Å 14 14 14 14
Ttarget/K 2000 2000 2000 2000
γ/fs−1 7× 10−3 7× 10−3 7× 10−3 7× 10−3

ttotal (tcon/texp)/ps 0.5/1.5 0.5/1.5 0.5/1.5 0.5/1.5
∆t/fs 0.5 0.5 0.5 0.5
Method GFN2-xTB GFN2-xTB GFN2-xTB GFN2-xTB
Basis Set STO-mG STO-mG STO-mG STO-mG
Length/ps 250 250 250 250

Table S6: Homogeneous systems for test simulations with GFN2-xTB. X = C2H2, HCN,
CO, H2O, NH3

Homogeneous Simulations - GFN2-xTB/STO-mG

Simulation HSxTB1 HSxTB2 HSxTB3
Molecules X X X
# Atoms 156 156 156
Constraint Fct. rect wave cos wave smooth step
k/kcal/(molÅ2) 0.5/1.0 1.0 1.0
rmin/Å 8 8 8
rmax/Å 14 14 14
Ttarget/K 2000 2000 2000
γ/fs−1 7× 10−3 7× 10−3 7× 10−3

ttotal (tcon/texp)/ps 0.5/1.5 2.0 2.0
∆t/fs 0.5 0.5 0.5
Method GFN2-xTB GFN2-xTB GFN2-xTB
Basis Set STO-mG STO-mG STO-mG
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Table S7: Homogeneous systems for test simulations with RHF/3-21G. X = C2H2, HCN,
CO, H2O, NH3

Homogeneous Simulations - RHF/3-21G

Simulation HSHF1 HSHF2 HSHF3
Molecules X X X
# Atoms 156 156 156
Constraint Fct. rect wave cos wave smooth step
k/kcal/(molÅ2) 0.5/1.0 1.0 1.0
rmin/Å 8 8 8
rmax/Å 14 14 14
Ttarget/K 2000 2000 2000
γ/fs−1 7× 10−3 7× 10−3 7× 10−3

ttotal (tcon/texp)/ps 0.5/1.5 2.0 2.0
∆t/fs 0.5 0.5 0.5
Method RHF RHF RHF
Basis Set 3-21G 3-21G 3-21G

Table S8: Homogeneous systems for test simulations with PBEh-3c/def2-mSVP. X = C2H2,
HCN, CO, H2O, NH3

Homogeneous Simulations - PBEh-3c/def2-mSVP

Simulation HSDFT1 HSDFT2 HSDFT3
Molecules X X X
# Atoms 156 156 156
Constraint Fct. rect wave cos wave smooth step
k/kcal/(molÅ2) 0.5/1.0 1.0 1.0
rmin/Å 8 8 8
rmax/Å 14 14 14
Ttarget/K 2000 2000 2000
γ/fs−1 7× 10−3 7× 10−3 7× 10−3

ttotal (tcon/texp)/ps 0.5/1.5 2.0 2.0
∆t/fs 0.5 0.5 0.5
Method PBEh-3c PBEh-3c PBEh-3c
Basis Set def2-mSVP def2-mSVP def2-mSVP
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Table S9: Employed parameters for helium buffer test simulations.

Buffer Atoms - Helium

Simulation CSBHe5% CSBHe10% CSBHe15%
Molecules HCN, He HCN, He HCN, He
# Atoms 150, 7 150, 15 150, 22
Constraint Fct. smooth step smooth step smooth step
k/kcal/(molÅ2) 1.0 1.0 1.0
rmin/Å 8 8 8
rmax/Å 14 14 14
Ttarget/K 2000 2000 2000
γ/fs−1 7× 10−3 7× 10−3 7× 10−3

ttotal (tcon/texp)/ps 2.0 2.0 2.0
∆t/fs 0.5 0.5 0.5
Method GFN2-xTB GFN2-xTB GFN2-xTB
Basis Set STO-mG STO-mG STO-mG
Length/ps 250 250 250

Table S10: Employed parameters for argon buffer test simulations.

Buffer Atoms - Argon

Simulation CSBAr5% CSBAr10% CSBAr15% CSBw/oAr
Molecules HCN, Ar HCN, Ar HCN, Ar HCN
# Atoms 150, 7 150, 15 150, 22 165
Constraint Fct. smooth step smooth step smooth step smooth step
k/kcal/(molÅ2) 1.0 1.0 1.0 1.0
rmin/Å 8 8 8 8
rmax/Å 14 14 14 14
Ttarget/K 2000 2000 2000 2000
γ/fs−1 7× 10−3 7× 10−3 7× 10−3 7× 10−3

ttotal (tcon/texp)/ps 2.0 2.0 2.0 2.0
∆t/fs 0.5 0.5 0.5 0.5
Method GFN2-xTB GFN2-xTB GFN2-xTB GFN2-xTB
Basis Set STO-mG STO-mG STO-mG STO-mG
Length/ps 250 250 161 250
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Application Simulations

Table S11: Parameters for the simulations run on the HCN systems with argon buffer.

HCN Systems

Simulation ASHCN1 ASHCN2 ASHCN3 ASHCN4 ASHCN5
Molecules HCN, Ar
# Atoms 150, 15
Constraint Fct. smooth step smooth step smooth step smooth step smooth step
k/kcal/(molÅ2) 1.0 1.0 1.0 1.0 1.0
rmin/Å 8 8 8 8 8
rmax/Å 14 14 14 14 14
Ttarget/K 2000 2000 2000 2000 2000
γ/fs−1 7× 10−3 7× 10−3 7× 10−3 7× 10−3 7× 10−3

ttotal
(tcon/texp)/ps

2.0 2.0 2.0 2.0 2.0

∆t/fs 0.5 0.5 0.5 0.5 0.5
Method GFN2-xTB GFN2-xTB GFN2-xTB GFN2-xTB GFN2-xTB
Basis Set STO-mG STO-mG STO-mG STO-mG STO-mG
Length/ps 250 187 150 250 109

Table S12: Parameters for the simulations run on the formose reaction network with argon
buffer.

Formose Reaction Network

Simulation ASForm1 ASForm2–ASForm6
Molecules formaldehyde, glycolaldehyde, Ar
# Atoms 80, 20, 6
Constraint Fct. smooth step smooth step
k/kcal/(molÅ2) 2.0 2.0
rmin/Å 6 6
rmax/Å 14 14
Ttarget/K 2000 2000
γ/fs−1 7× 10−3 7× 10−3

ttotal (tcon/texp)/ps 2.0 2.0
∆t/fs 0.5 0.5
Method GFN2-xTB GFN2-xTB
Basis Set STO-mG STO-mG
Length/ps 243 750
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Table S13: Number of molecular species obtained for acetylene, cyanhydric acid, carbon
monoxide, water, and ammonia homogeneous simulations using different functions for spher-
ical confinement and varying the electronic structure method. The total duration of each
simulation is given in parentheses.

# Species (Duration / ps) C2H2 HCN CO H2O NH3

Cosine Wave
GFN2-xTB 72 (250) 137 (250) 197 (250) 0 (250) 0 (250)
RHF/3-21G 30 (101) 3 (177) 4 (123) 6 (250) 9 (250)
PBEh-3c/def2-mSVP 26 (67) 62 (217) 5 (154) 5 (192) 5 (250)

Rectangular Wave
GFN2-xTB 60 (250) 375 (250) 92 (250) 0 (250) 0 (250)
RHF/3-21G 13 (89) 4 (189) 29 (128) 6 (202) 3 (250)
PBEh-3c/def2-mSVP 31 (90) 22 (107) 20 (155) 8 (140) 6 (250)

Smooth-Step Function
GFN2-xTB 147 (250) 239 (250) 213 (250) 0 (250) 0 (250)
RHF/3-21G 6 (155) 5 (180) 4 (250) 6 (250) 9 (250)
PBEh-3c/def2-mSVP 43 (113) 9 (110) 10 (149) 5 (187) 5 (210)

Figure S1: Continuous bar plot for ASHCN1.
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Figure S2: Continuous bar plot for ASHCN2.

Figure S3: Continuous bar plot for ASHCN3.
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Figure S4: Continuous bar plot for ASHCN4.

Figure S5: Continuous bar plot for ASHCN5.
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Figure S6: Continuous bar plot for ASForm1.

Figure S7: Continuous bar plot for ASForm2.
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Figure S8: Continuous bar plot for ASForm3.

Figure S9: Continuous bar plot for ASForm4.
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Figure S10: Continuous bar plot for ASForm5.

Figure S11: Continuous bar plot for ASForm6.
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Algorithms

Algorithm 1 Initialization of Molecules in Nanoreactor Sphere

Require: mols, n mols, dr
initialize geom with dummy atom H
molsArray: initialize mols by amount given in n mols
shuffle molsArray
sumFib = 0
diff = sumFib - sum(n mols)
rnano = 0
start with 2 samples in the most inner shell: n = 3
while diff < 0 do

compute fibonacci number by index n:
samples = fib(n)
rnano += dr
distribute points on subsphere:
points = fibonacci sphere(samples, rnano)
for i in points do

if placedMolecules ==
∑

(nmolecules) then
break

end if
add placed molecules at i to geom
placedMolecules += 1

end for
sumFib += samples
calculate diff
n += 1

end while
delete dummy atom
return geom, rnano
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Algorithm 2 Assign Atoms to Molecular Species Based on Wiberg Bond Orders

Require: wbo matrix
initialize frags
1. Fill up frags:
for i in atoms do

for j in atoms do
if wbo matrix < 0.5 then

continue
end if
for frag in frags do

check if i already in frag
check if j already in frag
append i, j to correct frag or create new frag

end for
end for

end for
2. Identify missing atoms and assign them based on relative bond length:
for i in atoms do

exclude buffer atoms from assignment
for j in atoms do

exclude buffer atoms from assignment
calculate bond dist(i, j)
std[j] = |bond dist(i, j) − standard dist(i, j)|

end for
atom partner = argmin(std)
assign i to correct frag based on atom partner

end for
return frag

15

4.3 Publication III 103



Algorithm 3 Build Molecules from Adjacency Matrix

Require: atom list, adjacency matrix
create an empty, editable RDKit mol object rwM
for i in atom list do

add i to rwM
store index of i

end for
for row in adjacency matrix do

for bond in row do
add single, double or triple RDKit bonds to rwM based on bond

end for
end for
convert rwM to mol object m
for iat in natoms do

determine atomic number z and formal charge cformal

add charges if necessary
end for
recalculate valences
do partial sanitization of m
return m

Algorithm 4 Create Data Frame and Molecular Grid

Require: mol species, WBOs File, Trajectory
Initialize df
add mol species and traj columns to df
reconstruct bo matrix
use Alg. 2 to compute mol species
for frag in mol species do

use Alg. 3 to construct RDKit mols
compute SMILES
calculate mol formulas

end for
add SMILES and mol formulas objects to df
sort mols according to absolute occurence
plot mols on grid using the RDKit function MolsToGridImage

return df , grid
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Algorithm 5 Find Reactions Based on Atom Index and Fragment

Require: atom index, t
find product based on atom index
add product to product SMILES list lps
for iP in product do

find reactant(s)
add reactant to reactant SMILES list lrs

end for
sort and merge reactant indices list lri
sort and merge product indices list lpi
while lri ̸= lpi do

find products
find reactants

end while
return ([lri,lpi],[lrs,lps])

Algorithm 6 Create Reaction Network and List of Reactions

Require: df
read df
create empty reaction list rlist
for t in exp state do

find reactions using Alg. 5
store reaction in rlist
print t, reaction

end for
for i in rlist do

add nodes to graph G
add edges to graph G

end for
store rlist as JSON
plot G
return G, rlist
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RNA Oligomerisation without Added Catalyst from 2’,3’-
Cyclic Nucleotides by Drying at Air-Water Interfaces**
Avinash Vicholous Dass+,[a] Sreekar Wunnava+,[a] Juliette Langlais+,[a] Beatriz von der Esch,[b]

Maik Krusche,[a] Lennard Ufer,[a] Nico Chrisam,[a] Romeo C. A. Dubini,[d] Florian Gartner,[f]

Severin Angerpointner,[f] Christina F. Dirscherl,[a] Petra Rovó,[d, e] Christof B. Mast,[a]

Judit E. Šponer,[g] Christian Ochsenfeld,[b, c] Erwin Frey,[f] and Dieter Braun*[a]

For the emergence of life, the abiotic synthesis of RNA from its
monomers is a central step. We found that in alkaline, drying
conditions in bulk and at heated air-water interfaces, 2’,3’-cyclic
nucleotides oligomerised without additional catalyst, forming
up to 10-mers within a day. The oligomerisation proceeded at a
pH range of 7–12, at temperatures between 40–80 °C and was
marginally enhanced by K+ ions. Among the canonical
ribonucleotides, cGMP oligomerised most efficiently. Quantifica-
tion was performed using HPLC coupled to ESI-TOF by fitting

the isotope distribution to the mass spectra. Our study suggests
a oligomerisation mechanism where cGMP aids the incorpora-
tion of the relatively unreactive nucleotides C, A and U. The
2’,3’-cyclic ribonucleotides are byproducts of prebiotic phos-
phorylation, nucleotide syntheses and RNA hydrolysis, indicat-
ing direct recycling pathways. The simple reaction condition
offers a plausible entry point for RNA to the evolution of life on
early Earth.

Introduction

The central and multifunctional role of RNA within biology
points towards RNA as a chief informational biopolymer for the
onset of molecular evolution.[1] Polymerisation involving more
than a single type of canonical nucleotide, generating a varied
pool of RNA strands, has not been achieved under aqueous
conditions.[2–6] Chemical activation strategies are deployed to
trigger RNA polymerisation[3,7,8] and template-directed primer
extension of sequences.[9,10] In the earliest self-replicating
systems, the formation of complementary strands for replication
and transfer of genetic information by non-enzymatic processes
is believed to be important and homopolymers are not
considered very useful as genes.[11] Short RNA strands, especially
from dimers[11] to tetramers[12,13] have been shown to enhance
the copying of mixed-sequence templates in comparison to

monomers. Thus, it is necessary to have a oligomerisation
mechanism that is able to generate short mixed-sequences that
later function as primers and templates for copying of longer
sequences.
We base this study on 2’,3’-cyclic mononucleotides (cNMP)

which (a) possess an intrinsically activated phosphate; (b) are
products of several prebiotic phosphorylation and nucleotide
syntheses;[14–18] and (c) are products of neutral to alkaline
chemical and enzymatic hydrolyses of RNA.[19–23] In comparison,
the dry oligomerisation of 3’,5’-cGMP[24–26] did not foster the
oligomerisation of the other ribonucleotides.[26] Orgel and
coworkers, reported conditions for 2’,3’-cAMP oligomerisation
by drying for 40 days with a 5-fold excess of ethane-1,2-diamine
and yields up to 0.67% of 14-mers.[4,6] Other catalysts such as
imidazole or urea required temperatures up to 85 °C and offered
lower yields.[4,6]
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We found that 2’,3’-cGMP oligomerised spontaneously
under alkaline (pH 7-12) drying conditions (40-80 °C), within a
day. The other canonical cNMP were relatively inert under
similar conditions. Our observations of cAMP and cUMP forming
up to trimers are consistent with literature.[27,28] The oligomerisa-
tion is demonstrated in the presence of bulk water at the air-
water interface, within a microfluidic thermal chamber. The
chamber mimics conditions of a heated, water filled volcanic
rock pore that includes a gas bubble.
In an oligomerisation mixture of cNMP, we observed

oligomers rich in G nucleotides, but with C, A and U
incorporated at lower concentrations. Computational and
modelling results suggest that the oligomers of cGMP form a
self-assembled scaffold in the dry state, which could incorporate
the nucleotides C, A and U to form short mixed-sequence
oligomers.

Results

Polymerisation of cGMP

An aqueous solution of the sodium salt of 2’,3’-cGMP (20 mM)
was dried for 18 hours at 40 °C in the presence of 40 mM KCl.
Since the monomers are monosodium salts, there was an equal
concentration of Na+ ions when in solution (20 mM). All the
reported concentrations throughout the article are calculated
for a volume of 100 μL. The total concentration of each n-mer
(oligomer) is a sum of oligomers containing the linear-
phosphate (-P) and the cyclic-phosphate (-cP) on the n-mer
terminus. Both endings are well discriminated by HPLC as the
n-mer-cP is eluted before a n-mer-P of the same length (S2d).
Typically, about 90% of the n-mers consisted of -P endings
(S5d). Due to propensity of purines to form non-covalent
aggregates in mass spectrometry detection,[29] a combination of
HPLC and ESI-TOF techniques were used for detection of
oligonucleotides. The non-covalent stacked n-mers (eg. two 4-
mers) are discriminated from covalent n-mers (eg. an 8-mer)
due to the higher mass of the stacked n-mers by one H2O in the
MS and the corresponding HPLC retention times of n-mers
under denaturing HPLC conditions.[30–32]

The denaturing conditions of the HPLC column at 60 °C
efficiently resolved synthetic oligoG n-mers without signs of
aggregation, as shown in Figure 1c. It must be noted that an n-
mer-cP and a cyclised n-mer of the same length would have the
same mass, but are unlikely not to be discriminated by the
HPLC retention times. The presence of n-mer-cP is established
from the 31P NMR peak at ~20 ppm in Figure 1d. Oligomers
from 2- to 15-mers (S8a) were detected by HPLC-MS for cGMP
oligomerisation. For quantification, only 2- to 10-mers were
considered throughout the study.
The error bars can be estimated based on plots of cGMP

oligomerisation (5 replicates) in S8a, with a mean standard
deviation of 2.95 μM between independent runs of the experi-
ment. The error bars are not indicated in the figures as they
would appear insignificant on the log scale. For quantification,
the HPLC retention times of the oligomer standards of G were

first optimised on an RP C-18 HPLC column coupled to ESI-TOF.
Figure 1c shows the HPLC chromatogram of 2- to 10-mers for
oligoG standards (with 1 eqv. of KCl) with their respective
retention times. We found efficient separation and no evidence
for the formation of aggregates. The ion counts of the n-mer
with their HPLC retention times are shown in S2b. By comparing
the ion counts, we confirmed the high efficiency of the post-
polymerisation ethanol precipitation protocol and its negligible
influence (S3). However, the precipitation was used to remove
excess monomers which would otherwise saturate the HPLC
column, yielding a robust method for the quantification of the
complex oligonucleotide mixtures (S2c).
The calculated isotope probabilities of the n-mers in the

various charge states were fitted to the raw mass spectra using
a self-written LabView program. This allowed us to identify salt
adducts formed in the mass spectrometer and to fit overlapping
isotope patterns. The retention times of the oligoG standards
were used to obtain time-brackets to sum the mass spectra.
Further details on the calibration used for the quantification
within the program and the functional modes of the program
are elaborated in S1–S6. Based on preliminary enzymatic
digestion experiments, we estimated that the formed G

Figure 1. Oligomerisation of Guanosine-2’,3’-cyclic monophosphate
(cGMP·Na). A 20 mM cGMP·Na solution was heat-dried with 40 mM K+ at
40 °C for 18 hours, under ambient pressure in 100 μL volume. (a) Polymer-
isation was screened over a range of pH 3–12. The reported concentrations
were the sum of terminal cyclic (-cP) and linear phosphate (-P) containing
oligomers. Oligomers without terminal phosphates were not detected.
Polymerisation was optimal at pH 10 with total oligomer yields of ~3.5%
(inset). The solid line shows results of the polymerisation model based on
stacked assembly (S19). (b) pH screen with 100 mM imidazole under similar
conditions. No significant increase in oligomerisation was found by adding
imidazole. (c) Diode array detector (DAD) absorbance at 260 nm for 50 μM
oligoG standards (-P endings) and 100 μM KCl used for confirming HPLC
separation and the determination of retention time for quantification with
ion counts. (d) 31P proton-decoupled NMR spectrum (10% D2O, pH 10), of
oligomerised G sample: the signals corresponding to phosphodiester
linkages for both 3’-5’ and 2’-5’ are between � 0.8 and � 1.1 ppm.
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oligomers were linked by 2’-5’ and 3’-5’ phosphodiester link-
ages in about 1 :1 ratio (S21–S23). The linkage type in the
oligomerisation was also confirmed by 31P NMR (Figure 1d) and
the peaks were assigned based on the literature values.[33,34]

Figures 1a and 1b compare the effect of pH on the lengths
and concentrations of the n-mers formed by drying with K+

(Cl� ) and imidazole respectively. We determined the optimal
reaction temperature to be 40 °C (S5, S8b). Imidazole and its
derivatives are used in the literature as nucleotide activation
agents for templated primer extension reactions,[9] as a
buffering agent and a catalyst for oligomerisation.[4] The
addition of imidazole did not enhance the length and
concentration of n-mers in comparison to oligomerisation with
K+.

Polymerisation from cNMP

We also tested the polymerisation tendencies of cAMP, cUMP
and cCMP under the same heat-drying conditions and found
that these monomers did not polymerise to the same lengths
and concentrations as cGMP. Figure 2a shows that the polymer-
isation trend decreases in the order cGMP>cUMP>cAMP>
cCMP. The dominance of G-polymerisation prompted us to
investigate the copolymerisation of these moderately reactive
mononucleotides under the influence of the well oligomerising
cGMP. We found that a mixture of two or four different
monomers was capable of generating mixed sequence oligom-
ers, where the majority of the mixed oligomers were rich in G.
We probed if the oligomerisation of a G and C mixture could
reach levels where hybridisation between strands could be
possible. Thus, we oligomerised a binary mixture of cGMP and
cCMP (20 mM each), under heat-drying conditions (40 °C) in the
presence of 40 mM KCl. Comparing quantities of C2 in Figure 2a
and 2b, the concentration of C2 is enhanced 2 fold and C3
became detectable; besides the fact that mixed GC oligomers
are formed (Figure 2b). The detailed sequence composition for
GC mixed polymerisation is seen in Figure 2e, showing that the
G2 to G10 contribute to the bulk of the oligomers formed in the
polymerisation mixture. Up to two C’s were incorporated into
oligomers �4-mers, one C is incorporated into 5-mers and
none were detectable beyond them. A similar analysis of GA
and GU binary mixtures is available in S9a, b.
GC mixed polymerisation was favoured at temperatures

ranging from 40 °C to 80 °C (Figure 2c), similar to cGMP (S5b,
S8b). It must be noted that in reactions at 30 °C for 18 hours,
the drying was incomplete within the polypropylene tubes
used for the experiment and the reaction kinetics in the dry
state was reduced. Higher temperatures on the other hand
possibly contributed to the degradation of the monomers (S4c)
and the formed oligomers as seen in the trace comparisons
under 80, 60 and 40 °C in Figure 2c.
Specific cations also influenced cNMP oligomerisation. We

found that K+ ions yielded higher concentrations and lengths
of the oligomers in comparison to Na+ ions at the same
concentrations. The presence of Mg2+ ions in the reaction
mixture inhibited polymerisation (Figure 2d). The dependence

of polymerisation on K+, Na+ and Mg2+ salt concentrations is
shown in S10, indicating that 1–3 eqv. of the same cation
display similar results, but the type of cation affected the
efficiency of oligomerisation.

Polymerisation of cNMP in a heated rock pore mimic

Wet-dry cycles in surface-based geological settings are sub-
jected to a drift in salt and pH conditions due to the imbalance
caused by the evaporation of pure water and the rehydration of
the fluid that contains salt. Wet-dry cycling can also occur in a
closed chamber, subjected to a temperature gradient.[35] The
water that evaporates on the warm side re-enters the fluid on
its cold side. This causes interface shifts and the dew droplet
dynamics on the cold side, offering wet-dry cycles under

Figure 2. Oligomerisation of mixed Nucleotide 2’,3’-cyclic monophosphate
(cNMP). (a) Homooligomers of cGMP·Na, cAMP·Na, cCMP·Na, cUMP·Na were
individually produced from a 20 mM solution at 40 °C for 18 hours.
Oligomers of G were formed in far higher concentrations than polyC, A and
U. The solid line shows results of the polymerisation model based on stacked
assembly (S18). The approximately 3x lower yield for oligoG compared to
Figure 1a is attributed to the lack of K+ ions. (b) Oligomerisation of cGMP
and cCMP at 40 °C with 40 mM K+. The base C is incorporated into the
sequences in the presence of cGMP while only dimers were detected
without it. (c) Temperature screening over a range of 30–80 °C for GC
oligomerisation. Reduced concentration of n-mers >3 is observed for 80 °C,
possibly due to ring opening of the cyclic phosphate monomers (S4c).
(d) The presence of 40 mM K+ increased the concentration of n-mers while
added Mg2+ quenched polymerisation (S10a). (e) Sequence composition of
cGMP and cCMP mixed oligomers at 40 mM K+. Oligomers show G-rich n-
mers and suggest the presence of all possible combinations in trimer
sequences.
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constant pH and salt conditions. The geological analogues of
such a setting would be volcanic rock pores which are partially
filled with fluids and are subjected to a thermal gradient. We
have previously reported prebiotically important processes such
as accumulation, phosphorylation, encapsulation, gelation,
strand separation, enzymatic DNA replication and crystallisation
within such settings.[35–37]

For the polymerisation within this setting, we started with
20 mM total monomers (5 mM each of cG, cC, cA and cU). After
the chamber was loaded with the monomer solution, a thermal
gradient was applied which drove continuous wet-dry cycles
just above the air-water interface inside the chamber (Fig-
ure 3a). Over time, the meniscus of the bulk liquid receded in
an oscillatory manner depending on how many dew droplets
formed above the interface; and dried material precipitated on
the warm side as a consequence (Figure 3b). The dew droplets
grew at the cooler side of the chamber by surface-tension
driven fusion and made contact with the warm side, rehydrat-
ing the dried material and transporting it back into the bulk.[37]

This phenomenon was allowed to continue for 18 hours, after
which the setup was dismounted and the remaining bulk liquid

and the dried flakes (after dissolution) were sampled for
analysis.
The pH of the samples at the end the reaction was found to

be lowered by a pH unit, indicating the formation of acidic
species in the reaction mixture. A likely cause of the pH drop is
the acidification by the ring opening of the cyclic phosphate in
the mononucleotides and the oligomers (S4e, S5c, d). At higher
temperatures, the pH drop was 1.5 to 2 pH units (S4e).
Despite the presence of bulk water, the oligomerisation

inside the simulated volcanic-rock pore showed comparable
yields as that of the heat-dried conditions. This indicates that
the heated interface can access conditions favourable for
polymerisation similar to bulk dried polymerisation conditions.
The constant feeding of monomers from the bulk fluid could
also be an important factor. A length-selective enzymatic DNA
replication was reported recently within this setting, indicating
the possible continuity of prebiotic chemistry in such a
setting.[37]

We observed all the dimer sequence combinations and
most of the trimers (Figure 3c). However, the tetramers and
pentamers are predominantly sequences rich in G. The length
selectivity of the HPLC allowed the detection of longer
sequences. However, the isotopic fit to the raw mass spectra
provided by our LabView-based analysis showed that longer
species with concentrations lower than 0.2 μM were lost in the
background noise of the mass spectra. Moreover, different
oligomers can have similar masses (eg. Table S3 and S4), so to
avoid false positives, sequences with mass overlaps were not
included here. This is in addition to the rigid selection criteria,
based on fitting of the isotopic distribution (S12) and only
considering mass spectra within the optimised n-mer retention
times of the HPLC. A full sequence composition analysis for GC
and GCAU mixtures with comparison between dry polymer-
isation and simulated rock-pore polymerisation is provided in
S11. In comparison, CAU reaction mixture yielded only dimers
(S9c), indicating again the central role of G in the copolymerisa-
tion process.

Computational study of the proposed intercalated stacked
arrangement

Based on the hypothesis that a stack-assisted geometry is
triggering the oligomerisation of 3’,5’-cGMP,[26] we studied the
suitability of intercalated stack arrangements for the oligomer-
isation of 2’,3’-cNMP. We explored the stability of the stack
arrangements, and the incorporation of cNMP monomers into
polymerised cGMP scaffold, based on minimum energy struc-
tures and molecular dynamics simulations (Figure 4a–c and
S24–34).
To investigate the suggested intercalated stack arrange-

ment for several possible species, we have computed the
stacking interaction energies and evaluated the minimum
energy geometries obtained at ωB97 M-V/def2-TZVPD level of
theory.[38–41] All systems were studied in the gas phase as well as
with implicit solvation (C-PCM).[42] The quantum mechanical

Figure 3. RNA oligomerisation in the vicinity of air inclusions in a heated
simulated rock pore. (a) Side view. The chamber is 500 μm in depth and
subjected to a heat flow with a temperature gradient of 38–54 °C. (b) Front
view. The thermal gradient drives continuous evaporation and recondensa-
tion in the air inclusions, triggering accumulation and wet-dry cycles.
Molecules accumulated at the interface are dried from a receding interface
due to evaporation. Rehydration is provided by dew droplets on the cold
side which merge with the bulk solution due to surface tension.
(c) Oligomerisation of four canonical monomers: cGMP, cCMP, cAMP and
cUMP, 5 mM each, 40 mM KCl at pH 10 for 18 hours. Especially for the longer
strands, the oligomerisation in the simulated rock pore shows improved
yields over the dry reaction. The physically triggered wet-dry cycling and
length selectivity in this environment has been shown to drive efficient
replication and selection cycles,[37] making the finding of oligomerisation to
provide the raw material for templated ligation very interesting. Moreover,
this shows that oligomerisation under simulated geological conditions is
possible without the need for arid conditions on early Earth. The trends
show a rich set of mixed short sequences when all four nucleotides are
mixed together for oligomerisation.
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computations were performed using FermiONs+ + [43–45] in
combination with Chemshell.[46]

These computations were complemented by GFN-FF molec-
ular dynamics simulations,[47] for the systems encapsulated in an
explicit water sphere using xtb.[48] The stacking of homoge-
neous monomers were tested (N,N/N,N) with N=A, U, G, C and
the incorporation of monomers into a dimer and trimer scaffold
of G was probed (N,N/G� G or N,N/G� G� G). The 3’-5’ linked G� G
and G� G� G accommodate A, U and G monomers into the
scaffold providing a stable arrangement for the initiation of
polymerisation. For C an alternate arrangement involving
hydrogen bonding with a G within the scaffold is observed
(S28). We found that a 2’-5’ oligoG scaffold seemed to enhance
the alignment (Figure 4a, b, c), confirmed both by static and
dynamic computations (S30, S31).

Theoretical model of cGMP polymerisation

Additional evidence supporting a stacked polymerisation mech-
anism comes from the observed non-exponential length
distribution of the oligomer concentrations. This supports the
idea that the formation of dimers is the rate limiting step: the
concentration drop from monomers to dimers was most
significant. For the cGMP oligomerisation in Figure 1a, the
20 mM monomer concentrations drop to 0.15 mM for G2, then
forming a flat concentration plateau, in contrast to the typical
exponential length distribution in homogeneous
polymerisation.[49]

To test this idea, we fit the concentration distribution of G
homooligomers with a stacked polymerisation model (solid line
Figure 1a and 2a). The model assumed a three-step polymer-
isation reaction: i) a monomer of length i and a oligoG scaffold
k can stack together with rate ν, ii) the de-stacking rate δk,i

decreases exponentially with the number of stacked bases nk,I,
iii) another monomer of length j can stack to the complex. If the
stacks persist long enough, the polymerisation reaction ligates
the two monomers with rate 1 (see for details S18–S19). The
model fits the experimental data, suggesting a rate limiting
step for the formation of short oligomers due to the required
mutual alignment. It should be noted that it is difficult to
distinguish between inter-base stacking or a plausible G-tetrad
arrangement suggested based on the enhanced polymerisation
observed with K+ (Figure 4d).

Discussion

Our data suggests that cGMP oligomerises in dry state at
moderate temperatures and pH. The oligomerisation occurs
over a range of temperatures (40–80 °C) and pH (7–12) and
does not require additional catalysts, making this reaction
robust. Dissolved gases and salts could adjust the pH of the
environment, making RNA formation more probable under early
Earth models.[50,51] We also showed polymerisation in the wet-
dry cycling environment at a heated air-water interface, adding
RNA polymerisation to the pool of prebiotic processes possible
within such a setting.[35–37] The tested conditions of wet-dry
cycles at an air-water interface or direct drying keep the
reaction out of equilibrium. The cyclic monomers undergo
polymerisation and ring-opening (Figure 1d), of which the ring-
opening is still the dominant product at the tested temper-
atures (S4). Under the tested conditions, the reaction yielded
oligomers up to 15-mers. The formed oligoG incorporated
cCMP, cAMP and cUMP monomers, albeit in lower concen-
tration, which did not homooligomerise significantly. As a
rough comparison to the yields achieved by Verlander and
Orgel with homooligomers of cAMP in the presence of ethane-
1,2-diamine, we observed ~0.35% for a 6-mer of oligoG in
18 hours compared to 0.81% for polyA in 40 days.[6]

An important feature of this oligomerisation is that the 2’,3’-
cyclic phosphate group, under alkaline pH, is sufficient to
trigger oligomerisation without ex-situ or in-situ activation
mechanism or added catalysts, and under low salt conditions.

Figure 4. Possible supramolecular assemblies facilitating polymerisation of
cNMP. Molecular dynamics simulations suggest polymerisation of A, U and C
by intercalating into stacks of oligoG. (a) Distances between bases in the
complex of unpolymerised nucleotides show that polymerisation is
disfavoured due to drifting away of the complex. (b) The assembly formed
when the bases are templated by covalently linked G� G (2’-5’) dimers, forms
the most stable complexes and make possible the incorporation of the G, C,
A, and U within the n-mers observed in our experiments. (c) Snapshot after
energy minimization of stacking interaction between a oligomerised scaffold
of cGMP (G� G) to template the cGMP and cUMP monomers (U,G). The
dotted lines mark distances between the bases used to evaluate the stability
of the complex. (d) However, the self-oligomerisation of oligoG could also be
based on stacks of G-tetrads, stabilised by inner K+ ions, coinciding with the
promotion of oligoG formation by K+ ions. R denotes the ribose of RNA.
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The finding that the oligomerisation starts without added
catalysts – and that the reaction site is not yet blocked by a
catalyst – is a very good starting point for Darwinian evolution
to speed up this reaction rate. Low salt conditions are
interesting for RNA evolution since they notably help strand
separation and reduce RNA degradation.[36]

cNMP oligomerisation is found to be a relatively clean
reaction under the tested conditions. In comparison, in situ EDC
activation yields side products, especially at high
temperatures.[52] We did not detect any major side products
with ESI-TOF, other than the salt adducts of sodium and
potassium.
The abiotic formation and recyclability of the cNMP

monomers is feasible, as they are known to be produced under
several phosphorylation conditions, nucleotide syntheses and
are common degradation products of RNA.[19–23] Thus, with the
likelihood of finding catalytic boosts for this found reaction
mode, a cycle of reactions involving polymerisation, oligomer
extension, polymer hydrolysis and reactivation of monomers
under early Earth conditions becomes conceivable. Further-
more, recombination and templated ligation involving 2’,3’-
cyclic ending oligomers[53] have been observed.
For our studies, we compared two monovalent ions (K+,

Na+) and one divalent cation (Mg2+). They were chosen for their
relevance in contemporary cytosolic media, their abundance on
the early Earth[54] and for the role of Mg2+ in ribozyme
activity.[55] Polymerisation is enhanced in the presence of K+ in
comparison to Na+ ions. The inhibition by Mg2+ ions possibly
occurs by a combination of base catalysis mechanism, the
deactivation of -cP ends of the reactant, products and enhanced
oligomer hydrolysis. Despite its role in ribozyme functionality,
at high concentrations Mg2+ inhibits RNA replication by
creating strong RNA duplexes, limiting thermal denaturation
and enhancing temperature dependent hydrolysis.[56] It is also
known that the presence of ~1.5 mM Mg2+ is sufficient to
inhibit the membrane self-assembly of fatty acids and this has
been considered an incompatible aspect for the co-emergence
of RNA and fatty acid membranes.[57,58] However, under the
discussed reaction conditions of cNMP oligomerisation, RNA
formation and encapsulation with fatty acids might be conceiv-
able within freshwater locations on the primordial Earth.
Moreover, we have shown that efficient strand separation can
be achieved by low sodium concentrations, triggered by
microscale water cycles within heated rock pores.[36,37]

Our very preliminary digestion studies and 31P NMR results
suggest a considerable backbone heterogeneity (2’-5’ and 3’-5’)
within the oligomers. However, a full quantitative treatment is
beyond the scope of this study. It has been demonstrated that
the presence of 2’-5’ linkages allow efficient strand separation
by reducing the melting temperature (Tm) of oligomers, which
is pertinent in the case of G-rich sequences that are observed in
this oligomerisation.[59] Lowering of Tm is critical to replication
of sequences.[59,60] These studies also show that the presence of
2’-5’ linkages allow the folding of RNA into three-dimensional
structures, similar to native linkages and do not hinder the
evolution of functional RNAs, such as ribozymes. The suscept-
ibility towards enhanced hydrolysis of the 2’-5’ over the 3’-5’

linkages could select the latter in wet-dry cycling conditions,
similar to the reported backbone selection of RNA and
DNA.[59,61,62]

Mechanistically, molecular dynamics studies indicated that
cGMP oligomerisation could be due to the formation of
intercalated stacks of cGMP as a consequence of hydrophobic
interactions between the guanine bases. On attaining a stable
intermolecular arrangement, the 5’-OH of a nucleotide can
attack the cyclic phosphate of the neighbouring nucleotide.
This could allow the formation of oligomeric G-scaffolds (Fig-
ure 4c, d, S25). However, the formation of tetrad stacks over
one another with a central K+ ion between the stacks could
also promote oligomerisation (Figure 4d).
The notion of multi-molecular assemblies is supported by

the presence of slow-diffusing species observed in 1H, 31P
diffusion ordered spectroscopy (DOSY) of cGMP-KCl solution
(S15, S16). Reports in literature point to self-assembly of 5’-GMP
and 3’-GMP into helical stacks.[63] The presence of several slow-
diffusing species indicate a range of molecular environments,
making it impossible to identify a single type of self-assembly
by NMR. It has also been reported that G-quadruplex structures
could be stable up to a pH of ~10.8 at ambient
temperatures.[64,65]

The formation of dimers appears to be a limiting step in the
oligomerisation. Such a threshold behaviour is known to be an
optimal control strategy for self-assembly processes.[66] With
this, monomers remain available in high concentration, leading
to long-tailed, non-exponential polymer distributions. This limits
the total efficiency of the polymerisation but favours the
formation of the oligomers, important for downstream reactions
such as templated replication.
It should be noted that an efficient generation of very long

and random RNA sequences would make hybridisation and
replication inconceivable. At this point, the generated G-rich
sequences might not seem optimal for hybridisation and
replication. However, a biased pool of short oligomers (10- to
15-mers) further constrains the sequence space, favouring
selectivity and making templated replication plausible.[11,67,68]

We think that the findings are a first step to provide
oligonucleotides for templated ligation and the emergence of
an evolutionary dynamics with RNA.

Conclusion

We report the oligomerisation of canonical nucleotides that
produced RNA of mixed sequences under drying conditions in
bulk and at heated air-water interface. A wide range of
temperatures (40–80 °C) and pH (7–12) promoted oligomerisa-
tion. Best yields were reported by mild heating (40 °C) of
monomers at low salt concentrations and under alkaline drying
conditions (pH 10). The reaction proceeded best at 1–2 equiv-
alents of K+ and Na+, while Mg2+ ions inhibited it. In an equal
mixture of four nucleotides, equal incorporation of all four was
not observed and the mixed sequences were dominated by G.
However, 2’,3’-cGMP fostered the incorporation of the other-
wise scarcely reactive C, A, and U, generating short, mixed
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sequences. This reaction under the tested temperatures, pH and
salt conditions provide a novel route to fresh water oligomerisa-
tion towards short RNA strands, an important intermediate step
towards providing the raw materials for an RNA-based
emergence of life.
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Materials and methods 

2´,3´-cyclic nucleotide monophosphates (cNMP’s): cGMP (monosodium salt), cCMP (monosodium salt), 
cAMP (monosodium salt), cUMP (monosodium salt). cGMP and cUMP were purchased from Biolog Life 
Science Institute GmbH & Co. KG. cAMP and cCMP were purchased from Sigma Aldrich. KOH, NaOH, 
HCl, MgCl2, KCl and Imidazole were purchased from Carl Roth. Oligomer standards for HPLC-
MassSpec calibration were purchased from biomers.net GmbH. For the oligo linkage analysis, the 
enzyme Nuclease P1 from Penicillium citrinum was purchased from Sigma Aldrich. The 2´- 5´ linked 
5mers were purchased from biomers.net GmbH.  

Reaction 

From stock solutions of 200mM cNMP’s, 20mM of each cNMP is prepared and the volume is made up 
to 100µL, including pH adjustments carried out using KOH and HCl. When reactions are carried out with 
KCl salts, then KOH is used to adjust the pH, NaOH for NaCl. For MgCl2, the pH was adjusted using 
KOH. The 100µL sample is then heated on a heat block for 18 hours, unless the time is specifically 
mentioned. After drying the sample, the dried pellet is rehydrated with 20µL of nuclease-free water. To 
this volume, 2µL of 10mg/mL of glycogen is added. Then 2µL of 5M ammonium acetate is added. To 
this volume 100µL of cold 100% ethanol is added and kept overnight at 4 °C. Then the sample is then 
centrifuged at 4 °C for 30 minutes at 21000 rpm. The supernatant is then decanted. To the pellet 100µL 
of 70% ethanol is added, tapped gently and then centrifuged again at 4°C, 30 minutes, 21000 rcf/15000 
rpm and finally decanted. To the pellet, 100µL of nuclease-free water is added, vortexed and the same 
volume is transferred into HPLC vials for anaylsis. For pH determination of the reactions, bulk dried 
samples were rehydrated with 100µL of nuclease-free water. After the pH of these samples were 
determined, the samples were subjected to ethanol precipitation and subsequently, used for HPLC-MS 
analyses. In the case of simulated rock pore reactions, the bulk of the liquid (90%) remained post-
reaction and this was extracted and used directly for pH determination before further analyses. 

Determination of the phosphodiester linkage by Nuclease P1 

Nuclease P1 digestion assay was done to assess the type of the phosphodiester linkages in the 
oligomerised samples. 3’-5’ phosphodiester linkages are susceptible to Nuclease P1 while the 2’-5’ 
linkages are not. This had been used previously to determine the 2’-5’ linkages in ligation site of Peach 
Latent Mosaic Viroid.[1] For the assay, 100 µL of 20 mM 2’,3’-cGMP, pH 10 was oligomerised by drying 
at 40 °C for 24 hours. Oligomerised samples were ethanol precipitated and re-dissolved to contain 
100 µM equivalents of phosphodiester bond. 

Nuclease P1 from Penicillium citrinum (Sigma-Aldrich N8630) was dissolved in P1 storage buffer (25 
mM Tris-HCl, 50 mM NaCl, 1 mM ZnCl2, 50% Glycerol, pH 7.2 at 25 °C) at a concentration >0.5 U/µL. 
The digestion reaction was done in P1 reaction buffer (50 mM Sodium Acetate, pH 5.5) with oligomerised 
2’,3’-cGMP sample concentration of 1 µM phosphodiester bond equivalents and 0.5 U enzyme in a 100 
µL volume. For the control, 1 µL of P1 Storage buffer without the Nuclease P1 was used. The samples 
were incubated at 37 °C for 10, 30 or 240 minutes following which the enzyme was inactivated by heating 
at 75 °C for 10 minutes. Phenol-chloroform-isoamyl alcohol (Carl-Roth A156.3) extraction was done by 
adding equal volume to the sample followed by vigorous mixing and centrifugation at 15000 rpm. The 
top aqueous phase was removed carefully and was used for LCMS analysis. 

For the LCMS analysis, the EIC (extracted ion chromatogram) for the oligomers (Linear-P, Cyclic-P and 
with no-P ends) were extracted and the concentration equivalent of the phosphodiester linkages was 
calculated for each sample and normalized to one of the no enzyme control (Figure S14, S15 and S16). 
For Figure S14 and Figure S15 control with 10-minute incubation (C10) and for Figure S16 control with 
30-minutes of incubation (C30) was used for normalisation. 
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Figure 14a, 15a and 16a show the UV 260 nm chromatogram of the control samples as an example for 
retention times with annotations made to mark the peaks shown in the corresponding b-i figures. 100 µL 
of 20 mM 2’,3’-cGMP, pH 10 was oligomerised by drying at 40 °C for 24 hours. Oligomerised samples 
were ethanol precipitated and re-dissolved to 100 µL. The digestion assay was done three times and 
the data for each is presented in Figures 21, 22 and 23 respectively. 

HPLC protocol 

The measurements were performed on Agilent G6230BA LC/TOF with G5654A 1260 InfinityII bioinert 
HPLC with a G7115A 1260 Infinity diode array detector. For the HPLC analysis, we utilised Agilent 
AdvanceBio Oligonucleotide (4.6 x 150 mm, 2.7 µm) column with a pressure rating of 600 bar, inner 
diameter (ID) of 4.6 mm, length150 mm and particle size of 2.7 µm. 

1) The standards and oligomerisation samples were analysed in water-methanol solvent system. The 
solvent composition of bottle A was 200mM HFIP and 8mM of TEA in water and bottle B was 50:50 
methanol-water with 200mM HFIP and 8mM TEA. The samples were analysed in step gradient flow with 
an initial isocratic step of 1%B flushed for first 5 minutes, followed by an isocratic flow of 1% up to 30% 
B in 22.5 minutes and a final isocratic flow of 30% up to 40% B in the next 15 minutes at a constant flow 
rate of 1 mL/minute. The multisampler G5668A was set at sampling speed of 100µL/min, ejection speed 
of 400µL/min and the needle height position set at 0.3mm. The column temperature was set at 60 °C 
for denaturation HPLC conditions as recommended in literature.[2–5] The columns are always equilibrated 
at 60 °C prior to loading of the samples to the column. The separation efficiency of the oligomers is 
clearly seen in Fig 1C of the main manuscript and in figure S1. The separation efficiency of each n-mer 
on the HPLC and the corresponding n-mer mass counts are displayed in figure S2. 

2) For the -cP and –P monomer analysis, the samples were analysed in water-methanol solvent system. 
The solvent composition of bottle A was 200mM HFIP and 8mM of TEA in water and bottle B was 50:50 
methanol-water with 200mM HFIP and 8mM TEA. The samples were analysed in step gradient flow with 
an isocratic flow of 1%B flushed for first 5 minutes, followed by upto 4% B in 3 minutes, 3.3 minutes at 
up to 8%B, next 4.8 minutes at up to 35%B at a constant flow rate of 1 mL/minute. The multisampler 
G5668A was set at sampling speed of 100µL/min, ejection speed of 400µL/min and the needle height 
position set at 0.3mm. The column temperature was set at 30 °C for HPLC conditions in this case.  

The Mass spectrometer-TOF is equipped with a dual AJS ESI ion source. The instrument parameters 
of the TOF were set to a gas temperature of 325 °C, gas flow at 8 l/min, nebulizer at 45 psig, sheath 
gas temperature at 400 °C and sheath gas flow at 11 l/min. The samples were anaylsed in the negative 
ion mode. The scan source parameters were as follows: Vcap 3000, nozzole voltage at 2000V, 
fragmentor at 175V, Skimmer at 65 and octapoleRFpeak value of 750. Reference masses were run in 
parallel to the sample run using standard reference/calibration and tuning mix recommended by Agilent 
(product number G1969-85000). 
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S1: 50 µM of each polyG n-mer (2 to 10-mer) was mixed with 50 µM KCl, incubated for 2 hours and 
then injected into the ESI HPLC-MS. The oligomers in this test were not precipitated and injected directly 
into the HPLC-MS to demonstrate the separation efficiency of our HPLC protocol even without the 
ethanol precipitation.  
A-I) Efficient separation is observed in the HPLC-DAD (diode array detector) at 260nm. They are 
simultaneously injected into the ESI-MS after their elution from the HPLC column. J) Shows the 
collective HPLC-DAD chromatograms of the 2-10mers. The colours indicated in figures A-I correspond 
to 2 to 10mers and the same colours correspond to 2-10mers in the collective chromatogram.   
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S2: 50 µM of each polyG n-mer (2 to 10-mer) were mixed with 50µM KCl, incubated for 2 hours and 
then injected into the ESI HPLC-MS. The oligomers in this test were not precipitated.  
A) Efficient separation is observed with the HPLC-DAD (diode array detector) at 260nm. They are 
simultaneously injected into the ESI-MS after their elution from the HPLC column. B) The eluted peaks 
of each n-mer (2-10mer) are then detected based on their masses and is confirmed by the MS peaks. 
The Y-axis displays the ion counts plotted against the corresponding HPLC retention times (x-aixs) of 
the n-mers. C) 20 mM of monomer was injected to compare the amount of monomers removed after 
the ethanol precipitation process and compared to an non-precipitated sample. This was analysed by 
HPLC with diode array detector (DAD) with 260 nm UV detection. The results show that precipitation of 
the reaction mixture was favourable to prevent the saturation of the DAD with monomers and more than 
50% of the monomers were removed by the ethanol precipitation protocol. D) The plot shows an 
example of the separation of the 5-mer-P from a 5-mer-cP with the respective retention time from the 
oligomerisation mixture of 20 mM cGMP, 40 mM KCl, at pH 10, 40 °C drying for 18 hours. The 5-mer-
cP is retained on the column before the 4-mer-P and 5-mer-P and is identified based on the mass in the 
MS and eluted with their respective retention times. The quantification of n-mer-cP was done similarly 
for 2 to 10-mers by using identification of their masses from their retention times and n-mer-cP always 
preceded the (n-mer -1)-P (read as n-mer minus 1 with P ending).     

124 Publication IV



6 

 

 

 

S3. Calibration of 2 to 10-mers polyG standards.  
A) We compared 2-10mer standards by 1) without ethanol precipitation protocol and 2) with 
ethanol precipitation protocol. For the analysis of oligomerisation samples, only the ethanol 
precipitated polyG n-mer standards calibration values were used as all the oligomerisation 
reaction samples were subjected to ethanol precipitation for HPLC-MS analysis.  The 
calibration was performed for implementation of the concentration calculator on the customized 
SpectralBrowser program. This allowed for correlating the number of counts on the TOF for an 
oligomer of defined length, to its concentration. This was done by injection and analysis of 2 to 
10mers of polyG oligomers at concentrations ranging from 1 to 500 pmoles. B, C) The raw 
counts obtained from the MS analysis were then plotted against the pmols for each length of 
the oligomers (S3A and S3B). The values for the curves were linearly fit and their slopes (values 
in Table S1) were obtained. The moles/counts for each n-mer oligo were calculated and the 
average was determined as the value in calibration (moles/ions) (S6, denoted as 7). The ratio 
of the average value to slope of each n-mer was used as the length dependent factors (LDF) 
in the SpectralBrowser (S6). The values used for oligo concentrations of 2-10mers was for a 
100µL injection volume in the spectralBrowser. 
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Table S1 

Oligo Length 
(Linear Fit) 

Coefficient Values ± one standard deviation 
(counts/moles) 

Slope un-precipitated Slope Precipitated 

2 13656 ± 259 10288 ± 87.7 

3 21307 ± 453 20768 ± 276 

4 38472 ± 1.78e+003 41287 ± 307 

5 31293 ± 896 32831 ± 292 

6 12173 ± 408 12407 ± 242 

7 15117 ± 444 15601 ± 313 

8 9866.8 ± 403 10429 ± 275 

9 9806 ± 400 10404 ± 270 

10 11048 ± 509 11551 ± 366 
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S4. Calibration of cyclic phosphate monomers and linear phosphate monomers standards was 
performed to determine the concentration of monomers formed in the oligomerisation reaction. 
A) A calibration was performed at the following concentrations of cAMP, cUMP, cGMP, cCMP and 2’/3’ 
linear monomers AMP, GMP, CMP: 200, 100, 50, 25, 10, 5, 2.5 and 1 uM concentrations. S4A shows 
the calibration curve for concentration in uM vs absorbance at 260 nM recorded by the DAD (diode array 
detector) coupled to the HPLC. The G only oligomerisation samples were conducted with a starting 
concentration of 20 mM cGMP, the GC samples with 10 mM each for cGMP and cCMP and the AUGC 
samples with 5 mM for cGMP, cCMP, cAMP and cUMP. G only samples were diluted 200 times, the GC 
samples 100 times and the AUGC 50 times, so that the theoretical concentration of reactants in each 
samples was 0.1mM, in order to achieve a good separation of the compounds in the HPLC and to be in 
the linear range of the calibration. B, C and D) show the final concentration of cyclic and linear phosphate 
monomers as a function of the drying temperature (40, 60, 80°C). Overall, the concentration of cyclic 
monomers decreases with the temperature. Nonetheless the drop remains limited and even at 80°C 
after one day we still have a high concentration of non-hydrolysed cyclic reactants. For the GC and 
AUGC oligomerisation samples, the final concentration of cyclic monomers is still higher that the 
concentration of the hydrolysed product. Only the G oligomerisation shows a different behavior. The 
concentrations of linear product seem also to increase globally with the temperature. In conclusion, 
maybe the hydrolysis of the reactants plays a role in the drop of efficiency of the oligomerisation at 
higher temperature. E) Shows the effect of temperature on the overall pH of post-oligomerisation 
mixture. The dried samples are rehydrated with 100 µL nuclease-free water and the pH were measure. 
The results are displayed as an average pH drop for G, GC and GCAU mixtures. All the reaction mixtures 
were initially adjusted to pH 10 and allowed to dry at 40, 60 and 80 °C. The results Show that at 40 °C, 
the pH drop is by 1 pH unit (Avg). The pH drops are 2 pH units after 80 °C reaction, indicating the 
formation of acidic products due to ring opening of monomers and n-mer-cP (see S5 for n-mers results 
of G oligomerisation). We could not point to any other simultaneous processes leading to pH drop. 
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S5. Quantification of n-mer-cP and n-mer-P (2 to 10mers; for monomers quantification see S4) in cGMP 
oligomerisation. The reactions were carried out for 18 hours in 100µL reaction volume. The reaction 
mixture was adjusted to pH 10 using KOH solution before the start of the reaction. The total 
concentration of the reaction mixture was adjusted to 40 mM using KCl solution. The total concentration 
of K+ ions included the K+ from KOH for pH adjustment and the remaining solution was adjusted using 
KCl to reach a total of 40 mM concentration. A) shows the total concentration n-mer-cP and n-mer-P 
and their dependence on temperature. Best oligomerisation is obtained at 40 °C with relative decrease 
in oligomerisation at 80 °C. However, the oligomerisation is favoured from 40 °C to 80 °C to varying 
extent and thus showing the prebiotic relevance of this reaction. B) shows the break-up of the 
concentrations of n-mer-cP from n-mer-P in the oligomerisation mixture. C) shows the post-
oligomerisation pH drops as a function of varying temperature. We attribute this pH drop to the hydrolysis 
of the of cP n-mers and cP-monomers. As it can be seen in S5A and S5B that the amount of oligomers 
drops significantly especially from 4-mers to 10-mers with increasing reaction temperature. D) plots 
show normalised concentrations (between 0-1) for n-mers (2 to 10). In each plot the concentrations are 
normalised to 2-mers. Thus, indicating the relative concentrations of cP-n-mers in comparison to P-n-
mers. The bar plots clearly indicate that the amounts of cP-oligomers are reduced significantly as the 
reaction are carried out at higher temperatures. For pH determination of the reactions, bulk dried 
samples were rehydrated with 100µL of nuclease-free water. After the pH was determined, the samples 
were subjected to ethanol precipitation and subsequently, used for HPLC-MS analyses. In the case of 
simulated rock pore reactions, the bulk of the liquid (90%) remained post-reaction and this was extracted 
and used directly for pH determination before further analyses. 
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S6. Representative screenshot of the workflow in the SpectralBrowser. The numbering above the arrows 
indicate the direction of the workflow starting from 1 and moving upwards. The MS1 data file generated 
from the MSConvert is dropped into 1. The MS1 file is converted into a binary file that is read by the 
SpectralBrowser by function 2. The counts at defined cursor positions are accumulated by function 3. 
Oligomeric masses from 2-10mers with the cyclic phosphate or linear phosphate ends are defined by 4. 
Those masses are then processed, plotted and displayed in the program. The ‘Do Fit’ function in the 
program is applied to remove overlapping masses and the concentrations are calculated based on the 
fit qualities. Qantification using SpectralBrowser. The mass spectrometry data was handled by using a 
freely available program called MSConvert from ProteoWizard.[6] The program allowed the conversion 
of ‘.d’ file format generated by the Agilent MS system to a MS1 or MZ5 file formats. Once the MS1 or 
MZ5 file was generated, it is now ready to be used in the SpectralBrowser. The MS1/MZ5 file can be 
dragged and dropped into the program. The workflow within the SpectralBrowser is shown in S6. The 
MS1 /MZ5 file is then converted into binary file by loading all the spectra from 0-40 minutes and saving 
it into a subVI within the program. The subVI generates a ‘.bin’ file with the mass arrival times, the m/z 
values arriving at those times and corresponding counts of the masses. The masses are then 
accumulated, by clicking on ‘sum counts at HPLC times’, within the defined set of cursors assigned 
based on the retention times of the oligomers eluting in the HPLC-DAD. Then the masses are defined 
within a subVI using ‘Define masses’ key, where the masses are calculated for cyclic ended phosphates 
and linear phosphate oligomers. If required, the salt adduct masses are also calculated. Following this, 
the masses are processed, plotted and displayed in the program. The length dependency factor, 
moles/ion counts values for 2-10mers are obtained from the calibration values of standards, and the 
injection volumes are used to calculate the oligomer concentrations for the analysis. The program further 
uses a fitting algorithm that plots and overlays the fit on to the experimental isotope distributions obtained 
from the raw data. The fit is calculated after several rounds of iterative overlays to obtain a final average 
fit. A cubic spline fit is used for the interpolation between the counts of the isotope masses and overlaid 
on the empirical isotope distribution. The fit parameters such as the number of isotopes to be fit, the 
standard deviation of the iterative fit values, the width of the fit over the empirical isotope distribution 
can be varied based on the data being analysed. The concentrations of the oligomers are calculated 
and based on the fit values and they are exported from the program. 
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S7. Example of a routine analysis of G7 oligomer using the SpectralBrowser program. a) The masses 
of G7 (sum of the counts of all the charge states) plotted against time on the x-axis. The G7 white trace 
which corresponds to the HPLC-DAD retention time of G7 with linear phosphate terminus is between 
the two bold cursors. b) Shows the in-program plot of all the oligomers of G on the x-axis vs their 
corresponding concentrations. On the right of concentration plot is the raw counts of the corresponding 
G oligomers. c) The full spectrum of all the mass accumulated from between the defined cursor positions 
of the of 2-10mers in grey background. The yellow traces correspond to all the charge states (z=2,3 and 
4) detected in the ESI-MS for a G7 oligo. z=1 is a dormant charge state for a G7 oligo and hence not 
observed. d) The fit results for z=2, i.e. the charge state with most counts and a m/z of 1215.7. e) Inset 
are the fits for all the charge states of a G7 oligomer. 

Table S2. Example of mass overlap and selection criteria   

Sequence Mass 
Overlap 

sequences 

Charge state Other 
overlaps 

Comment 

1 2 3 4 

GGG-P 
1052.1456 

(1) 
525.5692 (2) 

AAA_cP_Na3 1052.09
61 

    The overlaps fall within the cursor 
ranges of trimers. 

CCA_cP_K3 1051.99
55 

    

GCC_cP_NaK2 1052.01
64 

    

 GGGGAA_cP_
Na3 

   525.052
9 

 Fall outside the cursor range and 
thus, the overlap is not directly 
relevant 

 GAAAAA_cP_K
3 

   525.037
1 

 

 GGGGCC_cP_
K3 

   525.027
7 

 

 GGAAAA_cP_
NaK2 

   525.042
4 

 

 GGGAAA_cP_
Na2K 

   525.047
6 

 

 GCU_P_K2     524.0109 Within Cursor range, however the 
major isotopes do not overlap. 

 UUU_P_K3     523.9698 

 CAU_cP_K3     525.9861 

 GCU_cP_NaK2     525.9966 
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Table S3. Example of mass overlap and selection criteria   

Sequence Mass 
Overlap 
sequenc

es 

Charge state Comment 

1 2 3 4 
 

GGG_cP 
1034.135 
516.5639 

 

GGC_P_Na 1034.12
14 

516.557
1 

  All the overlapping sequences 
fall within the assigned cursors 
range for the cyclic trimers. The 
sequences selected here 
(indicated in green shading) are 
based upon the quality of the fit 
algorithm (which takes into 
consideration the most 
abundant isotope and at least 
three isotopes were 
considered), the presence of 
the corresponding sequence 
without the salt adduct and the 
isotopic distribution pattern. 
More over the observations 
from homooligomerisation data 
of G, C, A, U and two 
monomers cooligomerisation 
from GC, GA, GU and AUC 
also aids in the decision 
process. This does not 
necessarily indicate the 
absence of the sequences with 
overlapping masses.  

GCA_P_K 1034.10
04 

516.546
6 

  

AUU_P_K2 1034.01
82 

516.505
4 

  

 GUU_P_NaK 1034.03
92 

516.515
9 

  

 GGU_cP_K 1033.06
88 

516.030
7 

  

 CAU_P_K2 1033.03
42 

516.013
4 

  

 GCU_P_NaK 1033.05
51 

516.023
9 

  

 UUU_p_NaK
2 

1032.97
29 

515.982
8 
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S8. a) Error bars calculated as standard deviation for 5 replicates. The error bars are smaller than the 
markers. The values beyond the 10mers are not quantified, but oligomers were detected clearly in the 
mass spectrometry analysis and the values shown here for n-mers >10 are using moles/ions values at 
1. The dotted horizontal line indicates the quantification limit. b) Temperature screen for cGMP 
oligomerisation at 30, 40, 60 and 80 °C. The reaction worked best at 40 °C for 24 hrs reaction time. c) 
The kinetics of the cGMP reaction are from 0 to 24 hours are shown. A progression in the buildup of 
oligomers is observed from 4 hours to 24 hours and beyond which the concentrations of oligomers are 
not observed to increase significantly. The aqueous control was carried using an oil layer on the top of 
the reaction mixture to prevent evaporation.  
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S9. a) Cooligomerisation of cGMP and cAMP (at 40 °C) with 2 eqv. K+, shows G and A differential 
contribution in GA cooligomers. Sequence composition cGMP and cAMP cooligomerisation at 2 eqv. 
K+. b) Cooligomerisation of cGMP and cUMP and the sequence composition of the same. c) cAMP, 
cUMP, cCMP cooligomerisation and its sequence composition. The reaction shows very low 
concentration of mostly dimers formed and thus showing that cGMP played a major role in forming 
mixed sequence oligomers of >3mers in the rested conditions. All the reactions were carried out at 
40 °C, 2eqv. K+ ions for 18 hours. 
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S10. Quantification of GC oligomerisation as a function of varying salt concentrations. The reactions 
were carried out for 18 hours in 100µL reaction volume. The reaction mixture was adjusted to pH 10 
using KOH solution before the start of the reaction. The total concentration of the reaction mixture was 
adjusted to the desired salt concentrations for each reaction using KCl solution. The total concentration 
of K+ ions includes the K+ from KOH for pH adjustment and the remaining solution was adjusted using 
KCl. S10A and S10B clearly show that the GC and GCAU oligomerisations are not affected by the 
amounts of salt. However, we observe that the type of salt definitely plays a major role in the yields of 
the reactions. K+ shows best oligomerisation assistance in comparison to Na+. Mg2+ drastically inhibits 
oligomerisation. 
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S11. Comparison of GC and AUGC oligomerisation due to bulk drying vs within a simulated rock pore 
environment. The reactions were carried out for 18 hours in 100µL reaction volume. The reaction 
mixture was adjusted to pH 10 using KOH solution before the start of the reaction. The total 
concentration of the K+ was fixed at 40mM and was adjusted to the desired concentrations for the 
reactions using KCl solution. The total concentration of K+ ions includes the K+ from KOH for pH 
adjustment and the remaining solution was adjusted using KCl. The sequence composition shown 
include the mass overlaps of species which are fit by the program. The Corresponding figures in 
Figure 2e and Figure 3c of the manuscript are compiled after a more rigorous selection criteria based 
on the retention times, isotope distribution, mass overlaps and a good fit quality.  GC oligomers were 
fit for 2-10mers, however, for the AUGC oligomers we attempted to fit only 2-7mery due excessive 
mass overlaps with salt adducts and due high noise beyond 7mers for detection of cooligomers.   
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S12 The following are GCAU analyses images within the SpectralBrowser LabView program showing 
the the isotopic distributions, fits. 

 

4.4 Publication IV 137



19 

 

 

 

 

 

138 Publication IV



20 

 

 

 

 

 

4.4 Publication IV 139



21 

 

 

 

 

 

140 Publication IV



22 

 

 

 

 

 

4.4 Publication IV 141



23 

 

 

 

 

 

142 Publication IV



24 

 

 

 

 

 

4.4 Publication IV 143



25 

 

 

144 Publication IV



26 

 

 

 

 

 

4.4 Publication IV 145



27 

 

 

 

  

146 Publication IV



28 

 

 

  

4.4 Publication IV 147



29 

 

 

 

 

 

  

148 Publication IV



30 

 

 

  

4.4 Publication IV 149



31 

 

 

 

150 Publication IV



32 

 

NMR Results 

NMR experimental section: 

1H (31P) NMR spectra were recorded at 25 °C with a Bruker Avance III spectrometer operating at a 1H 
(31P) Larmor frequency of 800 MHz (162 MHz). Deuterium oxide (D2O) was used as a solvent and 
chemical shift values are given in ppm. DSS (sodium trimethylsilylpropanesulfonate) was used as an 
internal standard. 1H chemical shifts are reported in δ units relative to DSS methyl peak (appearing as 
a singlet at δH = 0.00). 

Compounds Oligomerised sample of polyG (maroon) and cG monomers (blue)… 1H Diffusion 

ordered spectroscopy (DOSY) spectra were recorded using the pulse sequence stebpgp1s19 (available 
in the standard Bruker library), while 31P DOSY spectra were recorded by using an analogous pulse 
sequence exchanging the relevant irradiation channel. 1H (31P) DOSY spectrum was recorded with 8k 
(4k) direct points, 8 (2k) scans and an acquisition time of 510 (310) ms. In each DOSY measurement, 
64 spectra were recorded with linearly increasing gradient strength between 5 and 95%. Parameters Δ 
(diffusion period) and δ (length of the gradient pulses) were optimized for the specific sample and each 
spectrometer used and were ultimately set to 50 (250) and 1.2 (2) ms, respectively. All spectra were 
processed with zero-filling to 16k direct points. Subsequent data analysis was conducted using 
commercially available softwares Bruker TopSpin version 4.0.5 and Bruker Dynamics Center version 
2.7.2. Peak intensities were extracted from the DOSY spectrum and the signal decays for each signal 
were fitted to Equation 1: 

𝐼𝐺 = 𝐼0𝑒
(−(𝛾𝛿𝐺)2𝐷(∆−

𝛿
3

))
 

where I is the normalized signal intensity, γ is the gyromagnetic ratio, G is the gradient strength, and D 
is the diffusion coefficient. Fitted profiles and the relevant experimental errors are available in 
Supplementary Tables S4-S7.  
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NMR supplementary figures: 

 

 

S13 1H NMR spectrum of Oligomerised sample of PolyG (maroon) and cGMP monomers (blue) each at 
60 mM concentration in 600 µL volume. Relaxation delay was set at 1 s. Spectrum is referenced to the 
signals at 0.00 ppm belonging to DSS methyl protons (internal standard).  
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S14. 31P NMR spectrum of Oligomerised sample of polyG (maroon) and cG monomers (blue) 
each at 60 mM concentration in 600 µL volume. Relaxation delay was set at 10 s. 
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S15. Overlap of pseudo-2D 1H NMR DOSY spectra of Oligomerised sample of PolyG (maroon) and cG 
monomers (blue), each at 60 mM concentration in 600 µL volume samples in D2O at 25 °C. The internal 
standard DSS is highlighted in yellow. The fitted value of 4.63x10 -10 m2s-1 is in good agreement with 
previously reported values.[7] 
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S16. Overlap of pseudo-2D 31P NMR DOSY spectra of Oligomerised sample of polyG (maroon) and 
cG monomers (blue) each at 60 mM concentration in 600 µL volume in D2O at 25 °C. 
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NMR supplementary tables: 

Table S4: Fitted values for 1H DOSY experiment of the cGMP monomers sample. 

Peak 
name 

F2 [ppm] D [m2/s] error 

1 6.133 3.737e-10 1.1817e-12 

2 6.131 3.735e-10 1.1596e-12 

3 5.930 3.243e-10 1.9195e-12 

4 5.923 3.197e-10 1.8430e-12 

5 5.422 3.727e-10 1.2362e-12 

6 5.143 3.709e-10 1.5689e-12 

7 4.795 1.479e-09 4.8166e-10 

8 4.535 3.318e-10 5.3356e-12 

9 4.410 3.697e-10 1.4674e-12 

10 4.349 3.252e-10 1.4682e-12 

11 4.219 3.290e-10 2.1606e-12 

12 3.907 3.798e-10 2.1546e-12 

13 3.891 3.724e-10 1.0567e-12 

14 3.864 3.320e-10 8.8253e-13 

15 3.860 3.367e-10 2.2188e-12 

16 3.852 3.537e-10 1.7368e-12 

17 3.842 3.543e-10 2.3051e-12 

18 3.836 3.549e-10 2.2265e-12 

19 3.815 3.221e-10 1.4775e-12 

20 3.811 3.185e-10 1.0990e-12 

21 3.800 3.182e-10 2.1016e-12 

22 3.795 3.147e-10 2.2578e-12 
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Table S5: Fitted values for 1H DOSY experiment of the oligomerised polyG sample. Data 
highlighted in red indicates the DSS internal standard diffusion coefficient. 

Peak 
name 

F2 
[ppm] 

D [m2/s] error 

1 7.984 3.153e-10 4.2449e-12 

2 7.971 3.142e-10 4.7841e-12 

3 6.123 3.592e-10 4.0076e-12 

4 6.120 3.568e-10 4.0470e-12 

5 5.982 3.097e-10 3.6368e-12 

6 5.977 3.024e-10 3.7378e-12 

7 5.924 3.029e-10 3.2028e-12 

8 5.917 2.999e-10 4.4590e-12 

9 4.536 3.053e-10 3.0396e-12 

10 4.420 3.116e-10 4.0481e-12 

11 4.362 2.959e-10 2.3600e-12 

12 4.223 3.041e-10 2.6135e-12 

13 3.908 3.370e-10 6.0910e-12 

14 3.892 3.323e-10 5.6738e-12 

15 3.864 3.145e-10 1.2053e-12 

16 3.807 2.910e-10 1.7754e-12 

17 3.795 2.945e-10 6.0192e-12 

18 3.792 2.902e-10 6.8443e-12 

19 -0.001 4.632e-10 4.5269e-12 
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Table S6: Fitted values for 31P DOSY experiment of the cGMP monomers sample.  

Peak 
name 

   F2 
[ppm] 

   D [m2/s]    error 

1  20.024  4.026e-10  8.7340e-12 

2 3.941  3.581e-10  1.3170e-11 

3 3.476  3.499e-10  1.5036e-11 

 

Table S7: Fitted values for 31P DOSY experiment of the oligomersied polgG sample.  

Peak 
name 

   F2 
[ppm] 

   D [m2/s]    error 

1 19.991  3.608e-10  1.3481e-11 

2 19.619  2.320e-10  2.9944e-11 

3 4.003  3.276e-10  4.1305e-12 

4 3.923  2.600e-10  1.0986e-11 

5 3.756  2.293e-10  2.3110e-11 

6 3.517  3.402e-10  5.4489e-12 

7 -0.829  1.978e-10  1.8610e-11 

8 -0.919  2.154e-10  1.5313e-11 

9 -0.988  2.493e-10  7.2111e-12 

10 -1.179  2.691e-10  1.7769e-11 
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Numerical Polymerisation Model 

 

Fit of the data with an effective polymerisation model 

In this section we show how to derive an effective polymerisation model and use it to fit the length 
distribution of polymers measured from the experiments in the trap. To evaluate the basic assumptions 
of the model we only fit the length distribution of homopolymers (consisting purely of G, A, U, or C, 
respectively), but do not consider mixed polymers. For these homopolymers, with the help of suitable 
approximations, the total number of fit parameters can be reduced to only three to four parameters per 
species and good fit results can be achieved. 

In the following, we first derive the effective model that describes ligation of two polymers as an effective 
three-particle reaction of the two polymers together with a template polymer. To derive these effective 
rates, we consider only leading order contributions, i.e., we consider only those configurations of poly-
mers bound with templates that contribute most to the overall effective ligation rate. We also discuss 
why we expect that this approximation via an effective rate adequately describes the dynamics of the 
system. Finally, we analyze the fits of the model to the data. 

Derivation of the effective model 

First, we consider only one species (G) which forms the scaffolds and does not seem to be significantly 
affected by the presence of the other, so that it can be analyzed in isolation. The concentration of poly-
mers of length 𝑖 is denoted by 𝑐𝑖. In the following, by using the term ‘polymer’ we typically also include 
the monomers (polymers of length 1) and denote the concentration of monomers by 𝑐1. Ligation of 
polymers is only possible via stacking with a ‘template’ polymer. Therefore, it can be assumed that 
ligation takes place in three steps (S10). 

In the first step, a polymer (ligand) of length 𝑖 stacks with a template polymer (template) of length 𝑘 (𝑖 =
4 and 𝑘 = 8 in the example in (S10). The stacked state is unstable, because stacking is typically weak 

and thus highly reversible. We denote the total concentration of stacked pairs of two polymers of size 𝑘 
and 𝑖 by 𝑐𝑘,𝑖 and their decay rate (destacking rate) by 𝛿𝑘,𝑖. We assume that the decay rate decreases 

exponentially with the number of stacking bonds 𝑛𝑘,𝑖 between the template of size 𝑘 and ligand of size 

𝑖, 

𝛿𝑘,𝑖 = 𝐴𝑒−𝑛𝑘,𝑖ℎ. (1) 

Here, ℎ can be interpreted as the free energy difference per stacking bond relative to the thermal energy 
scale 𝑘𝐵𝑇. To determine the numbers 𝑛𝑘,𝑖 of bonds between the polymers, we only account for those 

configurations that have a maximum number of bonds and, therefore, will make the largest contribution 
to the ligation rate. For example, if a polymer of size 𝑖 binds with a template of larger size 𝑘, as depicted 
in figure S17, the (maximum) number of stacking bonds is 2𝑖 (each base of the ligand forms two stacks 
with the template). As we will see below, however, only the total number of bonds between the ligands 
and the template is relevant for our model, and for this total number we can find a rather simple expres-
sion.  

 

 

4.4 Publication IV 159



41 

 

 

S17. Effective model for the polymerisation kinetics. We assume that two RNA polymers of lengths i and 
k can stack together with rate ν. The de-stacking rate δk,i decreases exponentially with the number of 

stacked bases nk,i (here 2i), see Eq. (1). Subsequently, another polymer of length j can stack to the 

complex and if the stacks persist long enough, the polymerisation reaction ligates the two polymer 
strands with rate ρ. Since for polymers up to a certain length the de-stacking rate is large compared to 
the stacking rate, we can derive an effective model that describes ligation of the two strands of length i 
and j as an effective three-particle reaction with effective rate constant pijk. In total, the effective model 

thus depends on only four fit parameters, two of which can be well estimated from the literature. 

 

In the second step, a second ligand of length 𝑗 stacks next to the first ligand. We denote the concentra-
tion of two ligands of length 𝑖 and 𝑗 stacked with a template of length 𝑘 by 𝑐𝑘,𝑖𝑗 and the corresponding 

decay rate by 𝛿𝑘,𝑖𝑗. Again, we only consider those configurations that are most stable and hence con-

tribute most to the total ligation rate. To leading order, the decay rate 𝛿𝑘,𝑖𝑗 will thus be determined by 

the number of bonds between the template 𝑘 with the smaller of the two ligands 𝑖 or 𝑗, which we assume 
to be 𝑗 (the reaction where the smaller polymer binds first has only a subleading contribution on the total 
ligation rate). Hence, 

𝛿𝑘,𝑖𝑗 ≈ 𝛿𝑘,𝑗 = 𝐴𝑒−𝑛𝑘,𝑗ℎ. (2) 

Lastly, in the third step, a polymerisation reaction ligates the strands 𝑖 and 𝑗. It can be assumed that 
polymerisation is slow and irreversible on the time scale of the experiment. Furthermore, it is likely that 
the polymerisation rate depends on the lengths of the ligands. We denote by 𝜌𝑖𝑗 the polymerisation rate 

of two ligands of lengths 𝑖 and 𝑗. As a first order approximation it is sufficient to set all ligation rates equal 
and distinguish only the case when both ligands are monomers. However, we found that the fits can be 
improved if we additionally distinguish the case when one ligand is a dimer and the other one a mono-
mer. Hence, we define 

𝜌𝑖𝑗 = {

 𝜇1 𝜌   if  𝑖 = 𝑗 = 1

 𝜇2 𝜌   if  𝑖 = 2,  𝑗 = 1
 𝜌 else ,

 (3) 

where 𝜇1 and 𝜇2 are dimensionless fit parameters that quantify how much slower polymerisation pro-
ceeds for two monomers or a monomer and a dimer, respectively, as compared to when larger polymers 
are involved. A possible reason for the slower ligation of monomers is that they are not as tightly con-
strained in the template as larger polymers.[8] It should take longer, on average, for a successful ligation 
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to occur if the orientation and spacing between monomers changes frequently due to thermal fluctua-
tions.  

Denoting the stacking rate 𝜈, the dynamics of the concentrations of the intermediate states 𝑐𝑘,𝑖 and 𝑐𝑘,𝑖𝑗 

and the final product 𝑐𝑖+𝑗 can now be described by the following set of rate equations: 

𝑑

𝑑𝑡
𝑐𝑘,𝑖 = 𝜈𝑐𝑖𝑐𝑘 − 𝛿𝑘,𝑖𝑐𝑘,𝑖 − 𝜈𝑐𝑘,𝑖𝑐𝑗 + 𝛿𝑘,𝑖𝑗𝑐𝑘,𝑖𝑗

𝑑

𝑑𝑡
𝑐𝑘,𝑖𝑗 = 𝜈𝑐𝑘,𝑖𝑐𝑗 − 𝛿𝑘,𝑖𝑗𝑐𝑘,𝑖𝑗 − 𝜌𝑖𝑗𝑐𝑘,𝑖𝑗

d

𝑑𝑡
𝑐𝑖+𝑗 = 𝜌𝑖𝑗𝑐𝑘,𝑖𝑗

 (4) 

Assuming that the concentrations of the intermediate states are stationary, the rate of production of the 
final product is determined by equating the first and the second equation with 0 and eliminating 𝑐𝑘,𝑖, 

𝑑

𝑑𝑡
𝑐𝑖+𝑗 = 𝜌𝑖𝑗

𝜈2𝑐𝑖𝑐𝑗𝑐𝑘

𝛿𝑘,𝑖𝛿𝑘,𝑖𝑗+𝜌𝑖𝑗(𝛿𝑘,𝑖+𝜈𝑐𝑗)
≈

𝜌𝑖𝑗𝜈2

𝛿𝑘,𝑖𝛿𝑘,𝑖𝑗
𝑐𝑖𝑐𝑗𝑐𝑘 ≕ 𝑝𝑖𝑗𝑘  𝑐𝑖𝑐𝑗𝑐𝑘  , (5) 

where in the second step we assumed that 𝛿𝑘,𝑖𝛿𝑘,𝑖𝑗 ≫ 𝜌𝑖𝑗(𝛿𝑘,𝑖 + 𝜈𝑐𝑗). 

Let us halt here for a moment to evaluate what these approximations mean and whether they are indeed 
justified for the system. The stationarity assumption for the concentrations of the intermediate states is 
usually justified if the off-rates for the intermediate reactions are much larger than the corresponding on-
rates, or, in other words if 

𝑐𝑖𝜈 ≪ 𝛿𝑘,𝑖  𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖 , (6) 

where Eq. (2) was used to simplify the condition for the second intermediate reaction. 

Note that a polymer 𝑖 can have at most 2𝑖 bonds with another polymer 𝑘 and thus a more stringent 

condition is obtained by replacing 𝛿𝑘,𝑖 with 𝐴𝑒−2𝑖ℎ in the above inequality. Typical values for the rate 

constants found in the literature are 𝜈 ≈ 1 (µ𝑀𝑠)−1, ℎ = 0.5 and 𝐴 ≈ 105 s−1 at 40∘ Celsius.[9–12] Evalu-

ation of Eq. (6) with the final concentrations from the experiment (and the initial concentration 𝑐1 =
20 𝑚𝑀 for the monomers) shows that the condition is most stringent for the monomers (because the 
concentration is large) and the largest polymers observed in the experiment (because the exponential 
factor is dominant). Only for the largest polymers (size > 10) observed in the final distribution could the 
stationarity condition be violated, since the left-hand side in Eq. (6) may slightly exceed the right-hand 
side if the above-mentioned values for the parameters are assumed. However, since the concentration 
of large polymers is rather low, their influence on the dynamics as catalysts for ligation is probably very 
low anyway. Furthermore, at earlier times during the experiment, their concentration is even significantly 
lower so that until a certain time Eq. (6) is approximately fulfilled for all types of polymers. Under these 
considerations, stationarity in Eq. (4) is a reasonable assumption. Assuming that Eq. (6) is fulfilled, the 
approximation in the derivation of Eq. (5) is justified if both 𝛿𝑘,𝑖 and 𝛿𝑘,𝑖𝑗 are larger than 𝜌𝑖𝑗, which is 

again very likely.[13] 

Taken together, we expect that ligation in the experiment is well described by the effective rate in Eq. 
(5). Note, however, that the approximation would break down if polymers grew to a significantly larger 
size or if the concentrations were strongly increased. 
Equation (5) states that ligation is an effective three-particle reaction of two ligands with a template. 
Together with Eqs. (1) and (2), the effective ligation rate can be transformed to 
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𝑝𝑖𝑗𝑘 =
𝜌𝑖𝑗𝜈2

𝛿𝑘,𝑖𝛿𝑘,𝑗
=

𝜌𝑖𝑗𝜈2

𝐴2

1

𝑒
−(𝑛𝑘,𝑖+𝑛𝑘,𝑗)ℎ

 , (7) 

where (𝑛𝑘,𝑖 + 𝑛𝑘,𝑗) is the total number of bonds between the template 𝑘 and the two ligands 𝑖 and 𝑗. The 

largest contribution to the overall rate comes from those configurations that have a maximum number 
of bonds. The maximum number of bonds is limited by the smaller of either the length of the template 

or the combined lengths of the ligands. Hence, (𝑛𝑘,𝑖 + 𝑛𝑘,𝑗) ≈ 2min(𝑘, 𝑖 + 𝑗) which further simplifies the 

effective rate constant: 

𝑝𝑖𝑗𝑘 =
𝜌𝑖𝑗𝜈2

𝐴2

1

𝑒−2min(𝑘,𝑖+𝑗)ℎ ≕ 𝛼𝑖𝑗  𝑒2min(𝑘,𝑖+𝑗)ℎ   (8) 

For the overall pre-factor 𝛼𝑖𝑗 we distinguish only the case when both ligands are monomers and when 

one is a dimer and the other a monomer (cf. Eq. (3)): 

𝛼𝑖𝑗 = {
 𝜇1

𝜌𝜈2

𝐴2 ≕ 𝜇1 𝛼    if  𝑖 = 𝑗 = 1

 𝜇2 𝛼   if  𝑖 = 2,  𝑗 = 1
 𝛼 else 

 (9) 

Therefore, we fit the model with only four parameters (𝛼, 𝜇1, 𝜇2, ℎ) for the species G. To fit the other 
species as well, we use the same model but with independent fitting parameters (𝛼𝜎 , 𝜇1,𝜎 , 𝜇2,𝜎 , ℎ𝜎) for 

each species 𝜎 = U, A, C assuming that only G-polymers can act as template and catalyze ligation. This 
assumption is reasonable because, first, the yield for G is significantly larger than the yield for the other 
species and, second, stacking is less stable between A, U and C with themselves than with G. 

To formulate the rate equations for the full dynamics of G (the other species are included analogously), 
it is useful to define the effective ligation rate for two ligands of length 𝑖 and 𝑗 

𝑝̃𝑖𝑗 ≔ ∑ 𝑝𝑖𝑗𝑘𝑘 𝑐𝑘  , (10) 

by performing the weighted sum over the length distribution of templates (G-polymers). 

The full model for G then reads 

𝑑

𝑑𝑡
𝑐1 = − ∑ 𝑝̃1𝑗𝑗≠1  𝑐1𝑐𝑗 − 2𝑝̃11 𝑐1𝑐1 ,

𝑑

𝑑𝑡
𝑐ℓ =

1

2
∑ ∑ 𝑝̃𝑖𝑗𝑖+𝑗=ℓ 𝑐𝑖𝑐𝑗 − ∑ 𝑝̃ℓ𝑗𝑗≠ℓ  𝑐ℓ𝑐𝑗 − 2𝑝̃ℓℓ 𝑐ℓ𝑐ℓ .

 (11) 

The factor of 1 2⁄  in the second line of Eq. (11) avoids double counting in the sum and the two factors 
of 2 in the first and second line are stoichiometric factors (two copies of a polymer of length ℓ are lost if 
they are ligated). 

Equation (11) formally describes the concentrations of polymers of arbitrary lengths. However, simula-
tions of the rate equations are only reasonable for polymers up to a finite cut-off length. Introducing such 
a cut-off length is necessary because the approximation breaks down for large polymers. This also 
matches the experimental observations, where only polymers with a length of up to 14 bases are ob-
served with significant statistics (S18). Furthermore, a cut-off length slightly larger than 10 significantly 
speeds up the simulation. We chose a cut-off length of 15. 
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Fitting the model to the data 

To fit the parameters of our model, we simulated Eq. (11) numerically from time 𝑡0 = 0 until 𝑡𝑒𝑛𝑑 = 18 ℎ, 
which corresponds to the runtime of the experiments. We fitted the resulting final polymer-length distri-
bution to the length distribution obtained from the experiments, using standard least-squares optimiza-
tion to determine the model parameters. Obvious outliers in the experimental data (often the data point 
for the hexamers) have been ignored in the fitting procedure. Since the model has only four parameters, 
it was most effective to sample large regions of the parameter space systematically by varying the pa-
rameters on a dense grid. To this end, we first sampled physically reasonable regions of the parameter 

space with a rough grid of 104 − 105 equidistant grid points and subsequently refined the grid around 
the optimum to finely adjust the parameters. In this way, we were able to ensure that we actually found 
a global optimum and not just a local one.  

S18: Fit of the final length distribution of homo-G polymers in the experiment after 18 hours in 2 eqv. 
Na+ solution at different pH levels (blue squares) with the theoretical model (red stars). Fits were 
obtained with the method of least squares by sampling the complete (physically meaningful) parameter 
space and numerically integrating the model until time t = 18 h. The initial monomer concentration in 

the experiment and in the simulation was 20 mM. The final monomer concentration is omitted for clarity. 
The parameter values for which the optimal fits were obtained are indicated in each plot. For pH = 10 
we additionally plot the distribution of homo-U polymers (green circles) and the corresponding fit by the 
model (yellow crosses). 

 

S18 shows the fit to the experimental polymer length distribution obtained at different pH levels in 40 mM 
Na+ salt solution with an initial monomer concentration of 20 mM. The parameter values that generated 
the best fit are indicated in the plots. For the system with pH=10 we also show the best fit to the length 
distribution of homo-U polymers. However, since for U polymers only four data points from the 
experiment are available, the fitted distribution and the induced parameter values are not fully reliable 
in this case. The same problem applies to A and C polymers, for which even less data points are 
available, so that it does not make sense to fit the four-parameter model to this data. S12 analogously 
shows the fit of the model to the polymer length distribution obtained in 40 mM solution of K+ at different 
pH levels. 
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S19. Fit of the final length distribution of homo G polymers in the experiment after 18 hours in 40 mM 
K+ solution at different pH levels (blue squares) with the theoretical model (red stars). Fits were obtained 
with the method of least squares by sampling the complete (physically meaningful) parameter space 

and numerically integrating the model until time t = 18 h. The initial monomer concentration in the 
experiment and in the simulation was 20 mM. The final monomer concentration is omitted for clarity. The 
parameter values for which the optimal fits were obtained are indicated in each plot. 

In all cases, the experimental distribution can be described well by our theoretical model, apart from a 

few outliers. In most cases, the parameter ℎ at the optimal fit is rather close to the presumed value of 

0.5. The parameter 𝛼 is fitted best, on average, with a value of approximately 4 𝑀2𝑠−1, which can be 

reduced (for example) to 𝜈 = 1 (µ𝑀𝑠)−1, 𝐴 = 105 s−1, 𝜌 = 0.04 s−1, all of which appear as plausible val-
ues for the rate constants according to estimates obtained from the literature.[9–12] Interestingly, to fit the 

curves accurately, the parameter 𝜇1 must be chosen rather small of the order 10−3. Larger values for 

𝜇1, according to the model, would lead to a greatly enhanced concentration of dimers and subsequently 
also enhanced concentrations for the larger polymers (see S20C). 

 

S20. Effect of the fitting parameters. In the optimal fit shown for the system in the middle panel (pH =
10), we vary single fitting parameters of the theory  to demonstrate their effect on the final polymer 
distribution. A Variation of the runtime of the simulation, which is equivalent to a variation in the 

parameter ν that sets the overall time scale. Primarily, the concentration of larger polymers is strongly 
suppressed at earlier times and the distribution is steeper. B Variation of the exponential factor h. 

Smaller values of h imply that the stacks are less stable and thus templated reactions are less frequent, 
which decreases the concentration of larger polymers. C Variation of the dimerisation barrier. The 
dimerisation barrier mainly affects the distribution as a whole, shifting it up or down, but only slightly 
affects the slope of the curve.  
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The model – with appropriately fitted parameters – furthermore allows us to study the dynamics of the 
system and the specific effect of the fitting parameters on the final polymer size distribution. S20A shows 
the polymer size distribution at four equidistant intermediate time points obtained with the fitting param-

eters for G in S18 (middle panel, pH=10). Note that, since the parameter 𝜈 determines the time scale, 
varying the runtime 𝑡end of the simulation is equivalent to varying the parameter 𝜈. Moreover, S20B and 

S20C show the effects of variations of the parameters ℎ and 𝜇1, which either change the steepness of 
the distribution or roughly shift the curve in the vertical direction.  

In total, the experimental finding of a flat size distribution of polymers up to a size of approximately 8 
bases (cf. S18 and S19) at a rather small overall yield of 2-3 % of the monomer concentration suggests 
the existence of a significant dimerisation barrier. Such a dimerisation barrier could be induced by a 
reduced ligation rate for monomers as we discussed above (cf. Eq. (3)). Alternatively, the same behavior 
could be explained by assuming that the stacking rate between monomers is reduced compared to the 
stacking rate of larger polymers or, equivalently, that the specific detachment rate of monomers from the 
template is strongly underestimated by the model. We assume an exponential increase of the 
detachment rate 𝛿 with decreasing number of bonds (see Eqs. (1) and (2)), which might not be 
reasonable for single monomers. Both of these explanations (slower ligation and faster detachment) 
would affect the effective ligation rate between monomers and dimers as well, but to a much lesser 

extent. This is also reflected in the parameter 𝜇2 which is fitted by a value of the order 10−1, about two 
orders of magnitude larger than 𝜇1. 
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Determination of the phosphodiester linkage by Nuclease P1 
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S21. The Nuclease P1 digestion was conducted for polymerised 2’,3’-cGMP. a. UV 260 nm chromato-
gram of no-enzyme control with 10-minute incubation (C10). Chromatogram shows retention times of 
different length oligonucleotides (annotated b-i). Saturated peak at 4 minute is due to traces of phenol 
in the extraction masking some oligonucleotide peaks. b-i. UV chromatograms for the samples C10 (no-
enzyme control, 10-minute incubation, purple-dashed), R10 (enzyme digest, 10-minute incubation, pur-
ple-solid), C30 (no-enzyme control, 30-minute incubation, green-dashed) and R30 (enzyme digest, 30-
minute incubation, green-solid). Intensity of some of the peaks are lowered in enzyme digest samples. 
b. 2 mer-cP, c. 3 mer-P and 4 mer-cP, d. 4 mer-P and 5 mer-cP, e. 5 mer-P and 6 mer-cP, f. 6 mer-P 
and 7 mer-cP, g. 7 mer-P and 8 mer-cP, h. 8 mer-P and 9 mer-cP, i. 9 mer-P and 10 mer-cP. j. Con-
centration equivalent of phosphodiester linkages were calculated for each sample using the integrated 
EIC counts and multiplying it by the number of phosphodiester linkages. Concentrations of the samples 
R10, C30 and R30 were normalized to that of C10. Both R10 and R30 show ~20% enzymatic hydrolysis 
of the oligonucleotides. Background hydrolysis is low for 30 minutes of incubation as can be seen on 
comparing C10 and C30. 
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S22. The Nuclease P1 digestion was conducted for polymerised 2’,3’-cGMP. a. UV 260 nm chromato-
gram of no-enzyme control with 10-minute incubation (C10). Chromatogram shows retention times of 
different length oligonucleotides (annotated b-i). Saturated peak at 4 minute is due to traces of phenol 
in the extraction masking some oligonucleotide peaks. b-i. UV chromatograms for the samples C10 (no-
enzyme control, 10-minute incubation, purple-dashed), R10 (enzyme digest, 10-minute incubation, pur-
ple-solid), C30 (no-enzyme control, 30-minute incubation, green-dashed) and R30 (enzyme digest, 30-
minute incubation, green-solid). Intensity of some of the peaks are lowered in the enzymatic digest 
samples. b. 2 mer-cP, c. 3 mer-P and 4 mer-cP, d. 4 mer-P and 5 mer-cP, e. 5 mer-P and 6 mer-cP, f. 
6 mer-P and 7 mer-cP, g. 7 mer-P and 8 mer-cP, h. 8 mer-P and 9 mer-cP, i. 9 mer-P and 10 mer-cP. 
j. Concentration equivalent of phosphodiester linkages were calculated for each sample using the inte-
grated EIC counts and multiplying it by the number of phosphodiester linkages. Concentrations of the 
samples R10, C30 and R30 were normalized to that of C10. R10 shows ~10% and R30 shows ~20% 
enzymatic hydrolysis. Background hydrolysis is low for 30 minutes of incubation as can be seen on 
comparing C10 and C30. 
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S23. The Nuclease P1 digestion was conducted for polymerised 2’,3’-cGMP. a. UV 260 nm chromato-
gram of no-enzyme control with 30-minute incubation (C30). Chromatogram shows retention times of 
different length oligonucleotides (annotated b-i). Saturated peak at 4 minute is due to traces of phenol 
in the extraction masking some oligonucleotide peaks. b-i. UV chromatograms for the samples C30 (no-
enzyme control, 30-minute incubation, purple-dashed), R30 (enzyme digest, 30-minute incubation, pur-
ple-solid), C4h (no-enzyme control, 4-hour incubation, green-dashed) and R4h (enzyme digest, 4-hour 
incubation, green-solid). Intensity of some of the peaks are lowered in the enzymatic digest samples. 
b. 2 mer-cP, c. 2 mer-P and 3 mer-cP, d. 4 mer-P and 5 mer-cP, e. 5 mer-P and 6 mer-cP, f. 6 mer-P 
and 7 mer-cP, g. 7 mer-P and 8 mer-cP, h. 8 mer-P and 9 mer-cP, i. 9 mer-P and 10 mer-cP. j. Con-
centration equivalent of phosphodiester linkages were calculated for each sample using the integrated 
EIC counts and multiplying it by the number of phosphodiester linkages. Concentrations of the samples 
R30, C4h and R4h were normalized to that of C30 (Comparing C10 and C30 in Figures 1 and 2 shows 
limited background hydrolysis). R30 shows ~23% and R4h shows ~60% enzymatic hydrolysis. Consid-
ering the background hydrolysis of C4h (~20%) and comparing the C4h to R4h gives an estimate of 
~49% enzymatic digest, suggesting that ~49% of the phosphodiester linkages are 3’-5’. 
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Investigation of Intercalated-Stack Arrangement and its Suitability as Start-
ing Point for Oligomerisation by Computational Simulations 

1. Computational Methods 

1.1 System Preparation 

To study the possible stacked intercalated arrangement previously proposed by Šponer et al.[14] for the 
oligomerisation reaction starting from a 3’-5’-cyclic-GMP tetramer, a set of analogous systems with 2’-
3’-cyclic phosphate groups was created.  

In order to investigate why predominantly cGMP oligomerises on its own, non-covalently bonded homo-
geneous tetramers were prepared for the canonical nucleobases, adenine, cytosine, guanine, and uracil 
(N, N/N, N). Further we aimed to study the role a poly-G matrix could play in facilitating the formation of 
strands incorporating adenine, cytosine, and uracil. For this purpose, additional systems were created, 
which include a GMP matrix: (1) N, G/G-G, where N denotes cAMP, cCMP, cGMP, or cUMP, G labels 
cGMP and G-G indicates two oligomerised GMPs (2) N, G/G-G-G follows the same notation. G-G-G 
denotes a GMPs trimer. These heterogeneous systems were investigated both with 2’-5’ and 3’-5’ link-
age, respectively. S24 visualizes the notation. 

 

 

S24. Summary of investigated stacked systems. Bases that are alternated are indicated by N. Non-
covalently linked neighbouring bases are separated by a comma. Oligomerised nucleotides are 
connected by a hyphen. Using a slash, the two strands are indicated. 

 

1.2 Calculation of Stacking Interactions Energies 

For the investigation of the stacking behavior, all phosphate groups were saturated with hydrogens to 
avoid negative charges. The stacking was studied in a static and dynamic manner. Using the program 
package FermiONs++[15–17] in combination with Chemshell,[18] all systems were optimized in the gas 
phase, as well as with implicit solvation (C-PCM)[19] at ωB97M-V[20]/def2TZVPD[21,22] level of theory in-
cluding the VV10[23] dispersion correction.  

Following the structure optimizations, the energies of the subunits were computed at the same theory 
level and in the same environment. To calculate the stacking interaction energies, the subunit energies 
were subtracted from the energy of the stacked super-system. In addition, the average distances be-
tween the centre of mass (based on non-hydrogen atoms) of the nucleobases in each system and the 
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P–O5 distance are evaluated. This distance is relevant because oligomerisation of the nucleotides would 
result in a bond forming between these two atoms. 

1.3 Dynamic Study of Intercalated Stacked Arrangement 

A major shortcoming of investigating the proposed arrangements statically is that, for such an extended 
system, it is unclear whether one has found a global representative minimum on the potential energy 
surface during optimization. Moreover, the inclusion of explicit solvent in the calculation of the stacking 
interaction energies is nontrivial. 

To study the relative stabilization of the aggregates, bypassing the need for a representative minimum 
energy structure and including explicit solvent, we studied the same stacked species by molecular dy-
namics within a water sphere, with a thickness of 15 Å. 

Five GFN-FF[24] molecular dynamics simulations were performed for each system using the xtb[25] pro-
gram package. All simulations were propagated for 100 ps with a timestep of 2.0 fs at 298.15K. The 
SHAKE algorithm[26] was used to constrain the X-H motion. To avoid dissociation of the water shell, the 
system was confined in a cavity by a logfermi potential.[27] Prior to all production runs, the geometries 
were optimized at GFN-FF level of theory. 
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2. Results and Discussion of the Studies of the Nucleotide Assembly 

2.1 Evaluation of Optimized Stacked Structures 

Strong intermolecular interactions, e.g., π-stacking, can lead to nucleotide self-assembly, which is a 
prerequisite for the auto-oligomerisation reaction. To investigate why the short oligonucleotides, contain 
predominantly guanine, we computed the stacking interaction energies and evaluated the minimum en-
ergy structures of the various stacked system by calculating the average base separation and the P-O5 
distance, relevant to the oligomerisation reaction. These results are summarized in TableS9, figures S25 
and 26. The minimum energy structures of all systems optimized in the gas phase are shown in S27-31. 

We examined tetramers containing non-covalently linked cAMP, cCMP, cGMP, or cUMP nucleotides 
(N,N/N,N) as well as heterogeneous stacks with 3’-5’ and 2’-5’ linked GMP strands (N,G/G-G, N,G/G-G-
G). Furthermore, we evaluated the stack stability by GFN-FF molecular dynamics simulations.  

Table S9: Stacking interaction energies calculated at ωB97M-V/def2-TZVPD level of theory, av-
erage center of mass distances, and P-O5 distances for the N,N/N,N, N,G/G-G, and N,G/G-G-
G systems. Energies are given in kcal/mol and distances in Å. 

System Estack dstack d(P-O5) EPCM
stack dPCM

stack dPCM(P-O5) 

A,A/A,A -54.8 3.93 4.77, 4.66 -39.1 3.85 4.64, 4.60 

C,C/C,C -49.3 4.28 4.75, 4.45 -31.9 4.24 4.82, 4.50 

G,G/G,G -51.8 3.89 4.70, 4.48 -38.6 3.74 4.72, 4.48 

U,U/U,U -32.9 4.68 4.62, 4.39 -22.2 4.58 4.58, 4.32 

Linkage 2‘-5‘  3‘-5‘  2‘-5‘  3‘-5‘  2‘-5‘  3‘-5‘  2‘-5‘  3‘-5‘  2‘-5‘  3‘-5‘  2‘-5‘  3‘-5‘  

A,G/G-G -53.5 -68.9 3.74 3.34 4.64 3.69 -35.3 -41.0 3.70 3.44 4.66 3.63 

C,G/G-G -54.9 -60.0 4.10 4.50 4.43 9.00 -31.2 -32.1 4.04 4.63 4.50 8.69 

G,G/G-G -51.9 -74.5 3.80 4.02 4.73 3.72 -35.8 -44.8 3.69 3.75 4.64 3.66 

U,G/G-G -50.9 -72.0 3.93 3.50 4.29 5.29 -30.9 -36.4 3.93 3.61 4.48 5.34 

A,G/G-G-G -69.2 -134.7 3.86 3.44 4.68 3.86 -44.8 -83.2 3.83 3.44 4.59 3.84 

C,G/G-G-G -79.5 -90.1 3.97 4.28 4.51 5.07 -39.9 -57.5 3.93 4.41 4.38 3.73 

G,G/G-G-G -77.8 -90.4 4.04 4.31 4.66 3.68 -47.2 -62.0 3.83 3.86 4.51 3.65 

U,G/G-G-G -66.5 -93.8 3.87 3.92 3.88 3.39 -39.9 -55.3 3.91 3.88 3.76 3.60 

Estack: Stacking interaction energies 

dstack: Average center of mass distance 

PCM: Values computed with implicit solvent 
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The energetic stabilization by stacking, defined as the energy difference of the optimized stacked com-
plex and the single point energies of the subunits, is highest for the adenosine tetramer (gas 
phase: -54.8 kcal/mol, PCM: -39.1 kcal/mol) closely followed by guanosine and cytosine. The stacking 
interaction energy for the uracil tetramer is much weaker than for the other nucleobases (gas 
phase: -32.9 kcal/mol, PCM: -22.2 kcal/mol). S25 shows the stacking interaction energies divided by the 
number of nucleotides for all investigated systems and reflects the trend described above. It can be seen 
that this ordering is obtained both in the gas phase as well as incorporating implicit solvent.  

Higher stabilization makes the self-assembly more likely. However, other effects such as base solubility, 
reactivity, and minimum energy geometry affect the rate of oligomerisation. 

While the stacking stabilization of the adenosine tetramer is 3 kcal/mol higher than that of the guanosine 
tetramer in the gas phase, the average interbase distance and both P-O5 distances are larger (S26). 
This could indicate lower reactivity of the adenosine tetramer than the guanosine species, when stacks 
have formed. The difference in the stacking interaction energies decreases to 0.5 kcal/mol when implicit 
solvation is used. 

 

 

S25. Stacking interaction energies per nucleotide given in kcal/mol. Results from gas-phase calculations 
are given on the left, and results using implicit solvation are summarized on the right. The values for the 
N, N/N, N systems are indicated by horizontal lines hereby we aim to ease the comparison to the sys-
tems containing a poly-G matrix.  

Within the N, N/N, N group the smallest stabilization was determined for U,U/U,U (gas 
phase: -32.9 kcal/mol, PCM: -22.2 kcal/mol). In the presence of a poly-G matrix, the difference between 
uracil and the other nucleobases is significantly reduced. This suggests that a poly-G matrix may facili-
tate the formation of uracil-containing RNA strands. 

While a poly-G matrix aids the positioning of cUMP in an intercalated stacked arrangement, it leads to 
hydrogen-bonded aggregates for cCMP. Even though the obtained hydrogen bonded arrangements are 
stable, they are presumably less suitable as starting points for oligomerisation. This is reflected in the 
measured P-O5 distances. For the 3’-5’ linked C,G/G-G tetramer they are much greater than all other 
P-O5 distances (gas phase: 9.00  Å, PCM: 8.69 Å). We hypothesize that cytosine is incorporated into 
heterogeneous RNA states via an alternative arrangement. 
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Apart from the 3’-5’ linked C,G/G-G system, the strands become more stable and more condensed in 
presence of a guanine matrix as shown in S26. 

Overall, the obtained stacking interaction energies with implicit solvation in water are significantly lower 
than in the gas phase. The minimum energy structures also differ slightly: the stacks are generally less 
compact in the gas phase. Nonetheless the same overall trends can be observed using both setups. It 
should be further noted that the given results are only meant to show trends and are not suitable for 
direct quantitative comparison to experiment. 

 

 

S26. Summary of average center of mass distances and P-O5 Distances of all stacked systems given 
in Å. Results from gas-phase calculations are given on the left (GP), and results using implicit solvation 
are summarized on the right (C-PCM). The values for the N,N/N,N systems are indicated by horizontal 
lines to facilitate comparison with the systems containing a poly-G matrix. The measured P-O5 distances 
for the 3’-5’ linked C,G/G-G tetramer are much greater than all other P-O5 distances (gas phase: 9.00  Å, 
PCM: 8.69 Å) so that they were omitted. 

 

S27-31 show the obtained minimum energy structures of the stacked species in the gas phase. S27 
shows the N,N/N,N set. While A,A/A,A and G,G/G,G are more evenly stacked, more disordered mini-
mum energy structures were obtained for C,C/C,C and U,U/U,U. This matches the lower stability of the 
stacks.  
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(a) A,A/A,A.                     (b) C,C/C,C.                    (c) G,G/G,G.                 (d) U,U/U,U. 

S27. Visualization of pure-stacked-tetramers (N,N/N,N) optimized at the ωB97M-V/def2TZVPD level of 
theory. Indicated are the computed center of masses and the associated atoms. Additionally, the center 
of mass distances is given. 

 

(a) A,G/G-G.                        (b) C,G/G-G.             (c) G,G/G-G.                 (b) U,G/G-G. 

S28. 3’-5’ linked heterogeneous-stacked-tetramers (N,G/G-G) optimized at the ωB97M-V/def2-TZVPD 
level of theory. Indicated are the computed center of masses and the associated atoms. Additionally, 
the center of mass distances is given. 

 

S28 shows the N,G/G-G set with a 3’-5’ linked GMP dimer. A,G/G-G forms a very compact structure, all 
interbase distances are below 3.5 Å. Baulin et al.[28] highlighted the tendency of adenine to intercalate 
in a recent study where they analyzed the distribution of different motifs in RNA. In the C,G/G-G system 
the three cGMP nucleotides are π-stacked while cCMP is base paired to the inner cGMP nucleotide. As 
can be seen in S28b the 5’-OH group and the 2’-3’ cyclic phosphate group are spatially separated, which 
makes this assembly unsuitable as starting point for oligomerisation. Other than for the U,U/U,U system, 
a compact and evenly stacked structure was obtained for U,G/G-G, which indicates that cUMP is suita-
ble for embedding into a poly-G scaffold, where it can be positioned for oligomerisation. 

For the heterogeneous-stacked-pentamers (N,G/G-G-G) including 3’-5’ cGMP trimers shown in S29, 
similar observations are made as for the 3’-‘5 linked heterogeneous-stacked-tetramers (N,G/G-G) pre-
viously discussed. 

For the 2’-5’ linked heterogeneous stacked systems, shown in S30 and 31, stable stacked structures 
were obtained for all systems. Therefore, the stacked arrangement might play a bigger role in the for-
mation of 2’-5’ linked strands than for 3’-5’ linked RNA. 
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(a) A,G/G-G-G.          (b) C,G/G-G-G.              (c) G,G/G-G-G.             (d) U,G/G-G-G. 

S29. 3’-5’ linked heterogeneous-stacked-pentamer (N,G/G-G-G) optimized at the ωB97M-V/def2-
TZVPD level of theory. Indicated are the computed center of masses and the associated atoms. Addi-
tionally, the center of mass distances is given. 

 

 

(a) A,G/G-G.                     (b) C,G/G-G.                   (c) G,G/G-G.  (b) U,G/G-G. 

S30. 2’-5’ linked heterogeneous-stacked-tetramers (N,G/G-G) optimized at the ωB97M-V/def2-TZVPD 
level of theory. Indicated are the computed center of masses and the associated atoms. Additionally, 
the center of mass distances is given. 

 

(a) A,G/G-G-G.                        (b) C,G/G-G-G.           (c) G,G/G-G-G.        (d) U,G/G-G-G. 

S31. 2’-5’ linked heterogeneous-stacked-pentamer (N, G/G-G-G) optimized at the 
ωB97M-V/def2-TZVPD level of theory. Indicated are the computed center of masses and the associated 
atoms. Additionally, the center of mass distances is given. 
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2.2 Results of Dynamic Study of the Intercalated Stacked Arrangements 

In order to study the relative stability of the stacked systems independent of a representative minimum 
energy structure, we conducted five 100 ps GFN-FF dynamics simulations for each system. Initially, all 
systems were closely stacked. To compare the relative stability of the stacks based on molecular dy-
namics simulations, we compare the time until the stacks disassemble. Here we defined the time of 
destacking as the point where the mean of the measured average interbase distances of the five simu-
lation runs becomes larger than 5.00 Å. 

 

 

S32. Change in the average base distance during a GFN-FF dynamics run, for the N,N/N,N (left), 3’-5’ 
linked N,G/G-G (middle) and N,G/G-G-G (right) systems. The five simulation runs are shown in blue, 
and their average is given in red. The time at which the mean crosses the 5.0 Å destacking threshold is 
marked in orange.  

 

S32 and 34 show how the average base distances change during the course of five simulation runs 
(blue). In addition, the mean of the five simulations is given (red) and the destacking time is given and 
indicated by an orange vertical line. On average, the A,A/A,A species remains stacked significantly 
longer than the analogous N,N/N,N systems, indicating that the adenine-only system is the most stable 
among this group. This goes hand in hand with the result of the study of the stacking interaction energies 
based on an optimized minimum energy structure. The C,C/C,C and G,G/G,G systems reach the de-
stacking threshold of 5 Å after 33 ps and 13 ps, respectively. Unlike the static study, the molecular 
dynamics simulations suggest that the C,C/C,C stack may be more stable than the G,G/G,G stack. 
However, this could be an artefact of the low sample size (n=5) and the different level of theory. Similar 
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as in the static study, where the stabilization was significantly lower, the U,U/U,U stack appears to be 
the least stable. On average U,U/U,U disassembles after 0.6 ps. Therefore, uracil containing strands 
are not expected at short reaction timescales, as the stacked arrangement seems to be very unstable. 
S28 and 29 shows the results for the 3’-5’ linked heterogeneous tetramers and pentamers. It can be 
seen that the poly-G matrices significantly stabilize the formation of intercalated stacked aggregates 
including uracil. The species including cytosine loose this arrangement directly and form a base paired 
alternative structure. This hydrogen bonded assembly then remains stable, which is indicated by the 
convergence of the measured interbase distances. The base paired arrangement is shown in S33. 

 

 

S33. Alternative arrangements observed for the 3’-5’ linked C, G/G-G-G group, where cytosine and 
guanine are base paired.  

 

S27 shows the results for the 2’-5’ linked heterogeneous systems in comparison to the N, N/N, N spe-
cies. Other than for the 3’-5’ linked analogues, all heterogeneous tetramers and pentamers form stable 
intercalated aggregates. Stabilization by a poly-G matrix, which might favor the formation of heteroge-
neous strands, is observed for C, G, and U. A, G/G-G and A, G/G-G-G on average exceed the unstack-
ing threshold earlier than the A, A/A, A system. The A, A/A, A system remains stacked for 67 ps, A, G/G-
G for 51 ps and A,G/G-G-G for 59 ps. Thus, although the time the systems remains in a compact stacked 
arrangement is not extended, all aggregates including A are relatively stable in comparison to the stacks 
including C, G, and U.  

Overall, it appears that a poly-G matrix could enable the co-oligomerisation of cAMP, cCMP, and cUMP 
by stabilizing them in a stacked intercalated assembly, thus increasing the chances for oligomerisation 
reactions. 
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S34. Change in the average base distance during a GFN-FF dynamics run, for the N,N/N,N (left), 2’-5’ 
linked N,G/G-G (middle) and N,G/G-G-G (right) systems. The five simulation runs are shown in blue, 
and their average is given in red. The time at which the mean crosses the 5.0 Å destacking threshold is 
marked in orange. 
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ABSTRACT: Experimentally measured infrared spectra are often
compared to their computed equivalents. However, the accordance
is typically characterized by visual inspection, which is prone to
subjective judgment. The primary challenge for a similarity-based
analysis is that the artifacts introduced by each approach are very
different and, therefore, may require preprocessing steps to
determine and correct impeding irregularities. To allow for
automated objective assessment, we propose a practical and
comprehensive workflow involving scaling factors, a novel baseline
correction scheme, and peak smoothing. The resulting spectra can
then easily be compared quantitatively using similarity measures,
for which we found the Pearson correlation coefficient to be the
most suitable. The proposed procedure is then applied to compare the agreement of the experimental infrared spectra from the
NIST Chemistry Web book with the calculated spectra using standard harmonic frequency analysis and spectra extracted from ab
initio molecular dynamics simulations at different levels of theory. We conclude that the direct, quantitative comparison of calculated
and measured IR spectra might become a novel, sophisticated approach to benchmark quantum-chemical methods. In the present
benchmark, simulated spectra based on ab initio molecular dynamics show in general better agreement with the experiment than
static calculations.

1. INTRODUCTION
Infrared (IR) spectroscopy is one of the most widely used
analytical techniques for the qualitative and quantitative
analyses of various materials, such as organic compounds,
polymers, fibers, biomolecules, and even human tissue.1−4 It is
a powerful tool for the chemical characterization of substances,
structure elucidation, characterization of surface processes, or
monitoring chemical reactions.2,3,5,6 In general, substances are
IR-active if molecular vibrations, caused by irradiation with
infrared light, lead to a change of the dipole moment. The
resulting distinctive vibrations can be classified into valence
and deformation vibrations.7

The prediction of IR spectra is an established field of
research in theoretical chemistry and an important link to
experimental work.8−24 The quality of the calculated spectra is
directly linked to the quality of the theoretical description,
making their computation challenging. An adequate descrip-
tion of the entire potential energy surface (not only in direct
proximity of the energy minimum) is decisive for reproducing
the positions of the peaks in the absorbance spectrum.
Additionally, a proper description of the electron density is
needed to accurately predict peak intensities from the dipole
moments.
Vibrational spectra are traditionally, and today still regularly,

calculated from the second derivative of the energy with
respect to the nuclear coordinates at a minimum energy

structure employing the harmonic approximation. Several
(more sophisticated) alternative approaches have been derived
and applied in modern quantum chemistry.8−26 One example
is the calculation of IR spectra from ab initio molecular
dynamics, which has several advantages over the static method,
for example, the accounting for anharmonicity.27−29 Besides
the IR spectrum, Raman28,30 and Vibrational Circular
Dichroism spectra31 can be extracted from ab initio molecular
dynamics.
Even though a lot of effort has been made to increase the

quality of the predicted spectra, there is no established
technique to quantitatively compare the experimentally
recorded and computed IR spectra. So far, calculated spectra
are generally compared to measured spectra upon subjective
visual agreement, or by the shift of fundamental frequencies.
Only a few recent studies32,33 performed a quantitative
comparison of the computed and experimental spectra. The
reason for this is that comparing experimental and theoretical
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vibrational spectra is not straightforward. In experiments,
vibrations can couple and overtones as well as difference and
combination vibrations can appear in the spectrum.7 Addi-
tionally, the sample preparation and possible contamination or
degradation can influence the resulting experimental spec-
trum.7,34,35

Here, we propose a chemometric procedure to objectively
compare the IR spectra. The procedure involves various
preprocessing steps for both experimental and calculated
spectra to remove artifacts and enable the following
quantification of the similarity by the Pearson correlation
coefficient. The main ideas of this approach are based on the
established concepts within the field of analytical chemistry
used for library searches.34−37 The goal of a library search is to
find the matching spectra within a library of known reference
spectra.
We start with a brief introduction of IR spectra calculations,

preprocessing procedures, and similarity measures in Section 2,
followed by the computational details listed in Section 3. In
Section 4, we test various similarity indicators using model
functions and our preprocessing ansatz using the calculated
and experimental IR-spectra of 16 representative molecules.
The latter were obtained from the NIST Chemistry Web
book.38 Having validated our approach, we use it to compare
the calculated spectra obtained from extended Lagrangian
Born−Oppenheimer ab initio molecular dynamics simulations
at different levels of theory and from static harmonic frequency
calculations. Our conclusions are given in Section 5.

2. THEORY AND METHODS
2.1. Calculation of IR Spectra. Vibrational spectra can be

computationally predicted using different approaches. The
standard approach is to calculate vibrational harmonic normal
modes.16,28,39 This static method is built upon the assumption
that the potential energy surface at an energy minimum can be
approximated by a harmonic potential. To calculate harmonic
frequencies, first the molecular structure has to be optimized.
Subsequently, the second-order derivative of the potential
energy (E) with respect to the nuclear coordinates (R) is
calculated (eq 1) and mass weighted.

i

k
jjjjj

y

{
zzzzzH

m m
E

R R
1

A B A B A B N

2

, 1,...,

= ∂
∂ ∂ = (1)

N denotes the number of atoms. Through diagonalization of
the resulting mass-weighted Hessian (H), the eigenvalues (ϵk)
are obtained. From ϵk, the vibrational frequencies (νk) can be
calculated

c
1

2k kν
π

ε=
(2)

where c is the speed of light. The IR intensities are obtained
from the change of the dipole moment along the respective
normal mode vector.
Although this established harmonic approximation method

is commonly applied, it neglects anharmonic effects, which can
lead to large deviations between the calculated and
experimental spectra.40 Additionally, its application is limited:
(1) because of the harmonic approximation, it cannot be used
to monitor reactions and (2) no conditions such as
temperature or specific solvent interaction by the inclusion
of explicit solvent molecules can be accounted for
straightforwardly. Furthermore, a major issue is the immense

computational cost, which restricts the applicability to
relatively small system sizes. Not only calculating the second
derivative for extended systems becomes expensive (see, e.g.,
ref 41 for a reduced scaling approach), also the effort for
finding minimum energy structures and the total number of
minima increases significantly. To correctly determine the
spectra for large systems, a frequency analysis for each
minimum energy structure and subsequent scaling by
Boltzmann weights becomes necessary. Finally, this approach
only produces a discrete spectrum, therefore peak areas that
might contain interesting information are missing.
A more sophisticated technique is to extract the IR-spectra

from ab initio molecular dynamics (AIMD).27−29,42,43 To do
so, the autocorrelation function of the time derivative of the
dipole moment (μ) has to be calculated and converted from
the time domain to the frequency domain by Fourier
transformation, which leads to the following proportionality
of the IR intensity (I).

I t t( ) ( ) ( ) e di t∫ω μ τ μ τ∝ ⟨ ̇ ̇ + ⟩τ
ω−

(3)

This approach can be accelerated by using a fast Fourier
transform (FFT) algorithm, which provides a significant
enhancement especially for many time steps.42 The calculation
of IR spectra from AIMD simulations has some clear
advantages. In contrast to vibrational frequency calculations,
it requires only the first derivative of the dipole moment.
Moreover, the harmonicity of the potential energy surface is
not assumed, which leads to the occurrence of certain
anharmonic effects.29,40 However, not all anharmonic effects
occurring during experimental IR spectroscopy, such as mode
coupling or Fermi resonance, are observed.28 Other than using
the previously described static method, systems can be studied
in the bulk phase and chemical reactions can be monitored. A
further advantage is the continuity of the obtained spectra,
which enables the analysis of the vibrational peak widths.

2.2. Spectra Preprocessing. To enable a comparison of
experimental and theoretical spectra, artifacts need to be
corrected in the experimental spectra, while the calculated
spectra are usually rescaled. Additionally, all spectra need to be
continuous and normalized with identical range and resolution.
Common features found in the experimental spectra are low
signal to noise ratios and elevated baselines. Therefore,
baseline correction and smoothing algorithms may help to
improve spectral quality and the agreement between theory
and experiment. All aspects are briefly discussed in this section.
If several experimental spectra are available, we suggest
selecting the spectrum with the higher resolution or the least
disturbances. The latter can be identified by the similarity of
the original and preprocessed spectrum. This selection could,
in principle, also be automatized.

2.2.1. Scaling Factors. Vibrational frequencies, computed
using many quantum mechanical techniques, have to be scaled
in order to minimize systematic errors because of an inaccurate
description of electron correlation.44−49 In this work, we
determine scaling factors by applying all factors from 0.82 to
1.05 to our test set and calculate the mean of the similarity
measure. The optimum scaling factor maximizes the mean
score. Scaling factors are not only necessary to overcome
theoretical limitations but can also be exploited as plausibility
check. Similar to previous studies,44−50 we use it to verify and
validate our procedure (preprocessing and similarity measure)
by comparing our determined scaling factors to previously

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article
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published ones. It has been suggested that multiple scaling
factors51,52 or mass-weighted scaling factors33,53 can be
employed to enhance the accordance of the experimental
and computed spectra. We, therefore, also tested the effect of
two scaling factors (Table 3). Two scaling factors were
optimized for the high- and low-frequency domains. The
regions were separated at 2200 cm−1 for practical reasons. In
the area around 2200 cm−1, fewer peaks are observed, thereby
we avoid inconsistencies by the two scaling factors.
2.2.2. Generation of Continuous Spectra. From a normal

mode analysis, one can extract peak positions and intensities.
To compare the generated spectroscopic data to the measured
spectra, either peaks from the experimental spectra have to be
picked or the computed data have to be used to construct a
continuous spectrum. Both methodologies introduce a bias,
either by the choice of peaks or the estimated peak widths.
Because generating a continuous spectrum can be more easily
automated and subsequently subjected to the same comparison
scheme, we apply Lorentzian curves (eq 4) with the
corresponding amplitudes A, and with γ = 20 cm−1 at the
computed peak positions ν ̃k.

I
A

( )
1

2 ( ) (0.5 )k
2 2ν

π
γ

ν ν γ
̃ = ̃ − ̃ + (4)

Henschel et al.32 have tried to optimize the optimal full
width at half-minimum (FWHM) in their recent work.
However, they obtain clearly unphysical bandwidths. They
reason that wider peaks always lead to higher Pearson
correlation coefficients if the peak positions do not match
well the experimental results. For one of their test cases, they
obtain averaged values between 0.476 and 0.790 when the
FWHM is set within a reasonable range.
This problem does not occur when the spectra have been

extracted from molecular dynamics, as they are already
continuous in this case.
2.2.3. Baseline Correction. Baseline effects occur regularly

in the collected IR-spectra and complicate automated treat-
ments. To computationally remove baselines, several methods
are available. However, not all can be applied universally, as
they require hyper-parameter optimization or supervision by
the operator.35 Because baselines vary greatly and manual
removal is time-consuming as well as of limited reproducibility,
an automatable methodology has to be found for quantitative
analysis.54,55 Here, we introduce a novel baseline correction
involving only two parameters and three steps: (1)
determining the areas of interest (where the peaks are
located), (2) connect the areas of no interest via linear
interpolation, and (3) remove the baseline from the entire
spectrum under the condition that the new value is equal or
lower than the original intensity. To obtain the region of
interest, we calculate the derivative of the spectrum, normalize
it, pick the points with values higher than a certain threshold
(0.006), and add three neighboring data points (in both
directions). The procedure is outlined in Figure 1.
2.2.4. Peak Smoothing. To remove peak splitting, which

can arise in gas-phase IR spectroscopy and noise from the
baseline corrected spectra, we employ the asymmetric-least-
squares algorithm by Boelens et al.56

F w s z z( ) ( )
i

i i i
i

i
2 2∑ ∑λ= − + Δ

(5)

where s is the collected spectrum, Δ is a difference operator, z
is the baseline-corrected spectrum, w are the weights, which are
set asymmetrically to p if si > zi and to 1 − p otherwise. The
parameters λ and p determine the amount of smoothing and
the magnitude of the weights.54−57 The asymmetric-least-
squares algorithm can also be used as the baseline correction
algorithm. Here, we use it to smooth the experimental IR-
spectra, setting λ and p to 5 and 0.01, respectively.

2.3. Similarity Measures. There are numerous measures
for the degree of agreement of vibrational spectra. In the field
of analytics, these measures are denoted “Hit Quality Index”
(HQI) and are mostly employed for library searches based on
the idea that each substance has a highly characteristic
vibrational spectrum. They mostly range from zero to one
(or 0−100%), where a higher HQI means that the compared
samples are closer related.34−36 For library searches, a
similarity measure is needed that has a high detection
efficiency and a low processing time because the goal is to
identify a sample by comparison to a vast amount of reference
spectra. These criteria are only subordinate for our
application.36 For our purpose, the comparison of different
computational techniques, a slowly decreasing measure is
favorable. This could in contrast lead to false positives during
library searches.58 Furthermore, we want our measure to be
symmetric and to produce scores within a fixed range.
The various similarity indicators generally lead to non-

identical results as they penalize dissimilarities differently.
Widely applied measures are either based on distance metrics,
peak picking and matching, or correlation analysis. Common
distance functions are the Euclidean distance (ED) (eq 6), the
Root Mean Square Deviation (RMSD) (eq 7), the Absolute
Difference Value Search (ADV),36 the Kullback-Leibler
Divergence (KL),59 the Jeffrey Divergence (JD)60 (eq 8), or
the Earth Mover Distance (EMD) (eq 9),61,62 just to name a
few.34,35,37,63,64 From the field of the correlation analysis, the
Pearson correlation coefficient (PCC) (eq 10) is widely used
where s and r the two spectra and s ̅ and r ̅ their mean values.

Figure 1. (A) Original IR-spectrum of formaldehyde. (B) First
derivative of the spectrum. Data points where the derivative exceeds a
certain threshold and points in direct proximity are excluded from the
data for the baseline approximation. The remaining points are marked
in magenta in plot C. The subsequent plot (D) shows the resulting
baseline in green obtained from linear interpolation. Finally, the
baseline-corrected spectrum is displayed (E).
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Recently, the Pearson correlation coefficient and the
Spearman correlation coefficient have been used by Henschel
et al.32 and Pracht et al.33 to quantitatively compare the
experimental spectra to the spectra obtained from normal
mode analysis.
We apply the given measures to prototypical differences of

spectra (peak shifting, peak broadening, etc.,) and compare
them regarding the desired properties mentioned above. Many
methods and variations of the measures given above used in
analytical chemistry were discarded due to their nonsym-
metrical character (e.g., Kullback−Leibler Divergence). Since
most measures conduct a point by point comparison, the
resolution and range of the spectra have to be adapted before
comparison, so n is equal for the sample and reference.

3. COMPUTATIONAL DETAILS
If not stated otherwise, the spectra were prepared as described
in the theory section, prior to the comparison. All calculations
w e r e c o n d u c t e d w i t h t h e p r o g r am p a c k a g e
FermiONs++41,65−67 in combination with the LibXC library
v4.0.1.68 For all DFT calculations, the gm5 grid was
employed.69 The SCF convergence criterion was set to 10−7

a.u. for the root mean square (RMS) of the FPS-commutator.
In the case of GFN2-xTB, the convergence criteria were set to
10−6 a.u. for the energy and 10−4 a.u. for the RMS of the
charges. The electronic temperature was set to 300 K. The
experimental gas-phase IR spectra were retrieved from the
NIST database.38

First, optimized geometries were generated for the
molecules listed in Table 1. Each compound was optimized

using the following methods: GFN2-xTB,70,71 HF-3c50/minix,
PBE72/def2-TZVP,73−75 PBEh-3c76/def2-mSVP, and
B3LYP39,77−79/def2-TZVP. The convergence criteria for the
geometry optimization using GFN2-xTB were set to 10−6

atomic units (a.u.) for the energy, 3 × 10−4 a.u. for the average
RMS force on all atoms, and the threshold for the rms
displacement was set to 1.2 × 10−3. The maximum force had to

be lower than 4.5 × 10−4 and the maximum displacement
below 1.8 × 10−3. For all other methods, the convergence
criteria for the geometry optimization were set to 10−6 a.u. for
the energy, 10−4 a.u. for the gradient, and 10−1 a.u. for the
displacement.
Subsequently, five ab initio Born−Oppenheimer molecular

dynamics simulations with extended Lagrangian80,81 were
performed for each combination of substance and method
varying the initial velocity. For PBE and B3LYP, the def2-
SVP73−75 basis set was employed, other than for the previous
optimization. The Velocity Verlet propagator82,83 was used for
propagating the nuclei and a velocity rescaling thermostat84

(298 K) was applied. This temperature was chosen to enhance
the amount of structures sampled within the simulation time;
however, it should be noted that the temperature at which the
experimental spectra were recorded might deviate and that this
can lead to dissimilarities. Each trajectory was 20 ps long using
a step size of 0.1 fs. The necessary trajectory length was
determined based on the convergence of the resulting spectra.
Plots showing the convergence are provided in the Supporting
Information. For extended, highly flexible systems, longer
simulation times are recommended. IR spectra were calculated
based on five trajectories according to eq 3 and the method
described in ref 29.
Additional harmonic frequency calculations were carried out

at the B3LYP-D339,77−79,85,86/def2-SVP level of theory based
on the previously optimized geometries.

4. RESULTS AND DISCUSSION
4.1. Response of Similarity Measures to Manipula-

tions of Prototypical Spectra. A suitable similarity measure
for the comparison of experimental and theoretical spectra,
computational benchmarks, or convergence studies should (1)
be resistant to minor irregularities such as noise, (2) correctly
reflect changes such as peak shifts, broadening, and relative
intensities, (3) decrease slowly so minor differences can be
reflected and comparisons are still possible if there are some
disagreements, and (4) ideally be insensitive to the normal-
ization technique. "To select a suitable similarity measure,
dierent manipulations are carried out on Lorentzian model
functions and the resulting eects on the PCC, ED, RMSD, JD,
and EMD are investigated (Figure 2). Derivative based
methods are not considered because these react even more
sensitively toward dissimilarities.
The JD is not a suitable similarity indicator as it does not

fulfill any of the criteria mentioned above. Only the signal
broadening with subsequent normalization by the standard
deviation affects the measure.
The distance-based methods reflect all changes. They only

decrease slightly when the entire function is translated (Figure
2c), in all other cases, the ED decreases very rapidly. Overall,
the RMSD decreases more slowly than the ED and, therefore,
seems to be a more suitable similarity measure.
The EMD reacts quite similar to the RMSD when functions

are broadened and intensities are manipulated (Figure
2a,b,e,f). Its response to peak shifts is too moderate, both,
when the entire spectrum is translated (Figure 2c) as well as
when only a single peak is manipulated (Figure 2d).
The PCC is indifferent to changes of magnitude when the

entire “spectrum” is affected (Figure 2a), therefore it is not
influenced by the normalization method. When only one of the
peak intensities is changed, the measure decreases slowly
(Figure 2b). The homogeneous shift (Figure 2c) also leads to a

Table 1. List of Investigated Substances

acetic acid acetonitrile acetylen ammonia
benzene carbon dioxide ethene formaldehyde
methane nitrous oxide phosgene sulfur dioxide
silicon tetrafluoride tetrahydrofuran thiophene water
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slow decrease. In contrast to all other measures, the PCC
reaches zero. The translation of a selected peak reduced the
PCC (Figure 2d), however, it does not reach a plateau as fast
as the RMSD and does not reach zero as the ED and,
therefore, represents the displacement best. Both changes of
the peak areas are reflected by the PCC (Figure 2e,f) as the
measure decreases steadily with enhancing disagreement.
Because the PCC is additionally robust toward noise, as the

peaks have a greater influence on the resulting score, we
conclude that all criteria are met. However, it should be noted
that negative values can be obtained. These indicate an
anticorrelation, for spectra this can be interpreted as very
dissimilar.
4.2. Validation. First, we investigate the effect of scaling

factors on the mean similarity score MPCC for the different
computational methods, obtained when comparing the
computed spectra to the experimental spectra. Figure 3
shows their dependence, while the scaling factors that
maximize MPCC are listed in Table 2 together with factors
determined in previous studies.44,47,50,87,88

The good agreement of the determined factors with those
obtained by previous studies (relying on other methodologies)
is evidence that the proposed workflow produces reasonable
results. Another interesting finding is that while for B3LYP and

PBEh-3c, sharp peaks are obtained, for PBE, GFN2-xTB, and
HF-3c, multiple maxima are found (see Figure 3). For HF-3c,
the two maxima have almost identical mean similarity scores.
Multiple maxima might indicate that either the optimal scaling
factors differ for high and low frequency vibrations or for the
examined compounds. Therefore, not the same systematic

Figure 2. Visualization of various manipulations and the response of the PCC, ED, RMSD, and EMD. (a,b) Effect of intensity change of the entire
reference function and a selected peak, both without subsequent normalization. (c,d) Effect of gradually increasing peak displacement on the
similarity measures. (d) Only one of the peaks is shifted. (e,f) Effect of peak broadening while normalizing the functions from zero to one and
normalizing by the standard deviation, respectively.

Figure 3. Visualization of the scaling factor search, where values from
0.82 and 1.05 were tested and the mean similarity indicator were
evaluated.

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://dx.doi.org/10.1021/acs.jctc.0c01279
J. Chem. Theory Comput. 2021, 17, 985−995

989

4.5 Publication V 189



error is effecting all peaks. The method-dependent scaling
factors for the high- and low-frequency vibrations obtained by
maximizing the mean similarity score are given in Table 3.
Overall, a higher accordance between the experimental and
computational spectra was obtained when using two factors,
therefore we decided to proceed with two scaling factors.

As further validation of the introduced similarity measure, a
cross check is conducted. The experimental spectra of acetic
acid, acetonitrile, acetylene, ammonia, benzene, carbon
dioxide, ethene, formaldehyde, and nitrous oxide are compared
to each other. Figure 4 (left) shows the cross correlation that is
obtained if only the resolution of the two spectra is adapted,
while Figure 4 (middle) is determined from spectra, which
were additionally baseline corrected and smoothed. Figure 4
(right) shows the differences between the two plots.
Figure 4 shows that two identical spectra (diagonal

elements) yield a similarity score of one. The off diagonal
elements show the determined similarity scores for the
comparison of the spectra of different compounds, which is
symmetric. The cross correlation with preprocessing exhibits
less negative scores and more values close to zero than the one
without preprocessing. On the other hand, some off-diagonal
elements increase (up to 0.49). All elevated scores can,
however, be explained by comparing the spectra visually.
Acetic acid (1) and formaldehyde (8) feature a very prominent
C−O stretch vibration, which is perfectly aligned, as well as
similar C−H vibrations and an overlapping signal at about
1200 cm−1. The IR spectra of ethene (7) and benzene (5),

acetonitrile (2), and ammonia (4) also show a significant
overlap. The corresponding spectra are compared in the
Supporting Information.
The elevated scores of off-diagonal elements, however,

highlight that the rather tolerant PCC might produce many
false positives when applied for library searches. Obtained
matches should, therefore, always be reviewed. This, in our
opinion, however, does not affect the suitability of the PCC
measure for benchmarks of computational methods because
only gradual changes are expected.
To complete the validation of the proposed workflow, we

now check the agreement between the visual rating and the
similarity indicator. In Figure 5, spectra calculated from a
harmonic frequency analysis, extracted from AIMD-simula-
tions, and experimental equivalents are compared. Shown are
the spectra of acetylene, benzene, thiophene, and tetrahy-
drofuran. The remaining spectra can be found in the
Supporting Information. The determined similarity scores are
given in Table 4.
For acetylene (Figure 5a), scores between −0.047 and 0.699

are determined. PBE scores highest with 0.699, closely
followed by B3LYP and PBEh-3c with 0.681 and 0.664,
respectively. The spectra include all recorded signals with their
position being in very good agreement with the experiment.
The spectra calculated with HF-3c and GFN2-xTB show less
agreement. The peak positions as well as the relative intensities
are not reproduced accurately. The harmonic frequencies
(B3LYPh in Figure 5a) are partly matching. The prominent
C−H vibration is represented well, however, the vibration at
around 1300 cm−1 is not found and the signal at 3400 cm−1 is
shifted significantly, while its relative intensity is overestimated.
For acetylene, the determined similarity scores (see Table 4)
are in good agreement with the visual rating.
For benzene (Figure 5b), all spectra extracted from

dynamics agree relatively well with the experimental work.
This is adequately represented by the similarity measures. All
values lie above 0.492. GFN2-xTB has the highest similarity
score (0.764), however, it does not produce the peaks of low
intensities between 1000 and 2000 cm−1. This insufficiency
only has a minor impact on the Pearson correlation coefficient.
The DFT-functionals produce very similar spectra, they only
vary in the peak areas of the minor signals, which are missing in
the GFN2-xTB spectrum. In general, the peak positions of the
spectra calculated from dynamics are in remarkably good
agreement with the experimental spectrum. However, some of

Table 2. Method-Dependent Scaling Factors for Vibrational
Frequencies Obtained by Maximizing the Mean Similarity
Score

B3LYP PBEh-3c PBE HF-3c GFN2-xTB

scaling factors 0.966 0.938 0.985 0.832 0.999
reference values 0.96147 0.95076 0.99047 0.86050 1.00071

Table 3. Method-Dependent Scaling Factors for the High-
and Low-Frequency Vibrations Obtained by Maximizing the
Mean Similarity Score

scaling factors (cm−1) B3LYP PBEh-3c PBE HF-3c GFN2-xTB

>2200 0.97 0.94 0.99 0.83 1.00
<2200 1.00 0.94 1.04 0.85 0.99

Figure 4. Cross check of the similarity score MPCC, based on the experimental spectra of CH3COOH (1), CH3CN (2), C2H2 (3), NH3 (4), C6H6
(5), CO2 (6), C2H4 (7), CH2O (8), and N2O (9). On the left, the experimental spectra were only resolution adapted, while in the middle the
spectra were additionally baseline corrected and denoised. The right heat-map highlights the change in scores. It should be noted that the color
scale differs from the other two plots.
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the minor signals are not always reproduced. The harmonic
frequency analysis gives four IR-active frequencies. The two
most prominent peaks are slightly shifted. Again the visual
judgment and rating go hand in hand.
The highest similarity score obtained for thiophene is 0.684

with PBEh-3c. As can be seen in Figure 5c, most of the peak

positions, as well as peak areas, are represented accurately.
Nevertheless, the signal around 3100 cm−1 is too weak. This
inadequacy is shared with the spectra calculated using PBE and
B3LYP. PBE and B3LYP only score marginally lower than
PBEh-3c. GFN2-xTB has a score of 0.592. Among the
dynamics-based spectra, HF-3c matched the experimental
results least, as indicated by the similarity score of 0.118.
HF-3c overestimates the relative intensity of the characteristic
C−H stretch vibration. All methods underestimate the
intensities of the peaks between 1500 and 1800 cm−1. The
harmonic frequencies (again) have the poorest agreement with
the experimental IR-spectrum, with a low score of 0.010.
Finally, for tetrahydrofuran (Figure 5d), all spectra

calculated from dynamics using DFT are in good agreement
with the experimental spectra. GFN2-xTB yields the highest
score, 0.860. Especially, the peak widths are reflected
accurately. These observations agree with the corresponding
scores. The agreement of HF-3c and B3LYPh is still acceptable.
For tetrahydrofuran, a slightly higher correspondence between

Figure 5. Comparison of the calculated spectra by means of harmonic frequency analysis (denoted B3LYPh, upper panel), from AIMD-simulations
(lower panel), and experimental reference spectra retrieved from the NIST Chemistry Web book.38 As examples, the spectra of (a) acetylene, (b)
benzene, (c) thiophene, and (d) tetrahydrofuran are shown.

Table 4. MPCC Scores Obtained by Comparison of the
Calculated Spectra of Aetylene, Benzene, Thiophene, and
Tetrahydrofuran With Their Measured Equivalentsa

C2H2 C6H6 C4H4S C4H8O

GFN2-xTB 0.014 0.764 0.592 0.876
HF-3c −0.047 0.492 0.118 0.276
B3LYP 0.681 0.736 0.658 0.860
PBEh-3c 0.664 0.738 0.684 0.769
PBE 0.699 0.712 0.653 0.855
B3LYPh 0.293 −0.055 0.010 0.396

aB3LYPh denotes the results obtained from harmonic frequency
calculations at the B3LYP-D3/def2-SVP level of theory.
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B3LYPh and the experimental spectrum is indicated than for
HF-3c.
In summary, the applied similarity scores reflect the relation

between spectra correctly. However, it should be noted that
especially the displacement of peaks leads to a strong lowering
of the score. The comparison of visual judgment and
quantitative rating also shows that scores around 0.5 already
indicate good agreement.
4.3. Method Comparison. Figure 6 shows the obtained

MPCC scores for each combination of method and compound,
and the corresponding averages. The plot clearly shows that
the tested DFT functionals perform best, the accordance
between the computed spectra and all three methods is fairly
equal. The average score of B3LYP is 0.470, for PBE 0.467,
and for PBEh-3c 0.459. However, the differences in the
similarity indicator are too little to rank these methods.
Surprisingly, HF-3c scores far worse and is even surpassed by
the much less time-consuming, semi-empirical tight binding
method, GFN2-xTB. Furthermore, we were not able to obtain
a stable HF-3c dynamics simulation for N2O, which is probably
because of a poor description of the relatively challenging
electronic structure. The spectra obtained from harmonic
frequency analysis (B3LYP-D3/def2-SVP) are (on average)
slightly worse than those extracted from dynamics at the HF-
3c/minix level of theory. This might be due to the lack of
anharmonicity in the second derivative-based ansatz and
clearly shows the superiority of dynamics, when it comes to
reproducing the spectroscopic data.
In cases where collectively all methods achieve low scores,

this can also indicate a low quality of the reference spectrum or
the occurrence of several irregularities. For example, in the
experimental spectrum of N2O, several overtones appear.
However, automated detection and elimination have not yet
been resolved. These so far unavoidable experimental effects
also limit the possible agreement of the calculated and
measured spectra. Hence, scores above 0.75 are very unlikely
and scores above 0.5 already indicate a very good agreement.
An equivalent of Figure 6 where only one scaling factor is

used is given in the Supporting Information.
Figure 7 shows the similarity scores grouped by methods.

The plot visualizes the minimum and maximum values, the
upper and lower quartile, the median (orange line), and the
arithmetic mean (red dotted line) achieved by each method.
Additionally, the underlying data are shown by blue dots. The

plot shows the results obtained when using one or two scaling
factors, this is denoted by the subscript.
The use of two different scaling factors for the low and high-

frequency domain has the greatest effect on the spectra
calculated with HF-3c and PBE. For GFN2-xTB, PBEh-3c, and
the normal modes (B3LYPh), the effect is negligible. When
only one scaling factor is employed, PBEh-3c/def2-mSVP
produces the qualitatively best spectra out of the tested
methods followed by B3LYP/def2-SVP and PBE/def2-SVP.
This order changes and the differences are diminished when a
second scaling factor is introduced. PBE and B3LYP surpass
PBEh-3c. However, the scores of PBEh-3c are less spread.
GFN2-xTB shows the highest spread of values, which is

probably because of its semi-empirical, simplistic nature. As
mentioned above, on average, GFN2-xTB produces much
more accurate spectra than HF-3c, which makes it an attractive
time-efficient alternative to the tested DFT methods. All
methods produce at least one spectrum that deviates
significantly from the experimental reference spectrum. This
means that all of the methods are far away from being black-
box approaches to reproduce the spectroscopic data.

Figure 6. MPCC scores per compound colored using the computational method. The mean scores for each method are marked by a horizontal line.
B3LYPh denotes the results obtained from harmonic frequency calculations at the B3LYP-D3/def2-SVP level of theory. All results were scaled using
two scaling factors.

Figure 7. Box-plot that summarizes the achieved MPCC grouped by
methods. The medians are marked by an orange line and the
arithmetic means by red-dashed lines. B3LYPh denotes the results
obtained from harmonic frequency calculations at the B3LYP-D3/
def2-SVP level of theory. The subscripts “1” and “2” denote whether
one or two scaling factors were employed. The underlying data are
shown by additional blue dots.
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5. CONCLUSIONS
Strong links between theoretical and experimental studies are
essential for both fields. Here, the simulation of vibrational
frequencies is an important bridge. However, the agreement of
computational and experimental spectra has so far mainly been
assessed visually. Therefore, we examined the application of
the Pearson correlation coefficient (PCC) as an indicator of
similarity to enable an objective, quantitative evaluation.
Furthermore, quantitative similarity measures can be used to
assess the performance of different theoretical methods, for
convergence studies and compound verification. In the context
of automated comparison of spectra, we presented a
preprocessing procedure to reduce impeding effects, which
comprises range and resolution adaption, a novel baseline
correction, noise reduction, and scaling of spectra. The
proposed methods were successfully used to illustratively
compare the measured spectra of 16 chemical compounds and
their computed equivalents obtained from either AIMD
simulations or harmonic frequency analysis calculations at
different levels of theory. It was shown that spectra calculated
from AIMD simulations are significantly closer to the
experimental data. However, the high cost of ab initio
dynamics is currently still limiting the applicability. While the
performance of ab initio dynamics is continuously increasing,
also other approaches89−92 like machine learning-assisted
dynamics and force field developments might be helpful, so
that we are convinced that the computation of spectroscopic
properties from dynamics will become more and more feasible
in the near future.
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Visualisations

All plots were produced using the python-packages matplotlib 1 and seaborn.2

Spectra convergence study

The PCC similarity measure was used to asses the convergence of IR-spectra with respect

to the simulation time based on a 100 ps GFN2-xTB3,4 dynamics calculation. SFigure 1

shows that after 20 ps only minor changes are observed. To reduce the simulation length

and increase the explored extent of phase space five 20 ps simulations were run in parallel.

SFigure 1: Convergence of computed IR-spectra from dynamics.
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Underlying data of Cross Check

STable 1: Cross check based on experimental spectra.

CH3COOH CH3CN C2H2 NH3 C6H6 CO2 C2H4 CH2O N2O
CH3COOH 1. 0.023 -0.052 0.158 0.076 -0.041 -0.093 0.136 -0.026
CH3CN 0.0236 1. -0.047 0.158 0.062 -0.018 0.202 0.002 -0.027
C2H2 -0.052 -0.047 1. 0.06 0.116 0.006 -0.134 -0.187 -0.016
NH3 0.158 0.158 0.06 1. -0. -0.028 0.315 -0.224 -0.09
C6H6 0.076 0.062 0.116 -0. 1. 0.066 0.139 -0.037 -0.077
CO2 -0.041 -0.018 0.006 -0.028 0.066 1. -0.094 -0.135 -0.066
C2H4 -0.093 0.202 -0.134 0.315 0.139 -0.094 1. -0.097 -0.157
CH2O 0.136 0.002 -0.187 -0.224 -0.037 -0.135 -0.097 1. -0.077
N2O -0.026 -0.027 -0.016 -0.09 -0.077 -0.066 -0.157 -0.077 1.

STable 2: Cross check based on pre-processed experimental spectra with baseline
correction and smoothing.

CH3COOH CH3CN C2H2 NH3 C6H6 CO2 C2H4 CH2O N2O
CH3COOH 1. -0.021 -0.058 0.125 0.064 -0.038 -0.066 0.285 -0.021
CH3CN -0.021 1. -0.009 0.125 0.081 -0.028 0.221 0.055 -0.072
C2H2 -0.058 -0.009 1. 0.062 0.128 0.01 -0.115 -0.146 -0.021
NH3 0.125 0.125 0.062 1. -0.019 -0.048 0.489 0.004 -0.102
C6H6 0.064 0.08 0.128 -0.019 1. 0.062 0.192 0.003 -0.092
CO2 -0.038 -0.028 0.01 -0.048 0.062 1. -0.078 -0.130 -0.062
C2H4 -0.066 0.22 -0.115 0.489 0.192 -0.078 1. -0.060 -0.149
CH2O 0.285 0.055 -0.146 0.004 0.003 -0.130 -0.060 1. -0.088
N2O -0.021 -0.072 -0.021 -0.102 -0.092 -0.062 -0.149 -0.088 1.
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Visualisation of IR-spectra overlap of acetonitrile, am-

monia, benzene, and ethene

SFigure 2: Pre-processed experimental spectra of acetonitrile, ammonia, benzene, and ethen.

All calculated and experimental reference spectra

Below all original experimental spectra are displayed (red) and the resulting corrected spectra

(grey). Additionally, all spectra obtained from dynamics and the static harmonic frequency

analysis (green) are shown.
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SFigure 3: Acetonitrile5

SFigure 4: Ammonia5
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SFigure 5: Benzene5

SFigure 6: Acetic Acid5
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SFigure 7: Ethene5

SFigure 8: Acetylene5
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SFigure 9: Formaldehyde5

SFigure 10: Carbon dioxide5
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SFigure 11: Nitrous oxide5

SFigure 12: Methane5
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SFigure 13: Phosgene5

SFigure 14: Sulfur dioxide5
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SFigure 15: Silicon tetrafluoride5

SFigure 16: Tetrahydrofuran5
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SFigure 17: Thiophene5

SFigure 18: Water5

12

208 Publication V



MPCC scores per compound using one scaling factor

SFigure 19: MPCC scores per compound colored by computational method. The mean scores
for each method are marked by a horizontal line. B3LYPh denotes the results obtained from
harmonic frequency calculations at the B3LYP-D3/def2-SVP level of theory. All results were
scaled using one scaling factor.
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Chapter 5

Conclusion and Outlook

In the scope of this thesis, six sampling-driven studies are presented. In the first three pub-
lished studies, and the outlined project (see chapter 3), reaction paths are characterized,
each focusing on a different challenge. In publication I, the selection of an appropriate
starting configuration that significantly influences the outcome of QM/MM reaction stud-
ies was addressed with machine learning. Using a simple linear regression model for the
prediction of transition barriers, reactive periods were identified within an MD trajectory
and further knowledge was gained about structural factors that govern the reactivity. The
proposed approach was applied to the initial step of the desuccinylation catalyzed by sir-
tuin 5, but is transferable to any extended molecular system.
In publication II, the same reaction step was further studied using QM/MM-MD simula-
tions resulting in the free energy surface allowing for the direct comparison of the ‘true’ free
energy barrier and the barrier extrapolated from the minimum energy barriers computed
in the previous study. This comparison highlights the necessity for sampling to accurately
represent complex reactions and calls into question the reliability of transition barriers
obtained from a single or very few minimum energy paths.
In the study summarized in chapter 3, the WTM-eABF method was used to characterize a
synthetic route toward deoxyribonucleosides under prebiotic conditions from the canonical
nucleobases, acetaldehyde, and glyceraldehyde as proposed by Teichert et al.11 The route
involves two steps, the formation of a vinylated nucleobase followed by the formation of the
sugar ring. The latter was experimentally observed to be highly regio- and stereo-selective.
This selectivity was computationally examined. So far, the results remain inconclusive.
However, the optimization of the chosen collective variables and investigating the solvent
influence could lead to interesting insights in future work.
Publication III, other than the before-mentioned studies aimed to accelerate the discovery
of novel reaction paths. The molecular nanoreactor approach pioneered by Wang et al.14

was optimized and alternate reactivity-enhancing spherical constraint functions as well as
the use of buffer atoms was introduced. Furthermore, a fully automated post-processing
routine is presented. Using the developed approach, prebiotically relevant primary and
secondary precursors were obtained from a collection of HCN molecules. Aldotrioses,
aldotetroses, as well as other reactive compounds were observed when reproducing the
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formose network.117

Following the emergence of simple organic building blocks that constitute the biomolecules
of living organisms, these must have aggregated and polymerized to lipids, carbohydrates,
proteins, and the information-carrying polymers DNA and RNA. In publication IV the
non-enzymatic polymerization of 2’,3’-cNMPs is proposed under drying conditions or at
a heated air-water interface at moderate temperature, low salt concentration in an alka-
line environment. Experimentally, copolymerization of all four canonical nucleobases was
observed, where cGMP polymerizes first. By evaluating the stability of homogeneous and
heterogeneous stacked intercalated tetramers, we were able to show that a GMP scaffold
could stabilize the otherwise unreactive nucleotides in an assembly suitable for polymeriza-
tion. The experimental and computational findings were complemented by spectroscopic
data.
Combining spectroscopic and computational findings enables the assessment of experimen-
tal hypothesises. In publication V, different quantitative indicators are tested to compare
recorded and computed IR-spectra, thereby bridging both fields. So far the agreement
between these was mainly assessed visually. Instead, we examined using the Pearson Cor-
relation Coefficient and other quantitative measures to objectively compare spectra. The
measure was further used to assess the performance of various electronic structure meth-
ods. Furthermore, in the scope of this project, several pre-procressing procedures were
discussed to remove impeding effects such as background noise. The study clearly shows
that extracting spectra from AIMD simulations yields results that are in better agreement
with measured IR-spectra than spectra obtained from normal mode analysis.
All presented studies point towards a superiority of sampling-based studies over com-
putational routines relying on a single or very few molecular configurations with rising
importance of adequate sampling with the extent and flexibility of the system.
As quantum-chemical calculations become more and more efficient, larger data sets can
be created opening up new fields in computational chemistry. The sheer amount of quan-
tum chemical data that can be generated today allows us to design new, more accurate
approaches, enables better, more general fitting to QM-level results, and allows for the in-
terplay of machine learning and quantum chemistry. The latter being a true game-changer
as machine learning, in turn, can accelerate the characterization of chemical system. For
example, machine learning is already used to approximate ab initio dynamics.118,119

As more and more data becomes available to computational chemists, efficient routines
have to be established that fully harness the rising amount of simulation data.
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