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ABSTRACT

Human emotions play a vital role in our everyday lives and influence our communication, perception
and experience in the real world. However, detecting, modeling, and predicting human emotional
states remains challenging. Emotions are subjective, ambiguous, volatile, and current sensing modal-
ities lack robustness in realistic environments and are potentially intrusive. The central question of
this thesis is: How can we design emotion-aware systems under these constraints that utilize recent
advances in machine learning?

We present novel input for human emotions based on multimodal and contextual data. We further-
more propose machine learning frameworks that provide more explanatory, generalizable, privacy-
preserving, and multi-sensory emotion state predictions.

We introduce two ubiquitous mobile sensing applications for human emotional states [P1, P5]. The
applications are designed to be minimally intrusive and do not require body contact by acquiring
contextual data only to infer emotions. We show that the re-formalization of the classification prob-
lem to an indirect estimation context-emotion pattern recognition works better than existing (facial
expressions) baseline approaches. Our findings have major implications for future emotional state
recognition systems because ubiquitous devices can easily acquire contextual data and transform
them into smart emotion-estimation sensors. In the second pillar of this thesis, we focus on machine
learning architectures for human emotional states. We present three different deep learning architec-
tures for learning emotion representations from multivariate time-series data [P4, P3, P2]. We show
how the representations can be designed to be emotion predictive but also participant-invariant [P2].
We furthermore propose an architecture that can learn a shared emotional representation from multi-
ple noisy datasets with different inherent sensing characteristics [P3, P4]. In summary, the proposed
approaches are tailored to capture detailed semantics in noisy input data and also propose measures
for making the prediction more interpretable, domain-invariant and scalable. Furthermore, we present
a novel transformer-based deep learning architecture for emotion prediction that is able to derive ex-
planations alongside its predictions [P6]. Thereby, a better understanding of the link between emotion
sensor input and the model decision can be derived that ultimately helps designing appropriate user
interfaces powered by emotion prediction methods. Ultimately, we show a machine learning applica-
tion of contextual emotion prediction that enables an emotion-aware experience in a dynamic driving
environment [P7]. We present the first navigation application that is able to route after emotions.
We thereby leverage the concept of context-emotion linking to predict emotional-states on future
road-segments and optimize after travel-time and predicted emotional states. We show in a blind-user
study, that emotional navigation has a positive effect on valence after riding the predicted happy route.

Although our work is concentrated on human emotional states, we argue that this enables other
human-states (e.g., fatigue, cognitive load) prediction systems to be designed to be more robust,
scalable, privacy-aware. These systems also allow the user to understand and investigate the deci-
sion process and offer explanations. Furthermore, our work provides a foundation for emotion-aware
systems in unconstrained, dynamic environments.
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ZUSAMMENFASSUNG

Menschliche Emotionen spielen in unserem täglichen Leben eine wichtige Rolle und beeinflussen
unsere Kommunikation, Wahrnehmung und Erfahrung in der realen Welt. Die Erkennung, Modellie-
rung und Vorhersage menschlicher Gefühlszustände bleibt jedoch eine Herausforderung. Emotionen
sind subjektiv, mehrdeutig und flüchtig. Den derzeitigen Erfassungsmodalitäten mangelt es an Ro-
bustheit in realistischen Umgebungen und sie sind potenziell aufdringlich. Die zentrale Frage dieser
Arbeit ist: Wie können wir unter diesen eingeschränkten Bedingungen emotionsbewusste Systeme
entwerfen, die die jüngsten Fortschritte im Bereich Machine Learning nutzen?

Das Ziel dieser Arbeit ist es, emotionsbewusste Systeme in solchen eingeschränkten Szenarien zu
entwickeln, die fortschrittliche Machine Learning Techniken zur Erkennung und Adaption des emo-
tionalen Zustands des Benutzers einsetzen. Wir stellen intelligente Eingabe- und Machine Learning
Frameworks für menschliche Emotionen vor, die multimodal und kontextabhängig sind und die er-
klärende, verallgemeinerbare, datenschutzfreundliche und multisensorische Zustandsvorhersagen er-
möglichen. Schließlich zeigen wir eine Machine Learning Anwendung der kontextuellen Emotions-
vorhersage, die ein emotionsbewusstes Erlebnis in einer dynamischen Fahrumgebung ermöglicht.
Obwohl sich unsere Arbeit auf menschliche Gefühlszustände konzentriert, argumentieren wir, dass
dies die Entwicklung von Systemen zur Vorhersage anderer menschlicher Zustände (z. B. Müdigkeit,
kognitive Belastung) ermöglicht, die robuster, skalierbarer und datenschutzfreundlicher sind. Diese
Systeme ermöglichen es dem Benutzer auch, den Entscheidungsprozess zu verstehen und zu untersu-
chen und Erklärungen anzubieten. Darüber hinaus bietet unsere Arbeit eine Grundlage für das Design
von emotionsbewussten Systemen in eingeschränkten, dynamischen Umgebungen.
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1
Introduction

“An IQ test?”
“No. Empathy.”
“I’ll have to put on my glasses.”

Philip K. Dick, Do Androids Dream of Electric Sheep?

1.1 Thesis Statement

Digital user interfaces are more and more accessible in everyday situations. They are designed to
perform tasks explicitly given by the user. At the same time, user interfaces are increasingly conceived
to promote the user’s well-being. Recent research in the field of affective computing investigates the
possibilities for the technical interface to interact with humans by recognizing and considering their
emotions. This offers computers to not only provide better performance in assisting humans but
also might enhance computers’ abilities to make decisions. Recognizing human emotions helps the
computer to be more effective in human-computer interaction by, e.g., promoting a workout when the
user feels angry. Furthermore, the computer can also employ a happy navigation route for a user when
he is detecting angry emotion, thereby increasing mental well-being and reducing traffic accident
probability. However, the long-term implications of deploying such emotion detection algorithms
and emotion-aware user interfaces are manifold and often hard to predict.

This thesis investigates the field of affective computing from a machine learning (ML) standpoint.
The technology of interfaces offers the possibility to access a vast stream of multimodal sensor data.
Therefore, we investigate sensing input modalities [P1] and their technical design space for in-the-
wild use [P5]. Next, we discuss how contextual affect recognition can be designed to be more ex-
plainable and help to understand better the link between context and emotion [P6]. Thereafter, we
provide machine learning models to incorporate multi-domain affective data [P2, P3, P4]. At last,
we provide an in-the-wild, emotion-aware navigation application using scalable contextual emotion
prediction [P7].

1.2 Problem Statement

Human emotions are complex: they are volatile, highly person-dependent, and hard to express, among
other factors. Due to this, computers with the ability to sense, process, detect and react to human
emotional states are hard to build. How can we design interfaces that sense emotions, process them,
and provide insights and interface adaptations?

In computer science, the problem of detecting emotion is to process changes in physiological, be-
havioral, or contextual ongoings to deduct the current emotion of a human. Many attempts to deduct
human emotions in specific settings have been employed, e.g., detecting emotions while playing
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Introduction

video games. However, due to the nature of human emotions, a general-purpose method to detect
human emotions has yet to be developed.

This thesis takes another angle at detecting and building emotion-aware computing systems by 1)
integrating intelligent ubiquitous input, 2) proposing general-purpose encoder models for domain-
privacy-aware machine learning methods, 3) providing machine learning architectures for emotion
model decisions, and 4) proposing human-emotion applications in uncontrolled, dynamic environ-
ments.

1.3 Contributing Publications

This dissertation accumulates the findings of our research on affective automotive user interfaces
based on five peer-reviewed publications (four conference papers, one journal paper) and two pub-
lications currently under review. We illustrate the bigger picture in which our work is located and
discuss its implications from a further distance than possible within the single papers. Contributing
publications are marked with a prefixed [P] throughout the document and are available by following
the DOIs provided below.

[P1] David Bethge, Thomas Kosch, Tobias Grosse-Puppendahl, Lewis L. Chuang, Mohamed Kari,
Alexander Jagaciak, and Albrecht Schmidt. VEmotion: Using Driving Context for Indirect
Emotion Prediction in Real-Time. In: The 34th Annual ACM Symposium on User Interface
Software and Technology. UIST ’21. Association for Computing Machinery, 2021, pp. 638–
651. DOI: 10.1145/3472749.3474775. URL: https://doi.org/10.1145/3472749.
3474775.

[P2] David Bethge, Philipp Hallgarten, Tobias Grosse-Puppendahl, Mohamed Kari, Lewis L.
Chuang, Ozan Özdenizci, and Albrecht Schmidt. EEG2Vec: Learning Affective EEG Rep-
resentations via Variational Autoencoders. In: 2022 IEEE International Conference on Sys-
tems, Man, and Cybernetics (SMC). 2022, pp. 3150–3157. DOI: 10.1109/SMC53654.2022.
9945517.

[P3] David Bethge, Philipp Hallgarten, Tobias Grosse-Puppendahl, Mohamed Kari, Ralf Mikut,
Albrecht Schmidt, and Ozan Özdenizci. Domain-Invariant Representation Learning from
EEG with Private Encoders. In: ICASSP 2022 - 2022 IEEE International Conference on
Acoustics, Speech and Signal Processing (ICASSP). 2022, pp. 1236–1240. DOI: 10.1109/
ICASSP43922.2022.9747398.

[P4] David Bethge, Philipp Hallgarten, Ozan Özdenizci, Ralf Mikut, Albrecht Schmidt, and Tobias
Grosse-Puppendahl. Exploiting Multiple EEG Data Domains with Adversarial Learning. In:
2022 44th Annual International Conference of the IEEE Engineering in Medicine & Biology
Society (EMBC). 2022, pp. 3154–3158. DOI: 10.1109/EMBC48229.2022.9871743.

[P5] David Bethge, Luis Falconeri Coelho, Thomas Kosch, Satiyabooshan Murugaboopathy, Ul-
rich von Zadow, Albrecht Schmidt, and Tobias Grosse-Puppendahl. Technical Design Space
Analysis for Unobtrusive Driver Emotion Assessment Using Multi-Domain Context. In: Proc.
ACM Interact. Mob. Wearable Ubiquitous Technol. 6.4 (2023). DOI: 10.1145/3569466. URL:
https://doi.org/10.1145/3569466.
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Guiding Research Questions

[P6] David Bethge, Constantin Patsch, Philipp Hallgarten, and Thomas Kosch. Interpretable Time-
Dependent Convolutional Emotion Recognition with Contextual Data Streams. In: Extended
Abstracts of the 2023 CHI Conference on Human Factors in Computing Systems. CHI EA
’23. Association for Computing Machinery, 2023. DOI: 10.1145/3544549.3585672. URL:
https://doi.org/10.1145/3544549.3585672.

[P7] David Bethge, Daniel Bulanda, Adam Kozlowski, Thomas Kosch, Albrecht Schmidt, and
Tobias Grosse-Puppendahl. HappyRouting: Learning Emotion-Aware Route Trajectories for
Scalable In-The-Wild Navigation. In: submit to ACM Conference on Human Factors in Com-
puting Systems (2024). submitted.

1.4 Guiding Research Questions

This thesis consists of contributions of empirical, conceptual and technical nature, structured into
research questions:

RQ1: How can we design machine learning systems for human state detection based on multimodal
context sensing?

RQ2: How can machine learning systems be designed to provide meaningful explanations of their
classification of human states?

RQ3: How can the required information for machine learning systems for human state classification
be enabled to increase privacy?

RQ4: How can machine learning systems be applied to robustly predict human emotions in dynamic
and constrained environments?

RQ5: How can emotion-aware and emotion-sensitive systems be designed to improve a user’s expe-
rience?

1.5 Research Approach

This section presents the operating approach for designing, implementing, and evaluating machine
learning systems for human emotional states.

Research Settings We perform multiple research settings depending on the objective of the emo-
tion study. At the start of each research setting, we reviewed relevant literature to obtain an under-
standing of open research questions.

In two projects [P1, P5], we used an in-the-wild setting to acquire in-car emotions. We target ob-
taining real-world environment data to deduct in-situ context and emotion understanding. These
experiments required us to review our experimental design as the drivers were required to drive on
public roads. Initially, we reviewed our experiment design for safety and privacy concerns and ob-
tained approval from a university institutional review board. We designed the data-gathering device
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with a minimum graphical user interface so that drivers could concentrate on first-level driving tasks,
and safety concerns were reduced. The participants were recruited by an institutional mailing list or
co-workers who were frequently willing to participate in a study.

For the emotion-aware application research project [P7], we performed an in-the-wild driving as-
sessment of our developed application and performed a driver survey after the ride. Furthermore,
we evaluated the general user needs for this emotion-aware application using an online survey. This
procedure enabled us to recruit participants from diverse backgrounds and communities. We used
the results of this online survey to refine our emotion-aware application user interface and model.
Furthermore, it provided us with critical input for the discussion.

Three of our studies [P4, P3, P2] investigate machine learning models for scalable and domain-
aware emotion recognition systems. In these studies, we used already available open-source datasets
commonly used in the communities. The evaluation of these studies was done by quantitatively
comparing our model results to other models’ prediction capabilities.

Machine Learning Modeling Many of our research settings included some data analysis and mod-
eling phases. The data analysis included techniques from the field of exploratory data science. We
used the python programming language and deep learning frameworks such as Tensorflow and Py-
Torch to develop novel machine learning systems. We trained the models mostly in a private cloud
setting where massive data amounts can be stored and training time can be reduced. The majority of
our machine learning models are made available open-source.

Prototyping We developed several prototypes in the sphere of data acquisition [P1, P5], real-time
emotion prediction [P1], and emotion-aware interfaces [P7]. All prototypes were implemented as
mobile apps to be easily deployed in an in-the-wild environment. Since the prototypes contained a
complex stack of software, we made most parts available open-source to facilitate research in this
research area.

Two prototypes for collecting in-the-wild driver emotions while acquiring context data were devel-
oped for iPhones using the Swift framework. We gathered multiple contextual properties in-the-wild
using a mix of already-available geocoding APIs (such as Microsoft Maps and OpenStreetMaps) and
internally developed reverse-geocoding software. For some features, such as real-time prediction, we
used software packages with additional mobile connectivity features to connect to a cloud backend to
retrieve predictions.

Data Collection We used questionnaires to gather information about the personality, user experi-
ence, and general demographics. We used these questionnaires to evaluate the effectiveness of our
system performance [P7]. We also developed a simulation study to research the effect of hyperpa-
rameters on our developed machine learning systems [P7]. Therein, we simulated different parameter
settings and analyzed the dependence of the parameter setting on the system’s behavior and model
output. Additionally, we relied on information gathered through subjectively felt emotional data on
the user’s behavior when driving in-the-wild. We included the analysis of facial expressions [P1, P5].

Participants We recruited participants mainly from company sources for the in-the-wild research
projects [P1, P5, P7]. We used an internal company email to invite participants from Porsche. Work-
ing with employees made it easier to show new prototypes and provided us with the easy accessibility
of a car and related insurance.
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Research Context

1.6 Research Context

I had the immense pleasure of conducting my doctoral research in residence at the Porsche IT De-
partment for Emerging Technologies in close cooperation with the LMU Munich Chair of Human
Ubiquitous Media.

All experimental studies were conducted at Porsche. Porsche funded all project expenses and my
salary. Many projects at this time were realized in cooperation with researchers from other institu-
tions. I collaborated with my peers at TU Darmstadt, Utrecht University, CODE University Berlin,
Humboldt University, Karlsruhe Institute of Technology, Technical University of Munich, and TU
Graz. I received incredible support from these excellent people, for which I am very grateful. I also
collaborated with the excellent GrapeUp automotive startup team to implement the emotion-aware
application project.
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2
Background

“A computer that can express itself emotionally will some day act
emotionally, and the consequences will be tragic.”

Rosalind W. Picard, Affective Computing, 1997

This chapter conveys background information on the fundamental concepts of machine learning sys-
tems for human emotional states. First, we introduce the concept of emotion to describe emotions
adequately. Second, we present a short overview of emotion state informative signals and detec-
tion models. Third, we describe proposed machine learning models for emotions and emotion-aware
interfaces. We keep this background section brief to maintain clarity.

2.1 Concepts of Human Emotions

Emotions are complex psycho-physiological ongoings that affect humans’ behavior, perception, and
interaction. Human emotions are hard to describe, and there exist multiple representation models1.

Several attempts to describe emotional states have been proposed, while we propose the two most
popular ones: (1) emotions can be described as discrete categories e.g., by the basic emotions ‘anger’,
‘disgust’, ‘happiness’, ‘sadness’, ‘surprise’, and ‘fear’ proposed by Ekman [9] or (2) emotions can be
represented by dimensional ratings using Russel’s [29] circumplex model of affect including the two
dimensions valence (positiveness) and arousal (intensity). Figure 2.1 shows the dimensional emotion
representation model being including the discrete emotion states. As with any theory, extensions [4]
and limitations of the emotion description models have been noted [26].

2.2 Emotion Detection and Emotion Prediction

A critical pillar of emotional intelligence is the ability to detect, react, and manage emotions. Some
researchers argue that detecting emotions is even more important than mathematical and verbal intel-
ligence as this is part of daily human interactions [24].

1 The terms emotion and affect has been used interchangeably in literature and is explained in detail in the paper ‘The
human Affectome’ [30]. In general, affect is the superordinate category - an umbrella term that covers emotions and
moods. Emotions and moods are primarily differentiated by duration and whether they are directed at a specific cause.
Emotions are short-lived and intense experiences elicited in response to specific external stimuli (i.e., objects or events)
and may arise relatively automatically or following a concrete stimulus [25]. For the sake of brevity, we will mainly use
the term emotions.

7



Background

Figure 2.1: Dimensional emotion representation model by [9] showing a 2D space of emotional states
characterized by valence and arousal. In the circumplex model, emotional states can be represented at
any level of valence and arousal. The discrete emotion categories of [9] are mapped into the continuous
space (own elaboration based on [28]).

2.2.1 General Approach

In general, emotions are assessed by finding patterns in human behavior that correlate with emotional
expression. In effect, this reduces the task of studying emotion detection models to a supervised
learning problem, by which a set of input signal values from, e.g., human physiological signals are
transformed to predict an observed emotional state, i.e., the label. This mapping operation ( f : f (X)=
y) from the input signal (X) to the emotional state2 (y) can be described with arbitrary complexity:

X
f (·)−−→ y (2.1)

sensor observation
machine learning−−−−−−−−−→ emotion label (2.2)

Input Modalities A wide variety of input modalities has been used to assess the emotional states of
humans, including physiological signals, facial expressions, self-reports, voice analysis, or contextual
signals [40]. We will present the most prominent input modalities. Analyzing the person’s facial ex-
pression using a camera pointed at the human’s face has been researched intensely [16]. Furthermore,
analyzing the human’s speech signals (e.g., the semantics of spoken text and pitch of voice) from a
microphone has been used to classify emotions [2]. Other signals aim at accessing body vital signs
such as heart rate variability or galvanic skin responses to deduct emotion-relevant information [31].
In recent times, researchers have focused on getting more introspective signals from the emotional
ongoings of the brain via fNIRS or EEG technologies [12, 38]. Recent research also derives context,
e.g., via accessing the smartphone to infer emotions [P1, 37]. In many settings, multi-modal sensor
input (e.g., face and voice analysis) to detect emotion is used [11].

2 This thesis allows the label space y to be continuous or discrete and therefore makes no assumption whether f (·) is
defined as a regression or classification problem.
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Emotion Labels Methods for obtaining the emotional label can be classified into two main groups:
1) self-report techniques based on emotions self-assessment via, e.g., a questionnaire or 2) machine
assessment techniques based on measurements of various parameters of the human body, e.g., heart
rate variability. While the self-reporting techniques give deep insights into the subjective, introspec-
tive emotional states, machine-assessment techniques offer a more objective view of the person [7,
36].

Machine Learning Models A multitude of heuristics and machine learning models have been pro-
posed to learn a mapping function f (·) of input signals X to infer emotions y. Depending on the
input signals used for emotion classification, different preprocessing steps and architectures of ma-
chine learning models are used to classify the emotional label (see [41] for an overview). As the
mapping f (·) can be arbitrarily complex, machine learning methods of diverse flexibility have been
applied to classify emotions. Most commonly, a variant of deep neural networks extracts meaningful
representations from the input signals, which are then used for classification. Many researchers use
convolutional neural networks for analyzing image inputs (such as facial camera streams) or fast-
Fourier-transformed heatmaps of time-series signals. Other common machine learning architectures
for emotion classification include recurrent neural networks such as LSTMs, graph-neural networks,
SVMs, or "weak learners" such as Random Forest or Gradient-Boosting classifiers.

2.2.2 Difficulties

Defining machine learning models for emotion detection is inherently difficult. Multiple challenges
occur due to input sensor qualities, robustness of emotional labels, and general learning settings.
This section will describe the most frequently encountered difficulties in learning machine learning
systems for human emotions.

Availability of Datasets One major obstacle in developing machine learning systems for human
emotional states is the lack of high-quality datasets. Currently, several limitations exist, such as the
lack of open-source sharing willingness and low-quality and modality-limited input data in real-life
environments. In effect, the need for datasets hinders the creation of real-world complexity human
emotional state detection systems and emotion-aware applications.

Missing Ground-Truth Labels One major limitation is the lack of ground-truth labels. The emo-
tional label is often assigned by third-person labelers rating the emotional expression, facial expres-
sion classifying systems, or by instructing the person to act specific emotions. In these specific cases,
the true subjectively felt emotion, i.e., ground truth, cannot be inspected. However, the ground truth
can be assessed when asking the participants about their subjectively felt emotions.

Real-Life Data Another drawback of many datasets corresponds to their real-world applicability.
Many datasets, especially those that track physiological signals to estimate emotional states, are
acquired in a lab environment. Though lab environment offers a more-controlled setting, the data and
model’s transferability to in-the-wild settings is often substantial. Therefore, the gathering of real-
life in-the-wild data is often necessary. Measuring and adapting to emotions during natural settings
remains difficult due to many challenges (e.g., uncomfortable sensors, unreliable ground truth data,
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uncontrolled environment). This thesis will present a machine learning architecture, and input signal
sets to predict human emotions robustly in dynamic and unconstrained environments (RQ4).

Extensive Samples For machine learning systems to successfully extract emotion-relevant input
signal patterns, the dataset should consist of enough samples which cover a variety of input and label
space. More extensive training data usually results in a better modeling approximation and hence
possesses lower estimation variance and, consequently, better predictive performance. Furthermore,
sufficient subject samples are required to adapt to a specific person’s characteristics and learn person-
dependent models. Many times, obtaining a large number of emotional samples for an individual
participant is time-consuming and requires high effort. This hinders the learning of personalized and
thus possibly more privacy-preserving emotion models (RQ3).

Context One of the biggest obstacles has been the need for context: the fact that emotions cannot
be understood in isolation. To improve understanding of why a specific emotional state is observed
and to further improve detection performance, machine learning systems could heavily improve in
incorporating the environmental context. Recent breakthroughs in ubiquitous sensing allow in-the-
wild data, including real-world context, to inform emotion detection models. This thesis presents a
mobile and personal computing software that predicts emotions based on contextual data only (RQ1).

Interpretability Although there are approaches to link input data to emotional states, understanding
the relationship between emotion-relevant data to detected emotion is difficult. Traditional machine
learning methods aim to provide an accurate prediction but offer little interpretation of its output.
Therefore providing meaningful explanations of an emotion prediction output remains a difficulty.
This thesis tackles the problem of proposing a system for providing explanations for emotion predic-
tion using deep neural network architectures (RQ2).

Privacy User privacy is a major concern when developing emotion detection systems and applica-
tions. First, emotions are very personal such that users may prefer to share their data, and person-
dependent modeling may be required. Second, machine learning models for human emotional states
in emotion-aware applications should be treated cautiously because emotions can be considered pri-
vate. Third, this thesis proposes research on machine learning systems that enable the learning of
more privacy-preserving machine learning models (RQ3).

2.2.3 Milestones

Significant milestones in the area of human emotional state detection and application will be pre-
sented in the following section.

Measuring the user’s emotions is a compelling topic that has been addressed by previous research.
Picard coined the term ‘Affective Computing’, envisioning computers to express or sense emotions
to provide a computerized interface that mimics human-like capabilities [21, 23].

One prominent breakthrough was the automatic extraction of facial features to predict emotional
states [8]. Although the robustness of facial expression emotion detection is highly controversial, this
method enabled many emotion-aware applications to use a cheap camera to infer emotional states.

10



Emotion Detection and Emotion Prediction

Another milestone in the emotion detection domain was the successful extraction of emotion pat-
terns from neurological brain-computer interface data [44]. Analyzing signals such as EEG offers
an "inner" recording via a non-intrusive electrical recording of variations, locations, and functional
interactions of brain activity. Here, one substantial challenge in the robustness of the label and input
space variability across persons persists.
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“Any sufficiently advanced technology is indistinguishable from magic.”

Arthur C. Clarke, A Space Odyssey.

This chapter presents our contributions to the field of machine learning for human emotional states.
We summarize an overview of the publications by research questions, method, and contribution type
in Table 3.1. The contribution types follow Laudan’s taxonomy [15] adapted for HCI by Ouslavirta
et al. [19] listed in order of presentation in this dissertation. The publications at the top of the ta-
ble focus on understanding user emotions and their link to in-the-wild context. The publications
towards the bottom of the table shift their focus increasingly towards building machine learning sys-
tems, building and testing applications for human emotions. The publications are grouped into four
sub-domains: ‘Intelligent Input Modalities’, ‘Explanatory Emotion Prediction Models’, ‘Privacy-
Preserving Human-Emotion Models’, and ‘Human-Emotion Application in Dynamic Environments’.
We present the publications in the order of the research questions.

3.1 Intelligent Input Modalities

Recent developments in ubiquitous sensing and the emergence of AI enable the use of machine learn-
ing for human state detection systems. The objective of [P1] is to research how a machine learning
system for human emotional states can be built based on contextual features only. The subsequent
paper [P5] aim is to deduct a technical design space for unobtrusive human emotional state detection
systems.

RQ1: How can we design machine systems for human state detection based on multimodal context
sensing?

Personal Context 

VEmotion: Using Driving Context for Indirect Emotion 
Prediction in Real-Time 
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Figure 1: We present VEmotion, a new virtual emotion sensor embedded into a smartphone app that fuses an extensive variety 
of contextual information like vehicle- and tra�c dynamics, road characterization, environmental weather, and in-vehicle 
context. 
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ABSTRACT 
Detecting emotions while driving remains a challenge in Human-
Computer Interaction. Current methods to estimate the dri-
ver’s experienced emotions use physiological sensing (e.g., skin-
conductance, electroencephalography), speech, or facial expres-
sions. However, drivers need to use wearable devices, perform 
explicit voice interaction, or require robust facial expressiveness. 
We present VEmotion (Virtual Emotion Sensor), a novel method 
to predict driver emotions in an unobtrusive way using contextual 
smartphone data. VEmotion analyzes information including tra�c 
dynamics, environmental factors, in-vehicle context, and road char-
acteristics to implicitly classify driver emotions. We demonstrate 
the applicability in a real-world driving study (N = 12) to evaluate 
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VEmotion: Using Driving Context for Indirect Emotion Pre-
diction in Real-Time [P1] This paper presents a novel input
modality to estimate driver emotions in an in-the-wild driving
setting. We define a novel virtual emotion sensor (VEmotion)
and define processing steps to predict driver emotions in an un-
obtrusive way using contextual smartphone data. We construct
intelligent human state input by analyzing traffic dynamics, en-
vironmental factors, in-vehicle context, and road characteris-
tics to classify driver emotions implicitly. We demonstrate the
applicability in a real-world driving study (N = 12) to evaluate
emotion prediction performance. Facial expression classifica-
tion only often yields a ‘neutral’ emotion class due to the inex-
pressiveness of the driver, ignoring and misclassifying heavily
other felt emotions of the driver. Our machine learning model
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Table 3.1: Overview of publications organized by research question, methods, and contribution type.

Contribution

Paper Type Research Question Method(s) Empirical Conceptual Constructive Key Outcome

RQ1: How to design machine learning systems for human state detection based on physiological sensing and context?

[P1] UIST’21
full con-
ference
paper

How can we predict
emotions using con-
text?

prototyping,
implementa-
tion (N = 13)

evaluation of
system

learning architec-
ture, evaluation
systems, partici-
pant fine-tuning

implementation
of unobstrusive
mobile machine
learning system

novel virtual
emotion sen-
sor

[P5] IMWUT’23
journal
paper

What is the techni-
cal design space for
human-state recogni-
tion systems?

implementation,
in-the-
wild study
(N = 26)

analysis
of context
emotion rela-
tionship

synthesis of
important and
privacy-relevant
features for emo-
tion classification

technical design
space for devel-
opment of human
state machine
learning systems

dataset for
emotions
and context
in-the-wild

RQ2: How can machine learning systems be designed to provide meaningful explanations of their classification of human-states?

[P6] CHI’23
workshop
paper

How can machine
learning systems pro-
vide time-granular
emotion state expla-
nations?

implementation comparative
analysis on
multi-context
emotion
database

interpretable
time-dependent
feature explana-
tions

CNN Trans-
former archi-
tecture with
attention mecha-
nisms

novel inter-
pretable neu-
ral network
architecture
for explain-
able emotion
prediction

RQ3: How can the required information for machine learning systems for human state classification be enabled to increase privacy?

[P3] ICASSP’22
full con-
ference
paper

How can we learn
common emotion
representations being
data-source indepen-
dent?

implementation,
quantitative
evaluation

analysis of
shared latent
space across
emotional
input

private encoding
mechanisms for
shared emotion
latent space gen-
eration

novel encoder
architecture for
high signal-to-
noise emotion
data input

relevant in-
formation
extraction
method from
multiple EEG
data domains

[P4] EMBC’22
full con-
ference
paper

How can we exploit
multiple emotion
sources to learn a
common embed-
ding?

implementation,
quantitative
evaluation

analysis of
shared latent
space across
emotional
input

adversarial multi-
source learning
for emotions

weight updating
mechanisms
for emotional
machine learning
systems with
contrarian objec-
tives

relevant in-
formation
extraction
method from
multiple EEG
data domains

[P2] SMC’22
full con-
ference
paper

How can we learn
a general purpose
emotion representa-
tion?

implementation,
quantitative
evaluation

analysis of
shared latent
space for data
generation
and state
prediction
tasks

trade-off of par-
ticipant variabil-
ity and prediction
performance of
emotion machine
learning systems

understanding of
emotional latent
space for gener-
ation and predic-
tion

relevant in-
formation
extraction
method from
emotional
EEG data

RQ4: How can machine learning systems be applied to robustly predict emotions in dynamic and unconstrained environments?

RQ5: How can emotion-aware and emotion-sensitive systems be designed to improve a user’s experience

[P7] to be pub-
lished

How can use emotion
prediction to navi-
gate users in real-
world environments?

implementation,
quantitative
evaluation
(N = 12)

effect of emo-
tional naviga-
tion on per-
ception

trade-off between
happiness ma-
chine learning
prediction and
traveltime

scalable, mo-
bile emotion-
navigation
system

novel
emotion-
aware appli-
cation
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Intelligent Input Modalities

using only contextual data could predict emotions confidently
with an accuracy of 72% and F1 score of 0.71. Our results
show that VEmotion outperforms facial expressions by 29% in
a person-dependent classification and 8.5% in a person-independent classification. Our results show
that contextual information can significantly improve the classification of emotional states, especially
in detecting ‘surprise’ situations and discriminating between ‘neutral’ and ‘happiness’ states. We
show that we can learn a global system for recognizing emotions ‘on the go’ with contextual and
facial expressions. However, this comes at higher computational costs of accessing all participants’
data and learning a participant-independent classifier. We also learn an uncalibrated model that can
predict emotions for a new driver’s emotions. The emotions predicted by our machine learning clas-
sifier improve if more person-dependent information is available. Analyzing the feature importances,
we found that ‘vehicle dynamics’, ‘weather’, and ‘traffic flow’ were highly predictive of emotions.
This implies that the designer of empathic car interfaces should focus on the reliable measurement
of these features when assessing emotions is a critical task. We discuss how VEmotion enables em-
pathic car interfaces to sense the driver’s emotions and will provide in-situ interface adaptations on
the go.

Authors contribution: I came up with the original research idea of using context for predicting
driver emotions and was the lead-author. I developed the machine learning pipeline and supervised
Alexander Jagaciak, who implemented the experimental iOS app for gathering in-the-wild context
and emotion data. Thomas Kosch came up with the experimental study design and provided a paper
review. Lewis Chuang reviewed the paper and outlined ethical limitations of the emotion detection
approach. Tobias Grosse-Puppendahl provided research guidance throughout the paper writing and
reviewed the paper. Mohamed Kari implemented the beta-testing framework for our study-application
and provided a paper review. Albrecht Schmidt provided feedback on the paper and the publication.

Technical Design Space Analysis for Unobtrusive Driver Emotion Assessment
Using Multi-Domain Context

DAVID BETHGE, Porsche AG, LMU Munich, Germany

LUIS COELHO, Porsche AG, CODE University, Germany

THOMAS KOSCH, TU Darmstadt, Germany

SATIYABOOSHAN MURUGABOOPATHY, Porsche AG, Germany

ULRICH VON ZADOW, CODE University, Germany

ALBRECHT SCHMIDT, LMU Munich, Germany

TOBIAS GROSSE-PUPPENDAHL, Porsche AG, Germany

Fig. 1. Multi-Domain Context Sensor Information used for the technical design space analysis. We predict emotions using a
smartphone app, which employs five di�erent sensors: accelerometer, GPS, front-facing camera, back-facing camera, and microphone.
We use the latitude and longitude output by the GPS sensor to fetch data on live tra�ic, road type, and weather from third-party
APIs. The front-facing camera captures the driver’s face to perform facial expression recognition (used as a baseline). Visual scene
segmentation and object detection are performed on the back-facing camera input.
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Technical Design Space Analysis for Unobtrusive Driver
Emotion Assessment Using Multi-Domain Context [P5]
This paper describes a technical-design space analysis for re-
mote sensing human states in a dynamic driving environment.
In a user study, we investigate how emotions can be unobtru-
sively predicted by analyzing a rich set of contextual features
captured by a smartphone, including road and traffic condi-
tions, visual scene analysis (i.e., the outside and inside view),
audio, weather information, and car speed. We derive a techni-
cal design space to inform practitioners and researchers about
the most indicative sensing modalities, the corresponding im-
pact on users’ privacy, and the computational cost associated
with processing this data. Our analysis shows that contextual
emotion recognition is significantly more robust than facial
recognition, leading to an overall improvement of 41% using
a participant-dependent cross-validation.Finally, we present a
technical framework showing how contextual and audio-visual
sensing modalities influence the accuracy of emotion classification.

Our work discusses how designers can select sensing strategies to prototype empathic interfaces con-
sidering trade-offs related to computational cost and privacy concerns. For example, users can opt-in
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for contextual data only and leave out the environmental data in case of privacy concerns. In the set-
ting of a production car, the manufacturer should focus on an easy-to-compute and privacy-preserving
set of features. Hence we recommend a feature set without sensitive data and where all features are
preferred to be locally computable and third-party API independent. For research purposes and apart
from GPS-features, we propose to use computer vision extracted features, i.e., object detection and
visual scene segmentation features. They show high feature importance while also offering possi-
ble local computability through on-device computer vision inference. Third, research on driver-view
context affecting driver’s well-being is underexplored [3]. Overall, we do not recommend empathic
application designers to acquire emotions through facial expression analysis due to their non-robust
detection and privacy-related concerns [34]. Still, many car companies employ facial monitoring
software as driver-facing cameras are already equipped in-car, and facial expression software is easy
to integrate [18]. Although our work intelligent input work for emotion detection is demonstrated
in a car setting, the findings can be translated to other user interface systems where these inputs are
available. Since the results of our study are obtained using a smartphone only, we envision that devel-
opers and designers can inexpensively prototype novel empathic interfaces using the evaluated data
streams.

Authors contribution: I came up with the original research idea. Together with Luis Coelho,
we extended the input modalities of the VEmotion system [P1] to include audio-visual features.
Luis Coelho implemented the data acquisition smartphone app. Luis Coelho and I evaluated the
framework. Satiyabooshan Murugaboopathy designed the privacy-awareness table and performed
acquisition sessions. Thomas Kosch and Tobias Grosse-Puppendahl provided feedback throughout
the paper writing and evaluation stages. Ulrich von Zadow guided the wording of the paper by
ensuring conciseness. Albrecht Schmidt reviewed the paper.
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3.2 Explanatory Emotion Predictions Models

While better machine learning modeling accuracy is of great benefit, the interpretability of a model
is crucial for HCI researchers to gain new knowledge and to advance the field. The objective of RQ2
is to analyze and define ways for human-emotional state detection systems to provide meaningful ex-
planations. In particular, [P6] demonstrates a novel interpretability mechanism to analyze the model’s
reasoning "when, where and why" a decision has been made. The proposed methodology in [P6] for
generating interpretable feature maps applies to a wide range of HCI scenarios. Using the proposed
mechanism, we could analyze which contextual feature changes induced an emotional change and
thus infer specific (contextual) emotional triggers.

RQ2: How can machine learning systems be designed to provide meaningful explanations of their
classification of human states?

Interpretable Time-Dependent Convolutional Emotion Recognition with
Contextual Data Streams

DAVID BETHGE, LMU Munich, Germany

CONSTANTIN PATSCH, TUM, Germany

PHILIPP HALLGARTEN, Porsche, TUM, Germany

THOMAS KOSCH, HU Berlin, Germany
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Fig. 1. System architecture overview. ITER takes any multivariate time-series as an input (here: contextual vehicle variables) and
performs a time-series classification (here: predicting driver emotions) while providing explainable feature maps, which display
feature importance of the model’s prediction over time.

Emotion prediction is important when interacting with computers. However, emotions are complex, di�cult to assess, understand,
and hard to classify. Current emotion classi�cation strategies skip why a speci�c emotion was predicted, complicating the user’s
understanding of a�ective and empathic interface behaviors. Advances in deep learning showed that transformer networks can learn
powerful time-series patterns while showing classi�cation decisions and feature importances. We present a novel transformer-based
model that classi�es emotions robustly. Our model not only o�ers high emotion-prediction performance but also enables transparency
on the model decisions. Our solution thereby provides a time-aware feature interpretation of classi�cation decisions using saliency
maps. We evaluate the system on a contextual, real-world driving dataset involving twelve participants. Our model achieves a mean
accuracy of 70% in 5-class emotion classi�cation on unknown roads and outperforms in-car facial expression recognition by 14%. We
conclude how emotion prediction can be improved by incorporating emotion sensing into interactive computing systems.
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learning.
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computing
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Interpretable Time-Dependent Convolutional Emotion
Recognition with Contextual Data Streams [P6] This
paper proposes a method to extract the temporal explainability
of human-emotional state detection models. Especially
when dealing with the challenge of emotion recognition
in noisy environments, state-of-the-art approaches utilize
mainly physiological and facial data. However, emotions are
complex, difficult to assess, understand, and hard to classify.
Current emotion classification strategies do not reveal why
a specific emotion was predicted, making it difficult for the
user to understand the interface behavior. Advances in deep
learning showed that transformer networks can learn powerful
time-series patterns while showing classification decisions
and feature importances. We present a transformer-based
deep learning model that classifies emotions robustly. Our
model not only offers high emotion-prediction performance
but also enables transparency on the model decisions. Our
model thereby provides a time-aware feature interpretation of classification decisions using saliency
maps. We focus on visual interpretability in the form of saliency maps as they display feature time
dependencies and propose a new method to derive activation aggregation. They are defined as
the weighted combination of the model’s feature maps which provide insights into the network’s
attention toward feature-time instances within a specific sample. We evaluate the system on a
contextual, real-world driving dataset involving twelve participants. Our model achieves a mean
accuracy of 70% in 5-class emotion classification on unknown roads and outperforms in-car facial
expression recognition by 14%. Finally, we conclude how the proposed post-hoc visualizations
help to improve opening the “black-box” emotion prediction model and propose applications of our
model in interactive computing environments.

Author contribution: I came up with the concept idea to make temporal influences of input on the
road for the emotion prediction explanatory. I developed use-cases for the application of interpretable
time-dependent emotion recognition and was the lead author for the paper. Together with Constantin
Patsch we developed the neural network architecture, which Constantin Patsch evaluated. Philipp
Hallgarten and Thomas Kosch contributed to the overall conciseness by reviewing the paper.
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3.3 Privacy-Preserving Human-Emotion Models

While it is promising to use deep learning methods in human behavior modeling, there are several
challenges. Foremost, deep learning methods are often data hungry, while interaction data is scarce
compared to classic machine learning problems such as computer vision or natural language process-
ing. RQ3 aims to research the question of how to build privacy-constrained human-state systems that
are still able to predict human states confidently. We concentrate on a particular aspect of privacy
by researching machine learning methods for making emotion prediction domain-independent. By
learning domain-invariant representations for emotion classification, we preserve emotion-relevant
information but constrain the privacy-related information specific to a particular data domain.

In [P3] and [P4], the aim is to provide novel machine learning architectures to learn from multiple
HCI data sources to learn common latent emotion representations which can predict emotions and be
data source invariant. The objective of [P2] is to learn an emotion embedding that does not include
participant-dependent information but is predictive for emotion and can generate synthetic data. The
presented papers outline a novel way to create deep learning for human-state detection by exploiting
multiple databases with increased privacy requirements.

RQ3: How can the required information for machine learning systems for human state classification
be enabled to increase privacy?

Domain-Invariant Representation Learning from EEG with
Private Encoders [P3] This paper presents a multi-source
learning architecture where we extract domain-invariant repre-
sentations from dataset-specific private encoders for human-
emotion modeling. Our model utilizes a maximum-mean-
discrepancy (MMD) based domain alignment approach to im-
pose domain-invariance for encoded representations. Our
framework consists of a private feature encoder per domain and
a cross-domain shared classifier. The novelty of our approach
is that we utilize a maximum-mean discrepancy (MMD) [10]
based domain alignment loss across private feature encoders to
minimize domain-specific leakage within the learned represen-
tations. Our method outperforms state-of-the-art approaches
in EEG-based emotion classification, such as domain-specific
EEG learning, global modeling, or adversarial techniques. Al-
though our method is evaluated on emotion-related EEG data,
the machine learning framework can be applied to any multi-
variate time series input. Thus, our model could also be used for estimating other human states, e.g.,
driver fatigue estimation using heart-rate time series data.

Authors contribution: I came up with the original research idea and reserarch contribution. To-
gether with Philipp Hallgarten, we developed the machine learning architecture for domain alignment
of the data source invariance for emotional representation learning. Ozan Özdenizci contributed ideas
to improve the convergence of the learning architecture and supervised the paper writing. Mohamed
Kari contributed feedback throughout the paper writing process. Tobias Grosse-Puppendahl, Ralf
Mikut and Albrecht Schmidt reviewed the paper.
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Privacy-Preserving Human-Emotion Models

Exploiting Multiple EEG Data Domains with Adversarial
Learning [P4] This paper proposes the idea of privacy-aware
multi-source learning via learning domain-invariant represen-
tations. We argue that learning emotion representations from
multiple data sources is a viable alternative, as the available
data from different EEG data-source domains (e.g., subjects,
sessions, experimental setups) will grow massively. We pro-
pose an adversarial inference approach to learn data-source in-
variant representations in this context, enabling multi-source
learning for EEG-based brain-computer interfaces. We unify
EEG recordings from different source domains (i.e., emotion
recognition datasets SEED [43], SEED-IV [42], DEAP [14],
DREAMER [13]). We demonstrate the feasibility of our in-
variant representation learning approach in suppressing data-
source-relevant information leakage by 35% while still achiev-
ing stable EEG-based emotion classification performance.

Our work can be extended by adapting the encoder framework
to be able to use different EEG input shapes according to the
specified data source, and as a result, a different number of channels and sampling frequencies can
be learned. We envision an adversarial shared-private model, where some channels are shared among
data sources (as in our approach) but private (data-source-specific) input can be incorporated. Our
approach can also easily be adapted to learn representations invariant to other EEG variation factors,
e.g., participant ID, by adding an additional adversarial classifier.

Authors contribution: I came up with the original research idea. I was the lead author of the paper
and implemented the preprocessing of the domain data sources. Philipp Hallgarten implemented
the adversarial learning framework. Ozan Özdenizci contributed to the resulting publication by co-
supervising the development of the architecture. He revised the method and discussion section of the
paper. Tobias Grosse-Puppendahl, Mohamed Kari, Ralf Mikut, and Albrecht Schmidt reviewed the
paper and provided feedback to the concicesness of the paper’s contribution.

EEG2Vec: Learning Affective EEG Representations via
Variational Autoencoders

David Bethge1,2,⇤, Philipp Hallgarten1,3, Tobias Grosse-Puppendahl1, Mohamed Kari1,
Lewis L. Chuang4, Ozan Özdenizci5,6, Albrecht Schmidt2

Abstract— There is a growing need for sparse representa-
tional formats of human affective states that can be utilized
in scenarios with limited computational memory resources.
We explore whether representing neural data, in response to
emotional stimuli, in a latent vector space can serve to both
predict emotional states as well as generate synthetic EEG data
that are participant- and/or emotion-specific. We propose a con-
ditional variational autoencoder based framework, EEG2Vec,
to learn generative-discriminative representations from EEG
data. Experimental results on affective EEG recording datasets
demonstrate that our model is suitable for unsupervised EEG
modeling, classification of three distinct emotion categories
(positive, neutral, negative) based on the latent representa-
tion achieves a robust performance of 68.49%, and generated
synthetic EEG sequences resemble real EEG data inputs to
particularly reconstruct low-frequency signal components. Our
work advances areas where affective EEG representations can
be useful in e.g., generating artificial (labeled) training data or
alleviating manual feature extraction, and provide efficiency for
memory constrained edge computing applications.

I. INTRODUCTION

The emphasis on human-centric computing in recent years
has accelerated efforts in affective computing to develop
effective computer-aided approaches for recognizing, inter-
preting, processing, and simulating a person’s emotions.
Recent notable successes include affect-adaptive robot-child
feedback in education [1], mobile real-time facial emotion
annotation systems [2], as well as detecting and influencing
drivers’ emotions [3]. In particular, the growing availability
of high-resolution wearable physiological measurement sys-
tems has, in combination with powerful machine learning
methods, increased recognition performance of affective user
states for various applications in-the-wild [4].

In this paper, we focus on electroencephalographic (EEG)
measurements that were elicited in response to affective
emotional stimuli. Primarily we seek to determine whether a
user-specific affective representation from raw EEG can be
learned in an end-to-end representation learning framework.
In such a setting, representations of affective states are
learned from input data—typically by transforming it or
extracting informative features from it (the useful vantage
point of the data’s key qualities)—towards the objective of
performing particular tasks like prediction of affective states

1Dr. Ing. h.c. F. Porsche AG, Stuttgart, Germany
2Ludwig Maximilian University, Munich, Germany
3University of Tübingen, Tübingen, Germany
4Chemnitz University of Technology, Chemnitz, Germany
5Institute of Theoretical Computer Science, TU Graz, Graz, Austria
6TU Graz-SAL DES Lab, Silicon Austria Labs, Graz, Austria
⇤Corresponding author: david.bethge@ifi.lmu.de

from noisy EEG data. Traditional discriminative machine
learning approaches have the sole objective of classifying
distinct affective categories. In opposition, our focus on
representation learning aims at estimating a powerful ab-
straction of affect-relevant multi-channel sensor input. This
approach encodes the signal generative components from the
training data distribution in a learned latent space. Once a
representation is learned, semi-supervised learning schemes
can be performed by applying the representation learning
framework on unlabeled data which can be combined with
labeled data representations to obtain a larger training base
in order to, for instance, predict emotions.

Our work is inspired by recent advances in word repre-
sentations, also denoted as embeddings [5], [6]. A promi-
nent success story is word2vec [7] in natural language
processing, which uses a neural network model to learn
word representations from a large text corpus. Once trained,
such representation models can detect synonymous words
or accurately suggest additional words for a partial sen-
tence. This has given rise to numerous natural language
applications that were previously unimaginable (e.g., pre-
dicting the right next words in chats, sentiment analysis of
messages, machine translation, click session advertisement-
recommendation, automatic topic clustering). State-of-the-art
natural language processing algorithms can even learn cross-
lingual concepts [8], generate complete texts [9], [10] or
infer emotion-related text sentiments [11]. When trained with
enough data, word embeddings tend to capture word concepts
and meanings, and are even able to perform analogies, e.g.,
the vector for “Paris” minus the vector for “France” plus the
vector for “Italy” is very close to the vector for “Rome”.
Thereby, word representations can bridge the human under-
standing of language to that of a machine.

We seek to contribute towards ubiquitous wearable phys-
iological systems and allow for computing systems that are
responsive to user affective states in real-world scenarios.
Here, we focus on high-dimensional EEG data and share how
a highly informative and compressed representation could be
derived from it to support this vision. Once learned, such
representations can be useful for downstream tasks, such as
predicting emotions to better understand the affective states
in the brain through representations in a lower dimensional
space, or simulating synthetic EEG data.

To date, affective brain-computer interface (BCI) method-
ologies are often hindered by the lack of large labeled
datasets, low signal-to-noise (SNR) ratio in real-time EEG
data acquisition, or non-reproducible handcrafted feature ex-

EEG2Vec: Learning Affective EEG Representations via
Variational Autoencoders [P2] In this paper, we explore
whether representing neural data, in response to emotional
stimuli, in a latent vector space can predict emotional states and
generate synthetic EEG data that are participant- and emotion-
specific. We propose a conditional variational-autoencoder-
based framework called EEG2Vec to learn generative and
emotion-discriminative representations. Experimental results
on emotional EEG recording datasets demonstrate that our
model is suitable for emotional time series modeling using a
general-purpose latent representation. Our model achieves a
robust performance of 68.49% in the emotion classification
task with three distinct emotion categories (positive, neutral,
negative). Furthermore, our model generates synthetic EEG
sequences resembling actual EEG data inputs. Especially low-
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frequency signal components can be reconstructed with high
robustness.

Our work advances areas where affective EEG representations can be helpful to generate artificial
(labeled) training data or alleviate manual feature extraction and provide efficiency for memory-
constrained edge computing applications.

Authors contribution: I developed the concept idea and came up with the original research ques-
tions. I implemented the conditional variational autoencoder architecture and evaluated the frame-
work. Ozan Özdenizci reviewed the paper, supervised the original contribution conciseness, and
provided ideas for the convergence of the machine learning framework. Philipp Hallgarten visualized
latent space results and reviewed the paper for conciseness. Lewis L. Chuang provided a neuroscience
interpretation on the latent space findings. Tobias Grosse-Puppendahl, Mohamed Kari, and Albrecht
Schmidt reviewed the paper.
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Human-Emotion Application in Dynamic Environments

3.4 Human-Emotion Application in Dynamic Environments

While designing robust human-state detection systems with high accuracy, privacy awareness, and ex-
planations capabilities is favorable, their use in applications provides further HCI challenges. In [P7],
we aim to deploy robust state detection systems in dynamic and unconstrained environments by de-
veloping the first scalable emotional-routing application. We begin by discovering the degrees of
freedom to design a scalable affective navigation system applicable to unknown users, environments,
and roads. Next, we demonstrate that theoretical psychological assumptions hold for the experience-
able system, showing for the first time a navigation system that regulates emotions positively.

RQ4: How can machine learning systems be applied to robustly predict human emotions in dynamic
and constrained environments?

RQ5: How can emotion-aware and emotion-sensitive systems be designed to improve a user’s expe-
rience?

A�ectRoute: Learning Emotion-Aware Route Trajectories for
Scalable In-The-Wild Navigation
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Figure 1: We present A�ectRoute, a new navigation system able to route after positive emotions. We predict emotional weights
for every road coordinate based on environmental, personal, and dynamic road context and �nd the optimal driving trajectory.

ABSTRACT
Routes represent an integral part of triggering emotions in drivers.
Many navigation systems allow users to choose a navigation strat-
egy, such as the fastest or shortest route, but they do not take the
emotional well-being of the driver into account. We present A�ec-
tRoute, a novel navigation-based empathic car interface that guides
drivers through real-world tra�c while evoking positive emotions.
We propose a set of design considerations, derive a technical ar-
chitecture, and implement an optimization framework. The central
part of our contribution is a custom emotion map layer generated
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by a machine learning classi�er that predicts emotions along a
route based on static and dynamic contextual data. Based on this,
we developed a real-time mobile navigation app to interactively
predict routes that evoke feelings of happiness. We evaluated this
system in a real-world driving study (# = 13) and found that happy
routes increase subjectively perceived valence by 11% (? = .007).
Finally, we show how emotion-based routing can be integrated into
common navigation apps to promote drivers’ emotional well-being.

CCS CONCEPTS
• Human-centered computing ! Interactive systems and tools;
HCI theory, concepts and models; • Computing methodologies !
Machine learning.

KEYWORDS
empathic interfaces, a�ective computing, navigation, machine learn-
ing, contextual computing

HappyRouting: Learning Emotion-Aware Route Trajecto-
ries for Scalable In-The-Wild Navigation [P7] This paper
proposes a novel emotion-aware application that uses previ-
ously discussed remote sensing inputs [P1, P5] to propose
route recommendations. Many navigation systems allow users
to choose a navigation strategy, such as the fastest or short-
est route, but they do not take the emotional well-being of
the driver into account. We present HappyRouting, a novel
navigation-based empathic car interface that guides drivers
through real-world traffic while evoking positive emotions.

While the vision, preferences, and design of empathic naviga-
tion have been presented in prior work [20], its technical con-
cept, implementation, and concrete evaluation have yet to be
the subject of research. We propose a set of design consider-
ations, derive a technical architecture, and implement an op-
timization framework. The central part of our contribution is
a custom emotion map layer generated by a machine learning
classifier that predicts emotions along a route based on static and dynamic contextual data. Based
on this, we developed a real-time mobile navigation app to interactively predict routes that evoke
feelings of happiness. We evaluated this system in a real-world driving study (N = 13) and found
that happy routes. increase subjectively perceived valence by 11% (p = .007). Our results show a
significant effect in perceived valence between the fast and happy routes, showing that the happy
route selected leads to an improvement in valence. Furthermore, our participants were willing to use
our system, although positive routes consumed more time. Moreover, we conducted a simulation
study in a whole region to compare the differences between the optimization objectives. Finally, we
show how emotion-based routing can be integrated into common navigation apps to promote drivers’
emotional well-being.

Author contribution: I was the leading author of this publication. Together with Tobias Grosse-
Puppendahl, I came up with the idea of affective navigation through context. I developed the naviga-
tion prediction and did the quantitative and qualitative study. Daniel Bulanda designed the figure on
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the first page and together with Adam Kozlowsky set up the navigation and mobile app infrastructure.
Thomas Kosch revised the paper. Tobias Grosse-Puppendahl, and Albrecht Schmidt revised the paper
for conciseness and readability.
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4
Results

“I visualise a time when we will be to robots what dogs are to humans,
and I’m rooting for the machines.”

Claude Shannon

In this section, we will briefly summarize the findings of the individual papers contributing to answer
the guiding research questions.

RQ1: How to design machine learning systems for human state detection based on multimodal con-
text sensing?

In our papers [P1, P5] we show that a consumer smartphone paired with machine learning modeling
can predict emotions in the wild. Our work shows that contextual data is a reliable classification
input for emotions [P1], where adding environmental data streams (i.e., the outside and inside view)
can improve the overall emotion classification performance. Our results show that emotions for
unknown drivers can be classified with up to 59% when using contextual and audio-visual features, an
improvement of 7% over emotion detection using facial expressions. We find that emotion prediction
is better when fine-tuned on participants’ labeled data. However, acquiring labeled data in the wild
is costly, hence we propose a few-shot learning approach to fine-tune the model by using the first
minutes of input data of the participants’ data.

Furthermore, we show a technical design space for designing the appropriate input feature set for con-
textual emotion modeling [P5]. We analyzed an extensive set adding auditory context and driver-view
features analyzed by computer vision approaches (visual object detection and visual scene segmen-
tation). By analyzing the audio-visual complexity of the outer-car ongoings, driver emotions can be
predicted with 59% accuracy in a leave-one-participant-out cross-validation. In contrast, only-outside
view information using the smartphone’s camera stream on the road offers a recognition accuracy of
54% while providing a less driver-privacy intrusive sensing system. Our smartphone-based sensor
fusion implementation is uncomplicated to integrate into other ubiquitous sensor streams with GPS
or camera functionality. The robust performance provides the designer of affective in-car systems
with new possibilities that do not involve cameras directed at the driver, which might raise a feeling
of surveillance. Instead, our approach may only require an image representing what the driver sees.
Furthermore, current driver assistance systems already obtain fine-grained outside-view information
from sensors attached to the vehicle. Therefore, outside-view features, e.g., potentially already pro-
vided by an autonomous driving sensor, could directly serve as input for a potential in-cabin emotion
classifying system based on visual features.

Our work advances future machine learning systems for human emotional states in different axes.
The capabilities and variety of sensors in our smartphones will increase in the future, and head-worn
devices such as augmented reality glasses are already in development for large-scale use. This poses
a challenge for future remote sensing systems, as small ubiquitous devices can infer context from
little sensory information to predict emotional states.
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RQ2: How can machine learning systems be designed to provide meaningful explanations of their
classification of human states?

We showed that by considering time as a variable in the emotion recognition system, we are able
to interpret the importance of individual feature instances with respect to a particular classification
result. Hereby, explainability is visualized by saliency maps that are created with a gradient-based
and a forward-score-based method. Explaining the model’s classification decision by inferring the
importance of certain feature aspects is crucial to help humans understand the model’s reasoning
process. Our method allows us to understand better the relationship between environmental,
emotional triggers, and emotional states. The linking of context and emotional triggers was first
stressed by [6] and [39], which outlined the importance of knowing "when, where, and why"
emotional triggers affect the emotional state to improve emotion recognition accuracies. The
time-feature-dependent understanding is favorable for the emotion recognition developer in knowing
why a specific decision has been made and offers the driver a transparent way of knowing why a
machine learning decision based on his emotional state was made. In effect, our method allows to
understand better the relationship between environmental, emotional triggers, and emotional states.
By providing a more direct assessment of emotion detection, our model can be seen as another step
toward transparency in empathic interfaces, which are a major limiting factor in the development of
large-scale employment. The interaction between humans and machine learning systems is crucial,
especially when developing empathic car interfaces for in-the-wild use [32].

RQ3: How can the required information for machine learning systems for human state classification
be enabled to increase privacy?

Emotion-related information is highly personal therefore, this sensitive data must be handled appro-
priately. We present three deep learning architecture methods (EEG2Vec [P2], aDAPE [P3], and
ACSE [P4]) to learn domain-invariant representations in order to increase domain privacy. We eval-
uate all approaches on EEG datasets with human emotional state labels. Unlike previous work that
has focused on learning scenarios across subjects or sessions, we explore data source invariant rep-
resentations via an adversarial learning framework that can be used in EEG multi-label settings. Our
approach aims at expressing robust emotion-relevant EEG features in a latent representation for emo-
tion recognition across several datasets by limiting the representation not to learn nuisances specific
to these datasets, hence being dataset invariant.

Furthermore, we find that aDAPE can learn from multiple EEG data sources and extract meaningful
latent representations. We reveal large dataset domain-specific variances in conventionally trained
centralized pipelines. We demonstrate that regularizing latent representations via an MMD-based
domain alignment loss enables data-source-independent representation learning.

We propose EEG2Vec as an algorithm to learn latent representations of affective EEG data that allow
for general use in various generative and discriminative machine learning paradigms. Our model
learns vectorized representations (i.e., embeddings) of EEG responses to emotional stimuli that are
discriminative of the affective states, as well as sufficiently representative to generate synthetic EEG
data. In doing so, learned embeddings can also be used to generate synthetic EEG data that is both
participant- and emotion-specific, simply by sampling from the latent state probability function. One
important limitation of our approach lies in the accessible training dataset infrastructure. It is naturally
likely that the amount of participant-specific data can impact optimization if not accounted for. So
far, we have only considered learning from a balanced training data set in terms of participant IDs
and class labels by stratifying our available training set size.
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In general, the proposed latent representation learning pipelines with sufficient data allow future
research to exploit low-rank emotion-input representations with less memory demand for general-
purpose edge applications (e.g., wearable computing or human-robot interaction).

RQ4: How can machine learning systems be applied to robustly predict human emotions in dynamic
and constrained environments?

Defining a robust emotion detection sensor in dynamic and unconstrained environments is presented
in [P1, P5]. These unobtrusive context-to-emotion machine learning systems can be understood as
a building block to predict human emotions in the wild. In [P7], we applied a context-input-only
emotion prediction in the wild and evaluated its usefulness in a navigation application.

We use personal, environmental, and road-specific information to define a custom emotion routing
graph that optimizes routes for predicted happy emotions. Our system predicts emotions for unknown
roads before optimizing the route choice. Overall, our model is able to achieve a mean emotion
recognition accuracy of 63% with a balanced F1 score of 53.4%. These results are slightly inferior
to current subject-independent contextual emotion classifiers but are also based on a remotely ac-
quirable and thus much-reduced feature set. As a baseline in our dataset, we recorded a driver-facing
camera stream and applied a facial-recognition classifier, showing that the collected contextual fea-
tures still outperform facial expressions. We then use the robust emotion machine learning system
to predict emotions on unknown roads to find the happy route (HappyRouting). A real-world user
study shows that our happy routing system elicits positive emotions by navigating after the predicted
emotional values. Consequently, HappyRouting requires more driving time which was accepted by
our participants as long as the circumstances allowed it (e.g., no time pressure). Our work is not only
relevant to driving but can also be applied to other areas of mobility and autonomous driving. We are
confident that the presented process of simulating emotions and evaluating different paths through
many potential user journeys can be generalized to an even wider variety of use cases (e.g., bicycle
riding).

RQ5: How can emotion-aware and emotion-sensitive systems be designed to improve a user’s expe-
rience?

Using our machine learning models based on contextual input, we designed an emotion-aware appli-
cation to improve a user’s experience [P7]. We design HappyRouting, a new type of empathic inter-
face capable of navigating by positive emotions. We use personal, environmental, and road-specific
information to define a custom emotion routing graph that optimizes routes for happy emotions. A
real-world user study shows that HappyRouting elicits positive emotions through navigation. As a
consequence, HappyRouting requires more driving time which was accepted by our participants as
long as the circumstances allowed it (e.g., no time pressure). Our work is not only relevant to driving
but can also be applied to other areas of mobility, such as biking navigation and autonomous driving.
We find that the capability of simulating emotions and evaluating different paths through many po-
tential user journeys can be generalized to an even wider variety of HCI areas. Our results suggest
a tradeoff between the duration of the fastest route and the perceived valence of driving the happy
route. Although the happy route takes more time than the fastest route, our participants would use
the HappyRouting for their navigation to improve their emotional well-being.

Undeniably, the regulation of emotions by technological systems is highly controversial, as psycho-
logical effects are largely unknown. Avoidance of negative situations, for example, is an essential
strategy of human emotion (self-)regulation [17], but also an implicit result of our system’s promo-
tion of positive emotions. Studies with individuals have shown that situation avoidance results in
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decreased learning and adaptation abilities, as well as social and anxiety disorders [1]. Therefore, we
emphasize that such short- and long-term effects must be investigated in future work.
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5
Conclusion

“We know the past but cannot control it. We control the future but cannot
know it.”

Claude Shannon

This chapter reflects on the developed research works and provides an outlook for future work.

5.1 Reflection

To conclude this thesis, we reflect upon machine learning models for human emotional states and
their corresponding application areas. The presented thesis provides a variety of frameworks to tackle
problems of e.g., robustness, privacy, data and domain variability, which require in-depth discussion
and reflection in themselves. This critical discussion will span the included publications and provide
directions towards the advancement machine learning systems for human emotional states. Limita-
tions and reflections on particular items are discussed in the individual publications.

Everyday Available Emotional AI. Our work shows that we are able to learn powerful emotion
representations from diverse input data. A regular smartphone for example can already serve as a
powerful data input device and prediction medium for emotional machine learning models. In the
future, novel sensor inputs e.g., from wearables, AR glasses and other disruptive, interactive tech-
nologies will find their way into our live, where it will be easy to provide the user with emotion-aware
interfaces. This way the development of machine learning models, input modalities and adaptation
interventions become easier and less expensive. On top, users may become used to machine learning
algorithms and interfaces detecting and reacting to their human states in everyday scenarios. In the
long term, we expect to see companion-like interfaces, similar to speech assistants like Amazon Alexa
or Apple Siri, that interact emotionally with the user and potentially replace some human-to-human
interactions.

Long-Term Effects of Machine Learning Systems for Emotions. Emotion-aware systems with
the ability to influence the people might pose a risk for societies in the long run. By providing the
user with only positive suggestions e.g., proposing only the happy route reinforces the echo chamber
phenomenon. Humans routinely detect other human emotions and manipulate them, e.g., by playing
happy music to cheer up a sad friend. Computers might be able to do the same emotion detection and
manipulation. That said, we agree that there can be unethical uses of emotion detection and manip-
ulation — both by people and by people employing affective computers [22]. Consequently, society
should restrain emotion-aware interfaces that are mal-intended in their goal, e.g., by misleading hu-
mans, profiting from bad emotional states, or violating privacy norms. Deployed emotional interfaces
running over long time horizons might also reinforce an echo chamber phenomenon that amplifies
specific emotional states. For example, our HappyRouting application provides the user with only
positive suggestions by proposing only the happy route [5].

27



Conclusion

Intrusive Data Usage. We emphasize an ethical as well as transparent use of emotion prediction
models and applications. We stress that emotions are intimate, personal, and vulnerable, where po-
tential emotional insights can be manipulated to impact behavior in the long run. Until now, many
resources went into in-vehicle sensing which has resulted in much debate about the need for limiting
facial recognition technology due to privacy and ethical considerations [3, 51]. This has implications
on several fronts: (1) We have been collecting data for the last 15 years, yet a potential exploit of this
data might enable to backwards-infer human’s perceived feelings given the features presented are
available in the data. (2) Environmental contextual data offers a potentially more privacy-preserving
and discomfort-reducing alternative to measure emotions in the wild. However, many other data
variables can infer emotions without the need for recording affective or physiological variables. Our
current work broadens the debate as to what type of data should be accessible by whom and for what
purposes.

Participant-Dependent Learning Systems. Furthermore, a powerful method could be the use of
learning global emotion prediction models that are exported to the users device and then fine-tuned
to the specific user. This would not require the user to send emotion-relevant data to a centralized
database for learning a global model and reduce the exchange of personal data.

Autonomous Cars. We see application areas of the proposed machine learning systems in auto-
mated vehicles. Given a more mature autonomous driving unit (SAE Level 3 or higher [35]), the
driver will likely spend less time on first-level driving tasks. This way emotion-aware applications
such as emotion-aware routing may become more prevalent as this contributes to the improvement
of driving safety and well-being. Furthermore, the amount of available sensor information in the car
itself will likely increase due to mandatory driver monitoring. This development will help machine
learning systems to better predict emotional states used for various driver monitoring and empathic
recommendation functions.

5.2 Future Work

This thesis applies principles of machine learning systems to the domain of affective computing.
We show novel input and machine learning frameworks for estimating and modeling human emo-
tional states. Furthermore, we present a novel scalable machine learning method emotion-ware and
emotion-sensitive system that is able to improve the user’s experience in a driving domain. In this
conclusive part, we propose research directions to advance the field in continuation of our work.

The contribution of this dissertation represents a step towards better understanding on how to model
and design of machine learning systems for human emotional states. However, there remain unan-
swered questions and unresolved challenges. Arguably, the rapid development of the larger machine
learning space has opened up more questions than this dissertation managed to address during the
same time frame. The studies presented in this dissertation naturally face limitations, which are laid
out in detail in the individual publications. Overall, the presented insights resulted from studies con-
ducted mainly in Europe. Studies in other geographical and political contexts may bring forward
differences with regard to users behavior, motivation, or perceived utility. While we are confident
that the presented results for the robust emotion detection modeling [P1, P5] and emotional navi-
gation [P7] are robustly evaluated and employed in a to in-the-wild use, further research is needed
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to confirm the systems. Rooted in the presented findings, we therefore discuss how future Human-
Computer Interaction research may overcome these limitations and address new questions that have
emerged from the evolving machine learning systems for emotions landscape.

5.2.1 Immediate Future Work

Research projects that can be immediately picked up concern the application of the tools provided
by our work for more general validation purposes, but also for applying them to new application
scenarios.

Self-Supervised Emotion Representation Learning. Practically speaking, it is impossible to la-
bel everything in the world. Producing a dataset with clean emotion labels is expensive, but comput-
ing devices generate unlabeled data all the time. For example, think about the number of cars driving
with a camera or, in the future, augmented reality applications sensing our everyday surroundings.
One way to use this large amount of unlabeled data is to use self-supervised learning paradigms in
which the model obtains supervisory signals from the data itself. The model leverages the underly-
ing structure in the data and can have a more nuanced understanding of reality beyond the specified
training data.

Hence, interesting future work is to learn a general encoder network using a proxy task by masking
input and predicting the masked input using the other sensor data. For example, the network learns
to predict the current weather from the other context input such as acceleration and camera views.
In the second step, the learned encoder weights are fixed, and only a few emotional labels are used
to train a prediction layer from the encoder output via supervised learning. This way, the emotional
classification becomes more robust as the intermediate representation has good semantic and struc-
tural meanings. Furthermore, the representations can be used for various practical downstream tasks,
e.g., activity or fatigue detection.

5.2.2 Going Beyond The Lab

Contextual Physiological Input Systems. Future work could explore the gap between EEG
and contextual representations. By acquiring EEG and contextual sensor data simultaneously, the
individual sensor inputs can be encoded. In the next step, the mismatch in EEG and contextual
input representation can be assessed and minimized using the presented domain alignment learning
framework [P3]. This alignment would result in a general affective state representation format and
enable future emotion-aware applications that can operate on the same representation space. By
visualizing and analyzing the shared latent space, the research may move closer toward understanding
the psycho-physiological ongoings of human (emotional) states.

Emotional User Prediction in the Loop. While we propose machine learning systems that are able
to predict emotions in the wild, further evaluation of the machine learning system output is needed.
A promising outlook for the affective navigation framework [P7] would be to show the user the real-
time emotion prediction for possible driving turns and assess the user’s emotional response when
taking a specific turn. This continuous stream of emotional interactions could employ feedback loops
of detected user reactions and system adaptations over time to optimize any system for maximum joy
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or other desired experiences. Thereby machine learning frameworks in the field of online learning
could be employed.

5.2.3 Long Term Horizon

As for the long-term time horizon (10 years), we see the main challenge in the wide-scale adoption
of the technologies and vision proposed in this thesis.

Ethical Machine Learning Systems. Machine learning systems for emotions help us to under-
stand users. Therefore, this technology can not only be used to improve the product but also to assert
influence on users. As machine learning models often learn better predictions from more data, we
hope to see regulatory decisions to protect users from greedy technologies. Failing to limit the ex-
ploitation of this new technology could be a significant error able to change the future of societies.
In the long term, we expect society and technology to define patterns of ethical guidelines and data
usage for large-scale adaptation of machine learning systems for emotions. One potential challenge
is to know when precisely a human-state prediction is made by a machine learning system. Most
machine learning systems solve a proxy optimization problem, e.g., predicting the time spent on a
user interface by which the machine learning system also captures and likely deducts elements of
human states. The disentanglement of human-state machine learning systems and those that do not
contain any human-state information becomes more blurry as non-user data, such as context, can be
used for human-state prediction. In our papers, we show in our papers [P1, P5] that we can predict
human states from contextual data only with reasonable accuracy, demonstrating a challenge from
the regulatory and ethical perspective.

Emotion Conservation. In today’s world, we can immerse ourselves in videos to the time back
when the video is recorded. If this video contains vivid childhood memories, the conservation of
feelings can be re-evoked and "relived" again. However, videos only portray a subset of past experi-
ences by capturing visual and auditory stimuli. As emotions are naturally multi-modal, capturing a
broader dataset of past events is necessary to recreate the immersion and re-evocation of past feelings.
In the future, one interesting direction is to research immediate emotion re-evocation - which we call
"emotion conservation". The idea is that past emotional events are recorded, e.g., via a more con-
textual approach of a surround-view input of context, video avatars, smell, and/or more introspective
signals coming from the brain (e.g., EEG) observing the scenario. The sensor input is then encoded
and saved as a latent representation. The system loads the specific latent representation whenever the
user wants to relive the emotional feeling of a past experience. Then, the system recreates the stimuli
as close to the past experience / latent representation as possible. We envision a control-based system
that can strengthen individual stimuli components of the re-stimuli input to the user based on the
current physiology and context of the human. For example, the system would amplify the voice of
the past experience to the user if the effect of emotional reliving is insufficient. One way to assess the
mismatch in the reliving experience is to capture the human input when reliving and encoding it in
the same latent representation format. Thereby, the two past and present latent representations share
a common hyper-dimensional space, and the mismatch of experiences resolves to the distance of the
two representations. Similar to this idea is the stream of research called life-logging. Life-logging
preliminary proposed by Sellen et al. [33] is a technology in the form of a wearable camera, which
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aims to capture data about everyday life to enable people’s memory for past, personal events. Reliv-
ing past experiences is being experimented with Alzheimer’s patients to facilitate people’s ability to
connect to their past.

Our paper [P2, P3, P4] offers preliminary work on latent representations for emotional states. In the
case of the EEG2Vec architecture [P2], our latent representation can re-generate input data from the
latent representation. This way, the work of this thesis can be seen as a first step towards under-
standing the emotional stimuli, representing and providing emotion-aware (re-) evocation strategies.
However, many technological advances to create such a system are currently missing. One key as-
pect is capturing a sufficient set o multi-modal components of an experience. One way closer to this
reality is the current emergence of 3D human body avatars [27] instead of 2D videos, which allow
capturing a much finer-grained context of human experiences. Furthermore, more research in testing
computer-controlled emotional stimuli to humans has to be done to re-create a complete immersion
of a past experience.

Everyday Emotional AI. While we provide the first investigations in applying machine learning
systems for human-state prediction to car navigation, a fully developed system that comprehensively
supports users with their information tasks throughout the day could boost an entire society’s produc-
tivity and safety level.

Going beyond the ability to detect human emotional states, future research could address how tech-
nologies can stage interventions and thus induce favorable human (emotional) states. Similarly, peo-
ple drink a cup of coffee when they begin to feel tired, future machine learning systems for emotional
states could detect other human states, such as fatigue, and proactively help users change their current
state. This intervention is similar to recommended meditation exercises to increase general focus or
wind down after a long workday. In addition, some systems have been proposed that support users’
creativity process. However, systems could go beyond single use cases and schedule a variety of inter-
ventions throughout the day to help users get to and remain in highly productive states. We envision
an everyday emotional companion powered by machine learning that detects and proposes recom-
mendations. Such potentially emotion-invasive applications are controversial, and we recommend
empowering a research pillar on users’ long-term effects, including behavior changes and potential
health impact. Looking at other human states, research has shown that chronically increased levels of
mental could cause various health problems, such as stress and depression. On the other side, such a
system can be beneficial in helping people cope better with everyday life by balancing, e.g., extreme
emotional burdens.

5.3 Concluding Remarks

In the last few decades, we have seen a vast increase in computing power and the capability of ma-
chines to capture real-world complexity. Especially the field of machine learning systems has evolved
rapidly over the last five years. New machine learning models are published daily that can handle
complex problem spaces. Recently, Chat-GPT 1, a machine learning model trained by OpenAI, was
released, offering a human-like conversation with a machine conversationally with realistic-sounding
answers. Chat-GPT provides human-like, detailed answers to inquiries, e.g., the chatbot can write an

1 https://openai.com/blog/chatgpt/, accessed 25.01.2023
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article on any topic efficiently within seconds, potentially eliminating the need for a human writer or
generating a program code on its own. Thus the model can capture the complexity of human language
like never before, pushing the field closer to ‘Artificial General Intelligence’ (AGI) and advancing the
field of affective computing. The advances in machine learning show that machine learning sys-
tems are moving fast, and previously proposed human state recognition architectures may become
obsolete.

I hope that the work presented in this dissertation contributes its humble part to the field of research
on machine learning systems for human states. Furthermore, the work can serve as a foundation for
future research and practices. The current results show valuable tools for machine learning systems
for emotional states, thereby providing a better understanding of human behavior. In the future,
iteratively testing and improving machine learning models and their user-interface recommendations
to accurately detect and react to human states will be highly important.

32



LIST OF TABLES AND FIGURES

1 Author’s personal contribution towards the publications. . . . . . . . . . . . . . . . x

2.1 Dimensional emotion representation model. . . . . . . . . . . . . . . . . . . . . . . 8

3.1 Publications organized by research question, methods, and contribution type. . . . . 14

33





REFERENCES

[1] Amelia Aldao, Gal Sheppes, and James J Gross. Emotion regulation flexibility. In: Cognitive
Therapy and Research 39.3 (2015), pp. 263–278. DOI: 10.1007/s10608-014-9662-4.

[2] Tanja Bänziger, Didier Grandjean, and Klaus R Scherer. Emotion recognition from expressions
in face, voice, and body: the Multimodal Emotion Recognition Test (MERT). In: Emotion 9.5
(2009), p. 691.

[3] Cristina Bustos, Neska Elhaouij, Albert Sole-Ribalta, Javier Borge-Holthoefer, Àgata
Lapedriza, and Rosalind Picard. Predicting Driver Self-Reported Stress by Analyzing the Road
Scene. In: 2021, pp. 1–8. DOI: 10.1109/ACII52823.2021.9597438.

[4] Alan S Cowen and Dacher Keltner. Self-report captures 27 distinct categories of emotion
bridged by continuous gradients. In: Proceedings of the national academy of sciences 114.38
(2017), E7900–E7909.

[5] Roddy Cowie. Ethical issues in affective computing. In: The Oxford handbook of affective
computing (2015), pp. 334–348.

[6] Monique Dittrich. Why Drivers Feel the Way they Do: An On-the-Road Study Using Self-
Reports and Geo-Tagging. In: 13th International Conference on Automotive User Interfaces
and Interactive Vehicular Applications. 2021, pp. 116–125.

[7] Monique Dittrich and Sebastian Zepf. Exploring the validity of methods to track emotions
behind the wheel. In: International Conference on Persuasive Technology. Springer. 2019,
pp. 115–127. DOI: 10.1007/978-3-030-17287-9_10.

[8] Paul Ekman. Facial expression and emotion. In: American psychologist 48.4 (1993), p. 384.
DOI: 10.1037/0003-066X.48.4.384.

[9] Paul Ekman, Wallace V Friesen, Maureen O’sullivan, Anthony Chan, Irene Diacoyanni-
Tarlatzis, Karl Heider, Rainer Krause, William Ayhan LeCompte, Tom Pitcairn, Pio E Ricci-
Bitti, et al. Universals and cultural differences in the judgments of facial expressions of emo-
tion. In: Journal of personality and social psychology 53.4 (1987), p. 712. DOI: 10.1037/
0022-3514.53.4.712.

[10] Arthur Gretton, Karsten M Borgwardt, Malte J Rasch, Bernhard Schölkopf, and Alexander
Smola. A kernel two-sample test. In: The Journal of Machine Learning Research 13.1 (2012),
pp. 723–773.

[11] Hatice Gunes, Björn Schuller, Maja Pantic, and Roddy Cowie. Emotion representation, anal-
ysis and synthesis in continuous space: A survey. In: 2011 IEEE International Conference on
Automatic Face & Gesture Recognition (FG). IEEE. 2011, pp. 827–834.

35

https://doi.org/10.1007/s10608-014-9662-4
https://doi.org/10.1109/ACII52823.2021.9597438
https://doi.org/10.1007/978-3-030-17287-9_10
https://doi.org/10.1037/0003-066X.48.4.384
https://doi.org/10.1037/0022-3514.53.4.712
https://doi.org/10.1037/0022-3514.53.4.712


[12] Robert Jenke, Angelika Peer, and Martin Buss. Feature extraction and selection for emotion
recognition from EEG. In: IEEE Transactions on Affective computing 5.3 (2014), pp. 327–339.

[13] Stamos Katsigiannis and Naeem Ramzan. DREAMER: A database for emotion recognition
through EEG and ECG signals from wireless low-cost off-the-shelf devices. In: IEEE journal
of biomedical and health informatics 22.1 (2017), pp. 98–107.

[14] Sander Koelstra, Christian Muhl, Mohammad Soleymani, Jong-Seok Lee, Ashkan Yazdani,
Touradj Ebrahimi, Thierry Pun, Anton Nijholt, and Ioannis Patras. Deap: A database for emo-
tion analysis; using physiological signals. In: IEEE transactions on affective computing 3.1
(2011), pp. 18–31.

[15] Raymond Shih Ray Ku. The creative destruction of copyright: Napster and the new economics
of digital technology. In: The University of Chicago Law Review (2002), pp. 263–324.

[16] Shan Li and Weihong Deng. Deep facial expression recognition: A survey. In: IEEE Transac-
tions on Affective Computing (2020).

[17] Kateri McRae and James J Gross. Emotion regulation. In: Emotion 20.1 (2020), p. 1. DOI:
10.1037/emo0000703. URL: http://dx.doi.org/10.1037/emo0000703.

[18] Fariz Redzuan bin Monir, Rusyaizila Ramli, and Nabilah Rozzani. Driving Alert System
Based on Facial Expression Recognition. In: 2021 IEEE International Conference on Auto-
matic Control & Intelligent Systems (I2CACIS). IEEE. 2021, pp. 104–109. DOI: 10.1109/
I2CACIS52118.2021.9495910.

[19] Antti Oulasvirta and Kasper Hornbæk. HCI research as problem-solving. In: Proceedings of
the 2016 CHI Conference on Human Factors in Computing Systems. 2016, pp. 4956–4967.

[20] Bastian Pfleging, Stefan Schneegass, Alexander Meschtscherjakov, and Manfred Tscheligi.
Experience Maps: Experience-Enhanced Routes for Car Navigation. In: AutomotiveUI ’14.
Association for Computing Machinery, 2014, pp. 1–6. DOI: 10.1145/2667239.2667275.
URL: https://doi.org/10.1145/2667239.2667275.

[21] Rosalind W Picard. Affective computing. MIT press, 2000.

[22] Rosalind W Picard. Affective computing: challenges. In: International Journal of Human-
Computer Studies 59.1-2 (2003), pp. 55–64.

[23] Rosalind W. Picard. Affective Computing. MIT Press, 1997.

[24] Rosalind W. Picard, Elias Vyzas, and Jennifer Healey. Toward machine emotional intelligence:
Analysis of affective physiological state. In: IEEE transactions on pattern analysis and ma-
chine intelligence 23.10 (2001), pp. 1175–1191.

[25] David J Rachlin. Encyclopedia of Behavioral Medicine. In: Reference Reviews (2013).

[26] Nancy A Remington, Leandre R Fabrigar, and Penny S Visser. Reexamining the circumplex
model of affect. In: Journal of personality and social psychology 79.2 (2000), p. 286.

[27] Alexander Richard, Colin Lea, Shugao Ma, Jurgen Gall, Fernando De la Torre, and Yaser
Sheikh. Audio-and gaze-driven facial animation of codec avatars. In: Proceedings of the
IEEE/CVF winter conference on applications of computer vision. 2021, pp. 41–50.

[28] James A Russell, Maria Lewicka, and Toomas Niit. A cross-cultural study of a circumplex
model of affect. In: Journal of personality and social psychology 57.5 (1989), p. 848.

36

https://doi.org/10.1037/emo0000703
http://dx.doi.org/10.1037/emo0000703
https://doi.org/10.1109/I2CACIS52118.2021.9495910
https://doi.org/10.1109/I2CACIS52118.2021.9495910
https://doi.org/10.1145/2667239.2667275
https://doi.org/10.1145/2667239.2667275


[29] James A. Russell. A Circumplex Model of Affect. In: Journal of Personality and Social Psy-
chology. Vol. 39. 6. American Psychological Association (APA), 1980, pp. 1161–1178. DOI:
10.1037/h0077714.

[30] Daniela Schiller, NC Alessandra, Nelly Alia-Klein, Susanne Becker, Howard C Cromwell,
Florin Dolcos, Paul J Eslinger, Paul Frewen, Andrew H Kemp, Edward F Pace-Schott, et al.
The human affectome. In: (2022).

[31] Philip Schmidt, Attila Reiss, Robert Duerichen, Claus Marberger, and Kristof Van Laerhoven.
Introducing wesad, a multimodal dataset for wearable stress and affect detection. In: Proceed-
ings of the 20th ACM international conference on multimodal interaction. 2018, pp. 400–408.

[32] Bridie Scott-Parker. Emotions, behaviour, and the adolescent driver: A literature review. In:
Transportation research part F: traffic psychology and behaviour 50 (2017), pp. 1–37.

[33] Abigail J Sellen, Andrew Fogg, Mike Aitken, Steve Hodges, Carsten Rother, and Ken Wood.
Do life-logging technologies support memory for the past? An experimental study using Sense-
Cam. In: Proceedings of the SIGCHI conference on Human factors in computing systems.
2007, pp. 81–90.

[34] Luke Stark. Facial recognition is the plutonium of AI. In: XRDS: Crossroads, The ACM Mag-
azine for Students 25.3 (2019), pp. 50–55. DOI: 10.1145/3313129.

[35] Taxonomy and Definitions for Terms Related to On-Road Motor Vehicle Automated Driving
Systems. Standard SAE J3016_201806. SAE International, 2018. URL: https://www.sae.
org/standards/content/j3016_201806.

[36] Harald G Wallbott and Klaus R Scherer. Assessing emotion by questionnaire. In: The measure-
ment of emotions. Elsevier, 1989, pp. 55–82.

[37] Rafael Wampfler, Severin Klingler, Barbara Solenthaler, Victor R Schinazi, Markus Gross,
and Christian Holz. Affective State Prediction from Smartphone Touch and Sensor Data in the
Wild. In: CHI Conference on Human Factors in Computing Systems. 2022, pp. 1–14.

[38] Feichi Wang, Mengchai Mao, Lian Duan, Yuxia Huang, Zheng Li, and Chaozhe Zhu. Interses-
sion instability in fNIRS-based emotion recognition. In: IEEE Transactions on Neural Systems
and Rehabilitation Engineering 26.7 (2018), pp. 1324–1333.

[39] Sebastian Zepf, Monique Dittrich, Javier Hernandez, and Alexander Schmitt. Towards empa-
thetic Car interfaces: Emotional triggers while driving. In: Extended Abstracts of the 2019
CHI Conference on Human Factors in Computing Systems. 2019, pp. 1–6. DOI: 10.1145/
3290607.3312883.

[40] Sebastian Zepf, Javier Hernandez, Alexander Schmitt, Wolfgang Minker, and Rosalind W.
Picard. Driver Emotion Recognition for Intelligent Vehicles: A Survey. In: ACM Comput. Surv.
53.3 (2020). DOI: 10.1145/3388790. URL: https://doi.org/10.1145/3388790.

[41] Jianhua Zhang, Zhong Yin, Peng Chen, and Stefano Nichele. Emotion recognition using multi-
modal data and machine learning techniques: A tutorial and review. In: Information Fusion
59 (2020), pp. 103–126.

[42] W. Zheng, W. Liu, Y. Lu, B. Lu, and A. Cichocki. EmotionMeter: A Multimodal Framework
for Recognizing Human Emotions. In: IEEE Transactions on Cybernetics (2018), pp. 1–13.
DOI: 10.1109/TCYB.2018.2797176.

37

https://doi.org/10.1037/h0077714
https://doi.org/10.1145/3313129
https://www.sae.org/standards/content/j3016_201806
https://www.sae.org/standards/content/j3016_201806
https://doi.org/10.1145/3290607.3312883
https://doi.org/10.1145/3290607.3312883
https://doi.org/10.1145/3388790
https://doi.org/10.1145/3388790
https://doi.org/10.1109/TCYB.2018.2797176


[43] Wei-Long Zheng and Bao-Liang Lu. Investigating Critical Frequency Bands and Channels
for EEG-based Emotion Recognition with Deep Neural Networks. In: IEEE Transactions on
Autonomous Mental Development 7.3 (2015), pp. 162–175. DOI: 10.1109/TAMD.2015.
2431497.

[44] Wei-Long Zheng, Jia-Yi Zhu, and Bao-Liang Lu. Identifying stable patterns over time for
emotion recognition from EEG. In: IEEE Transactions on Affective Computing 10.3 (2017),
pp. 417–429.

38

https://doi.org/10.1109/TAMD.2015.2431497
https://doi.org/10.1109/TAMD.2015.2431497


ORIGINAL CONTRIBUTING PUBLICATIONS

This appendix contains the publications contributing to this thesis in their original format.

[P1] VEmotion: Using Driving Context for Indirect Emotion Prediction in Real-Time . . . . 41

[P5] Technical Design Space Analysis for Unobtrusive Driver Emotion Assessment Using
Multi-Domain Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

[P7] HappyRouting: Learning Emotion-Aware Route Trajectories for Scalable In-The-Wild
Navigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

[P2] EEG2Vec: Learning Affective EEG Representations via Variational Autoencoders . . . 107

[P3] Domain-Invariant Representation Learning from EEG with Private Encoders . . . . . . 115

[P4] Exploiting Multiple EEG Data Domains with Adversarial Learning . . . . . . . . . . . 121

[P6] Interpretable Time-Dependent Convolutional Emotion Recognition with Contextual
Data Streams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

39





VEmotion: Using Driving Context for Indirect Emotion
Prediction in Real-Time

David Bethge
Porsche AG, LMU Munich

Stuttgart, Germany

Thomas Kosch
TU Darmstadt

Darmstadt, Germany

Tobias Grosse-Puppendahl
Porsche AG

Stuttgart, Germany

Lewis L. Chuang
TU Dortmund

Dortmund, Germany

Mohamed Kari
Porsche AG

Stuttgart, Germany

Alexander Jagaciak
Porsche AG

Stuttgart, Germany

Albrecht Schmidt
LMU Munich

Munich, Germany

Figure 1: We present VEmotion, a new virtual emotion sensor embedded into a smartphone app that fuses an extensive variety
of contextual information like vehicle- and traffic dynamics, road characterization, environmental weather, and in-vehicle
context.
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ABSTRACT
Detecting emotions while driving remains a challenge in Human-
Computer Interaction. Current methods to estimate the dri-
ver’s experienced emotions use physiological sensing (e.g., skin-
conductance, electroencephalography), speech, or facial expres-
sions. However, drivers need to use wearable devices, perform
explicit voice interaction, or require robust facial expressiveness.
We present VEmotion (Virtual Emotion Sensor), a novel method
to predict driver emotions in an unobtrusive way using contextual
smartphone data. VEmotion analyzes information including traffic
dynamics, environmental factors, in-vehicle context, and road char-
acteristics to implicitly classify driver emotions. We demonstrate
the applicability in a real-world driving study (N = 12) to evaluate
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the emotion prediction performance. Our results show that VEmo-
tion outperforms facial expressions by 29% in a person-dependent
classification and by 8.5% in a person-independent classification.
We discuss how VEmotion enables empathic car interfaces to sense
the driver’s emotions and will provide in-situ interface adaptations
on-the-go.

CCS CONCEPTS
• Human-centered computing → Ubiquitous and mobile
computing; • Computing methodologies → Machine learning.

KEYWORDS
driver emotion detection, mobile sensory system, contextual affec-
tive state prediction, machine learning
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1 INTRODUCTION
Driving can elicit many emotional and cognitive states. The experi-
ence of driving — a combination of how one feels before entering
the vehicle, the context of neighboring traffic, the behavior of other
road users, the car aesthetics, and one’s own driving style, among
other factors — induces a wide range of emotions in drivers [48].
There is a growing interest in developing automotive user interfaces
that allow for implicit and explicit interactions that are aware of
how the driver is feeling [4]. This rests on the viability of the system
in accurately estimating the driver’s emotions, a field referred to as
affective or empathic computing [7, 39].

Recent breakthroughs in ambient ubiquitous sensing [33] allow
in-the-wild driver data, including real-world driving context, to in-
form emotion classification models. In principle, this could allow for
empathic car interfaces [4] that could plan routes to invoke specific
emotions, raise the user’s engagement when detecting boredom by
playing the user’s preferred music, or mitigate undesirable driving
styles that result from negative emotions (e.g., anger, sadness). The
viability of such interfaces rests on the accurate, robust, and real-
time classification of a driver’s emotions. This remains an ongoing
research challenge.

What are emotions and how do we measure them? Ekman has
proposed six basic and pancultural emotions that can be inferred
from one’s facial features [15, 16]. This has motivated the develop-
ment of computer vision for recognizing emotions from camera-
captured facial expressions [2]. Besides this, implicit physiological
activity could also be relied on for estimating the user’s emotion.
Some modalities include electroencephalography [1], electrodermal
activity [8], or heart rate variability [40]. Nonetheless, physiological
sensing often requires user contact with the measurement sensor,
which impacts the user acceptance [25] and the overall driving ex-
perience. In comparison, remote cameras are less intrusive [31, 38].
For this reason, state-of-the-art algorithms for facial expression
recognition are now commercially and widely available — such as

the Affectiva SDK [34], or the Microsoft Azure face detection API1.
These systems have been deployed on a large scale and are utilized
to measure drivers’ emotions and stress [9, 23]. The correlation
between facial expressions and their underlying emotion can vary
across individuals [45], where the emotion detection quality de-
pends on the driver’s facial expressiveness, brightness levels, and
the driver’s willingness to be video recorded. Here, previous re-
search suggests that the individual driving style and driving perfor-
mance are indicative of the driver’s experienced emotions [22, 35].
With this in mind, we investigate whether the analysis of driving
styles and driving-related information can be used to predict dri-
ver emotions? This is a counter-intuitive proposition, given that
we are sensing driving information instead of sensing the driver
themselves.

This paper presents VEmotion, a smartphone system that uses
internal sensors only to measure driving information and estimate
the perceived emotions in real-time. VEmotion analyzes the user’s
driving behavior through the car’s surroundings variables including
speed, weather, road types, and traffic flow. In contrast to previous
emotion assessment modalities, VEmotion relies only on the con-
textual data from the vehicle that does not require modifying the
car itself. To elaborate, we recorded high-dimensional contextual
driving data on different routes and derived common environmen-
tal influences on emotional states. We collected data with VEmotion
in a user study with twelve participants and evaluated its classifica-
tion accuracy. Our results show that vehicle speed, traffic flow, and
weather terms are assigned the highest feature importance from
all recorded context variables. We conclude that VEmotion is an
appropriate and generalizable approach for predicting the driver’s
emotions, achieving up to 72.4% accuracy in real-world driving
scenarios.

CONTRIBUTION STATEMENT
Our work makes four contributions: (1) We present VEmotion, a mo-
bile and personal computing software that predicts driver emotions
based on contextual driving data. (2) We report an in-the-wild study
and demonstrate that emotion recognition from camera-captured
facial expressions can be improved by 28.5% using VEmotion. (3)
We provide a machine learning-based processing pipeline that ana-
lyzes the relative importance of the various contextual features and,
hence, their respective contribution to emotion prediction accuracy.
(4) Finally, we discuss how VEmotion enables seamless emotion
prediction for future empathic car interfaces. Altogether, this paper
demonstrates that contextual measurements can support emotion
state classification, not only of the user themselves but also of con-
textual variables that invoke the state (e.g., weather, traffic flow) or
result from the vehicle state (e.g., car speed).

2 RELATED WORK
This section presents previous work about emotion assessment,
detection of emotions in driving scenarios, and the use of emotions
in interactive systems.

1https://azure.microsoft.com/services/cognitive-services/face, last access 2021-04-07
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2.1 Emotion Assessment
There is a tendency in computer science to treat affect and emo-
tion as the same phenomenon inferring and understanding human
emotion primarily through the expression of physiological signals
such as facial expression, gait, or blood conductivity [52]. Although
they are different, necessary distinctions occur. Affect has been
described by Deborah Gould [20] as “non-conscious and unnamed,
but nonetheless registered, experiences of bodily energy and in-
tensity that arise in response to stimuli” and thereby describes a
“compound phenomenon variously consisting of evaluative, phys-
iological, phenomenological, expressive, behavioral, and mental
components” [52]. Emotion is regarded as “what from the potential
of [affective] bodily intensities gets actualized or concretized in
the flow of living” [20]. Treating Stark and Hoye [52] as a starting
point, our current work is physiological and adopts a motivational
model of emotion. We address criticism against this conflation of
our chosen approach in the discussion section.

Measuring the user’s emotions is a compelling topic that has been
addressed by previous research. Picard coined the term Affective
Computing, envisioning computers to express or sense emotions to
provide a computerized interface that mimics human-like capabili-
ties [39]. Modern user interfaces, such as voice or speech interfaces,
benefit from understanding the user’s currently perceived emotions
or cognitive states and can adjust their interface according to the
user’s mood [54]. However, investigating robust modalities that
sense emotions in real-time is still an ongoing research field.

Early work looked at facial expressions as a marker for perceived
emotions. Ekman [14] and Ekman and Rosenberg [18] concluded
that a connection between emotions and facial expressions exists.
Numerous frameworks exist which can recognize emotional states
using facial expressions.

However, facial expressions are considered an individual prop-
erty that is different across the user’s culture [43] or their gen-
der [17]. Hence, facial expressions for interactive applications re-
quire users to calibrate towards their individual facial expressions.
Kosch et al. [27] investigated if the detection of facial expressions
via computer vision is feasible for mobile in-the-wild studies. They
find that a re-calibration of the individual facial expressions on
a per-user basis increases the correctness of emotions detected
through facial expressions by 33%. However, detecting facial ex-
pressions using computer vision requires installing cameras and
can compromise the user’s privacy. External factors, such as illu-
mination, can influence the quality of facial expression detection.
Wearable sensors that provide a direct assessment of the user’s
physiological states can be used to infer the perceived emotions.
Other wearable sensors exploited alternative physiological sensing
modalities, such as electrodermal activity, heart rate, muscle ten-
sion, breathing rate, and electroencephalography [28]. However,
wearable devices must provide a sufficient utility to the user to
justify the user’s effort of using the wearable sensor [59]. Also, the
obtained physiological signals require a certain quality level and
the suitable measurement modality for the right job to provide a
meaningful assessment over the emotions [12].

2.2 Detecting Emotions while Driving
Facial expressions have a long tradition as an indicator for the ex-
pressed emotions [14]. Typical facial expressions include smiling
or frowning as well as head gestures, such as nods and tilts. The
detection of facial expressions requires an additional camera in
the driver’s cabin, including RGB cameras [9, 31, 38], infrared cam-
eras [19] or thermal cameras [26]. Physiological sensing utilizes the
driver’s direct bodily responses to draw conclusions about the emo-
tional states. Several physiological sensing modalities, such as heart
rate, electrodermal activity, and electroencephalography [13, 62],
are indicative of the driver’s perceived emotions. However, to mea-
sure such physiological signals, sensors require direct contact with
the user while driving (e.g., electrodermal activity sensor attached
to the driver’s hand). This can impact the driving experience and
usability negatively [63]. In-car speech interfaces have been in-
vestigated as a modality to measure the driver’s emotions. The
way the driver talks to the voice assistant or co-drivers can indi-
cate the user’s perceived emotions. A variety of studies focus on
paralinguistic features and how drivers are verbally interacting
with the environment [21, 44, 46] by analyzing the sound’s loud-
ness, pitch, and spectral features [62]. However, the driver needs
to communicate with an entity in the car while driving to enable
robust detection of emotions which is not feasible during stressful
or cognitively demanding driving scenarios.

Previous research hypothesizes that the driving behavior, style,
and the driver’s context are indicative of the currently perceived
emotions [35]. Here, behavioral characteristics are viewed as emo-
tional markers. For example, the grip strength applied on the steer-
ing wheel varies with the driver’s emotional states [30, 36, 49].
Other factors include the interaction with the gas and brake ped-
als [32] as well as changes in body posture using pressure sen-
sors [53]. Similarly, the driver’s context and driving behavior are
reliable factors to predict emotions. Navon et al. investigated how a
driver’s driving style is influenced under different emotions, finding
that maladaptive driving styles are closely related with participants
who have difficulties in emotion regulation and forgivingness [35].
Hancock et al. [22] show that negative emotions impact driver
performance and driving styles, impacting the number of lane ex-
cursions and lateral control of the car.

Based on previous work, we expect correlations between the
driving style and driver emotions. However, developers and re-
searchers must access the car’s sensor layer, which is often kept
confidential, to infer the user’s driving style. Standards for obtain-
ing these data streams exist (e.g., OBD II) but are limited to specific
measures, such as acceleration, braking, or steering behavior [50].
Furthermore, these standards have to be implemented by the in-
dividual car manufacturers and often miss environmental factors,
including road context variables. So far, previous research has in-
formed how emotions can be sensed in-car interfaces. Sensing the
driver’s emotions by utilizing the driver’s driving context and be-
havior without modifying the user’s car on the go has not been
studied so far. We close this gap by presenting a study that classifies
the driver’s emotions by solely analyzing the context and driving
behavior.
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2.3 Considering Emotion Expressiveness in
Real Driving Environments

Detecting emotions in the wild is a challenging task. From a ma-
chine learning perspective, most recognition models are trained
with data from a constrained environment (e.g., driving simula-
tors) and perform poorly in unconstrained scenarios. To evaluate
our contribution to existing work in driver emotion recognition
(e.g., with other modalities), the most recent systematic literature
survey by Zepf et al. [62] provides a detailed understanding. The
survey systematically reviews literature back to 2002 and identifies
63 papers on this topic. Out of 63 identified articles in the survey,
only 19 papers measure emotions in natural, non-simulated set-
tings (i.e., not induced or acted). Looking at the expressed emotion
categories of the 19 papers, 16 papers were measuring stress while
three papers were measuring emotions. One of these papers was
predicting aggressive driving behavior without taking emotional
states into account [24]. Another one used electroencephalogra-
phy and electrodermal activity to predict concentration, tension,
tiredness, and relaxation [41]. Finally, Riener et al. [42] inferred
arousal states using electrocardiography and GPS data. Contrary to
related work, our approach does not require modifying the user’s
car and utilizes only smartphone sensors to determine the user’s
driving context and behavior, hence implying the user’s perceived
emotions. We present the system and classification pipeline in the
following section.

3 VEMOTION
In this section, we present VEmotion, a system that captures the
driver’s contextual driving data from the smartphone alone. We
present the software architecture and the measures of our imple-
mentation in the following.

3.1 System Architecture
We implemented a smartphone app that captures contextual smart-
phone data to train a classifier that predicts the driver’s emotions.
We perform a layered approach of extracting relevant context in-
formation to learn as much as possible from the driver’s driving
context using a minimum set of input streams. The selected fea-
tures are based on Braun et al. work [5] where driving behavior,
traffic, vehicle performance, and environmental factors are relevant.
We filtered the variables based on the following requirements: (1)
on-device computation without accessing the vehicle itself, (2) no
direct user interaction, and (3) non-critical consumption of device
resources. We capture the smartphones’ fused sensory data and
use it as an input for a machine learning predictor. Figure 2 pro-
vides an overview of the VEmotion system architecture. VEmotion
utilizes the speed of the vehicle, current weather, traffic context,
road context using GPS data, and the driver’s facial expressions
along a perceived emotion baseline to train a predictive classifier. A
prototype is developed as an iOS app, in which location-based data
is sensed in a 1Hz (Hertz) interval, whereas the video produces
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Figure 2: Overview of the VEmotion system architecture. We record contextual data (e.g., weather, road type, traffic flow) and
the driver’s facial expressions while driving. We fuse the collected data and use it as an input for a machine learning predictor
that predicts the driver’s emotions. The audio stream is used to detect the baseline emotion in our study experiment. Facial
expressions can be included as a feature in VEmotion based on individual privacy policies and is therefore depicted as a dashed
line. The audio stream input analyzed via a speech-text-engine is used to extract the label for our system and is not included
as an input feature to the machine learning engine.
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approximately 30 frames per second. In the following, we present
the features and data that are recorded by VEmotion.

3.1.1 GPS Sensor: Vehicle Dynamics . We interpolate the
speed of the vehicle (v) between two consecutive GPS waypoints
((lat1, lonд1), (lat2, lonд2)) and the time between t via the Haversine
formula [58]. We also calculated the vehicle’s acceleration by com-
puting the change in velocity divided by the time between using
two consecutive vehicle speed measurements.

3.1.2 GPS Sensor: Weather. We request weather information
of each incoming GPS coordinate from the Microsoft Azure
Maps API2 to reflect the weather context conditions in real-time.
Thereby, we include the following weather conditions: weather de-
scription called ‘weather_term’ (e.g., ‘sunny’), the approximated
outside-temperature ‘feeltemp_outside’ (in ◦C), cloud coverage
‘cloud_coverage’ (in %), and wind speed ‘windspeed’ (in km/h).

3.1.3 GPS Sensor: Trafficflow. We also include the traffic flow in
VEmotion by providing information about the speeds and travel
times of the road fragment closest to the given coordinates using
the Microsoft Maps Traffic Flow API. Thereby, for each GPS point
we include the variable ‘freeflow_speed’, which is the speed of traffic
expected under ideal conditions. The freeflow speed can be different
from the maximum speed limit of the road, for example, in case nar-
row roads force driver to slow down. To account for slow-moving
traffic and jams, we define a feature called ‘trafficflow_reducedspeed’.
The reduced speed of the traffic flow is calculated by the
freeflow speed on the road freeflow_speed(lat , lonд) minus the ac-
tual traffic flow speed on this segment current_speed(lat , lonд):
trafficflow_reducedspeed(lat , lonд) = freeflow_speed(lat , lonд) −
current_speed(lat , lonд) measured in km/h.

3.1.4 GPS Sensor: Road Type. We extract the nearest roads from
OpenStreetMap3 via reverse geocoding to detect the surrounding in-
frastructure for every GPS coordinate. We download a 200m × 200m
high-definition map of the current GPS coordinate and perform a
map matching by calculating the euclidean distance of each node
in the map to the current GPS coordinate and select the road node
object that is the closest. We thereby extract the following features:
road-type (e.g., ‘highway’), maximum speed on the current road (in
km/h), and the number of available lanes on the current road.

3.1.5 Front-Facing Smartphone Camera: Facial Expressions. We
decided to include and evaluate the basic emotions captured
through facial expressions [14] into our classification pipeline. The
facial expression does not represent our label for predicting the
emotions of the driver but is rather a way to have more inside-
view information. The smartphone app obtains an image stream
with 30 frames per second from the driver-facing camera and cuts
it into frames to assess the driver’s facial expressions. Up to 10
frames per second are sent via a cloud platform to be analyzed
for facial expression features. Here, the Microsoft Face Recogni-
tion API is used to detect facial expressions that indicate specific
emotions. The API returns confidences for eight basis emotions
(‘anger’, ‘contempt’, ‘disgust’, ‘fear’, ‘happiness’, ‘neutral’, ‘sadness’,
‘surprise’). No emotion value is recorded if no faces are detected
2https://azure.microsoft.com/services/azure-maps, last access 2021-04-07
3https://nominatim.openstreetmap.org/ui/search.html, last access 2021-04-07

(e.g., due to occlusion or shaky video stream). To have distinct emo-
tions corresponding to a GPS coordinate rather than confidences of
the eight basic emotions, we take the emotion with the maximum
confidence and call this variable facial_expression. The validity of
different cloud-based, commercial facial expression SDKs has been
researched by Yang et al. [60] using a multitude of data sets such as
ADFES [56], RaFD [29], WSEFEP [37]. The overall emotion recog-
nition accuracy of Microsoft Azure is higher 84.7% compared to
the 67% accuracy from the Affectiva SDK, especially ‘angry’, ‘sad’,
and ‘happy’ facial expressions can be predicted more confidently
with Microsoft Azure [60].

3.1.6 Per-Ride User-Input: Personal Context. To include more
subject-variant features in our analysis, we selected ‘daytime’ of
the ride, ‘age’ of the driver, and felt emotions before the ride (‘be-
fore_emotion’) as variables to our system. Their values remain con-
stant over the driving time.

3.2 Synchronizing Data Streams: Sensor Fusion
In the system’s sensor fusion module, we make sure that all in-
coming sensor streams from GPS and camera are aligned along the
time- and spatial dimensions. The GPS module exports its latitude
and longitude signals together with the current timestamp of the
sensor system in a GPX-XML format. The frontal face video stream
is divided into individual frames and attached metadata about their
time-occurrence based on the camera’s frames per second. The
output emotion categories are merged with the GPS sensor stream
by the timestamp values after analyzing the individual frames and
GPS-derived information. Table 1 shows the used features with
example values.

Table 1: List of available features to predict emotions on the
ride.

Context Feature Example Values

vehicle trajectory vehicle_speed 2.255133
vehicle_acceleration -0.15.

weather feeltemp_outside 13.0
windspeed 5.6
cloud_coverage 76
weather_term ‘clear’

traffic trafficflow_reducedspeed 7.295495
freeflow_speed 115.0

road road_type ‘residential’
max_speed 30.0
n_lanes 2

in-vehicle facial expression ‘surprise’
personal daytime ‘afternoon’

age 21
before_emotion ‘happiness’

We performed several steps to clean the data before training a
suitable context-emotion classifier. The labeling process is defined
in the user study section 4. We excluded all observations, where
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the ‘expressed_emotion’ label is outside our specified emotion cat-
egories (e.g., one participant P11 once labeled he is ‘stressed’).
The string-based features are encoded into integer categories
(‘before_emotion’, ‘daytime’, ‘weather_term’, ‘road_type’ and ‘fa-
cial_expression’) for appropriate use in the classification algorithm.
Next, we cleaned the data of missing values by setting the default
number of lanes ‘n_lanes’ to 1 and set missing entry values for
‘max_speed’ to 0. We selected a Random Forest Ensemble Learning
as a default classifier based on a 10-fold grid-search cross-validation
(using Support Vector Machines, KNeighbors, Decision Tree, Ad-
aboost, and Random Forest classifier from scikit-learn with default
parameters), in which the Random Forest achieved the highest av-
erage F1 score. The type of modeling procedure (person-dependent
and person-independent) is explained in detail in the sections 5.3
and 5.5.

We also developed a real-time prediction app of VEmotion to
classify emotions on unknown roads based on the learned classifier
in which the mean emotion inference took 1.36s (SD: 0.246, min:
0.962, max: 1.996) in a 30-minute test ride.

4 USER STUDY
We conduct a user study to understand the impact of the VEmotion’s
contextual data on emotion prediction.

4.1 Apparatus and Method
We built a vehicle-usable iOS app that records the individual GPS
and video stream and computes the variables described in Section
3 continuously during the ride4. We asked the participants to use
this app the next time they used their personal car to ride and at-
tach their phone to the windscreen. We recorded the daytime and
asked the participant about their currently perceived emotion at
the beginning of the ride. To collect a baseline of the participant’s
own interpretation of emotional states during the ride, we trigger
a beep tone every 60 seconds for the participants to verbally pro-
vide their currently perceived emotions. We designed this emotion
probing in correspondence to the in-situ categorical emotion re-
sponse (CER) rating for collecting data on emotional experiences in
vehicles [11]. Participants were instructed about the set of available
emotions before starting the experiment (i.e., the basic emotions
after Ekman [14]). The verbally expressed emotion was recorded
while driving and is analyzed after the driving scenarios with a
speech-to-text algorithm. As this procedure requires the passenger
to talk during the ride and can be a distraction from first-order
driving tasks, in a pre-study (N = 5) we optimized the time inter-
val not to be annoying, ensure safety, and simultaneously cover
the felt emotions appropriately. A post-hoc driving questionnaire
showed that 9/12 participants were not bothered by the beep. The
mean time-to-beep-response was 1.8 seconds. For an in-the-wild
system that uses our architecture, the ground truth emotion as-
sessment will not be required, and therefore, the system will not
interact with the driver. A printout of the basic emotions was given
to the participants before the start of the experiment. After the
ride, the participant answers several subjective questions, including
remarkable incidents.

4Ethical approval was granted by the institutional review board of the university
department

4.2 Procedure
Twelve participants were invited through a mailing list from a pool
of colleagues willing to participate in research studies. They were
asked to download our iOS app beforehand and were equipped with
a windshield smartphone retainer. The participants were asked be-
fore their next ride to call the study instructor via a remote call.
In this call, the participants were asked about their demographics,
frequency of driving, and feelings before the ride. Then we gave an
introduction to our app. The participants were then asked to hang
up, start the app recording, and drive freely to their chosen destina-
tion and after the ride to save the recordings and call the instructor.
The instructor asked the participants about notable incidents while
driving, emotions while and after driving.

4.3 Participants
We recruited 12 participants (eight self-identified as male, two self-
identified as female) with an average age of 27 years (SD = 4.73).
Six participants occasionally drive (i.e., less than 10,000 kilometers
per year), where three participants drive moderate distances (i.e.,
between 10,000 and 20,000 kilometers per year), and three partici-
pants drive more frequently (i.e., more than 20,000 kilometers per
year). The mean duration of the rides is 16 minutes ( SD = 11, min=7,
max=52). The road type changed on average 7.9 times per ride. Par-
ticipants expressed on average 4.41 distinct emotions during their
ride (the duration between different expressed emotions across all
users was 2 minutes 43 (SD=3 minutes 59).

5 RESULTS
We analyze the prediction performance of driver’s emotions us-
ing the data captured by VEmotion. First, we evaluate the relative
importance of single features of the data set collected by VEmo-
tion. Then, we investigate the classification accuracy for emo-
tion recognition based on facial expressions alone. Finally, we
performed the following model evaluations: (1) a Leave-One-of-10-
Road-Segments-Out cross-validation, (2) a participant-dependent
Leave-One-of-10-Road-Segments-Out cross-validation, and (3) a
Leave-One-Participant-Out cross-validation for evaluating VEmo-
tion on unseen participants (i.e., participant-independent evalua-
tion).

5.1 Relevant Features for Predicting Emotions
We collected 8986 instances of labeled data, namely a GPS location
with a ground-truth label of the user’s self-reported emotion. This
corresponds to 1.1 seconds of driving depending on data validity,
such as GPS fixes. Overall, 5780 were labeled as ‘neutral’ (64%),
2839 as ‘happy’ (32%), 177 as ‘surprise’ (2%), 130 as ‘angry’(1%),
and 60 as ‘disgust’(< 1%). We start by investigating how decisive
each feature was for creating a classification model. For this, we
extracted the feature importance of the context variables, provided
by VEmotion, in a leave-one-participant-out situation in Figure 3.
As we employed a Random Forest classifier for emotion prediction,
feature importance is measured as the popular mean decrease in im-
purity — this is defined as the total decrease in node Gini-impurity
(weighted by the probability of reaching that node), averaged over
all trees of the ensemble [6].

Of the context variables, ‘vehicle_speed’ was ranked highest
in terms of feature importance. This might be because ‘happy’
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Figure 3: Feature importances measured by the mean decrease of Gini-impurity for the Leave-One-Participant-Out cross-
validation.

emotions are often reported in unhindered speed scenarios. In con-
trast, related research [61] report higher negative emotions (i.e.,
‘anger’ and ‘fear’) during unforeseen traffic incidents (e.g., high
traffic densities or red light series) that require high cognitive de-
mands. The information extracted by the traffic variables (‘traf-
ficflow_reducedspeed’ and ‘freeflow_speed’) is assigned the lowest
feature importances overall, which might be due to the vehicle tra-
jectory features (acceleration and speed) working as proxy variables
for unhindered traffic rides. Interestingly ‘weather’ and ‘daytime’
were assigned a medium level of feature importance. These environ-
mental variables have been observed to impact emotional states in
related psychological research [10, 61]. Related research has weakly
associated negative emotional states to ‘temperature’ and positive
emotions to ‘sunlight’. However, weather influences tend to be
highly dependent on person and age, which are additional context
variables in VEmotion. Contrary to our expectations, the emotion
reported before the ride was not assigned a very high feature im-
portance, which may be due to mood changes when driving and
unforeseen traffic incidents. The facial expressions captured by the
frontal face camera have low feature importance. In contrast, all
other recorded context inputs have medium-level importance. This
underlines the usefulness of personal- and environmental input
based on GPS location.

In a subsequent analysis, we evaluated the learned feature im-
portances assigned conditional to the emotional class labels. We
observe that ‘cloud_coverage’ and ‘max_speed’ information con-
tribute highly to ‘happy’ emotions. Interestingly, ‘freeflow_speed’
has high feature importance conditioned on ‘disgust’ emotional
states.

5.2 Validity of Facial Expressions
We analyzed the validity of ‘facial expressions’ as the sole indica-
tor for the driver’s emotions. We observe that ‘facial expressions’

predict five distinct emotional categories on the complete data
set (‘neutral’, ‘happiness’, ‘surprise’, ‘contempt’, ‘sadness’, and ‘un-
known’ if no face is detected). The emotions reported by partici-
pants on the ride are ‘angry’, ‘disgust’, ‘happiness’, ‘neutral’, and
‘surprise’, and thereby a subset of the facial expressions detected.
Figure 4a shows the output of the facial expression engine and
the self-reported emotion in our data set. The confusion matrix
indicates that the facial expression engine detects many ‘neutral’
emotions (which are, in most cases, the true self-reported emotions).
However, the self-reported emotion is often not correctly detected:
60% of ‘surprised’ emotions are predicted as ‘neutral’ emotions. At
the same time, 82% of ‘happy’ and 98% of ‘disgust’ emotions are pre-
dicted as being ‘neutral’. To conclude, the facial expression engine
often yields a ‘neutral’ emotion class, ignoring and misclassifying
heavily other felt emotions of the driver.

5.3 Leave-One-of-10-Road-Segments-Out
Cross-Validation

Emotion recognition from ‘facial expressions’ alone is limited. To
overcome this, we trained a Random Forest classifier (random state
= 0, n_estimators = 50, max_features= loд25) on the whole data
set in the study, which included ‘context variables’. We performed
unshuffled cross-validation with 10-folds from all participants by
segmenting the participant data into ten distinct consecutive folds
(time-dependent road segments). Thereby, we construct a training
set from nine training folds and one test set consisting of the remain-
ing folds. This avoids a common constraint posted by a traditional
10-fold shuffled cross-validation evaluation since neighboring sam-
ples can be present in both training and test sets, resulting in trivial
classification models. We term our evaluation approach ‘Leave-
One-of-10-Road-Segments-Out cross-validation’, as this provides
a better picture of the potential performance and robustness for

5The hyperparameters are found using a 10-fold hyperparameter tuning grid search.
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Figure 4: Comparison between facial expression output vs. VEmotion in predicting self-reported emotions on the road. The
values of the confusion matrices are normalized on the true emotion class occurrences. The confusion matrix have different
sizes as the facial expression engine falsely outputs a larger set of emotions (indicated by the blue vertical line). (a): Direct out-
put of the facial expressions from Microsoft Azure. The detection accuracy of the self-reported emotions is 55.57%. (b): 10-fold
cross-validation on the participants’ unshuffled data using VEmotion accessing contextual data (no facial expression features
included) trained with a Random Forest classifier trained with an accuracy of 71.70%. VEmotion achieves an unweighted aver-
age of the class specific recalls of 0.41 in (a) vs. a worse close-to-chance 0.18 when using facial expressions alone (b).

evaluating the classification performance. Furthermore, we believe
that realistic data sets will contain relatively few, hence insufficient,
‘angry’ and ‘disgust’ emotion categories for model learning. Due to
the imbalance of emotional classes that may be apparent in specific
rides, we set the class weight of observations to ‘balance’. This
means that the Random Forest in VEmotion uses the values of the
emotion class to automatically adjust weights inversely propor-
tional to class frequencies in the training folds. Hence, we calculate
the weighted average F1 score over all emotion classes, which is de-
fined as the harmonic mean of precision and recall, as an evaluation
measure of classification performance.

VEmotion prediction performance of self-reported emotions in
a 10-fold cross-validation on unseen ride segments is shown in
Figure 4b. The overall accuracy of emotions is 71.70%. In other
words, it is 29% better than relying on the ‘facial expression’ engine
alone. We validated the facial expression engine by using other com-
mon facial expression classifier systems. We explored and applied
a locally computable EmoPy trained on FER 2013 dataset [55] and
AWS Emotion Recognition [47] to our data showing similar, sub-
par results (predicting neutral/calm states is prevalent, accuracy:
0.55 and 0.07). VEmotion achieves an weighted average F1 score
of 71.30 (SD: 0.0713) across all emotional classes and outperforms
the facial-expression-only system by 20 percentage points. We also
observe that VEmotion only predicts classes that are actually ex-
pressed during the ride. In contrast, the ‘facial expression’ engine
predicted contempt’ or ‘sad’ emotions. Furthermore, VEmotion

predicts 60% of ‘happy’ emotions vs. 6% using facial expressions
only by only losing 3%. of correct ‘neutral’ emotion predictions.
‘surprise’ emotions can be accurately predicted with 28%. In con-
trast, ‘angry’ and ‘disgust’ emotions cannot be properly detected by
VEmotion. The results indicate that contextual information can sig-
nificantly improve the classification of emotional states, especially
in detecting ‘surprise’ situations. VEmotion additionally discrimi-
nates better between ‘neutral’ and ‘happiness’ states of the driver.
This evaluation is based on a 10-fold cross-validation and has access
to training data of individual participants. We show that we can
learn a global system for recognizing emotions ‘on-the-go’ with
contextual and facial expressions. However, this comes at higher
computational costs of having access to all participants’ data and
learning a participant-independent classifier. If the system should
be used for uncalibrated modeling of a new driver’s emotions, we
perform an extensive evaluation in the next paragraph.

5.4 Participant-Dependent
Leave-One-of-10-Road-Segments-Out
Cross-Validation

Furthermore, we analyzed participant-dependent modeling using a
participant-dependent Leave-One-of-10-Road-Segments-Out cross-
validation. This means that we are training a participant-dependent
model and validating on a holdout set of the participant using a 10-
fold cross-validation scheme. The results are presented in Table 2.
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Table 2: Accuracy, precision, recall, and weighted F1 scores of the global 10-fold cross validation on unseen consecutive driv-
ing segments, aggregate of participant-dependent Leave-One-of-10-Road-Segments-Out cross validation, as well as leave-one-
participant-out cross-validation.

Leave-One-of-10-Road-Segments-Out
Cross-Validation

Participant-Dependent
Leave-One-of-10-Road-

Segments-Out
Cross-Validation

Leave-One-Participant-Out
Cross-Validation

Input Accuracy Precision Recall F1 Accuracy Precision Recall F1 Accuracy Precision Recall F1

Facial Expressions .56 .57 .56 .51 .57 .66 .57 .56 .59 .63 .59 .54
VEmotion +
Facial Expressions

.72 1.0 .72 .72 .70 .86 .70 .73 .64 .58 .64 .57

VEmotion .72 1.0 .72 .71 .71 .89 .71 .73 .64 .56 .64 .56

5.5 Leave-One-Participant-Out
Cross-Validation

We evaluate the possibility of a general classification model using
all participant data except for one for training and using the last par-
ticipant for evaluation. Semantically, this approach learns a model
without knowing anything about the driver in advance and predicts
the drivers’ emotions independent from individual context emotion
preferences. As we have a more complex prediction problem by not
having learned from the held-out participant, we expect the overall
prediction to decrease. The results of the experiment are shown in
Table 2.

5.6 Comparison of Model Performances
Table 2 provides an overview of the prediction performance scores
for the different evaluation procedures based on VEmotion. The
Leave-One-of-10-Road-Segments-Out cross-validation approach,
which uses all data samples from all participants, yields 71.70%
accuracy. This is considerably higher than relying on ‘facial expres-
sions’ only, which achieves a mean accuracy of 55.58%. Looking
at the F1 score, weighted for the class labels, VEmotion achieves a
score of 0.7130 and 0.7164 with inclusion of facial expressions. In
the next step, we performed a 10-fold cross validation only based
on individual participants’ data and aggregate the results over all
participants (i.e., a participant-dependent Leave-One-of-10-Road-
Segments-Out cross-validation). Here, we observe a similar predic-
tion performance compared to the global model. VEmotion achieves
here an average accuracy of 70.67% which is approximate 1.03%.
smaller than in the global 10-fold cross-validation step. Also, the
weighted F1 score increased slightly to 0.7282.

In the participant-dependent cross-validation, we also observe
that the VEmotion without the variables from the ‘facial expression’
(VEmotion) engine has a marginally higher precision of 88.59 %
than VEmotion including facial expressions. This indicates that a
high fraction of emotions are predicted with a low false-positive
fraction. Looking at a much more challenging problem of predicting
emotion categories of unseen participants in the Leave-One-
Participant-Out scheme, the virtual sensor also outperforms the
other models with an F1 score of 0.56. The average accuracy of
VEmotion is 63.71%. This is less than the achieved accuracy in
the 10-fold cross-validation but remains a high-quality predictor
if no information about the user is known in this multiple class

output prediction. Since global and participant-dependent model-
ing of contextual emotions yield similar prediction qualities, we
conclude that it is computationally favorable to learn participant-
wise models over various rides, instead of learning global models
that require data exchange of all participants. This also ensures
that the inter-person and trip variety is sufficiently accounted for
in the training sample. We stress the fact of imbalanced emotion
classes that can only be acquired mainly through global data ac-
quisition. Thereby learning a solely participant-dependent model
puts the detection of emotions at a disadvantage that are not oc-
curring frequently (e.g., ‘surprise’, ‘angry’, ‘fear’, and ‘disgust’).
Hence, facial expressions that do not occur frequently can still
contribute to a robust model when collecting them from multiple
participants. Finally, our ‘in-the-wild study’ does not show a sig-
nificant benefit in including ‘facial expressions’ as features in our
classification model. Thus, we propose omitting ‘facial expressions’
in practice, which would further reduce computational costs. Fur-
thermore, facial expressions inhibit largely privacy concerns of
the end-users and might raise a feeling of video surveillance while
driving.

To answer the question of how many minutes of driving data
is needed for VEmotion to be accordingly calibrated to predict
emotions on the road with high accuracy,

5.7 Participant Fine-Tuning
We added a learning scheme below that illustrates how many min-
utes of driving data is needed for VEmotion to be calibrated for a
high accuracy emotion prediction on the road. We used a leave-
one-participant-out classifier to assess the emotion classification
performance by incorporating the first x minutes of additional par-
ticipants’ driving data and evaluated the performance of VEmotion
on the remaining driving data. Figure 5 presents the results of the
analysis. We found that the first five to ten minutes have to be cap-
tured to achieve a mean precision of over 75% across participants
due to the better discrimination of the classifier between neutral
and happy states during the first 10 minutes (F1 = .61). The drop
in accuracy and F1 after 10 minutes of training data is due to little
held out test data which increases the variability of the prediction
intervals. High precision of 80% and recall of 63.5% can be achieved
when fine-tuning the classifier on the first 14 minutes. However,
this requires the driver to label his perceived emotions 14 times,
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which may be annoying if done on every ride. We suspect our per-
formances to increase heavily if multiple rides with fine-tuning in
the first minutes are performed. Furthermore, VEmotion’s applica-
tion in practice would benefit from perceived emotion labeling in
any special scenario within the ride and not just during the first
minutes of driving.

6 DISCUSSION
Can we predict driver emotions based on driving context? To the
best of our knowledge, VEmotion provides the first in-car sen-
sor that combines implicit and non-intrusive measures to detect
the driver’s emotional states. In a user study with twelve partic-
ipants, we find the highest classification accuracy when training
a global model. We discuss the implications of our results in the
following.

6.1 Driving Context Implies Emotions
Previous work hypothesized that the observation of driving be-
havior can be indicative of driver emotions [22, 35]. Indeed, our
results show that certain features are predictive for driver emo-
tions. In analyzing the feature importances, we found that ‘vehicle
dynamics’, ‘weather’, and ‘traffic flow’ were highly predictive for
emotions. This implies that the designer of empathic car interfaces
should focus on the reliable measurement of these features when
assessing emotions is a critical task. These can be integrated into
existing emotion recognition engines or car navigation systems
that are already integrated into vehicles or smartphones. Our re-
sults demonstrate that different users share common emotional
categories influenced by the same contextual and environmen-
tal factors. In our real-world study, we notice a high imbalance
of self-reported emotions, as most people either respond to feel-
ing ‘happy’ or ‘neutral’ along their ride. This provides a challeng-
ing task for an appropriate data basis and proper classification
of ‘sad’, ‘fear’, or ‘disgust’ states which are often observed with
higher safety concerns [62]. These imbalanced emotion class dis-
tributions in the wild should therefore be extended in future data
acquisition.

6.2 Comparing the Classification Performance
between Facial Expressions and Driving
Behavior

We find a difference between the classification performance for
VEmotion, facial expressions, and a combination of VEmotion and
facial expressions. Our study shows that the use of facial expressions
alone results in the lowest classification accuracy compared to either
VEmotion or VEmotion in combination with facial expressions in a
real-world driving setting. Furthermore, our results show that not
all emotions can be reliably detected using facial expressions. This
includes the emotions ‘angry’, ‘surprise’, or ‘disgust’.

Our results show that the emotion class ‘neutral’ is predicted
most often by the facial expression engine. We suspect that the ‘neu-
tral’ emotion class occurs frequently due to the low facial expres-
siveness in driving scenarios. Also, facial expressions are affected
by user-to-user variability, resulting in individual differences in fa-
cial expressiveness and self-reported emotions. Further limitations
include a moving driving environment, occlusion, and changing

visibility conditions (e.g., sudden darkness in a tunnel). In contrast,
VEmotion captures the driving behavior of the user in addition
to facial expressions, which introduced performance increases of
38% in person-dependent (Leave-One-of-10-Road-Segments-Out
cross-validation) and 10% in person-independent cross-validation
schemes.

While our results show an improved classification performance
for VEmotion, we find that the driving behavior and the perceived
emotions are individual factors. Here, the resulting general model
results in poor classification performances. However, training the
model for each user individually yields a higher classification ac-
curacy. VEmotion has to learn person-dependent discriminatory
features from the contextual data to achieve acceptable accuracies.
Therefore, the emotions predicted by VEmotion improves if more
person-dependent information is available.

6.3 Enabling Empathic Vehicle-Applications
with VEmotion

VEmotion allows the implementation of several use cases, how-
ever, our work intends to make a sensory system contribution
of unobtrusively measuring emotions in the wild. VEmotion is
beneficial in providing direction into what enjoyable drives are,
and VEmotion’s predictions6 can inform infrastructure and road
planning policies. For instance, it might be meaningful to enforce
speed limits or narrow roads on some road segments to increase
the overall road safety based on VEmotion. For example, VEmo-
tion enables navigation functionality to invoke positive emotions.
This idea has been proposed but yet has to be implemented [4].
Unknown route segments can be labeled with the respectively mea-
sured emotions. Car navigation can then be extended by routing
after emotions. Other applications include the reflection of emo-
tions after a ride. For example, a post-driving tool can visualize
the perceived emotions for single road segments. Furthermore,
future empathic car interfaces can utilize VEmotion to modulate
driver emotions in real-time, for example, by playing pleasurable
music [57].

6.4 Ethical Considerations
We emphasize an ethical as well as transparent use of VEmotion
for application purposes and stress that emotions are intimate, per-
sonal, and vulnerable, where potential emotional insights can be
manipulated to impact behavior in the long term [3]. Until now,
many resources went into in-vehicle sensing which has resulted in
much debate about the need for limiting facial recognition technol-
ogy due to privacy and ethical considerations [3, 51]. The current
work objectively looks at the significance of facial recognition and
other data regarding what they might be telling us about the human
perceived emotion. To the best of our knowledge, this is the first
study where volunteers have allowed the recording of facial ex-
pressions together with contextual vehicular data in the wild. Our
analysis reveals that contextual data obtained from a vehicle-CAN
or smartphone is more efficient than actual facial recognition tech-
nologies. This has implications on several fronts: (1) We have been
collecting vehicle data for the last 15 years, yet a potential exploit
of this data might enable to backwards-infer human’s perceived
6given a more broaden data acquisition
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Figure 5: Classification performance for fine-tuning the Random Forest classifier with the first x minutes of participants riding
data in a Leave-One-Participant-Out training scheme, in which the performance is computed on the available rest-duration
of the ride data. The mean performance across all participants, as well as the 95% confidence intervals, are shown. Overall
the performance of the classifier increases in all metrics (accuracy, F1 score, precision and recall) knowing the first 5 minutes
of personal driving data. Subsequently, the metrics converge, but precision is steadily increasing. We stopped computing the
performance after 20 minutes due to little held out remaining driving test data.

feeling on this road given the features presented are available in the
data. (2) Environmental contextual data offers a potentially more
privacy-preserving and discomfort-reducing alternative to measure
emotions in the wild. The connection between affect and emotions
has always been emphasized. However, many other data variables
can infer emotions without the need for recording affective or physi-
ological variables. Our current work broadens the debate as to what
type of data should be accessible by whom and for what purposes.

6.5 Limitations and Future Work
The robustness of our approach relies heavily on the quality of
contextual input sensors. Thus, reliable in-vehicle emotion classifi-
cation becomes less reliable as more features drop out. For example,
facial expressions require a particular “expressiveness” of the driver
to detect the emotion. Another example includes the dropout of
contextual driving data, such as GPS connectivity, when driving
through a tunnel. We also do not gain introspective insights on the
on-goings of the driver’s mind and instead describe the driver’s
perceived emotions via eight primary states; this abstracts a sig-
nificant part in the much broader assessments of the multitude of
felt psychological on-goings of the driver. To further reflect the
relationship between emotional contextual triggers and emotional
states, we will expand our work to include outside-view-camera
input. Expressions via ecstatic hand gestures indicating angry af-
fective states could not be found in the video stream but may also
provide a direction for future camera-based affect features. Future
work might also extend the outside-view of VEmotion by looking
at other car’s behavior through the use of more privacy concerning
frontal video stream input. A more extensive database of rides with
a wider variety and distinction of emotions and more extended per-
sonal driving history enables longitudinal studies. Here, we strongly
stress acknowledging the context of the driver and surroundings
besides the emotion prediction, which should be represented in the
decision space of empathic car interfaces and data basis for emo-
tion recognition engines. Finally, our results show that an 8-minute

calibration procedure on unseen drivers is sufficient to achieve
a satisfying accuracy of over 68%, while the beep sound was not
perceived as annoying by the participant. However, different un-
obtrusive strategies for a suitable calibration of VEmotion, such as
incident-based sampling, will be evaluated in future work, having
the caveat of not accessing a high-resolution emotion assessment
on all road types.

7 CONCLUSION
This paper presents VEmotion, a system that derives user emotions
by assessing driving information. We found that context variables
can be captured in real-time using GPS at low cost, optionally ac-
companied by a camera monitoring the driver. This finding is unique
as comparatively few studies are performed ‘in-the-wild’ and with
the use of personal computing devices as opposed to the bespoke
in-vehicle sensors. We gain many insights by having the ability
to record a much more fine-grained picture of the driver and its
surroundings and potential influences on emotion with VEmotion
in a noisy real-world environment. This provides automotive user
interface designers with an additional tool to design unobtrusive
empathic car interfaces deployed in real-world scenarios. Here, we
are confident that VEmotion advances the field of emotion-aware
car interfaces. To encourage research in this area, we publish the
source code of VEmotion and the data set for further analysis by
the research community7.
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APPENDIX
A BASELINE FACIAL EXPRESSION ANALYSIS
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Figure 6: Facial Expression analysis using a) publicly available facial expression analysis tool EmoPy b) cloud-service AWS
Facial Recognition service. For AWS, we assigned ’calm’ recognition labels to ’neutral’. Both classification system offer little
predictive power in explaining perceived emotions on the ride. The accuracy overall of a) is 0.0076 and b) 0.5445.
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Fig. 1. Multi-Domain Context Sensor Information used for the technical design space analysis. We predict emotions using a
smartphone app, which employs five different sensors: accelerometer, GPS, front-facing camera, back-facing camera, and
microphone. We use the latitude and longitude output by the GPS sensor to fetch data on live traffic, road type, and weather
from third-party APIs. The front-facing camera captures the driver’s face to perform facial expression recognition (used as a
baseline). Visual scene segmentation and object detection are performed on the back-facing camera input.

1 INTRODUCTION
Emotions considerably impact drivers’ performance, safety, and health [51]. Aggressive driving, for instance,
plays a significant role in most fatal highway collisions each year [19, 45], leading to more severe injuries and
fatalities [14]. Statistics show that more than 90% of traffic accidents can be attributed to human errors [57].
Negative emotional states while driving are associated with “poorer physical and mental health and quality of
life”, leading to an overall deteriorating driving performance [24].

Even sadness can seriously increase driving errors and decrease driving efficiency [25]. Consequently, the
design, implementation, and evaluation of so-called empathic car interfaces has been the subject of previous
research [8, 22, 62]. Empathic car interfaces aim to regulate driver emotions, thus improving the driving experience
and reducing the risk of accidents. However, the unobtrusive assessment of driver emotions remains an open
challenge.

Facial expression recognition, a frequently used method to detect emotions in driving contexts, often performs
poorly [23, 34]. It requires subjects to overtly express their emotion through their facial muscles, failing to
detect covert affective states. [6, 30]. As an alternative, past research used physiological sensing as a real-time
measure to estimate driver emotions [22, 62]. Although this provides accurate assessments, it requires body-worn
physiological sensors that reduce user acceptance. To address these shortcomings, contextual and behavioral
driving data analysis emerged as an unobtrusive alternative to detect driver emotions [6, 26, 36, 44, 46]. Previous
work in this area focused on a limited set of features frequently requiring internal car data access. Furthermore,
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it did not approach the topic of how different sensing modalities contribute to the classification performance of
emotions.

Contrary to previous approaches that require body-mounted sensors [42], access to internal car information [36],
or rely on a limited set of contextual features [6]; this paper investigates how emotions can be predicted by
analyzing a rich set of contextual features unobtrusively captured by a smartphone, including audio-visual data.
Furthermore, we derive a technical design space analysis to inform practitioners and researchers about the most
indicative sensing modalities, their advantages and drawbacks.

We collect contextual and audio-visual data in an in-the-wild study with 27participants. The collected data
comprises different context domains: weather, traffic, road type, and motion, including speed and acceleration. We
record in-cabin audio and video, with the front-facing camera recording the driver and the back-facing camera
recording the road view. We annotate the data using the participants’ self-assessed emotional states. We compare
our classification approach against emotion classification through facial expression as a baseline. A Random
Forest classification using all features yields a classification accuracy of 59% (𝐹1: 0.45), outperforming facial
expression classification by 7% and contextual classification by 13%. Finally, we present a technical framework
showing how contextual and audio-visual sensing modalities influence the accuracy of emotion classification.
Our work discusses how designers can select sensing strategies to prototype empathic car interfaces considering
trade-offs related to computational cost and privacy concerns.

CONTRIBUTION STATEMENT
The contribution of this paper is threefold:

C1: An analysis of the technical design space for empathic car interfaces using a rich set of sensor streams
from smartphones.
C2: A smartphone system and extensive data collection from in-the-wild driving evaluating contextual and
audio-visual driving data for ubiquitous driver emotion assessments.
C3: Guidelines and considerations for application developers taking specific features for computational
costs and privacy into account.

2 RELATED WORK
This section outlines the current understanding of emotions, how they are affected in a driving context, current
emotion assessment practices, and driver emotion regulation methods.

2.1 Understanding Emotions while Driving
Emotional states can be schematized in different ways, the two most common categories being discrete and con-
tinuous emotion representations. Discrete representations of emotions derive from the works of Paul Ekman [15]
who identified six basic emotions (i.e., anger, disgust, happiness, sadness, surprise, and fear) which are universally
recognizable and encodable in facial muscles. In contrast, continuous emotion representation models encode the
emotional state into a continuous value spectrum. Russell’s circumplex model of affect [50] is one of the most
commonly adopted continuous approaches. In our work, we employ a discrete emotion categorization.

Research on driving contexts has found interesting relations between specific scenarios and their potential for
eliciting emotional states. Dittrich considered the “spatial-temporal distribution of drivers’ emotions and their
determinants” [12]. The study found that road intersections cause considerable amounts of emotional activity in
drivers. Positive emotions are more likely at the beginning and end of a ride, adding strength to the claim made
in this work that drivers’ emotions can be inferred from contextual information.

Hancock et al. [20] concluded that as drivers’ affective states change, so do the “measures of both longitudinal
and lateral control of the vehicle”, indicating that different emotions correlate with different mean vehicle speeds

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 4, Article 159. Publication date: December 2022.

57



159:4 • Bethge and Coelho, et al.

and the number of lane excursions. Another study [43] further examined the link between driver affect and
driving styles, verifying that maladaptive driving styles, including reckless, careless, angry, hostile, and anxious,
were associated with a lower capacity for emotional self-regulation. This finding is confirmed by Mesken et
al. [41], which investigates the impact of driving context in eliciting certain emotions, listing anxiety, anger, and
happiness as the most likely emotions to fluctuate in traffic situations.

A dynamically changing external environment can manipulate drivers’ perceived workload and emotions.
Faure et al. [18] showed that visually changing driving environments influence the driver’s perceived cognitive
workload. Frequent and unexpected changes in visual processing can change driver stress levels [52], resulting in
differently perceived emotions by the driver [51].

2.2 Emotion Assessment
Detecting the driver’s emotional state is essential for developing in-vehicle empathic systems to improve the
driving experience. Related psychological research has shown that negative affective states can negatively impact
driving performance [25], potentially causing traffic violations, driver distraction, and accidents. Therefore,
previous research on in-car interventions has been designed to alleviate extreme emotional states. Braun et
al. [8] show that these extreme states correspond to danger, while states with medium arousal levels and positive
valence are recognized as optimal for safe driving.

Different approaches have been used to assess drivers’ affective states, including physiology, facial expression,
self-reports, or biosignals [4, 62]. To an extent, driving behavior and context have also been researched as an
alternative assessment of emotions. Liu et al. [36] presented an emotion sensor based on CAN-BUS data and
external environmental factors. In a long-term user study, they collected facial expressions, heart rate variability,
CAN-BUS data, and environmental data to predict driver emotions using three classification models: CAN-BUS
data only, video-only, and a fusion of both models. Their results show a participant-dependent classification
accuracy of 71% and a leave-one-participant-out accuracy of 59.2% using a fusion-based model considering both
video and CAN-BUS data. Our system is inspired by this approach, extending the collected video-only data by
contextual driving semantics such as live traffic, weather, and audio data.

Furthermore, we evaluate the impact of different variables, including facial expression analysis as a common
emotion assessment [15, 16], on the classification accuracy. Universal emotion assessments through facial
expressions are disputed in previous work [23, 34], potentially requiring individual training for each person [30].
Here, we aim for a universally applicable approach using the driver’s smartphone only to collect contextual and
environmental data. We label the collected data using the participant’s verbally self-assessed emotions.

In addition to driver context, previous research pointed out that environmental events influence driver emotions
and stress levels—however, exclusively using driving context for predicting driver emotions is relatively new.
Recently, Bustos et al. [10] proposed a system that recognizes driver stress levels by analyzing outside-view
camera input during real-world driving conditions. The authors propose three models to predict a three-class
stress level (i.e., low, medium, and high) from the image stream: (1) image classification with object presence
features, (2) end-to-end image classification via a CNN, and (3) end-to-end video classification by temporal
segment networks. Their results showed that the best average test accuracy of 72% was obtained using a video
CNN. While their work focused on a second-person annotated stress label which should reflect the driving scene
complexity [21], our work uses self-reported subjective emotion ratings. Bethge et. al [6] proposed a smartphone
application that detects subjective discrete driver emotions. Their app uses GPS and third-party APIs to obtain
road and traffic data representing environmental characteristics. While their approach offers a rich set of features
to classify emotional states, their sensor set is constrained, containing no visual or auditory features. We added
their work as a baseline for our study.
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2.3 Driver Emotion Regulation
Empathic car interfaces can counteract emotion-related hazards by sensing the driver’s state and intervening when
potentially dangerous behavior is detected. Different mechanisms, including interventions, adaptive music [28],
and lighting [9] were proposed in the literature. Such empathic car interfaces require continuous monitoring
of the driver’s emotional state, preferably via remote sensing, making our contribution relevant for application
designers.

Summary
Previous research informs how emotions are interpreted, how they change while driving, and how they can be
assessed in real-time to implement empathic car interfaces. However, they present drawbacks that may hinder
the adoption of empathic car interfaces in the real world. Currently, most reliable assessments rely on body-worn
sensors or are not universally applicable, e.g., by relying on internal car interfaces. Though there is a large
availability of research evaluating different data streams, it remains unclear which features indicate emotions. We
address this gap by collecting a rich contextual and audio-visual data set in an in-the-wild study using consumer
smartphones. We analyze the indicativeness of the data streams to present a technical framework, depicting the
contribution of contextual and audio-visual feature sets for the accuracy of driver emotion classifications.

3 DATA COLLECTION SYSTEM
In this section, we present a system that captures the contextual driving data from a smartphone using a
combination of virtual and on-device sensor streams. We built an end-to-end data pipeline composed of a data-
gathering mobile application with remote-sensing features and a data-processing pipeline. Informed by related
work, we considered the following requirements: (1) in-the-wild data acquisition with a smartphone, (2) seamless
integration of usable in-the-wild emotion sensing, (3) acquisition of features related to driving tasks or emotional
state, (4) unobtrusive remote sensing and (5) the effect of the environment’s physical characteristics (e.g., weather,
road type and motion metrics) and visual complexity-related features [6, 36]. The end-user application seamlessly
integrates in-the-wild contextual gathering to everyday driving tasks; hence, it features standard navigation
functionality.

3.1 Mobile Application
The mobile application, written in Swift1, allows users to enter text-based descriptions of locations to obtain
turn-by-turn spoken directions. We show the application user interface in Figure 2. The app requires an internet
connection and runs on iPhones 2 that have iOS 13 or higher installed.

Figure 3 presents the mobile application’s application architecture. The input modalities utilized by the
application as data sources are the smartphone’s front-facing camera, back-facing camera, microphone, GPS
sensor, and accelerometer.

3.1.1 Application Main Loop. The audio/video controller monitors the application’s main loop. Its output
frequency is configured to 10 frames per second (FPS) for optimal performance and constitutes the central
processing trigger. When the user activates the navigation mode, session recording begins. The application
starts writing a sequence of RGB images from the front-facing camera, facing the driver, and back-facing camera,
directed at the road, to local storage. A journey snapshot summary JSON object is generated for each frame pair.
Each summary includes the frame number reference for posterior retrieval of images and a summary of the most
up-to-date sensor-merged data.

1https://developer.apple.com/swift
211 Pro Max, 11 Pro, 11, Xs Max, Xs, Xr, SE 2. These iPhones enable acquiring front-facing and back-facing camera input at the same time.
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Fig. 2. Navigation User Flow. Screenshots of the mobile application demonstrate user flow from the home screen (a), followed
by route search (b), route overview (c) and after navigation is activated and session recording beings (d). In (d), we also show
a small preview of the front-facing and back-facing camera stream to the user, e.g., to allow for position adjustments and to
be transparent about all recorded information.

3.1.2 Data Synchronization. At the end of each session, the application concatenates the ‘journey snapshot’
objects accumulated and adds non-sensitive user-specific information (self-identified gender, age, car model -
provided on the first app launch) and session metadata, e.g., start time, end, day of the week, to produce a JSON
file summarizing the whole ride (see section 5 for a more detailed description of the dataset). At this point, the app
outputs the audio recording file and uploads only the JSON summary to cloud storage (we used AWS S33 bucket)
to register the session’s occurrence. This upload does not include the audio and the images. Due to the size of
the file bundles (i.e., approximately 2.5 gigabytes per session), we designed the upload process to be initiated by
users at their leisure, making usage more convenient and avoiding unnecessary mobile network charges. This
process does not conflict with future real-time capabilities and local predictions, but rather is necessary to explore
potential design decisions on a fully functional dataset of source data. For real-time predictions, we imagine that
remote context data (e.g., current weather) is collected from remote services, and ML models are run locally using
frameworks such as CoreML4. Developers of future applications will additionally have to consider the trade-off
between prediction frequency and energy consumption.

3.2 Data Post-Processing Pipeline
First, the data processing pipeline ingests data from the cloud storage and checks that the session data has been
uploaded and there are no corrupted files. After, we perform multiple extraction mechanism steps: (1) visual
features extraction, (2) audio analysis, (3) facial expression classification, (4) road data acquisition, (5) weather
3https://aws.amazon.com/s3
4https://developer.apple.com/documentation/coreml
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Fig. 3. Application’s Reference Model. To the left of the Main Controller, sensors employed are displayed. Sensing Controllers
intermediate the sensor fusion process by providing the Driving Session with up-to-date data from sensors. The Main Controller
houses all the other controllers and manages data exchange. The Navigation Controller employs Apple’s Mapkit framework
to implement navigation and gather location data. The Weather/Traffic Controller calls both a weather API and a traffic API
to fetch live data. The Session Data model holds at all times the most up-to-date value for each of the variables.

and traffic flow estimation, and (6) modeling. We describe the data pipeline in detail in the following paragraphs.
The complete list of available features is presented in Table 1.

3.2.1 Visual Feature Extraction. We employ two parallel approaches to extract visual-related features from the
road-facing frames: (a) object detection and (b) semantic segmentation.

Object Detection. For the object detection module, we used a PyTorch implementation5 of a Yolo5 object
detection model pre-trained on the COCO dataset6. The machine learning model outputs a list of objects detected,
and their respective 2D bounding boxes (BB) expressed as normalized pixel coordinates (x, y, width, and height).
The object classes are filtered to include only those of interest: cars, people, bicycles, motorcycles, buses, trucks,
traffic lights, and traffic signs. We use the BBs to calculate the relative area of the object to the complete frame,
representing the object’s perceived size. We classify the relative area values using predefined thresholds into
five different distance/perceived size classes (very far, far, medium, close, very close). Thresholds are devised
based on observations about the frequency of occurrence of relative area values. The final output is a dictionary
providing a scene summary with the number of objects for each detected class and the number of objects in each
distance/perceived size class.

5https://pytorch.org/hub/ultralytics_yolov51
6https://cocodataset.org
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Table 1. List of all available features in the dataset. We group the features by context and provide exemplary values or a
description in the details column. The columns ‘frame_number’, ‘timestamp’, ‘audio_file_path’, ‘front_file_path’, ‘latitude’
and ‘longitude’ are not used as input for the machine learning models.

Context Feature Details
Reference Data frame_number The number reference for the session snapshot frame pair.

timestamp e.g. 21/10/15, 18: 55:39:0025
audio_file_path p_01/session_id/audio.mp4
front_frame_path p_01/session_id/imgs/front_frame_501.jpg
back_frame_path p_01/session_id/imgs/back_frame_501.jpg

Personal sex male, female, other
car_model e.g. VW Polo, Porsche Taycan
age Participant’s age.
participant_id e.g. p_01, p_02
emotion_before Emotion before ride.

Session session_id e.g. 0751B8E9-3357-47E3-A862-CBFC60B88555
session_start e.g. 21/10/15, 18: 54:49:0015
session_end eg. 21/10/15, 19: 14:69:0485

Session Time weekday Mon. Tue. Wed., Thurs. Fri., Sat., Sun.
daytime Morning, Afternoon, Evening, Night.

Motion acceleration_x Acceleration on the x axis.
acceleration_y Acceleration on the y axis.
acceleration_z Acceleration on the z axis.
vemotion_acceleration (or acceleration_v1) Acceleration as in VEmotion [6].

GPS speed Vehicle speed in km/h.
latitude Latitude value of current location.
longitude Longitude value of current location.

Traffic Data current_travel_time Current travel time in seconds.
free_flow_speed The free flow speed expected under ideal conditions.
current_speed The current average speed at the selected point.
free_flow_travel_time The travel time in seconds under ideal free flow conditions.
reduced_speed Calculated with free_flow_speed minus current_speed.

Weather Data wind_speed Outside wind speed in km/h.
precipitation_24h_mm Rain fall measurement in millimetres.
feel_temp_outside "Feels like" temperature in Celsius.
cloud_cover Percent representing cloud cover.
weather_term e.g. cloudy, mostly cloudy, mostly sunny, sunny

Road Data road_type e.g. cycleway, footway, living_street, motorway, residential.
max_speed Maximum allowed speed for the current road.
num_lanes Count of available lanes on the road.

Facial Expression Pred. facial_expression_label Front-facing camera’s classified emotion|.
Perceived Emotion label Emotion expressed by the participant during the experiment.
Audio audio_amplitude Audio amplitude averaged for duration of correspondent chunk.

audio_loudness Audio recording average loudness for duration of correspondent chunk.
audio_zero_crossings Audio zero crossing rate of correspondent chunk.

Visual Complexity (Object
Detection)

num_cars, num_people, bycicles,
pedestrians, motorcycles, buses,
trucks, traffic_lights, traffic_signs

Num. of objects detected in the back-facing camera frame per class.

num_med_close_objs,
num_very_close_objs,
num_close_objs,
num_very_far_objs,
num_far_objs

Num. of objects at an estimated distance from camera.

Visual Complexity
(Segmentation)

road, sidewalk, building, wall,
fence, pole, traffic light, traffic
sign, vegetation, terrain, sky,
person, rider, car, truck, bus, train,
motorcycle, bicycle

Percentage pixels in back-facing frame representing class.

Semantic Segmentation. We trained a Deeplabv3-ResNet model7 on the Cityscapes Dataset8 to perform semantic
segmentation on the back-facing frames. We limited the training data to the classes relevant to our study: road,
7https://pytorch.org/hub/pytorch_vision_deeplabv3_resnet101
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Fig. 4. Contextual Unobtrusive Sensor Feed Pipeline showing image processing from acquisition (a) to output features used
for emotion prediction (f, k, o). The frame containing the driver’s face (b) is cropped into a face rectangle (d) with Python
OpenCV (c) and run through an emotion classifier (e). The back-facing camera frames (g) are processed with: 1) a Yolo5
object detection model (h), whose output (i) is further processed by (j), 2) a DeepLabV3 semantic segmentation model (m)
which outputs a dictionary (o) of pixel per class.

sidewalk, building, wall, fence, pole, traffic light, traffic sign, vegetation, terrain, sky, person, rider, car, truck, bus,
train, motorcycle, bicycle. This model’s processed output consists of an array of shapes in which each pixel is
assigned a class (m). Following, we calculate the percentage of pixels occupied by each class into a dictionary
(o). The percentage of pixels associated with a specific road class attribute helps the system to understand how
complex the visual field may be to the driver. For instance, a high number of pixels associated with cars and
pedestrians may be due to a traffic jam and challenging driving scenarios. The visual segmentation engine’s
output is shown in Figure 5.

Fig. 5. Semantic Image Segmentation. Images showing segmentation results with different colors representing the predicted
semantic classes. We color vehicles (cars, trucks, buses, trains) and bikes (motorcycles and bicycles) red. Yellow shows poles,
traffic lights, and traffic signs.

8https://www.cityscapes-dataset.com
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3.2.2 Audio Analysis. The smartphone’s microphone is used in two ways: (1) to extract in-car loudness, (2) to
compute the zero-crossing rate of the audio signal, and (3) to extract the annotated emotional labels expressed by
the participants.

Loudness Extraction. We use audio amplitude and loudness in decibels (dB) to represent in-cabin driver auditory
stimuli. We segment the audio stream into chunks of 0.5 seconds to calculate its mean amplitude. The formula
for deriving loudness in dB is as follows:

𝑙𝑜𝑢𝑑𝑛𝑒𝑠𝑠 = 20 ∗ 𝑙𝑜𝑔10
(√︃

𝑐ℎ𝑢𝑛𝑘2) (1)
𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 = 𝑐ℎ𝑢𝑛𝑘2 (2)

Zero-Crossing Rate. The Zero-Crossing Rate (ZCR) of an audio frame is a measurement of an audio signal’s
human-perceived noisiness. We calculate ZCR by counting the number of times a given audio signal crosses the
zero axis and dividing it by the length of the frame. Unlike loudness, it incorporates spectral aspects of the signal
and is widely used by applications in speech analysis [38, 48, 56] and musical genre classification [59]. Therefore,
it is a good representation of driver auditory stimuli. Again, we derive a ZCR value for each chunk of 0.5 seconds.

Emotion Labels. Annotated labels are extracted manually onto a text file from the session’s audio recordings.
Label definitions and procedure of labeling are discussed later in the experiments section 4.

3.2.3 Facial Expression Classification. We use facial expression recognition to obtain baseline metrics for model
performance comparison. Thus facial expressions are not included as features in the modeling phase. To extract
facial recognition predictions, we use a face rectangle extractor and run its resulting image through a VGG13-
based image classifier trained on the FERPlus Dataset9. Furthermore, as an additional baseline, we apply the
Microsoft Face Recognition API classifier10. This step outputs a facial expression prediction for each of the
session’s front-facing frames. We stress that the emotion label provided by the facial expression classifier is not
used as a feature for our model but represents a baseline metric.

3.2.4 Road Type Data. In order to detect the road infrastructure components of in-the-wild driving thoroughly,
we acquire road-type-related features via reverse geocoding from OpenStreetMap11 with the Python package
OSMnx12. We download a high-definition map for each unique combination of GPS coordinates and search for the
closest road node object to extract the relevant data. From the closest road node object, we extract the following
attributes: ‘road_type’ (e.g., residential), the number of available lanes on the current road (‘n_lanes’), and the
maximum allowed speed on the current road (‘max_speed’).

3.2.5 Weather and Traffic Flow. We request weather information for each distinct GPS coordinate pair from the
Microsoft Azure Maps API13. We include the following weather conditions: weather description, approximate
outside temperature, cloud coverage, and wind speed. We also infer the traffic flow by requesting the speeds and
travel times of the road fragment closest to the given coordinates using the Microsoft Maps Traffic Flow API14.

9https://github.com/microsoft/FERPlus
10https://azure.microsoft.com/en-gb/services/cognitive-services/face
11https://www.openstreetmap.org
12https://github.com/gboeing/osmnx
13https://atlas.microsoft.com
14https://atlas.microsoft.com/traffic
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4 EXPERIMENT
In the following section, we describe the details of the in-the-wild driving experiment.

4.1 Participants
In total, 27 participants (five female, ages 21 to 63, 𝜇𝑎𝑔𝑒 = 30.9, 𝜎𝑎𝑔𝑒 = 9.8) took part in the experiment. The
participants drove in total 48 sessions, with a total duration of 663.93minutes and a mean duration of 13.83 minutes
(min = 9.0, max = 28.62, 𝜎𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 = 3.54). The average number of unique emotions reported per session was 2.79.

4.2 Procedure
We asked participants to download the mobile app from Apple’s beta-testing platform “TestFlight” and instructed
them to use it as their navigation tool during two to three journeys with a duration of between 10 and 15 minutes.
We also recommended that journeys be at different times of the day and, preferably, on different days to diversify
the data collected as much as possible.

We needed the participant’s front-facing camera to be pointed towards their face and the back-facing video
stream to capture the road from the driver’s perspective. Participants had to attach their smartphones to the
windscreen.

The first time the subjects launched the app, they were asked for driver-specific context information, precisely
their age, self-perceived gender, and car model. After that, we instructed the participants to choose their destination
freely. Upon entering navigation mode after accepting the route proposed by the app, subjects were asked to
select their pre-ride felt emotion and provide their emotion after the ride. Ethical approval for the experimental
procedure was granted by the institutional review board of the university department.

4.2.1 Annotation of Emotions. To link the acquired contextual data with emotions on the road, we present the
experimental design of emotion annotation in the following section. First, we explain how subjectively felt
emotions can be acquired in the vehicle context. Second, we explain the mapping procedure and trade-offs
between the expressed emotion and contextual ongoings. In our case, the driver expresses their emotions during
the ride via voice without the need to let go of the steering wheel. In preparation for the experiments, subjects
were asked whether they felt confident expressing their emotional states while driving. The verbally expressed
emotion was recorded while driving and analyzed offline using a speech-to-text algorithm. We triggered a beep
tone every 60 seconds for the drivers to express their discrete emotional state (a list of valid responses was given
to the participants beforehand). Based on Ekman’s basic emotion theory [16], we selected eight basic categorical
emotion categories as possible response values: ‘happiness’, ‘anger’, ‘fear’,‘surprise’, ‘neutral’, ‘contempt’, ‘disgust’
and ‘sadness’.

Similarly to Bethge et al. [6], we adopt the in-situ categorical emotion response (CER) rating [13] for labeling
in-the-wild emotions. We opted against continuous emotion labeling (DER) in the form of valence-arousal
ratings, as users would need to select their continuous emotional rating via touch on an in-cabin device. Touch
interactions are shown to distract from first-level driving tasks and pose a risk factor in this study [35]. The free
categorical emotion response method is found to have practical limitations as it can generate a large number of
labels. Consequently, Dittrich et al. [13] recommend adopting in-situ categorical emotion ratings (CER) with an
“appropriate number and naming of categories that cover a significant range of emotions”.

Furthermore, it is challenging to find the optimal time interval between prompting the driver for their emotion.
On the one hand, we do not want to distract, bias, and annoy the driver when asking too often for an emotion. On
the other hand, we want to ask as frequently as possible to have a granular resolution of the emotional ground
truth that helps to learn a better link between our features and emotions. Using this annotation procedure, we
link the expressed emotions to contextual data within the window of the previous 60 seconds. However, this
approach is deliberately oversimplified, as emotion transitions might not be correctly reflected in the annotated
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data. We accept this trade-off in favor of a more realistic driving experience with the highest acceptable amount
of interruptions. We further address the limitations of the experimental choice of defining emotional labeling in
section 7.5.

5 DATASET CHARACTERISTICS
The following section presents an overview and necessary preprocessing steps of our data. The dataset consists
of 48 sessions of different participants driving in the wild with our system explained in Section 3 and the
data-gathering procedure described in Section 4.

5.1 Data Preprocessing
We experienced performance oscillations with the data-gathering application due to, e.g., battery state differences.
These performance inconsistencies caused some session fragments to have a higher frame output than others,
resulting in inconsistent data distribution data over time. Therefore, the dataset was down-sampled to 3 Hz, i.e.,
using three frames per second as data entries. We decided to drop the first minute of each session due to the time
difference between starting our app and actual driving. Our preprocessing removes, on average, 7% of data per
participant due to, e.g., invalid sensor information.

Some participants had difficulty adhering to the experiment’s predefined emotions and used non-complying
labels. We substituted some of these labels with synonyms. ‘Scared’ and ‘concerned’ were renamed to ‘fear’.
‘Annoyed’ and ‘frustrated’ were replaced with ‘anger’. Occurrences of ‘stressed’ were attributed to the label
‘unknown’ due to its ambiguity (could be interpreted as ‘anger’ or ‘fear’). Other non-complying labels such as
‘curious’ and ‘confused’ were also changed to‘unknown’. Emotion labels with ‘unknown’, duplicate values, and
other rows with missing data were removed from the dataset.

5.2 Data Summary
We briefly give an overview of the preprocessed dataset in the following section and will recap the feature streams
from our system thereafter.

After preprocessing, the dataset comprises 97020 samples (663.93 min) of labeled driving data from 48 sessions
with 27 participants. We present an overview of our dataset in Figure 6. Due to the wide variety and depth of the
acquired data, we only plot a subset of available features in Figure 6. We plot the Pearson-correlation matrix of
all extracted features in the appendix Figure 11.

5.2.1 Perceived Emotion Labels. An overview of the perceived emotion per participant is shown in the upper left
plot of Figure 6. Overall, we observe many real-world traffic conditions where drivers felt ‘neutral’ (57%), which is
unsurprising given normal traffic conditions during many rides. The participants also perceived happy emotions
17% of the time. Negative emotional states did not occur frequently and were expressed primarily by a few
participants. Drivers expressed numerous times to feel ‘fear’ which can be explained by some participants driving
non-frequently and feeling nervous in complex traffic situations. Apart from sadness, all other pre-selected
emotions (neutral, fear, happiness, anger, surprise, disgust, contempt) occurred throughout the sessions. In
average, 2.79 distinct emotion categories were expressed per ride. There was only one participant who expressed
a sad emotional state, while all other states were felt by multiple drivers.

5.2.2 Speed. The histogram in Figure 6 (right plot in the second row) shows the distribution of ‘speed’ (in km/h)
across all sessions, revealing that in most rides, the range goes from 0 to 50 km/h. Two sessions have speeds
surpassing the 50 km/h mark and going up to 200 km/h. Most sessions took place in cities, whereas two collected
data on a motorway with no maximum speed limit.
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Fig. 6. Overview of the acquired data. While different personal meta-data statistics are shown in the figures in the top row,
the bottom row shows the kernel density estimation (KDE) [47] of some contextual data including their label distribution.

5.2.3 Visual Object Detection. The computer vision module of our system tracks granular changes in environ-
mental visual ongoings. Figure 7 shows an exemplary output of the sensor feed of the visual features ‘num_cars’,
‘num_people’ and ‘num_traffic_lights’ being computed. We observe that the computer vision module can detect
ongoing traffic situations, e.g., pedestrians or traffic lights while driving.

6 RESULTS
The following section addresses how context, captured driving data, and environmental factors predict driver
emotions. First, we analyze the features’ importance for predicting driver emotions. After that, we evaluate the
prediction performance of the different features in an extensive cross-validation setup and compare them against
several baselines. At last, we compare the features’ characteristics in terms of privacy and computational costs.

6.1 Emotion Classification Module
We set a Random Forest Ensemble Learning as a default classifier based on a 10-fold grid-search cross-validation15.
The ‘class_weight’ parameter of the random forest is set to ‘balanced’ to ensure that the algorithm can handle
an unbalanced label distribution. Further hyperparameters are found using a 10-fold hyperparameter tuning
grid search (random state = 0, n_estimators = 50, max_features= 𝑙𝑜𝑔2). This machine learning model is kept

15Using Support Vector Machines, KNeighbors, Decision Tree, Adaboost, and Random Forest classifier from scikit-learn with default
parameters. The Random Forest achieved the highest average 𝐹1 score.
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Fig. 7. Stream of outside-view visual complexity features for a sample session (participant 1). The y-axis shows the individual
feature values, whereas the x-axis denotes the number of distinct, consequential data entries (sampled at 100 Hz). The object
detection module recognizes the number of cars on the road, the number of people in the visual field, and the number of
traffic lights at every moment of the drive. The prediction of the number of elements in the visual field varies as occlusion,
shaky frames, and lighting conditions can occur.

identical to related work [6] to enable the comparison of results. We further evaluate the performance of a
deep-learning-based feedforward neural network using all features. The neural network parameter settings are
explained in detail in Appendix A.3. We explain the evaluation procedure in detail in the Section 6.4.

6.2 Importance of Features for In-The-Wild Emotion Recognition
We start by investigating how decisive each feature is for creating a classification model. Thus, we extracted
the feature importance of the contextual variables: In a leave-one-participant-out situation, we assess the
permutation importance for each variable, which is defined as the decrease in the balanced 𝐹1 score of the
classification algorithm. The permutation importance can be seen as a metric of how much performance we
lose (here measured in 𝐹1 score) if we do not have access to a specific system feature. This is done by randomly
sampling the specific variable and thereby making the variable not-containing any meaningful information.
The higher the permutation importance of a feature, the higher its predictive power, i.e., the more performance
the classification decreases when it is unavailable. The feature importance does not provide information on
which feature value contributes to a specific label prediction. We refer the reader to the concept of local feature
importance computation, e.g., SHAP values, which could explain feature importances of a value range given an
individual data object [40]. These importances are specific to a subject; therefore, this paper does not provide
a local feature assessment. Figure 8 shows the calculated permutation importance for all features. In general,
we observe that some features show very high importance, and most features do not. Overall, we detect a high
importance of vehicle speed for the emotion classification decision. This finding overlaps with related work,
which shows that free-flow highway driving and emotional happy states are tied. In contrast, low-speed values,
combined with unforeseen traffic incidences such as traffic jams, have been associated with negative emotional
feelings such as ‘anger’ and ‘contempt’ [61]. The available number of lanes on the road is a significant predictor
in classifying the driver’s emotional states, which is unsurprising as a high number of lanes is weakly correlated
with the traffic conditions, i.e., speed and acceleration behavior [33].

Furthermore, the felt temperature outside and the number of pixels associated with the sky (‘segment_sky’)
also show high-importance measures. The high feature importance in both sky and environment temperature is
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Fig. 8. Permutation importance of all available features. The permutation importance is characterized by a decrease in the
model’s 𝐹1 score if the individual feature values are randomly permuted, i.e., made uninformative. Therefore, a high 𝐹1 score
indicates high feature importance to the emotion classification decision. Low permutation importance suggests that omitting
the specific feature would not result in large prediction performance loss.

interesting, as related work has shown that greater sky exposure and air temperature tended to make drivers
report lower stress levels and lower negative emotional states [3, 29].
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Interestingly, the features representing drivers auditory complexity (‘audio_loudness’, ‘audio_amplitude’ and
‘audio_zero_crossings’) have low permutation importance scores making them not highly useful for classifying
subjective emotional states. Driver speech analysis can predict human emotions successfully, and loud in-
cabin sounds are potentially associated with driver distractions and the prevalence of annoyed and angry
emotions [27, 49]. However, our results do not detect high audio feature importance, indicating that the other
assessed contextual variables are more indicative of driver emotions. Although our in-the-wild results recommend
omitting in-cabin audio recordings, further research is necessary to evaluate the impact of different audio features
on emotions. For example, more advanced speech semantics, including tonality, pitch, or frequencies, can be
more indicative of emotion recognition. Here, we expect individual differences in the audio data to mitigate the
general classification performance at the cost of disclosing more privacy-sensitive data. In Section 6.5.2, we will
further discuss the privacy-related concerns of in-cabin microphones.

6.3 Visual Driving Scene Features for Emotion Recognition In-The-Wild
The feature importance analysis provides insights into how indicative a feature is for predicting subjective
emotions. Analyzing the driver’s visual scene is beneficial for understanding the driving task’s complexity and the
environment’s aesthetics [10]. This visual information can help to deduct the driver’s well-being. The following
section will further analyze the link between the extracted visual features and emotions in the wild.

We analyzed the driver’s visual field in two ways: (1) via a computer-vision-based object detector for every
outside view image frame of our system, and (2) via a visual segmentation engine. Figure 9 shows a boxplot
of emotions over visual scene extracted features. Interestingly, compared to happy states, we see that a high
number of detected cars in the visual field (high value of ‘num_cars’) is prevalent in conjunction with ‘fear’ driver
states with a high degree of certainty (𝑝 < .01). Many cars in the visual driver scene are observed in dense traffic
scenarios on the highway or in the city, often with traffic jams. Rural areas often have a lower incidence of cars.
The median number of cars in happy states (2.0 - SD: 2.03) implies that fewer cars are prevalently observed in
‘happy’ states. We observe that the participants ‘disgust’ and ‘contempt’ states are in high traffic conditions, i.e.,
in conjunction with many cars. We note that the object detector also counts parked cars on the side of the road.
However, the object detector only recognizes 2-3 parked vehicles in one frame due to occlusion, limiting visual
scene object counting.

Looking at the visual segmentation features ‘segment_car’, we detect a higher degree of car scene pixels in
the frame in negative emotional states. Similar to the ‘num_car’ feature, a lower percentage of car presence in
the visual scene links to ‘happy’ emotional states. This observation validates previous research in driver stress
recognition, which showed that high stress levels often happen in highway and city driving conditions [10].
Interestingly, the ‘segment_vegetation’ feature is not increased for happy emotional states compared to neutral
states. The degree of sky presence (‘segment_sky’) for the driver visual field is highly relevant for increased for
‘sad’ emotional states, e.g., the presence of blue skies has been shown to affect personal well-being positively [58].
However, only the number of pixels associated with the sky is non-complete for defining a specific emotional
state, as, e.g., rainy weather conditions in combination with the presence of the sky can induce negative emotional
states [2]. As a result, the segmentation features of the outside-view can be regarded as a non-complete feature
set for predicting subjective driver emotions in the wild. Further studies, including a broader range of study
participants, should validate this visual scene object detection and segmentation findings.

6.4 Comparison of Recognition Performances
We perform an extensive evaluation setup to assess the feasibility of using diverse contextual, audio, and visual
data streams for recognizing emotions in the wild. We compare the performance of the machine learning classifier
system using different sensor stream inputs and evaluate their prediction performance. Table 2 provides the
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Fig. 9. Visual segmentation and object detection features relation to expressed emotional state. We analyze the mean
differences of the features between the emotional states via a one-sided t-test controlled for sample size differences. (a)
Boxplot of ‘num_cars’ feature. We observe a significant higher mean number of cars of the visual field in ‘fear’ (𝑝 < 0.01)
emotional states than when people felt ‘happiness’. The difference in observed number of cars between ‘neutral’ and
‘happiness’ is significant. (b) Boxplot of ‘segment_car’ showing the differences in percentage of pixels in visual fields showing
cars per emotion. (c) Boxplot of ‘segment_vegetation’. (d) Boxplot of ‘segment_sky’.

prediction performance scores for a leave-one-participant-out evaluation procedure based on our system and
baseline approaches.

6.4.1 Baseline Approaches. We compare our classification system against several state-of-the-art baselines. As a
common remote sensing technology for emotion recognition in-vehicle, we set facial expression recognition as a
baseline. FERPlus is a facial recognition classifier (VGG16) learned on the popular FERPlus dataset, and Facial
Expressions (Azure) defines the classifying system via the Microsoft Face Recognition API. Furthermore, we
compare our system to VEmotion proposed by Bethge et al. [6], a machine learning classifier system based on
GPS-based context and driver-related metadata.

6.4.2 Emotion Extraction from Facial Expressions. Appendix Figure 10a shows a confusion matrix giving a
comparison between the output from the facial expression recognition (FER) model against the true labels (i.e.
emotions expressed by the participants during the experiment). FER outputs contained all of the possible labels16,
while the true labels had all but ‘sadness’. FER achieved an overall mean accuracy of 43%, most of it owning to
16‘anger’, ‘contempt’, ‘disgust’, ‘fear’, ‘happiness’, ‘neutral’, ‘sadness’, and ‘surprise’.
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Table 2. Random Forest Evaluation Results. Table 2 shows averaged evaluation results for each of the feature groups in a
global classifier learning leave-one-participant-out evaluation. We compute accuracy (Acc.), class-weighted precision (Prec.),
unweighted average recall (UAR) and 𝐹1 scores. Best values are indicated in bold.

Global (Leave-One-Participant-Out)

Feature Group Accuracy Precision UAR 𝑭 1

Facial Expressions (FERPlus) .43 ± .12 .46 ± .13 .13 ± .03 .41 ± .13

Facial Expressions (Azure) .55 ± .13 .48 ± .15 .17 ± .03 .47 ± .13

VEmotion (VE) .52 ± .16 .38 ± .17 .26 ± .09 .42 ± .17

Visual Complexity Segmentation (VC-Seg.) .54 ± .14 .48 ± 0.12 .18 ± .03 .44 ± 0.16

Visual Complexity - Object Detection (VC-ObjD.) .50 ± .11 .32 ± .13 .09 ± .02 .37 ± .13

VC-Seg. + Audio .55 ± .14 .49 ± .09 .17 ± .03 .44 ± .17

VC-ObjD. + Audio .48 ± .12 .50 ± .11 .12 ± .01 .45 ± 0.13

Audio only .37 ± .06 .49 ± .1 .10 ± .01 .40 ± .09

Audiovisual (OjbD. + Seg. + Audio) .56 ± .14 .48 ± .15 .19 ± .03 .44 ± .17

GPS-infered features only .57 ± .16 .44 ± .19 .29 ± .11 .46 ± .18

All features .59 ± .15 .43 ± .17 .29 ± .08 .45 ± .17

Neural Network (All features) .43 ± .14 .52 ± .15 .18 ± .06 .43 ± .14

the model predicting ‘neutral’ correctly while failing to do so in a significant way on any of the other classes.
‘Anger’, for instance, is often miss-predicted as ‘sadness’ (26%) or ‘neutral’ (64%). ‘Fear’ emotional states are never
correctly predicted as such, and even predicted as ‘happiness’ in 4% of the cases.

Although our results show that facial expressions poorly predict facial expressions, we acknowledge that
our used API (i.e., Microsoft Azure) and training dataset (i.e., FERPlus) are not optimized for in-vehicle use.
Training a participant-dependent model about the contextual vehicle data can improve classification performance.
However, this would require prior individual data collection. Other platforms, such as Affectiva17, offer car-specific
classifications but are costly to deploy. Comparing different facial expression classification platforms for in-vehicle
use is a research topic for future work. In summary, off-the-shelf facial expression classification substantially
over-predicts ‘neutral’ and under-predicts all other emotional states, showing a worse prediction performance
driver emotions in-the-wild.

6.4.3 Global Modeling: Leave-One-Participant-Out. We evaluate the feasibility of a general classification model
using all participant data except for one for training and using the last participant for evaluation. Semantically,
this approach learns a model without knowing anything about the driver in advance and predicts the drivers’
emotions independent from individual context emotion preferences. In production, such a model could be trained
once on a set of participants and then shipped to the customer’s vehicle without retraining. By using this
17www.affectiva.com
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cross-validation setting, the chance of overfitting to participants or specific road properties is very low. Besides
accuracy, class-weighted recall, precision, and 𝐹1 score, we address the issue of unbalanced emotional class
labels by reporting the unweighted average recall (UAR). UAR calculates the recall for each label and finds its
unweighted mean.

Looking at the accuracy of our sensory system, all features combined achieve the highest average prediction
accuracy of 59%. This is significantly better than using facial recognition engines alone which achieve an accuracy
of 43% (FERPlus) and 55% (Azure). The difference of the all features model to VEmotion is 7 percentage points
showing that incorporating additional features for global modeling is favorable. Furthermore, visual complexity
segmentation features alone can achieve a high emotion recognition performance of 54%. The high performance
of using only visual segmentation shows that outside-view information only by camera systems can already
predict emotions for unknown drivers. This result offers the chance of using the already in-the-car integrated
segmentation results of some autonomous driving control units for scene understanding to infer visual complexity
and possible subjective emotions.

Interestingly, using the audio-visual complexity measures (visual object detection, visual segmentation, and
in-cabin audio features) seems to increase the performance of the classifying system by only 2%, so that acquiring
inside-cabin audio information does not improve results significantly. We also explored the possibility of learning
participant-dependent models i.e., models that are trained only on an individual participant’s data. We report the
evaluation results in the Appendix Table 4.

6.4.4 Conclusion of Model Performances. In general, the hierarchy of prediction performances for specific feature
sets remains constant across the evaluation settings, i.e., visual complexity only features show high recognition
performances. A promising alternative is using only GPS-inferred features. We observe the highest performance
of 59% to predict subjective emotions on unknown participants. Overall, a participant-independent classifier is
able to predict emotions on unknown participants confidently and enables a promising alternative to e.g., facial
expression detection. Furthermore, the global model can be employed as is and enables the possibility to be
retrained on individual participants context preferences.

6.5 Technical Design Considerations
In-car real-time applications such as driver emotion monitoring are developed under strong computing power
constraints [55]. The number of extracted features can strongly affect the computing time of the algorithm.
Furthermore, features that require intensive computation and may only perform equally well as other features are
often not used. An additional constraint to be respected is the degree of privacy erosion caused by each feature.
With that in mind, in the next section, we discuss the importance and relevance of all features regarding their
computational cost, privacy impact, and influence on model performance. We present the results of this trade-off
in Table 3.

6.5.1 Computational Cost Factors. We choose two factors as the base for specifying computational complexity:
(1) local computability and (2) third-party-API dependence [39]. These factors are crucial for the time delay
caused by a single feature. Differences in computing time are insignificant as long as the feature can be computed
locally. Equal differences in computing time are negligible as soon as the feature needs to be inferred externally.
Further notable increases occur when a third-party API is required, as described in the second parameter. Also,
the dependence of a third-party API negatively impacts privacy [17].

6.5.2 Privacy-Eroding Factors. We treat Stark et al.’s [53] work as a starting point defining the emotional context
of information privacy. One factor to characterize the degree of privacy erosion is the type of sensors required
to collect a particular feature. For example, in-cabin audio or video recording may contribute to a feeling of
surveillance more than just an accelerometer or GPS tracking. Next, a sensitive topic is whether user data had to
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be transferred over the internet, which, e.g., can be a potential data leak and, therefore, potentially privacy erosive.
Finally, another erosive privacy aspect is the need for private and/or sensitive data as defined by Zainab et al. [60].
Overall, emotion prediction is a highly personal prediction decision that should be treated with caution.

Table 3. Trading off ubiquitous feature stream importance. We show different cost computational and privacy eroding factors
of features while trading them off against their influence on performance in the form of 𝐹1 decrease.

Feature Acquisition Factors Privacy Factors Prediction Importance

Context Feature
Required
Sensors

Complex
Preprocessing

Locally
Computable

Third-Party
API Dependent

Transfer of User Data
over the Internet

Personal
Data

Sensitive
Data

In-Cabin
Recording

𝐹1

Decrease

Personal

sex
car_model
age
before_emotion

– ✗ ✓ ✗ ✗ ✓ ✗ ✗

0.0
0.0

0.001
0.003

Session Time
weekday
daytime

– ✗ ✓ ✗ ✗ ✓ ✗ ✗
0.0

0.001

Motion

acceleration_x
acceleration_y
acceleration_z
vemotion_acceleration

Accelerometer ✗ ✓ ✗ ✗ ✓ ✗ ✗

0.002
0.005
0.001
0.0

GPS
speed
latitude
longitude

GPS ✗ ✓ ✗ ✗ ✓ ✗ ✗

0.025
–
–

Traffic Data

current_travel_time
free_flow_travel_time
current_traffic_speed
free_flow_speed
reduced_speed

GPS ✗ ✗ ✓ ✓ ✗ ✗ ✗

0.0
0.0

0.001
0.008
0.0

Weather Data

wind_speed
precipitation_24_hours_mm
feel_temp_outside
cloud_cover
weather_term

GPS ✗ ✗ ✓ ✓ ✗ ✗ ✗

0.001
0.0

0.009
0.001
0.0

Road Data
road_type
max_speed
num_lanes

GPS ✗ ✗ ✓ ✓ ✗ ✗ ✗

0.006
0.002
0.011

Facial Expression Pred. facial_expression_label In-Cabin Camera ✓ ✓ ✗ ✗ ✓ ✓ ✓ –

Audio
audio_amplitude
audio_loudness

In-Cabin Microphone ✓ ✓ ✗ ✗ ✓ ✓ ✓
0.001
0.001

Visual Complexity
(Object Detection)

buses, bicycles, cars, close_objs,
far_objs, med_close_objs,
motorcycles, people, trucks, stop_signs,
traffic_ligts, very_far_objs,
very_close_objs

Outside-View Camera ✓ ✓ ✗ ✗ ✗ ✗ ✗

0.0, 0.0, 0.0, 0.0
0.0, 0.0

0.0, 0.0, 0.0, 0.0
0.0, 0.0
0.001

Visual Complexity
(Segmentation)

bicycle, building, bus, car, fence,
motorcycle, person, pole, terrain,
rider, road, sidewalk, vegetation,
sky, traffic_light, truck,
traffic_sign, wall

Outside-View Camera ✓ ✓ ✗ ✗ ✗ ✗ ✗

0.0, 0.005, 0.0, 0.001, 0.0,
0.0, 0.0, 0.0, 0.0,

0.001, 0.0, 0.009, 0.001,
0.0, 0.0, 0.0,
0.002, 0.0

6.5.3 Prediction Importance. The final factor is the influence on the model performance, which is evaluated by
the decrease in 𝐹1 score if the respective feature is removed.

Based on Table 3 and the above-described evaluation parameters, use-case-oriented feature sets can be built. In
the setting of a production car, the manufacturer should focus on an easy-to-compute and privacy-preserving set
of features. Hence we recommend a feature set without sensitive data and where all features are preferred to be
locally computable and third-party API independent. We propose a performance-oriented feature set designed
to allow more privacy erosion to have higher accuracy while maintaining a low computational cost that the
user can manually select. This feature set would neglect the privacy protection to improve performance and
use all of our proposed features. For research purposes, we propose to use computer vision extracted features,
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i.e., object detection and visual scene segmentation features. First, these features are not directed at the drivers
themselves and offer unobtrusive sensing of emotions benefiting driver privacy factors. Second, they show
high feature importance while also offering possible local computability. Third, research on driver-view context
affecting driver’s well-being is underexplored [10]. Overall, we do not recommend empathic application designers
to acquire emotions through facial expression analysis due to their non-robust detection and privacy-related
concerns [54]. Still, many car companies employ driver facial monitoring software as driver-facing cameras are
already equipped in-car, and facial expression software is easy to integrate [7, 11].

7 DISCUSSION
We propose a technical design space that extracts a large bandwidth of streams, giving information about the
contextual in- and outside cabins ongoings using a consumer smartphone only. Our results show that contextual
features are highly informative for recognizing the driver’s emotional states in the wild. The approach inhibits
several limitations and ethical considerations. The following section will discuss our findings and propose
endeavors for future work.

7.1 Context and Audio-Visual Features Predict Emotions
We show that a consumer smartphone paired with machine learning modeling and computer vision can predict
emotions in the wild. The capabilities and variety of sensors in our smartphones will increase in the future,
and head-worn devices such as augmented reality glasses are already in development for large-scale use. This
poses a challenge for future remote sensing systems, as small ubiquitous devices can infer context from little
sensory information to predict emotional states. Our results show that driver emotions can be classified with up
to 59% when using contextual and audio-visual features, an improvement of 7% over emotion detection using
facial expressions. Our work confirms previous results using contextual data as a reliable classification input
for emotions [6, 36], where adding environmental data streams (i.e., the outside and inside view) can improve
the overall emotion classification performance. This conforms with previous work that showed how fast-paced
changing driving situations influence the state of drivers, such as stress [10, 52]. Our results show that this
concept can also be translated to emotions: environmental conditions are indicative of emotions and improve the
overall classification accuracy when analyzed together with contextual data.

7.2 A Technical Framework to Prototype Empathic Car Interfaces
We separated and investigated different data streams for their influence on the overall classification performance.
Including all features (i.e., contextual and audio-visual) provided the most efficient classification performance.
We derived a technical design framework (see Table 2), separating the influence of the different data streams on
the overall accuracy. On one side, designers and developers of empathic car interfaces can choose which data
streams are available on the hardware or which data streams are necessary to achieve a particular classification
performance. On the other side, users can enable or disable specific data streams to their preferences and desired
classification accuracy. For example, users can opt-in for contextual data only and leave out the environmental
data in case of privacy concerns. Developers and users can suit their sensing preferences according to the use
case. Since the results of our study are obtained using a smartphone only, we envision that developers and
designers can inexpensively prototype novel empathic car interfaces using the evaluated data streams. We are
confident that our work will encourage researchers to investigate additional data streams for emotion-sensing
while fostering rapid prototyping of novel empathic car interfaces.
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7.3 Ethics and Privacy
We emphasize an ethical and cautious use of the context features explored in this study. Emotion-related
information is highly personal and, thus, this sensitive data must be handled appropriately. The proposed
approach uses the external-view camera stream, which may capture other people’s information. Nevertheless,
it offers a potentially more driver-privacy-preserving and discomfort-reducing alternative to the driver for
measuring emotions in the wild than using facial expression or voice analysis, which requires in-cabin audio and
video recordings. Filming outside, however, affects other people’s privacy so that obfuscating faces are necessary,
which is discussed thoroughly in related work [1, 37]. Moreover, our system can further alleviate privacy concerns
by running object detection locally. This on-device run approach would make the system completely independent
from an internet connection or GPS coordinates and third-party APIs, enabling broader coverage, e.g., in tunnels
or remote country roads.

The analysis shows that visual features alone can predict emotions with reasonably high accuracy of 54%,
outperforming facial expression analysis significantly. The robust performance provides the designer of affective
in-car systems with new possibilities that do not involve cameras directed at the driver, which might raise a feeling
of surveillance. Instead, our approach may only require an image representing what the driver sees. Furthermore,
current driver assistance systems already obtain fine-grained outside-view information from sensors attached
to the vehicle, which could directly serve as input for a potential in-cabin emotion classifying system based on
visual features.

7.4 Reproducibility
We gain many insights by recording a fine-grained picture of the driver, its surroundings, and possible influences
on emotion in a noisy real-world environment. Our work equips automotive user interface designers with an
additional tool to design unobtrusive empathic car interfaces deployed in real-world scenarios. Furthermore,
to encourage research in this area, we enable other researchers to access the data, reproduce our results and
use the smartphone sensing architecture on their own by making our source code publicly available at https:
//github.com/msatiya/unobtrusive_driver_emotion_ds/.

7.5 Limitations
7.5.1 Emotion Annotation. Emotions are complex psycho-physiological phenomena and, as such, are difficult
to study, especially in experiments in the wild. Several participants raised concerns regarding the emotion
representation model, expressing that the predefined set was hard to memorize, had a priming effect, and did
not allow them to truly express their emotions. Besides, they mentioned not being able to differentiate between
‘contempt’ and ‘disgust’ or, in some cases, did not even know what ‘contempt’ meant. This raises transparency
concerns about the functionality and accuracy of AI-related classifications [32]. Furthermore, the difficulties
of tracking emotions in driving contexts and, in particular, the pitfalls of using discrete emotions have been
discussed thoroughly in related work [13, 62]. We recognize that this methodology is prone to noise and renders
diminished nuance, but it is practically viable for in-the-wild driving contexts.

Our emotional annotation process is designed to collect ground-truth emotional labels of drivers in the wild.
Due to the individual subjective nature of the expressed emotion, the label’s robustness is based on trustworthiness
of the participants to provide their true subjective feelings and cannot be verified by outsiders. Furthermore,
the acquired emotional labels exhibit that the driver’s emotions are heavily class-imbalanced. The emotion
distribution has high support for neutral and happy classes, whereas there is little data support for, e.g., surprise
emotions. This heavy class-tailed emotion distribution reflects the true underlying distribution of driver emotions
in the wild and is not an effect of the annotation process.
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7.5.2 Feature Importance Interpretations. Regarding the feature importance interpretation, we do not have
sufficient data to make explicit statements about whether a specific visual feature can increase the probability of
a particular emotion. Related work has shown that emotions can be assessed in various ways and a variety of
factors can induce subjectively felt emotions. In our study, we used various environmental, visual, auditory, and
contextual data, however, this subset is non-complete, and further efforts on, e.g., cultural aspects influencing
subjective emotions can be evaluated. In our study, we could show that a high number of traffic participants in
the driver’s visual field are indicative of negative emotional states, however, this visual complexity assessment
could be different in, e.g., India, where dense traffic is the norm.

7.5.3 Generalizability and Real-World Applicability. Our dataset contains a preliminary study of in-the-wild driver
emotions. Our dataset contains multiple caveats that affect the model’s generalizability: imbalanced emotion class
labels, not all registered participants drove multiple sessions, and heterogeneous in-the-wild data acquisition
setting. To not overfit specific participants, we decided to report the results of a leave-one-participant-out cross-
validation and were able to show that the model outperforms baselines. Furthermore, the average session duration
is 13.83 minutes, while the general daily usage of vehicles in the US is 27.6 minutes. Therefore the gathered
dataset is acquired under realistic circumstances, but longer commute times are unavailable.

7.5.4 Sensor DataQuality. Our work presents results based on the current state-of-the-art gathering and analysis
of smartphone data captured in the wild. The model’s performances and sensor data quality thus should be
regarded as a pillar of what is currently possible, however, some sensor data quality limitations still exist. The
dataset contains features with high variability (e.g., speed), many of which cannot be controlled in an in-the-wild
setting. Therefore, a more extensive dataset could also lead to better global models by covering more situations
than currently represented in our dataset. This could also have a positive impact on the performance of a global
model.

The back-facing camera frames present considerable variance across sessions due to different camera positioning
and dashboard settings in different cars, resulting in inconsistent angles relative to the road. The visual field
differences may result in uneven representations of the driving context. A camera-calibration step could be
introduced in the app to add consistency to the collected data. The classification of relative distance to camera
fails when a portion of an object is occluded, resulting in it being classified as further than it is. Too many distance
classes create irrelevance for the less frequent ones. Some vehicles with lower incidence, like motorcycles, should
be included with similar ones (e.g., buses and trucks as large vehicles). Our visual segmentation engine shows good
recognition performance for subjective emotions, however, using a mounted camera inhibits several limitations.
The camera frame quality (shaky video streams, low-resolution frames, and low frame rates) and occlusion due
to, e.g., a truck occluding the other ongoing traffic participants affects the segmentation performance. Ongoing
advancements in the smartphone camera quality render some of the issues mentioned above unimportant.
Furthermore, reverse-geocoding might fail to recognize the exact road type for every geolocation due to imprecise
GPS or nearer pedestrian road elements.

7.6 Future Work
Our study can be extended using a more extensive database of rides with a wider variety and distinction of
emotions and more extended personal driving history. We propose a longitudinal study including more participants
and longer sessions. Including a broader range of traffic scenarios while addressing the previously mentioned
labeling issue by grouping emotions and adding other possible categories likely to arise in traffic contexts (e.g.,
stressed, confused).

To address the approach’s limitations, we recommend revisiting the choice of features. Emulating relevant
non-visual features would certainly help increase performance. For example, image segmentation could easily
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extract the number of lanes from the camera stream, with the advantage of more precision and independence
than using GPS and third-party APIs. The modeling approach does not learn time-dependent information across
multiple GPS traces and image frames. Future work can address this time-relationship learning of emotional
context by fitting a time-aware model, e.g., recurrent neural networks.

Furthermore, several features used in the study can provide a more detailed emotion assessment. For example,
advanced audio features, including pitch, frequencies, or lexical density, can provide more insights into driver
emotions. However, this requires recording the voice and environmental sounds, impacting the driver’s privacy.
In future work, we will investigate how advanced audio features relate to emotions and how privacy-preserving
emotion prediction through audio can be implemented.

7.6.1 Additional Sensor Stream Integration. Additional sensor streams can be easily integrated to infer a broader
range of environmental ongoings [5]. For example, newer smartphone generations offer a light intensity sensor
which could be an informative feature for explaining emotional feelings in the wild. Furthermore, we envision
a non-remote sensing scenario in the future, where additional physiological information from a wearable
smartwatch is connected to the smartphone. For example, physiological signals such as galvanic skin response
and heart-rate-variability have shown to be a good predictor of arousal levels.

7.6.2 Additional Application Scenarios. The proposed sensor system stream can infer contextual, environmental,
and visual-auditory scene understanding for various in-the-wild application scenarios. Furthermore, our easy-
to-integrate smartphone app can be used in bike studies to infer emotions for bike riders, e.g., urban areas, to
provide infrastructure planers feedback of bike riders’ emotions. This approach can be combined with advanced
immersive technologies [31] to obtain more accurate emotion assessment results.

8 CONCLUSION
This paper presents a novel technical design space using contextual and audio-visual data for unobtrusive driver
emotion detection. We show that by analyzing the audio-visual complexity of the outer-car ongoings, driver
emotions can be predicted with 59% accuracy in a leave-one-participant-out cross-validation using a smartphone
only. In contrast, only-outside view information using the smartphone’s camera stream on the road offers a
recognition accuracy of 54% while providing a less driver-privacy intrusive sensing system. Our smartphone-based
sensor fusion implementation is uncomplicated to integrate into other ubiquitous sensor streams with GPS or
camera functionality. We make our implementation and data publicly available to foster research in this area. We
encourage the research community to participate in improving on-the-road emotion classifications and discuss
the ethical implications of using empathic car interfaces.
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A APPENDIX

A.1 Confusion Matrices
The confusion matrices of the facial expression baseline and the Random Forest predictor is shown in Fig 10.

A.2 Input Feature Correlation
The Pearson correlation of the input features of our system is shown in Figure 11.

A.3 Neural Network Architecture
The specification of the used neural network architecture is explained in the following section. We employ a
feedforward fully-connected neural network, with two hidden layers and one output layer. The first layer contains
100 neurons, the second layer contains 50 neurons, and both use a relu activation function. The output layer
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(a) Confusion matrix comparing facial expression recogni-
tion output (FERPlus model) against true labels.
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Fig. 10. Confusion matrices of the facial expression baseline (a) and (b) the Random Forest trained on the participants
multi-domain contextual data. The values in the matrix are normalized on the true emotion class occurrences. (a) Only 5% of
‘anger’ emotional states are recognized by the facial expression classifier and 64% of all true ‘anger’ emotions are falsely
predicted as being ‘neutral’. (b) The model is participant-dependent trained model. Although, the model overpredict ‘neutral’
states, the random model performs significantly better in predicting ‘fear’ (38%), ‘happiness’ (64%), and ‘neutral’ (83%) states.

outputs one-hot-encoded emotion labels using a sigmoid function. The network is trained with a batch size of 64
for 3000 epochs using the adam optimizer for backpropagation. We employ early stopping criteria from avoiding
overfitting after a waiting period of 50 epochs. To counterbalance the imbalance of classes, we assign a loss
weight according to the inverse frequency of class observation to the categorical cross-entropy loss optimization
function. We report the neural network performance in Table 2.

A.4 Person-Dependent Modeling
We analyzed participant-dependent modeling using a participant-dependent Leave-One-of-10-Road-Segments-
Out cross-validation. This setting denotes that we are training a participant-dependent model and validating the
participant’s holdout set using a 10-fold cross-validation scheme. In general, participant-dependent models can
adapt to specific persons and provide a possibly more privacy-aware and personal emotion predictor as data is
not shared globally. However, each person-dependent model has only limited training data available, so longer
drive durations are needed to reach a satisfactory recognition performance. We acquired multiple sessions for
some participants to circumvent the issue of having too little data on individual participants. We did not employ
a leave-one-session cross-validation as not every participant acquired driving data in multiple sessions. From the
last four rows in the emotion recognition performance table, we see that the overall recognition performance
of the models using our features is best. The combined classification model with all input features reaches an
accuracy of 66% and an 𝐹1 score of 67%. Therefore this model is significantly better than the baselines and the
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Fig. 11. Correlation matrix of the available features of our system. High positive correlations are depicted in red and high
negative correlations are shown in deep blue. The feature ‘segment_train’ has no variance and is therefore left blank, since
the segmentation module has not detected any trains in the in-the-wild driving.

performances of global modeling procedures. The audio-visual feature set predicts emotions confidently with
62% accuracy (𝐹1: 62%), whereas GPS-sensor-only extracted features are able to predict subjective emotions with
65% accuracy (𝐹1: 57%).
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Table 4. Random Forest Evaluation Results. We report the averaged evaluation results for each of the feature groups across all
evaluation steps: global classifier learning leave-one-participant-out evaluation and learning participant-dependent models.
Accuracy, class-weighted precision, unweighted average recall (UAR) and 𝐹1 scores. Values are averages from the 10-fold
cross-validation (best values are indicated in bold).

Participant-Dependent (Leave-One-Road-Segment-Out)

Accuracy Precision UAR 𝑭 1

Facial Expressions (FERPlus) .33 ± .0 .41 ± .09 .23 ± .04 .36 ± .09

Facial Expressions (Azure) .39 ± .04 .42 ± .04 .27 ± .0 .38 ± .03

VEmotion (VE) .65 ± .04 .63 ± .04 .59 ± .01 .64 ± .03

Visual Complexity Segmentation (VC-Seg.) .6 ± .04 .50 ± .04 .38 ± .01 .62 ± .03

Visual Complexity - Object Detection (VC-ObjD.) .51 ± .06 .51 ± .06 .27 ± .01 .56 ± .03

VC-Seg. + Audio .61 ± .04 .51 ± .04 .39 ± .01 .61 ± .03

VC-ObjD. + Audio .58 ± .04 .42 ± .04 .32 ± .01 .61 ± .02

Audio only .52 ± .02 .39 ± .02 .28 ± .01 .57 ± .02

Audiovisual (OjbD. + Seg. + Audio) .62 ± .03 .52 ± .03 .43 ± .01 .62 ± .02

GPS-infered features only .65 ± .04 .63 ± .04 .57 ± .11 .57 ± .01

All features .66 ± .03 .65 ± .03 .6 ± .01 .67 ± .03
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HappyRouting: Learning Emotion-Aware Route Trajectories for Scalable
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Fig. 1. We present HappyRouting, a new navigation system able to route after positive emotions. We predict emotional weights for
every road coordinate based on environmental, personal, and dynamic road context and find the optimal driving trajectory.

Routes represent an integral part of triggering emotions in drivers. Many navigation systems allow users to choose a navigation strategy,
such as the fastest or shortest route. However, they do not consider the driver’s emotional well-being. We present HappyRouting, a
novel navigation-based empathic car interface guiding drivers through real-world traffic while evoking positive emotions. We propose
a set of design considerations, derive a technical architecture, and implement an optimization framework. Our contribution is a
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machine learning-based generated emotion map layer, predicting emotions along a route based on static and dynamic contextual
data. We developed HappyRouting, a real-time mobile navigation app to predict routes evoking positive emotions interactively. We
evaluated HappyRouting in a real-world driving study (𝑁 = 13), finding that happy routes increase subjectively perceived valence by
11% (𝑝 = .007). Finally, we show how emotion-based routing can be integrated into common navigation apps, promoting emotional
well-being for general mobility use.

CCS Concepts: • Human-centered computing → Interactive systems and tools; HCI theory, concepts and models; • Computing
methodologies → Machine learning.

Additional Key Words and Phrases: Empathic Interfaces, Affective Computing, Navigation, Machine Learning, Contextual-Aware
Computing

ACM Reference Format:
David Bethge, Daniel Bulanda, Adam Kozlowski, Thomas Kosch, Albrecht Schmidt, and Tobias Grosse-Puppendahl. 2023. HappyRouting:
Learning Emotion-Aware Route Trajectories for Scalable In-The-Wild Navigation. 1, 1 (January 2023), 21 pages. https://doi.org/10.
1145/nnnnnnn.nnnnnnn

1 INTRODUCTION

Today’s car navigation systems allow users to navigate according to various objectives, such as the fastest route,
the shortest distance, or routes that require the lowest energy consumption [24, 59]. In contrast to these routing
modalities, we investigate a new objective by optimizing routes for positive emotions. Emotions play an important role
in driving [25], as certain states of arousal and valence can lead to more thoughtful decisions. In contrast, exaggerated
states can significantly increase the driver’s willingness to take risks and thus endanger the safety of all road users [16, 44].
Subsequently, we propose HappyRouting, a system navigating drivers through routes that elicit positive (i.e., happy)
emotions.

While the vision, preferences, and design of empathic navigation have been presented in prior work [45], its technical
concept, implementation, and concrete evaluation have rarely been the subject of research. In particular, the field of
in-vehicle emotion assessment [6, 36] has evolved strongly over the past decade, while empathic real-world applications
remain the exception [8, 61]. Based on an increasing number of available datasets that classify driver emotions based
on driving context [3, 6, 36], we conceptualize and implement the missing building blocks for an end-to-end empathic
navigation interface. Consequently, HappyRouting predicts possible emotions for thousands of unseen roads throughout
a road graph and optimizes for the best tradeoff between positive emotions and travel time.

In this paper, we present design considerations, the resulting architecture, and an experienceable implementation for
driving with positive emotions in real-world environments. We begin by discovering the degrees of freedom to design
a scalable affective navigation system applicable to unknown users, environments, and roads. We demonstrate that
theoretical psychological assumptions hold for the experienceable system, showing for the first time a navigation system
that regulates emotions positively. Based on this, we derive the technical architecture for HappyRouting. An in-the-wild
driving study with 13 participants investigates the effect on arousal and valence between choosing the fastest route,
and the predicted happier route. Our results show a significant effect in perceived valence between the fast and happy
route, showing that the happy route selected by HappyRouting leads to an improvement in valence. Furthermore, our
participants were willing to use HappyRouting although positive routes consumed more time. Moreover, we conducted a
simulation study in a whole region to compare the differences between the optimization objectives. Finally, we conclude
our work by discussing ethics, the applicability of HappyRouting for other transport modalities, generalization for
unseen roads, limitations, and future work.
Manuscript submitted to ACM
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CONTRIBUTION STATEMENT

The contribution of this work is threefold:

(1) We present the degrees of freedom to design a scalable affective navigation system that is applicable to unknown
users and unseen environments.

(2) With HappyRouting, we demonstrate that guiding design decisions hold for an experienceable end-to-end system
and show for the first time that a navigation system can regulate emotions positively.

(3) We characterize the qualitative and quantitative properties of our proposed affective navigation system in an
in-the-wild user study (𝑁 = 13), as well as with detailed simulations.

2 RELATED WORK

HappyRouting’s idea of routing after positive emotions builds on concepts found in driver emotion assessment,
contextual computing, and empathic car interfaces.

2.1 Inferring Driver Emotions

Empathic car interfaces benefit from understanding the driver’s emotions to adapt their interface, contributing positively
to the user’s emotional state [55, 61]. Emotion assessment can be achieved through direct and indirect user observation.

Direct observation methods, such as recognizing facial expressions [17, 19], are a convenient method to infer
emotions while driving. Although facial expressions are a commonly used modality [10], it remains controversial in
research [28, 40]. Alternatively, emotions can be derived from psychophysiological signals such as electrodermal activity,
heart rate, muscle tension, respiratory rate, and electroencephalography [3, 54]. The setup of in-car physiological
sensing is often problematic due to insufficient signal quality levels [15] and missing user acceptance [58].

Indirect user observation through analyzing contextual driving data has gained increasing attention for emotion
recognition. Zepf et al. [60] surveyed affective automotive user interfaces and identified several factors causing emotional
triggers and changes, including driving behavior, music, and road conditions. This fact was exploited by Liu et al. by
analyzing vehicle CAN-bus data [36], reaching subject-independent F1-scores of 59%. Bethge et al. [6] showed that
contextual driving data captured with a smartphone result in subject-independent F1-scores of 56%, an improvement
over using facial expressions as a baseline.

An empathic navigation system poses additional constraints on the observation method since it is required to predict
emotions on thousands of possible road segments to find the optimal emotion-aware route. Since, in most cases, there is
no direct observation input (e.g., crowd-sourced facial expressions) accessible for every unseen road segment, algorithms
trained on remotely accessible observations (e.g., traffic, road properties or weather) are needed.

2.2 Affective Routing

Routing is considered to be a factor that strongly influences the driver’s emotions. In their detailed study, Braun et
al. [8] explored 20 concepts for empathic car interfaces, finding that empathic navigation represents the highest demand
among German and Chinese users. Pfleging et al. [45] evaluated the general idea of experience-based navigation in
a web survey and identified the fastest route and the route with the least stress as the most important factors for
route selection. At the same time, users often bypass the fastest route, for example, to avoid stressful situations and
negative emotions [12]. Zepf et al. [60] showed that the majority of positive emotional triggers are associated with
the environment. Accordingly, positive and negative experiences with a route play a crucial role for the acceptance
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of future route recommendations [52]. Previous work has focused on various routing concepts that may indirectly
influence emotion. This is in contrast to HappyRouting, which directly optimizes for positive emotions by applying a
diverse set of features.

Quercia et al. [48] investigate a scenic routing concept using crowd-sourced images associated with POIs. Similarly,
Runge et al. [50] identify scenic rides by applying a pre-trained neural network to street view imagery. Using physio-
logical data, Tavakoli et al. [56] introduce a framework for routing recommendations based on the driver’s heart rate
collected in a three-month in-the-wild study. The authors also note that the proposed framework is capable of finding
infrastructural elements in a route that can potentially affect a driver’s well-being. Hernandez et al. [29] proposed the
long-term vision of crowd-sourced driver stress detection [42] using "Empathetic GPS" - a vision of a navigation system
that geographically identifies routes minimizing stress whilst taking the driver to a given destination.

2.3 Summary

Previous work shows that empathic navigation is a highly desired feature among drivers and co-drivers [8, 45].
Our work leverages such initial concepts and contributes with the technical building blocks to ultimately present
HappyRouting, a real-world, end-to-end affective navigation system. To the best of our knowledge, HappyRouting is
the first experienceable system that predicts emotions for thousands of possible routes on a map and optimizes the
route for the best tradeoff between positive emotions and travel time.

3 DESIGN CONSIDERATIONS

The following section describes our design consideration for HappyRouting. We start by describing how HappyRouting
is going to affect the driver’s emotions, mood, and well-being. Then, we look into different routing concepts and
conclude with relevant objectives as well as the modeling of driver routes. A particular focus on ethics and limitations
can be found in our discussion in Section 7.

3.1 User Emotions, Mood & Wellbeing

Our goal is to create a joyful driving experience that is implicitly composed of contextual data such as traffic, road
characteristics, and weather. In general, our approach can be considered as a method for regulating emotions [38]
during navigation, in particular aiming for an up-regulation. Emotions can be regarded as situationally bound, limited
in time, with either a positive or a negative state [38]. This applies, for example, to traffic flow or route characteristics,
which are among the primary sources of information for HappyRouting.

In contrast to emotions, the user’s mood is less intense and specific and often not caused by a particular event or
situation [21], such as the current weather [33]. HappyRouting primarily aims to elicit positive emotions, eventually
leading to a positive influence on the user’s mood. However, this approach is deliberately oversimplified as it is necessary
to consider the overall process of mood adjustment and counter-hedonistic effects [34]. This means that positive mood
is not only established by a simple aggregation of positive emotions but rather a complex interplay of positive and

negative emotions (e.g., people like to listen to sad music to adjust their mood positively) [41].
Another constraint of our approach is that we focus on primary emotions and, in particular, on positive affect.

However, positive affect and the absence of negative affect represent only a subset of possible dimensions to improve
subjective well-being [22]. Other important factors, particularly in the dimensions of social well-being and eudaimonic
well-being (e.g., self-acceptance), are currently well outside our scope of work. In summary, HappyRouting can be seen
Manuscript submitted to ACM
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as a first important step towards a more detailed understanding of how technical systems can have a positive impact on
emotions. On the other hand, the aforementioned limitations raise many important questions for future work.

3.2 Routing Concepts

All routing concepts have in common that they operate on a graph consisting of nodes and edges with associated
weights. Edges represent a road segment in the overall road network, while nodes connect the various road segments.
The weights associated with a road segment can represent different optimization objectives, for example, routes with the
fine particulate (PM2.5) intake [37] or those requiring least energy [59]. For most use-cases, the primary optimization
objective is tightly coupled with travel time and distance between the two nodes. Eventually, this fact leads to the need
for multi-objective optimizations, achievable through single-stage optimization and multi-stage optimization.

Single-stage optimization combines multiple optimization objectives into one optimization method. For this purpose,
multiple weights corresponding to the different objectives are associated with each edge, sometimes referred to as
layers. In the most simple case, the final weight can then be determined by a weighted addition of the individual weights
[57] or the introduction of a penalty factor [31]. If multiple objectives have statistical dependencies, more complex
models like Bayesian Belief Networks can be used to determine the combined weight [53].

Multi-Stage Optimization conducts multiple optimizations in succeeding steps, with the first steps representing
the most important optimization objectives. This optimization procedure can be used if the optimization problem is
expressed through multiple models, e.g., road graphs and lists of POIs. For example, Quercia et al. [48] apply Eppstein’s
algorithm [20] to find the 𝑁 shortest paths, and then, in a second stage, rank those paths by user scores for POIs.

For HappyRouting, we apply single-stage optimization, as we can associate emotions to each road segment, enabling
us to express the problem in a uniform way. HappyRouting’s primary objective is travel time, while emotions are added
to the graph’s weights as a penalty term [31]. The penalty term is computed through a machine-learning model, which
takes various emotion-related features into account. Routes can be computed with efficient graph-based algorithms
like Dijkstra or A*, or in our case, the contraction hierarchies algorithm specifically designed for vehicle navigation
optimization [23].

3.3 Optimization Objectives

Considering human wayfinding, Golledge [24] ranked various route selection criteria. Shortest distance ranked first and
least time second, followed by fewest turns and most scenic. Less generic approaches consider criteria like least energy

[59], least fine particulate (PM2.5) intake [37], optimal physical exercise [53], or personalized accessibility metrics [32, 57].
We can categorize these criteria into the following optimization objectives:

• Environment-dependent objectives, e.g., shortest distance do not change over the duration of the trip. In Happy-
Routing, we utilize properties of the environment like the number of lanes and speed limits to derive emotions.

• Time-dependent objectives change over the duration of the trip, such as least time would be affected by time-
dependent traffic. Our primary optimization objective in HappyRouting is the travel time, which in turn is
penalized by negative or neutral emotions.

• User-dependent objectives depend on personal criteria, such as accessibility needs. HappyRouting attempts to
scale across a variety of users, including unknown ones. Therefore, we include some user-dependent features,
i.e., personal context as input in our architecture but identify a need for further exploration in future work.
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Fig. 2. Architecture of happy navigation computation.

• State-dependent objectives consider the state of a object, such as an electric vehicle’s charging state [59]. For
practical reasons and generalization purposes, we do not consider this in our objectives.

Different optimization objectives raise the question of their societal impact, particularly when applied at large-scale.
Johnson et al. discuss such potentially negative influence of scenic routing algorithms and their optimization objectives
on neighborhoods and parks [30]. We refer to Section 7 for a more detailed discussion.

3.4 Modeling and Simulation

Most sophisticated optimization objectives require an approach to express their influence on the weights of a graph.
The most common form is modeling based on historical observations, especially of travel times [46] or least fine

particulate (PM2.5) intake [37]. However, the two examples differ greatly in how they can be applied to a graph network.
In the case of travel times, observations can directly be linked to edges in the graph. For fine particulate (PM2.5), an
intermediate interpolation and edge association step is needed, as observations are linked to measurement stations [37].
HappyRouting applies both methods for different features: On the one hand, the characteristics of the road segments
are used as direct parameters, and on the other hand, metrics of the surrounding landscape such as the green index are
interpolated.

Models that take travel time into account require time-dependent modeling, as traffic and therefore weights in the
graph change over the duration of the trip. Such look-ahead models are often based on historical observations. Except for
travel time, HappyRouting currently does not consider additional fast-changing environmental parameters. In particular,
the weather will be considered static throughout the trip. This design choice reflects in lowered computational effort at
the cost of potentially less accurate predictions in the future.

In many use-cases like travel time prediction [46], the penalty term for each road segment can be represented as
a regression model. In contrast, HappyRouting is based on a multi-class model for predicting emotions (e.g., happy,
neutral, sad), where the inputs consist of road parameters and the outputs represent the pseudo-likelihood of each class.
To synthesize the penalty term for the graph edges, we decided to use only the pseudo-likelihood of the class happy.
Alternative methods comprise representing the model as a binary classifier (e.g., happy against all other classes) at the
cost of decreased performance due to increased imbalance of classes.

4 ARCHITECTURE

In the following section, we describe the architecture of our system and the necessary steps to provide the user with an
emotion-optimized route. We derive the technical considerations from the concept design considerations presented in
Section 3.
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Table 1. List of available features to predict drivers emotions.

Context Feature Example Description Source
weather feeltemp_outside 13.0 temperature outside of car Azure Weather

windspeed 5.6 windspeed in km/h
cloud_coverage 76 relative cloud coverage in %
weather_term ‘clear’ description of weather condition

traffic reducedspeed 7.295495 current reduced speed to freeflow speed Azure Traffic
freeflow_speed 115.0 freeflow speed expected under ideal conditions

road road_type ‘residential’ road type of current position OpenStreetMap
max_speed 120.0 maximum allowed speed on the road
n_lanes 2 number of available lanes

greeness satellite_greeness 0.2 percentage of green pixels in environment Mapbox Satellite
time daytime ‘afternoon’ current daytime system input
personal age 21 age of the driver user input

before_emotion ‘happiness’ subjective expressed emotion before driving

4.1 Problem Statement

Finding an emotional-relevant route is complex due to several reasons. The optimization of the route must be executed
in near real-time, and all information required for the routing algorithm must be available (see Section 3).

Given a user’s starting point 𝑎 and selected destination 𝑏 as GPS coordinates, we search for a route that likely makes
the user happy. The following requirements must be fulfilled by HappyRouting:

Req 1: The emotional component of the route is subject to context, person and traffic characteristics
Req 2: The happiness weight of road segments has to be assigned before starting the navigation
Req 3: The system should be usable like a common smartphone navigation system

(a) The system should enable destination search functionality (e.g., finding a train station)
(b) The system should re-locate given the smartphones geolocation and show the trajectory of the happy route
(c) The system should output turn-by-turn navigation instructions to the driver in real-time

Req 4: The navigation engine should be designed as a scalable system
(a) Provide happy routes in every geolocation (no pre-annotated or historic routes)
(b) Optimize the route trajectories without delay so that the user receives the route recommendation < 2𝑠 after

entering the destination

4.2 General Framework

Figure 2 provides an overview of the system architecture. Depending on the start to end point, a roadside map is created
via OpenStreetMap (OSM)1. We perform a custom map layer computation in the subsequent step in which we predict
emotional weights for every edge in the road graph. The happy route is then found via an optimization procedure with
the newly created map. We expose the endpoint of the navigation engine and build a real-time navigation smartphone
app on the basis of the routing engine.

1https://www.openstreetmap.org
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4.3 Input Features

We used a reduced number of contextual road features of the original dataset [6] for our custom context-emotion
classifier model. The selected features are based on Braun et al. work [11] where driving behavior, traffic, vehicle
performance, and environmental factors are found to be discriminative of emotions. We filtered the variables based on
the following requirements: (1) real-time, on-device computation without accessing the vehicle itself, (2) no direct user
interaction, (3) non-critical consumption of device resources, and (4) time-critical computability. We restrict the model
to only those input features that can be pre-computed before driving (Req 2)2. Furthermore, personal factors such as
age are used to adapt to user-dependent emotion-route preferences. The selected features are shown in Table 1.

We compute the weather and traffic features for every road segment using Microsoft Azure’s Weather and Maps API.
The road type features are gathered from OSM by selecting the nearest OSM node with its corresponding parameters.
Based on satellite imagery, we quantify the vegetation and determine the green index [13] at any given geolocation. We
compute the curviness using a weighted measure of the length of curves, which depends on a radius of a circumscribed
circle that passes through all three consecutive geocoordinates in a route. Given 𝑎, 𝑏, 𝑐 as the length of the three sides of
a triangle, the radius of the circumcircle is given by the formula:

𝑟 =
𝑎𝑏𝑐√︁

(𝑎 + 𝑏 + 𝑐) (𝑏 + 𝑐 − 𝑎) (𝑐 + 𝑎 − 𝑏) (𝑎 + 𝑏 − 𝑐)
(1)

4.4 Emotion Prediction

The foundation for our emotional routing is a computational behavior model for predicting emotion using road context.
We thereby achieve to learn subject-independent emotion labels for previously unseen road segments (Req 4). Recently,
Bethge et al. [6] proposed an in-car remote-sensing system able to predict emotions on unknown roads for unknown
users with very high confidence. The model is able to predict discrete emotion categories (‘happy’, ‘sad’, ‘neutral’,
‘angry’, ‘contempt’, ‘disgust’, ‘fear’, ‘surprise’) using contextual road information (Req 1). Although many affective
representation models exist (e.g., Plutchik’s wheel of emotions describing 56 emotions [47] or Russel’s circumplex
model [51]), we have selected the seven emotion categories, as well as the category neutral 3. The choice of our set
of discrete emotions is practically grounded in Ekman’s theory which is often associated with emotion detection by
the analysis of facial features. We exploit this well-known model for our optimization and build a bridge to previous
work [14, 61].

In their in-the-wild driving study, the authors collected contextual driving data and subjective emotional states
expressed by drivers while driving [6]. To not distract the driver and bias the ground-truth labeling, a beep tone every
60 seconds was triggered for the driver to verbally express their felt emotion according to a predefined set. We acquired
the dataset and extended it by another 14 participants to 26 participants in total, reflecting in 31 sessions consisting of
438 min of emotion-labeled driving and eight classes of emotions in total.

After defining the input features, we selected a Random Forest Ensemble Learning as classifier based on a 10-fold
grid-search cross-validation (using Support Vector Machines, Feedforward Neural Network, Decision Tree, Adaboost,
and Random Forest classifier from scikit-learn with hyperparameter optimized parameters) in which the Random Forest
achieved the highest average F1 score. The prediction model 4 is tested via a leave-one-subject-out cross-validation on

2Contextual variables such as the current acceleration cannot be pre-computed.
3Our model is designed to predict multiple emotions to ensure adaptability for navigation use-cases where other emotions predictions are needed, rather
than simplifying it to a binary classification setting for just predicting ‘happiness’.
4model parameter: class_weight = ’balanced’, max_features= 𝑙𝑜𝑔2 , n_estimators= 50.
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unseen participants. Compared to deep neural network architectures, our Random Forest model has the advantage of
being relatively easily deployable on-device, and its inference time is short. The results are outlined in Table 2. Overall,
our model is able to achieve a mean emotion recognition accuracy of 63% with a balanced 𝐹1 score of 53%5. These
results are slightly inferior to current subject-independent contextual emotion classifiers [6, 36], but are also based on a
remotely acquirable, and thus much reduced, feature set. As a baseline in our dataset, we recorded a driver-facing camera
stream and applied a FERPlus-trained classifier [5], showing that the collected contextual features still outperform facial
expressions [6].

Table 2. Mean (standard deviation) accuracy, class-weighted precision, recall, and 𝐹1 scores of the cross-validation on unseen
participants i.e., leave-one-participant-out cross-validation. The model predicts 8 emotion classes in total.

Leave-One-Participant-
Out Cross-Validation

Input Accuracy Precision Recall 𝐹1

Facial Expr. [5] .55 ± .18 .53 ± .19 .55 ± .18 .49 ± .19
Our model .63 ± .16 .49 ± .21 .63 ± .16 .53 ± .20

4.5 Routing Map and Navigation

Having defined the predictive model required to simulate emotions based on contextual information collected remotely,
we now present the system required to provide the user with a route optimized for emotions. In Figure 3 we display
how a happy path may differ from the fastest one based on a custom emotion map layer.

Routing Map Generation. We define a custom emotion map layer that contains predicted emotions and optimize the
route thereafter. Given a road graph 𝐺 with vertices 𝑉 and edges 𝐸, we predict emotion weights for every driveable
segment 𝐸. We then apply the contraction hierarchies algorithm [23] to the road graph by optimizing for the following
equation with the user’s start point 𝑎 and end point 𝑏:

𝑟𝑜𝑢𝑡𝑒 (𝑎, 𝑏) =𝑚𝑖𝑛
∑︁

𝑖, 𝑗∈[𝑎,𝑏 ];𝑖≠𝑗∈𝐸

𝑑 (𝑖, 𝑗)
𝜆 ∗ 𝑒 (𝑖, 𝑗) ∗ 𝑐 (𝑒 (𝑖, 𝑗)) (2)

In contrast to the fastest route, our optimizer minimizes the sum of the travel-time of each edge 𝑑 (𝑖, 𝑗) and penalizes
its decision by the happiness weighing factor 𝜆 and its corresponding predicted happiness value 𝑒 (𝑖, 𝑗), multiplied by
the confidence of the individual happiness prediction 𝑐 (𝑒 (𝑖, 𝑗)). Here, the last part ensures that it is favorable for the
optimizer to choose edges with high predicted happiness values6. In our simulation study (see Section 6), we found that
a happiness weighing factor of 𝜆 = 20 yields a good tradeoff between travel time and positive emotions.

Optimization Backend. To implement the optimization procedure, we use the open-source, Java-based framework
GraphHopper7. GrapHopper offers a fast and memory-efficient routing engine including a web-frontend and a standalone
web-server to calculate the distance, time, turn-by-turn instructions, and trajectory properties for a route. We adopt

5Neutral emotions represent the majority class of our dataset, while happy emotions are at 23%, being predicted second best (after neutral) in terms of
precision/recall
6We opt the routing decision formula to be influenced by the predicted emotion value in the denominator as the travel times have no equal lengths and a
regularizing longer route segments (high 𝑑 (𝑖, 𝑗 )) with the emotion scaling is more beneficial than e.g., substracting the emotion values.
7https://github.com/graphhopper/graphhopper
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Fig. 3. Graph Building for Happy Route Optimization. The navigation finds the optimal emotional path according to the emotion-
road-weight regularization (equation 2). The bottom layer is a satellite image. The layer above represents the routable roads. Above is
emotion heatmap based on interpolation of the computed happiness points. The red path is the fastest path offered by navigation,
while the blue path is the happy path.

the routing optimization according to Equation 2. We do not employ a standard A* algorithm [26] for optimal route
finding due to performance reasons. Instead, we disable all initial edge weight calculations for happy routing and
build a prominently-used CH (Contraction Hierarchy) graph [23] with precalculated happiness weights to speed-up
optimization (Req 4). Thereafter, our system exposes a happy and fastest routing computation endpoint. We show the
interactive GrapHopper routing endpoint for a happy route computation in Figure 4.

Smartphone Navigation App. To provide users with the ability to navigate, we implemented a scalable mobile
application. Therefore, we customized the Android application PocketMaps8 to use our optimization engine (Req 3).
Our mobile application tracks the current smartphone geolocation using GPS and is able to search for destinations on
the map via Google Maps search. The application then performs map matching of the current geocoordinate to the road
segment and outputs turn-by-turn navigation instructions (via text and voice). Users can choose between fastest and
happy routing in our app. Figure 5 shows the navigation screen of our customized PocketMaps application in the wild.

8https://github.com/junjunguo/PocketMaps
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Fig. 4. GraphHopper web-server for Happy Route Optimization in a 2D-
layout.

Fig. 5. Implemented navigation app that supports
normal and happy routing. The app is placed on the
windshield and has the same functionality as normal
navigation apps (turn-by-turn navigation, voice out-
put for hinting next directions).

Pre-Driving
Questionaire

In-the-Wild
Driving 

(Route 1)

In-the-Wild 
 Driving 

(Route 2)
After-Driving
Questionaire

After-Driving
Questionaire 5 min Pause

Fig. 6. Experimental design of the emotional navigation driving study. The endpoint of the second drive was set to be the start point
of the first drive.

5 DRIVING STUDY

The goal of our driving study is to gain an understanding of HappyRouting’s user experience and its influence on a
driver’s emotions.

5.1 Within-Subject Study Design

We conducted a within-subject driving study to evaluate the experience with HappyRouting. We recruited 13 participants
(11 self-identified as male, two self-identified as female) with an average age of 27 ± (8.51) years. Six participants drive
occasionally (i.e., less than 10,000 km/year), six participants drive moderate distances (i.e., between 10,000 and 20,000
km/year), and one participant is a frequent driver (>20,000 km/year). The participants accessed a vehicle with a standard
Android smartphone attached to the windscreen (see Figure 5). We gave the participants time to get familiar with the
car and explained that they could drive like they normally do (e.g., listening to music). We asked the participant to use
our HappyRouting application just like a common mobile navigation app. The start and end location was chosen to be
a 15-minute drive away with segments including rural and urban segments. The calculated routes were kept consistent
for all participants to ensure comparability. The routing choice (fastest or happy routing) was hidden in the mobile
application to avoid confirmation bias (i.e., blind route choice). The routing choice was randomized so that 7 participants
drove the happy route first, while 6 drivers were assigned to the fastest route first. Overall the one-way driving had
a duration of approximately twelve minutes for the fastest route and 14 minutes for the happy route, depending on
individual traffic conditions.
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Fig. 7. Before and after driving analysis of valence (left), arousal (middle) and dominance (right) questionnaire answers of the driving
study. The lines indicate the standard deviation (vertical) of the responses where the means are connected via the dashed line. The
asterisk indicates significance. Fast and happy routes were assigned blindly and by random succession.

For each assessment of the driver’s emotional state (valence, arousal), we apply the self-assessment manikin (SAM)
framework [7] with a five-point Likert scale. The outline of the study is presented in Figure 6.

Valence-Arousal-Dominance Analysis. We present the before and after analysis of valence, arousal and dominance
scores assessed with the self-assessment manikin questionnaire in Figure 7. We find that people gave higher valence
ratings, i.e., positive attitudes, after taking the happy route. The mean valence score for happy routing before driving is
4.15 and increases to 4.62 after driving (11% valence score increase). Applying a Shapiro-Wilk test revealed a non-normal
distribution, 𝑝 < .001. A Wilcoxon signed rank test found a significant difference in valence before and after navigating
through a happy route, 𝑝 = .014. In addition, we did not find significant before-after differences in valence or arousal
when driving the fastest route. Overall, we found a positive trend in arousal when driving the happy route, though
all expressed arousal levels have high variance. The high variance likely comes from the fact that the driving task is
perceived as relaxing or exciting on an individual driver’s basis. A Shapiro-Wilk test showed a non-normal distribution
for arousal, 𝑝 = .025. There was no significant difference in arousal before and after driving the happy route according
to a Wilcoxon signed rank test, 𝑝 = .1. This finding stands in contrast to many empathic car applications that seek to
optimize arousal levels for safety reasons [8, 9]. Furthermore, we did not detect any significant changes in dominance
scores i.e. we detect no effect in how controlled or submissive one feels after driving the happy route.

Happy Navigation Driving Behavior. In our driving questionnaire, we saw high variability when and how drivers
wanted to use happy navigation functionality. After the driving experiment, we asked the participants how much time
they were willing to sacrifice for a happy route, assuming 20 minutes for the fastest route. 9 of 13 participants answered
with 3 − 5 minutes, while 3 of 13 drivers would only spend 1 − 3 minutes additional drive time. One participant stated
that he would even spend more than 10 minutes of additional drive time to drive the happy route. These results are
consistent with the web survey by Pfleging et al. [45] which states that participants would take 20.9% more time for an
experience-optimized route compared to the fastest route. While the fastest route took on average 2 minutes less time,
8 of 13 participants perceived the happy route as shorter. Combined with the finding that subjects had a more positive
emotional state after driving the happiness route, we conclude that a happiness route may positively influence the
perceived travel time. Furthermore, in our study, 11 out of 13 participants stated that they would use the app in their
leisure time when they do not have time pressure. Interestingly, many participants responded to use our navigation
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only on the weekend (P9, P10, P12), preferably in the summer (P1, P2, P3, P4, P9, P10, P12), and not at night when the
driving scenery is not visible (P8, P13). P2 mentioned that he would use happy routes “if a traffic jam occurs and he
could take lesser crowded, more relaxed and unknown routes”.

System Acceptance. In response to the question "How likely would you be to use this system?" on a scale of 1 (not at
all likely) to 5 (very likely), 11 of 13 participants gave scores of 4 and 5. The study participants further introduced ideas
for pairing happy navigation with other further in-car technology. The most prominent responses were that many
participants associate happiness with music while driving. Therefore, many suggestions were made to automatically
select music while driving to match the route, or vice versa, to select the route to better match the music.

We also asked the participants in a free-response question, "Do you think there are any societal and ethical implications
of this navigation functionality? And if yes, which one?". Many participants said they do not see any ethical or societal
implications (P6, P7, P9, P11, P13). Participants also responded with higher energy consumption costs and a more
environmentally harmful behavior when driving a happy route (P1, P3, P10). P10 stated that he sees a problem with
happy routing only recommending pleasant driving routes so that other less happy predicted locations do not get
visibility, creating a self-reinforcing effect of what people see.

6 SIMULATION STUDY

To offer a broad assessment of the recommended happy routes by our system, we perform an offline numerical simulation
analysis.

6.1 Experiment Design

First, we download and compute the emotion prediction layer for a map of a medium-sized city (12 × 12 km). We
sample a large number of equally-distributed, random start and end points (𝑁 = 1000) and search for the happy and
fastest routes. We then analyze the route trajectories segments by computing several characteristics such as road types,
greenness, traffic conditions, and curviness. Furthermore, we compute the travel time, distance, and the overlap of
fastest and happy routes.

6.2 Route Time Analysis

We anticipated that taking the happy route would increase the travel time. Figure 8 shows the relationship of the
navigation mode on travel times. Using linear regression, we find that a one-minute increase in fastest routing requires
on average 1.25 minutes (75 sec.) more time to drive using happy routing. Only 9% of the start-end coordinates result
in a situation where the happy route is identical to the fastest route (𝑜𝑣𝑒𝑟𝑙𝑎𝑝 = 100%). The time difference can be
substantial in individual cases, therefore, we stress a transparent time forecast when recommending happy routes to
drivers. We conclude that the factor 𝜆 should rather be regarded as an internal technical parameter (see the influence of
𝜆 in Figure 9) instead of a user-adjustable parameter. Higher 𝜆 results in increased average travel time and therefore
cause longer travel times. Therefore, 𝜆 can be adjusted dynamically to suit the societal driving context.

6.3 Road Characteristics

We analyze the recommended happy and fastest route for their road types in Figure 10 and Figure 11. As the drive-time
is normalized per individual route, the values of the bars do not add up to 100%. We tested whether the distribution
of the different road characteristics are significantly different (𝑝 < .01) using a non-parametric Mann-Whitney U
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Fig. 8. Scatterplot of drive duration of normal vs. happy routing. The
points are mostly on the top-left of the equal-traveltime line, meaning
that happy routing takes generally longer to drive. The fitted regres-
sion (𝑅2 = 0.82, 𝐵𝐼𝐶 = 4715) with a slope of 𝛽1 = 1.25 (𝑝 = .00) means
that a 1-minute increase in normal routing will take 1.25 minutes (75
𝑠𝑒𝑐.) more time to drive using happy routing.
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Fig. 9. Influence of emotional weighing factor 𝜆 on happy
routes. The additional travel time for happy routing does not
scale linearly with the emotional weighing factor 𝜆. On av-
erage, the setting 𝜆 = 40 achieves a similar time divergences
as 𝜆 = 100.

test. Compared to the fastest route, we find that happy routes consist of more road segments with a higher predicted
happiness score, higher curviness, higher freeflow speed, and maximum speed.

Curvy roads tend to increase driving enjoyment but also inhibit driving accident risks [27]. Unhindered traffic
scenarios can be captured by our proxy variable freeflow speed, which is higher for happy routes, and increase driver
well being [49]. Contrary to our initial hypothesis, we detect no significant effect of the satellite-image-derived greenness
(known part of the HSV spectrum) in happy routes compared to the fastest route (𝑝 = 0.29). Finally, we find that
on-average happy routing includes significantly more residential roads. Residential roads often have reduced traffic
and may reduce drivers’ stress, leading to a more happy emotional state. In contrast, the recommended fastest routes
contain significantly more living street and primary road segments, which often require more driver attention. As stated
before, these findings are made based on a large sample size and do not represent an individual recommended route.

6.4 Computational Characteristics

Navigation systems deployed in the wild require high scalability. To assess the computational complexity of our system,
we computed the execution time of the routing endpoint (GraphHopper). On the 12 × 12 km map, our system needs to
perform emotion prediction on 21, 673 unique edges and caches the corresponding data in the optimization graph. The
cache is needed because the input data is collected from various APIs, which makes on-demand prediction attainable
when optimizing the route. In a subsequent step, the execution time for recommending happy routes is 0.08 ± 0.075
seconds and takes longer to compute than fastest routing 0.01 ± 0.004. With recommendation times smaller than 1
second, our system is highly time-efficient and user-friendly.
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7 DISCUSSION

With HappyRouting, drivers perceived a higher valence when using the happy route compared to the fastest route,
showing that choosing emotionally positive routes contribute to a driver’s well-being. In the following, we discuss the
implications of our results.

7.1 Tradeoff Between Valence and Route Duration

Our results suggest a tradeoff between the duration of the fastest route and the perceived valence of driving the happy
route. Although the happy route takes more time, our participants would use the HappyRouting for their navigation to
improve their emotional well-being. However, due to the longer travel times, the majority of our participants indicated
that they would prefer the HappyRouting if they were not pressed for time. In addition, our study results suggest
other modalities for controlling driver emotions by combining the in-vehicle environment with the suggested happy
route. For example, participants proposed to explore music in combination with happy routes to enhance feelings of
happiness. Using individual preferences for the in-vehicle environment as an additional variable can lead to emotion
prediction models that ultimately reduce driving time. However, the combination of in-vehicle adaptions with happy
routes proposed by HappyRouting requires further research.

7.2 Using HappyRouting for Other Transport Modalities

HappyRouting generates routing decisions that can be used in various other transportation modalities once the
foundation for a context-aware machine learning classifier is established. With a few modifications, HappyRouting
can apply emotion-based navigation for cyclists by predicting the emotionally pleasant cycling route. We propose
to incorporate advanced contextual sensors when optimizing happy routes for other road users (e.g., pedestrians or
cyclists) by extending the feature set to include elevation information and information about road intersections. For the
application of HappyRouting in pedestrian routing, we recommend extending our feature set to include traffic banning
features, as these have been shown to influence valence [43] positively.

7.3 Ethics & Societal Impact

We emphasize an ethical as well as transparent use of HappyRouting for application purposes and stress that emotions
are intimate, personal, and vulnerable [2]. The Emotional Artificial Intelligence ethics guidelines by McStay et al. [39]
provided us with a meaningful reference to cover personal, relationship, and societal aspects.

Our approach is privacy-aware because it uses a machine learning model based on an aggregate, anonymized
dataset provided in advance by a set of volunteers, rather than subconsciously assessing the emotions of individual
HappyRouting users. On the other hand, we also see clear limitations of our dataset in the area of cultural and regional
diversity, as well as the explainability of resulting algorithm choices. Future empathic car interfaces must clearly
communicate how and what data is assessed to clarify how this subsequently affects the users’ privacy.

Undeniably, the regulation of emotions by technological systems is highly controversial, as psychological effects
are largely unknown. Avoidance of negative situations, for example, is an essential strategy of human emotion (self-
)regulation [38], but also an implicit result of our system’s promotion of positive emotions. Studies with individuals
have shown that situation avoidance results in decreased learning and adaptation abilities, as well as social and anxiety
disorders [1]. Therefore, we emphasize that such short- and long-term effects must be investigated in future work.
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Fig. 11. Analysis of road types of happy routing vs. fastest routing.
We assess the road type of every road segment (x-axis) and compute
the drive-time normalized route duration (y-axis). All the presented
road types have been tested to be significantly different (𝑝 < .01).
Residential roads are are found in living areas, primary road types
are major highways linking large towns and tertiary roads connect
minor streets to more major roads.

Our study of route characteristics shows that heavily traveled routes are often avoided in favor of quieter routes. To
us, this is a clear indication for future work, as these externalities at large-scale can potentially affect residential areas,
parks, or nature, as Johnson et al. note [30].

We showed that routes proposed by HappyRouting result in increased travel times which are ultimately bound
to higher energy consumption. Certain route choices might affect the safety of traffic participants, for example, due
to a model’s preference for specific road types. These and many other route characteristics must be communicated
transparently to the users to promote their autonomy and enable highly informed choices [39]. Alternative strategies
could comprise correction terms applied to our optimization, for example, when the routing choice is not desirable on a
societal basis (e.g., routing through densely populated areas) [30].

7.4 Limitations & Future Work

This work takes the first steps towards a novel type of empathic car interface based on emotional predictions and
optimizations through routing. We accepted several limitations in the domains of psychology, algorithms, and the user
experience to achieve this goal. First and foremost, the psychological model of fostering well-being through aggregation
of positive emotions is deliberately oversimplified, as discussed in Section 3. Future models could operate on a diverse
emotional flow [34], which requires significant changes to the optimization method and its proven graph algorithms.
The utilization of emotion-related signals during driving would enable the dynamic updating of the predicted emotional
weights and real-time adaptation of the happy route. This feature can be easily integrated into the current system
architecture, but it should be approached with caution as it has the potential to be perceived as privacy-intrusive.
However, the benefit of our non-interactive emotion navigation system is that it allows for an empathic interface
without compromising privacy during operation, and the option to switch to a different routing modality can be easily
selected at any point during the journey.
Manuscript submitted to ACM

100



HappyRouting: Learning Emotion-Aware Route Trajectories for Scalable In-The-Wild Navigation 17

HappyRouting requires the ability to simulate the driver’s emotions for any road segment at any time while
considering contextual information like traffic, road types, and speed limits. A key design decision for simulation lies in
the choice between subjective and objective metrics for characterizing user emotions. HappyRouting relies on a dataset
containing self-expressed and thus subjectively perceived emotions for prediction. Consequently, we base the simulated
emotions on discrete representations of emotions, as identified by Ekman [18]. However, a detailed comparison with
objective metrics should be subject to future work, such as using facial expressions [36] or muscle stiffness [3]. At the
same time, the car offers only a limited set of remotely accessible contextual features for predicting driver emotions,
making the modeling complex.

Our navigation framework is based on an emotion prediction layer which can be adapted easily towards additional
modalities. Weighting in objective parameters such as the greenness score [4] could promote user-specific preferences
without the need for a personalized emotion model. On the other hand, user-dependent models can further increase the
accuracy, as shown in related work [3, 6]. Finally, we see limitations in explaining the overall recommendation process
to the end-user which is ultimately very important for the ethics and transparency of our system. The intransparency
can lead to placebo effects, where the description of using an allegedly adaptive AI-driven system biases the perceived
system utility for drivers [35]. In future work, we plan to summarize how route recommendations were computed on an
individual user’s basis and research how to communicate key emotional route segments [8]. Finally, further long-term
experiments with a larger variety of roads and routes under vastly different conditions are needed to produce necessary
evidence of the proposed models ability to find happy routes. These long-term studies in the wild may help to better
understand the effects and societal impact of affective routing.

8 CONCLUSION

This paper presents HappyRouting, a new type of empathic interface capable of navigating by positive emotions. We use
personal, environmental, and road-specific information to define a custom emotion routing graph that optimizes routes
for happy emotions. A real-world user study shows that HappyRouting elicits positive emotions through navigation.
As a consequence, HappyRouting requires more driving time which was accepted by our participants as long as the
circumstances allowed it (e.g., no time pressure). Our work is not only relevant to driving but can also be applied to
other areas of mobility and autonomous driving. We are confident that the presented process of simulating emotions
and evaluating different paths through many potential user journeys can be generalized to an even wider variety of use
cases. To encourage research in this area, we publish the source code of our system and the data set for further analysis
by the research community 9.
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A APPENDIX

Curviness Computation

We compute the curviness using a weighted measure of the length of curves, which depends on a radius of a circumscribed
circle that passes through all three consecutive geocoordinates in a route. Given 𝑎, 𝑏, 𝑐 as the length of the three sides of
a triangle, the radius of the circumcircle is given by the formula:

𝑟 =
𝑎𝑏𝑐√︁

(𝑎 + 𝑏 + 𝑐) (𝑏 + 𝑐 − 𝑎) (𝑐 + 𝑎 − 𝑏) (𝑎 + 𝑏 − 𝑐)
(3)

Classifier Feature Importances

We analyze how decisive each contextual input feature is for our human emotional state classification model . We
extract the feature importance (Gini impurity) of the input variables in a leave-one-participant-out situation in Figure 12.
The variable ’greeness’ shows the highest importance for the classifier to predict the likely emotional state on the road.
However, these feature importances are aggregate metrics and do not convey any participant-dependent importance
measures for a specific routing choice (local feature importance measures such as SHAP values are needed for this).
Here, we only analze the feature importance of the emotion classification model, a route-specific analysis of the road
properties can be found in section 6.3.
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Fig. 12. Feature importances measured by the mean decrease of Gini-impurity for the Leave-One-Participant-Out cross validation.
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EEG2Vec: Learning Affective EEG Representations via
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Abstract—There is a growing need for sparse representational
formats of human affective states that can be utilized in scenar-
ios with limited computational memory resources. We explore
whether representing neural data, in response to emotional
stimuli, in a latent vector space can serve to both predict
emotional states as well as generate synthetic EEG data that
are participant- and/or emotion-specific. We propose a con-
ditional variational autoencoder based framework, EEG2Vec,
to learn generative-discriminative representations from EEG
data. Experimental results on affective EEG recording datasets
demonstrate that our model is suitable for unsupervised EEG
modeling, classification of three distinct emotion categories
(positive, neutral, negative) based on the latent representa-
tion achieves a robust performance of 68.49%, and generated
synthetic EEG sequences resemble real EEG data inputs to
particularly reconstruct low-frequency signal components. Our
work advances areas where affective EEG representations can
be useful in e.g., generating artificial (labeled) training data or
alleviating manual feature extraction, and provide efficiency for
memory constrained edge computing applications.

I. INTRODUCTION

The emphasis on human-centric computing in recent years
has accelerated efforts in affective computing to develop
effective computer-aided approaches for recognizing, inter-
preting, processing, and simulating a person’s emotions.
Recent notable successes include affect-adaptive robot-child
feedback in education [1], mobile real-time facial emotion
annotation systems [2], as well as detecting and influencing
drivers’ emotions [3]. In particular, the growing availabil-
ity of high-resolution wearable physiological measurement
systems has, in combination with powerful machine learning
methods, increased recognition performance of affective user
states for various applications in-the-wild [4].

In this paper, we focus on electroencephalographic (EEG)
measurements that are elicited in response to affective emo-
tional stimuli. Primarily we seek to determine whether a
user-specific affective representation from raw EEG can be
learned in an end-to-end representation learning framework.
In such a setting, representations of affective states are
learned from input data—typically by transforming it or
extracting informative features from it (the useful vantage
point of the data’s key qualities)—towards the objective of
performing particular tasks like prediction of affective states
from noisy EEG data. Traditional discriminative machine
learning approaches have the sole objective of classifying
distinct affective categories. Differently, our focus on repre-
sentation learning aims at estimating a powerful abstraction
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2Ludwig Maximilian University, Munich, Germany
3University of Tübingen, Tübingen, Germany
4Chemnitz University of Technology, Chemnitz, Germany
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of affect-relevant multi-channel sensor input. This approach
encodes the signal generative components from the train-
ing data distribution in a learned latent space. Once such
models are learned, semi-supervised learning schemes can be
adopted by e.g., applying the representation learning encoder
on unlabeled data for class-conditional data synthesis, which
can be combined with labeled data representations for a
larger training base to, for instance, predict emotions.

Our work is inspired by recent advances in word repre-
sentations, also denoted as embeddings [5], [6]. A promi-
nent success story is word2vec [7] in natural language
processing, which uses a neural network model to learn
word representations from a large text corpus. Once trained,
such representation models can detect synonymous words
or accurately suggest additional words for a partial sen-
tence. This has given rise to numerous natural language
applications that were previously unimaginable (e.g., pre-
dicting the right next words in chats, sentiment analysis of
messages, machine translation, click session advertisement-
recommendation, automatic topic clustering). State-of-the-art
natural language processing algorithms can even learn cross-
lingual concepts [8], generate complete texts [9], [10] or
infer emotion-related text sentiments [11]. When trained with
enough data, word embeddings tend to capture word concepts
and meanings, and are even able to perform analogies, e.g.,
the vector for “Paris” minus the vector for “France” plus the
vector for “Italy” is very close to the vector for “Rome”.
Thereby, word representations can bridge the human under-
standing of language to that of a machine.

We seek to contribute towards ubiquitous wearable phys-
iological systems and allow for computing systems that are
responsive to user affective states in real-world scenarios.
Here, we focus on high-dimensional EEG data and share how
a highly informative and compressed representation could be
derived from it to support this vision. Once learned, such
representations can be useful for downstream tasks, such as
predicting emotions to better understand the affective states
in the brain through representations in a lower dimensional
space, or simulating synthetic EEG data.

To date, affective brain-computer interface (BCI) method-
ologies are often hindered by the lack of large labeled
datasets, low signal-to-noise (SNR) ratio in real-time EEG
data acquisition, or non-reproducible handcrafted feature ex-
traction [12]. Our work investigates variational representation
learning for affective EEG data [13], that is able to mitigate
these issues by learning a suitable and easy-to-use emotion
representation trained for data augmentation and emotion
recognition. Furthermore, many in-the-wild affective applica-
tions share the common obstacle of efficiently processing raw
EEG data [12], [14], which can be reduced by processing an
information condensed latent space vector, which ultimately
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can be also streamed to the cloud with bandwidth restrictions.
We term our proposed model EEG2Vec, which exploits

a conditional variational autoencoder (cVAE) [15] structure
by encoding raw multi-channel EEG signals into a shared
latent vector space while a simple feed-forward emotion clas-
sification neural network is simultaneously harnessing these
latent representations as input. Subsequently, the resulting
latent representations can be used to (1) predict the affective
state of user from their current EEG recordings within a
discriminative framework, as well as (2) to generate emotion-
and subject-specific synthetic multi-channel EEG signals.

II. RELATED WORK

A. EEG-based Affective State Estimation

Affective state estimation from EEG recordings have
gained significant interest over the past decades [16]. Major-
ity of existing methods rely on extracting single-channel fea-
tures such as statistically derived features [17]–[19], fractal
dimension [20], power-spectral-density (PSD) based features
[21], differential entropy [22] or wavelet features [23]. Multi-
ple features across several channels are then fused to exploit
the inter-channel asymmetry or connectivity relationships.
Beyond using traditional classifiers to discriminate such
hand-crafted features, deep learning based end-to-end feature
extraction and classification methods were also explored in
EEG-based emotion recognition. Notably, [24] introduced a
deep EEG classification neural network EEGNet, as they
designed a generic and compact convolutional neural network
(CNN) to accurately classify EEG signals from different
tasks. Similarly specialized networks with hierarchical spatial
and temporal EEG feature extraction for emotion recognition
have also been proposed [25]–[28] (see [29] for a review).

B. Synthetic EEG Data Generation

Various approaches to generate synthetic EEG data have
been recently explored to learn shared EEG components of
across dataset samples. (cf. [30] for a recent review). One
proposed framework for the generation of artificial data is
generative adversarial networks (GANs) [31] which showed
significant results for the generation of artificial images. This
framework was applied to EEG data [32]–[34] revealing
generated EEG signals by GANs resemble the temporal,
spectral and spatial characteristics of real EEG. Another line
of BCI studies have used variants of variational autoencoders
(VAEs) [15], for unsupervised feature learning [30], [35],
[36]. In contrast to GANs, VAEs optimize a parameterization
of a low-dimensional representation space of the training
data, and hence more suitable for learning compressed data
representations which is of our main interest in the affective
computing applications. Recently [35] proposed to use a
standard VAE to learn latent codes containing emotion-
related information and use in the downstream emotion
classification task via an RNN-LSTM.

C. Deep EEG Latent Representation Learning

Several approaches in EEG representation learning use
deep learning models for deterministic feature learning. One
of the earlier works by [37] aims at finding robust repre-
sentations from EEG data, that would be invariant to inter-

and intra-subject differences and to inherent noise associ-
ated with EEG data collection. Their approach used “EEG
movies” (topology-preserving multi-spectral images) and a
CNN that is applied to a cognitive load classification task.
[38] proposes a temporal and spatial feature concatenated
vector representation learned with a compact deep multi-
scale neural network, which is applied to diverse EEG tasks
such as motor imagery, seizure or drowsiness detection.

Recently [39] proposed generative VAE and GAN models
for data augmentation in emotion classification. They show
that either full or partial selection of VAE or GAN results can
be used to augment EEG training datasets and demonstrate
an increase in affective state classification performances.
In contrast to our approach that utilizes raw, multi-channel
EEG signals in an end-to-end manner, their method does not
consider temporal dependencies in input EEG and uses hand-
crafted power spectral density features as network inputs.
Another work employs a conditional VAE model based
feature encoder on EEG data, and a CNN for downstream
task classification [40]. Proposed approach aims to learn
subject-invariant representations by simultaneously training
a cVAE and an adversarial censoring network (similar to
the idea from discriminative-adversarial settings [41]–[43]),
for transfer generalization of the feature encoder that can
efficiently process unseen users’ EEG data for decoding.
While prior work of EEG-based emotion recognition have
mostly focused on defining explicit feature extraction and/or
model architectures for detecting human emotions, our work
is explicitly designed for generative-discriminative represen-
tation learning allowing for multiple classification tasks.

III. METHODS

A. Notation

We denote the labeled dataset by {(Xi, yi, pi)}ni=1. Here
Xi ∈ RC×T defines the EEG data matrix at trial i recorded
from C channels (i.e., EEG sensors) for T discretized time
samples. Accordingly, pi ∈ {1, . . . , P} is the participant
ID label and yi ∈ {1, . . . , L} is the emotion category/class
label of the corresponding trial. A deep latent representation
learning model encodes an input X to learn a latent vector
which we will denote by z.

B. Conditional Variational Autoencoder (cVAE)

In vanilla autoencoders, a deterministic encoder and de-
coder network pair learns a latent representation vector z
that is sufficient to encode the underlying shared structure
across the data samples Xi, such that the decoder coun-
terpart can fully reconstruct the input samples from these
learned representations. In generative modeling with VAEs
[15], however, the encoder network parameterized by ϕ is
stochastic and estimates a true prior distribution p(z) of
latent z via a variational posterior distribution denoted by
qϕ(z|X) ∼ N(µz, σz). In practice the encoder network
estimates the parameters µz and σz , and latent vectors are
obtained by sampling from the estimated variational distribu-
tion z ∼ qϕ(z|X) at the bottleneck. The subsequent decoder
network parameterized by θ is then a generative model
denoted by pθ(X|z), provided with these drawn samples z.
VAEs are trained to jointly learn better approximations of
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Fig. 1: Overview of the EEG2Vec model architecture. The variational autoencoder learns a subject- and emotion-dependent
representation of EEG data that incorporates domain specific information regarding the classification task (i.e., emotion
recognition). The parameters of the models are learned by minimizing the decoder reconstruction error, the loss regarding
the variational posterior estimation, and the emotion classification loss.

the latent prior p(z) via the variational posterior qϕ(z|X),
and successful reconstructions of X by the decoder.

In the conditional VAE (cVAE) framework [44], the de-
coder is further conditioned on at least one additional variable
provided as input besides z. We will define a cVAE to have
a decoder posterior distribution that is conditioned on both p
and y, thus modeling pθ(X|z, y, p). In a cVAE, the encoder
is expected to learn representations z that are invariant of p
and y, since p and y are already provided as input to the
decoder to reconstruct the input X . Training objective for
variational autoencoder based models consists of maximizing
a derived lower bound for the log likelihood of the data,
which is usually referred as the evidence lower bound
(ELBO) [15], [44]. Accordingly, the cVAE loss function to
be minimized (i.e., negated ELBO) is given by:

LcVAE =Eqϕ(z|X)[− log pθ(X|z, p, y)]︸ ︷︷ ︸
Lrecon

+DKL(qϕ(z|X)||p(z))︸ ︷︷ ︸
LKL

.
(1)

Here the first loss term Lrecon corresponds to minimizing
the reconstruction loss of the decoder, which is usually
defined as the mean-squared-error between X and X̂ , and
the second loss term LKL corresponds to minimizing the
Kullback–Leibler (KL) divergence between the encoder-
estimated variational posterior qϕ(z|X) and the true distri-
bution of z, which is usually defined as p(z) ∼ N (0, I).

C. Beta Conditional Variational Autoencoder (β-cVAE)

We extend the cVAE models with what we will refer
to as a beta conditional variational autoencoder (β-cVAE).
In contrast to the original β-VAEs [45], the model simply
utilizes a conditional decoder architecture as in a cVAE.
Overall, this model proposes a modification to the objective
in Eq. (1) by introducing a hyperparameter β for the KL-
divergence term in the training loss function as follows:

Lβ-cVAE = Lrecon + βLKL. (2)

Intuitively, due to the traditional choice of p(z) ∼
N (0, I), a higher β value will converge latent representation
units to more strictly follow a standard normal distribution,

leading to a unit diagonal covariance matrix and (ideally) sta-
tistically independent latent representation units. Hence, dur-
ing representation learning optimization, imposing a higher
weight for the KL term β > 1 is expected to successfully
disentangle the latent representation units [46]. Therefore we
utilize this constrained variational β-VAE [45] approach in
our conditional representation learning setting in order to
impose tunable regularization of the latent space.

D. EEG2Vec: A Generative-Discriminative EEG Represen-
tation Learning Framework

In the proposed EEG2Vec framework, a conditional β-
VAE and a classifier to predict y (i.e., emotion category)
from latent representations z are simultaneously trained.
We extend the objective in Eq. (2) to obtain the EEG2Vec
training objective function as given in Eq. (3).

LEEG2Vec = Lβ-cVAE + λE[− log rφ(y|z)]︸ ︷︷ ︸
Lcla

. (3)

Here we aim to minimize the cross-entropy loss of the
emotion category classification network with the additional
Lcla term. The emotion predictor function is described as
rφ with parameters φ, using the latent representation z to
predict y. We introduce a tunable parameter λ > 0 in order
to control the objective weighting for the model between a
generative or discriminative behavior. For the deterministic
decoder, the reconstruction loss is determined by the mean
squared error of the estimated time-series EEG data.

Given the high dimensional input EEG data X , its corre-
sponding emotion label y and the participant ID p, the goal
of the EEG2Vec model is to learn (1) a variational feature
encoder qϕ(z|X) with parameters ϕ which can be general-
ized across subjects and emotion categories, (2) an adjacent
decoder where novel data samples can be synthesized by
exploiting this variational distribution, and (3) latent features
from input EEG data X which are simultaneously represen-
tative in discriminating tasks or brain states associated with
their corresponding emotion label y.

E. Generative-Discriminative Inference with EEG2Vec

After the EEG2Vec model is learned, the inference process
with our model proceeds as follows. Given some participant
p’s EEG data sample X for inference, we encode X into a
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latent representation distribution and obtain a sampled vector
z. From the learned representation and the classifier network
we can predict the corresponding emotion category label, and
thereby performing a conventional, discriminative emotion
recognition task. Furthermore we can generate synthetic
EEG data samples using this sample z, by only providing
an emotional state label y and a participant ID p to the
decoder network due to its conditional nature. Using this
manipulation scheme, we also provide a generative model
that can synthesize EEG data samples specific to a particular
affective state y and participant ID p.

We regard the conditioning parameters at training and
inference time to be known. However, it is possible to use
the estimated values ŷ of the emotion classifier network and
the nearest neighbor p of X in the bottleneck as conditioning
parameter estimates similarly proposed in [47] as conditional
values in our architecture.

IV. EXPERIMENTAL STUDY

A. Experimental Dataset

There are a few publicly available EEG datasets with
affective labels [13], [48]–[51]. For our study, we decided
to use the STJU Emotion EEG Dataset (SEED) dataset
[13] as it uses a rather simple labeling system with three
distinct classes: negative, neutral and positive. This facilitates
the learning of embeddings and reduces complexity for the
emotion classifier. The dataset contains 62-channel EEG
recordings sampled at 1000Hz from 15 participants recorded
from 3 sessions. During each session, the participants were
shown 15 film clips that should elicit either negative, neutral,
or positive emotions representing the emotional label for that
trial.

Since the duration of each experiment was different, to
unify, we determined a 185 seconds duration (being the short-
est duration of all experiments) as the standard experiment
duration. For those experiments which duration is longer than
185s, the last 185s segment were selected. In order to avoid
the possible interference or the possible emotions has not
been elicited at the beginning of the experiment, we removed
the first 30 seconds of EEG data, (i.e., only 155 seconds of
segments were used [52]). Data were further preprocessed as
in [13], [52] and accordingly first downsampled to 200Hz,
and then a 2-40 Hz Butterworth bandpass filter was applied
for low and high frequency band artifacts. EEG data were
segmented into 2 second non-overlapping time intervals in
accordance with previous work [53]. Finally, data is normal-
ized to the range of [0, 1]. No offline channel selection was
performed.

B. EEG2Vec Model Specifications

We developed our feature encoder backbone based on the
well-known convolutional EEGNet architecture [24] due to
its multi-purpose EEG representation learning capabilities.
We modified the architecture based on the input represen-
tations of our dataset (e.g., sampling rate or number of
EEG sensors). The decoder is implemented using inverse
versions of the encoder layers. The encoded latent repre-
sentation z is used as an input to the classifier that aims to
accurately predict the corresponding emotional state. Herein,
z is propagated through three fully-connected layers where

the last layer is equipped with a softmax activation function.
We initially set β = λ = 1, such that the reconstruction
and classification performances are equally weighted in the
loss function. Depending on the practical applications of our
embedding, we can set these parameters accordingly.

C. Model Training and Evaluation

1) Implementation: Networks were trained with 50 train-
ing trials per batch for at most 2000 epochs with early
stopping based on the model loss on the validation set.
Parameter updates were performed once per batch with
Adam. The input EEG data matrices are of dimensions
C = 62 times 400 discretized time samples. Dimensionality
of latent z was determined as 1000. We formulate p as a one-
hot encoded vector (i.e., a P -dimensional vector with a value
of 1 at the s’th index and zero in other indices) and y to be
the one-hot encoded emotion class vector. We use both p and
y as conditioning parameters for the decoder to enforce the
learning of subject- and emotion-dependent generated EEG.
We used the TensorFlow libraries with the Keras API.

2) Neural Network Architectures: To measure the effec-
tiveness of our results we measure both signal reconstruc-
tion ability and emotion classification performance against
a baseline discriminative model. We report the emotion
classification results of a discriminative EEGNet [24] model,
which we used as the backbone in an accuracy trade-off to
also realize generative EEG data modeling.

3) Evaluation: Our experiments evaluate the performance
of EEG2Vec in comparison to a state-of-the-art discrimina-
tive baseline model in terms of emotion state classification,
and also demonstrates its EEG signal reconstruction ability.
We initially separate a holdout fixed testing set consisting of
10% of the complete dataset. Then we split the remaining
90% of the data into training and validation sets by 5-fold
cross-validation. We ensure that in both training, validation
and testing sets, all affective states (i.e., classes) and subjects
are represented equally in terms of number of data samples.

V. EXPERIMENTAL RESULTS

A. Learning Deep Latent Representations

We first investigate the structuring of the learned embed-
ding. Figure 2 visualizes the 1000-dimensional learned em-
bedding z into a two-dimensional scatterplot via t-distributed
Stochastic Neighbor Embedding (t-SNE) [54]. All tSNE vi-
sualizations are generated with default parameters: perplexity
= 30, number of iterations = 1000. We observe a discrim-
inative pattern of different emotion types in z as the EEG
data of positive emotions is found prevalently in the left half
of the scatterplot. This indicates that the encoder can embed
affective state information in the latent representation, and
the auxiliary classifier can predict emotions easier from this
representation (see Section V-B). Thus z incorporates specific
information about the emotion category. However, we also
observe that data from negative and neutral emotion class
are overlapping in Figure 2, which is further investigated in
Section V-B and mainly due to harder discriminability [55]
and changing spatio-temporal patterns for these emotions
affecting the input EEG.

Figure 3 demonstrates similar t-SNE embeddings of z
separated by the participants. We observe no particular global
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Fig. 2: Latent space visualization of learned representation
z using a t-distributed Stochastic Neighbor Embedding (t-
SNE) with two components. We used the encoder network
of the EEG2Vec model (β = 1) to transform all observations
from the validation set to z.

Fig. 3: Latent space visualization of learned representation
z using a t-distributed Stochastic Neighbor Embedding (t-
SNE) with 2 components. Colors represent different partic-
ipant IDs.

clustering in z based on the participant. This is an expected
behavior as the participant ID is provided to the decoder
network as an additional input besides z and hence z is
expected to be invariant to participant IDs.

Participant-dependent affective state information is en-
coded into a low-dimensional space with 1000 dimensional
latent variables, which is only 4.03% of the original EEG
data size (62 × 400). This compressed representation can
thereby be efficiently used for EEG signal processing with
low computational cost and memory requirements as demon-
strated practically with similar techniques in [56], [57].

B. Emotion Classification from EEG

Within our multi-outcome EEG2Vec framework (both
reconstructing EEG and predicting emotional labels), we
weigh the importance of signal reconstruction and emotion
classification equally via setting λ appropriately. We train
our model as described in Section IV-C. We demonstrate
the differences in emotion classification across individual
participants in Figure 4.

Our model is able to achieve a 68.49% testing classi-
fication accuracy (significantly above three-class decoding
chance-level accuracy with p = 10−4 using a Wilcoxon
signed rank test), and reliably predict positive emotions with
a very low false-prediction error rate: very high precision
of 82% and recall of 89%. Figure 4 further supports the
existence of a significantly larger prediction performance
for positive affective state classification (i.e., green curve)
on an individual participant-level as well. These results are
computed on the basis of a latent representation invariant of
participant information and thereby represent a participant-
independent emotion recognition performance.
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Fig. 4: Emotion prediction accuracy of EEG2Vec for different
participants in the testing set. Different colored polar-plots
represent the achieved accuracy of the prediction of the spe-
cific emotion class. Black curve indicates the mean accuracy
per participant over all emotional classes.

On the other hand, the fully-discriminative EEGNet base-
line model is able to achieve an affective state prediction
accuracy of 77.27% on the same testing set. The increase in
classification accuracy with EEGNet can be simply explained
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Fig. 5: Real sample versus generated time-series EEG data
for two EEG channels F1 and FPZ. Observation 1 has
positive affective state, whereas observation 2 is of negative
affective state, both from the same participant.

by using a sole model objective of deterministic affective
state classification, versus learning robust variational embed-
dings for emotion prediction and EEG data augmentation
simultaneously as in our EEG2Vec model. Compared to
the feature-optimized emotion detectors such as [13] or
more general deep learning approaches such as EEGNet,
EEG2Vec compensates a slightly lower classification accu-
racy while being able to provide a low-dimensional, affect-
distinctive representation. However our model classification
performance converges to the overall EEGNet accuracy as λ
increases, i.e., weighing a stronger classification performance
more than generative capabilities of the model.

C. Condition-Specific Artificial EEG Synthesis

Figure 5 visualizes generated EEG examples, where sam-
pled latent representations z are exploited with the decoder
network for reconstruction. To further validate the usefulness
of the synthetic EEG data, we employ an evaluation of an
emotion classification on original and synthetic data in Table
I. In the analysis of the prediction performance, we observe
that original data merged with 20% synthetic data from
our model can improve classification accuracy by several
percentage points (from 66% to 69%) vs. only using the
original data. We detect an overall modest increase in many
participants’ classification accuracy with the synthetically
boosted model (20% synthetic data), however we see the
largest increase in emotion recognition increased by 42.85%
by participant 12’s and 31.57% when looking at participant
11, while the largest decrease in accuracy of −17.02% is
observed when decoding the data of participant 4.

High increases in performances for specific subjects us-
ing EEG2Vec’s synthetic data augmentation technique are
likely due to the subject- and session-variant nature of EEG
data which is learned by our model. This phenomenon is
similar to the work by [36], which showed that generating
supplementary synthetic EEG improved steady state visually
evoked potential classification across subjects. We opted
against using a higher percentage of synthetic data since
the models can then easily overfit to the distribution of the
synthetic data. Overall, our results show, that EEG2Vec’s
synthetic EEG data is beneficial to overall increase the
detection ability of newly trained models and can boost the
emotion recognition performance of particular subjects.
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Fig. 6: Mean PSD of original and generated EEG data
(channel: F3, validation set) with EEG2Vec. Affective states
are depicted in different colors. Low frequency can be gen-
erated accurately, while higher frequency signals cannot be
appropriately synthesized as can be seen from the diverging
lines of reconstructed and original PSD-Frequency lines.

TABLE I: Evaluation of synthetic EEG2Vec data that is
additionally used for classification of emotional states.

model accuracy F1 precision recall
negative / neutral / positive

original .66 .66 .55/.60/.83 .52/.63/.82
original + 5% synthetic data .68 .68 .53/.56/.82 .65/.56/.82
original + 20% synthetic data .69 .65 .51/.57/.71 .68/.57/.71

Our architecture is able to generate visually-representative
EEG data with relevant low-frequency components. Looking
at the power-spectral density (PSD) plot in Figure 6, the
reconstruction ability for lower frequency (≤ 10Hz) of the
original EEG signal is good, because at a low-frequency
of 1Hz both reconstructed and original signal starting with
a PSD of -25 to -30 dB followed by the same downward
PSD curve trend. Here, the mean PSD is calculated by
averaging over all observation EEG sequences the Welch’s
power-spectral density results with frequency min/max of
2/41 Hz, FFT length of 200 and 50 observations overlap.
However, higher frequency (> 10Hz) cannot be learned
appropriately as the PSD values differ heavily (generated
PSD values range from -60 to -75 dB whereas the original
signal are from -35 to -40 dB). This can be partly explained
by the up-sampling components of the generator network
which introduce aliasing frequency artifacts [32] as well as
noise artifacts in the inputs are not captured.

D. Effects of Disentangling in Latent Space

Lastly, we examine reconstruction performance of
EEG2Vec by varying the KL-divergence factor β while regu-
larizing the latent space. With increasing β, the factors of the
learned embedding are directed towards a more disentangled
form, i.e., statistical independence than on reconstruction,
which results in more uncorrelated latent features with less
reconstruction ability. If each variable in the inferred latent
representation z is only sensitive to one single generative
factor and relatively invariant to other factors, we will
say this representation is disentangled. Having disentangled
representations can help to reduce information overlay from
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Fig. 7: t-SNE visualizations of latent embeddings z for
varying latent space regularization weights β.

different factors, and promote better interpretability and
easier generalization to a variety of tasks [45].

For all β values depicted in Figure 7, z is showing positive
emotions in a discriminative region. We also observe that
with higher β (lower plots) negative and neutral affective
state z are showing more discriminative clusters which are
depicted more clearly in different subspaces. Results indicate
that higher disentanglement can favor higher distinction
between affective states of the clusters.

VI. DISCUSSION

We propose EEG2Vec as a mechanism to learn latent
representations of affective EEG data that allow for general
use in various generative and discriminative machine learning
paradigms. Our model learns vectorized representations (i.e.,
embeddings) of EEG responses to emotional videos that are
discriminative of the affective states, as well as sufficiently
representative to generate synthetic EEG data. In doing so,
learned embeddings can also be used to generate synthetic
EEG data that is both participant- and emotion-specific,
simply by sampling from the latent state probability function.
Our results altogether show that the proposed architecture is
able to learn both efficient (lower dimensionality with z)
and expressive (able to maintain useful properties with z)
representations. One important limitation of our approach lies
on the accessible training dataset infrastructure. It is naturally
likely that the amount of participant-specific data can impact
optimization if not accounted for. So far we only considered
learning from a balanced training data set in terms of partici-
pant IDs and class labels by stratifying our available training
set size. Nevertheless the proposed EEG2Vec pipeline with
sufficient amount of data allows future research to exploit
low-rank EEG representations with less memory demand for
general purpose edge applications (e.g., wearable computing
[58], [59] or human-robot interaction [60]).
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ABSTRACT
Deep learning based electroencephalography (EEG) signal
processing methods are known to suffer from poor test-
time generalization due to the changes in data distribution.
This becomes a more challenging problem when privacy-
preserving representation learning is of interest such as in
clinical settings. To that end, we propose a multi-source
learning architecture where we extract domain-invariant
representations from dataset-specific private encoders. Our
model utilizes a maximum-mean-discrepancy (MMD) based
domain alignment approach to impose domain-invariance for
encoded representations, which outperforms state-of-the-art
approaches in EEG-based emotion classification. Further-
more, representations learned in our pipeline preserve do-
main privacy as dataset-specific private encoding alleviates
the need for conventional, centralized EEG-based deep neural
network training approaches with shared parameters.

1. INTRODUCTION

Over the past decades, electroencephalography (EEG) based
emotion recognition gained significant interest towards devel-
oping affective neural-machine interfaces [1]. However, due
to the costly data collection processes, large EEG datasets
recorded under emotion eliciting experimental paradigms are
not ubiquitous. Several small scale affective EEG datasets
were previously introduced, which however highly differ in
their experimental setups (e.g., stimuli, emotion labels). This
introduces the well-known domain adaptation problem, i.e.,
models trained to recognize emotions on one of these datasets
commonly fails to solve the same task for another dataset.
In order to make EEG-based emotion recognition algorithms
suitable for a variety of experiments and real-life scenarios,
it is crucial to obtain a model that can tackle this task across
multiple datasets. One approach to achieve this from a deep
learning perspective is to extract and exploit domain-invariant
representations from multi-channel EEG data.

Recent work have shown significant promise in using in-
variant representation learning from time-series EEG data for
cross-subject generalization [2–4], while learning across mul-
tiple dataset sources remains an open question. Notable meth-
ods successfully introduced adversarial censoring for domain
invariance, widely known as DANN [5], in various EEG de-
coding tasks [2, 3], including emotion recognition [4]. Ad-
versarial domain regularization with DANN [5] considers a
cross-domain shared encoder that extracts features from data
of all subjects, and two classifiers: a task and a domain classi-
fier. During training the encoder is adversarially penalized on
the domain classification loss, which enforces the model to-
wards learning domain-invariant representations. In this work
we take a different approach to invariant EEG representation
learning by further considering to preserve domain privacy
that is of critical importance in clinical settings [6, 7].

We propose a multi-source learning framework for do-
main invariant representation learning from time-series sig-
nals such as multi-channel EEG recordings. From a differ-
ent perspective than adversarial learning methods, our frame-
work consists of a private feature encoder per domain and a
cross-domain shared classifier, where we utilize a maximum-
mean-discrepancy (MMD) [8] based domain alignment loss
across private feature encoders to minimize domain-specific
leakage within the learned representations. Our contributions
in this work are three-fold: (1) We introduce a deep neural
signal processing architecture where EEG time-series are pri-
vately encoded at the source end and only the learned rep-
resentations are shared to a global classifier that enables de-
centralized cross-dataset learning by preserving domain pri-
vacy. (2) We reveal large dataset domain specific variances
in conventionally trained centralized pipelines, and demon-
strate that regularizing latent representations via an MMD-
based domain alignment loss enables dataset source indepen-
dent representation learning. (3) We show that the use of
adaptive batch normalization layers in such multi-source set-
tings prevent performance decrease at inference time.
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2. MATERIALS AND METHODS

2.1. Experimental Data

Benchmark Affective EEG Datasets: We used four publicly
available EEG-based emotion recognition datasets: DEAP
[9], DREAMER [10], SEED [11, 12], SEED-IV [13]. Dur-
ing EEG recordings subjects were presented audio-visual
stimuli that are expected to elicit distinct emotions. Differ-
ences in the experimental setups lead to a variability in the
structure of data samples and their labels. SEED and SEED-
IV contain 62-channel EEG recordings sampled at 200Hz,
whereas DEAP contains recordings from 32 electrodes and
DREAMER from 14, both sampled at 128Hz. Emotion labels
of SEED and SEED-IV represents one out of three and four
discrete emotions respectively, labeled by the stimuli that the
subjects were presented. For DEAP and DREAMER post-
recording subject self-assessment ratings on the valence and
arousal continuous scales were included as the labels.
Label Transformation: To realize our cross-dataset exper-
imental analyses, we transformed the label spaces across all
four datasets into a common set. We determined the three dis-
crete emotions Negative, Neutral, and Positive (as also used
in the SEED-dataset) as the common label-space. Using k-
means clustering in the two-dimensional label space of Va-
lence and Arousal for DEAP, and DREAMER datasets, we
determined four clusters corresponding to the four discrete
emotions used as labels in the SEED-IV dataset: Fear, Sad,
Neutral, Happy. We merged the former two into being the
Negative class, and considered Happy to be the Positive class.
Hence we obtained three class labels in a unified manner.

2.2. Multi-Source EEG Processing for Private Encoding

We will denote multiple datasets Dk consisting of time-series
EEG signal epochs and corresponding emotion label of the
experiment paradigm as pairs (sj , lj). We pre-process the
signals to serve as input to our architecture as follows. First,
we perform baseline correction for signals sj using a three-
second time-window and apply a 4−40Hz Butterworth band-
pass filter. Since the length of the available sj differ within
each dataset, we used only the last T seconds of each avail-
able signal with T being the length of the shortest time-series
in the dataset, i.e., 60, 64, 185, 50 for DEAP, DREAMER,
SEED and SEED-IV respectively. Then, we segment the sig-
nals into non-overlapping 2 s windows that will be used as
inputs xi to our model. We assign the label lji to each win-
dow xi. All pairs of xi and corresponding labels yi obtained
from a dataset are considered as a processed data-source Xk.

To balance the number of samples across data-sources and
with respect to the label for each data-source individually,
we applied stochastic undersampling while constructing our
training set. We split the data into the training (60%), val-
idation (20%) and test (20%) sets, while we assure that the
stratification constraints hold for each subset individually.

2.3. Multi-Source Learning Framework

Domain Aligned Private Encoders (DAPE): Our model
consist of one private encoder per data-source and a shared
classifier. While the encoder can be designed arbitrarily for
each data-source, for proof of concept we used the DeepCon-
vNet architecture [14] for our all data-sources. We replaced
the final pooling layer in DeepConvNet by an adaptive av-
erage pooling layer, that introduces the flexibility to control
the number of features nz in the latent representation z. In
our models we chose nz = 50 as the best results in terms
of the balance between emotion classification and domain
invariance were achieved. One extension of our model to-
wards achieving better domain adaptation, which we denote
by adaptive DAPE (aDAPE), considers the use of adaptive
batch normalization layers [15]. Such layers were also re-
cently used in deep EEG analysis by [16, 17], instead of
conventional batch normalization. By doing so, we ensure
each layer of any given encoder to receive data from a similar
distribution at test time as well, as samples are normalized by
the statistics estimated from the utilized mini-batch.

During each forward pass, a batch of B samples from
xi ∼ Xi are drawn and used as input to each of the M en-
coders, represented through the parameters θi, i ∈ {1, . . . ,M},
with M also being the number of data-sources. We consider
the output representations zi = f(θi, xi) ∈ RB×nz of each
encoder as samples drawn from independent data-source
distributions. To overcome the problem of domain shift
across encoders and regularize the encoders towards learn-
ing domain-invariant representations, we use an MMD [8]
based domain-alignment loss LDA using Gaussian kernels
with σj ∈ {10, 15, 20, 50}. Rather than computing the MMD
for all combinations of data-sources, we randomly sample
M pairs of distributions {(z(i)p , z

(i)
q )}Mi=1, p, q ∈ {1, . . . ,M}

such that p 6= q, calculate the MMD loss [8] between them
and accumulate in the domain alignment regularizer:

LDA =

|σ|∑
j=1

M∑
i=1

MMD2(z(i)p , z(i)q , σj), (1)

where |σ| denotes the cardinality for the pre-defined set σj is
chosen from and MMD2(z

(i)
p , z

(i)
q , σj) is defined as follows:

MMD2 =
1

B(B − 1)

B∑
m=1

B∑
n=1
n 6=m

ϕ(z(i)pm , z
(i)
pn , σj)

+
1

B(B − 1)

B∑
m=1

B∑
n=1
n 6=m

ϕ(z(i)qm , z
(i)
qn , σj)

− 2

B2

B∑
m=1

B∑
n=1

ϕ(z(i)pm , z
(i)
qn , σj), (2)
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Fig. 1. DAPE Architecture. Each color represents one data-source. Signals x1 from each data-source Xi are processed by a
private encoder. Output representations zi are then used to calculate the domain-alignment loss LDA via Eq. (1). In addition,
output representations are concatenated to a representation z ∈ R(B∗M)×nz and used as input for a shared classifier. Classifier
outputs a batch of predictions ŷi for each batch of signals xi. Corresponding batches of labels yi are concatenated in the same
way as the latent representations zi and used together with the predictions for the calculation of the cross-entropy loss LCE .

with ϕ(z(i)pm , z
(i)
qn , σj) being the Gaussian kernel function:

ϕ(z(i)pm , z
(i)
qn , σj) = exp

(
−‖z(i)pm − z

(i)
qn ‖2

2σ2
j

)
. (3)

All batches of representations zi are then stacked to one vec-
tor of representations z ∈ R(B∗M)×nz , and used as input for
the classifier with parameters θC to compute predicted emo-
tions ŷ. We train the network with a categorical cross-entropy
loss function LCE = −

∑M∗B
j yj log(ŷj). Note that only

the parameters θC and θi (parameters of the encoder that pro-
cessed a sample xj) contribute to the prediction of an individ-
ual sample ŷj , which ensures that only the classifier and the
encoder i are optimized based on the gradient of the loss.

Multi-Objective Optimization: Training of DAPE can be
considered as a multi-objective optimization. On one hand,
we want to minimize the cross-entropy loss for the classi-
fication task and one the other hand we want to minimize
the domain-alignment loss LDA for learning domain-invariant
representations. We assume that these goals are not contra-
dictory and that the classification task gets more robust using
domain-invariant representations of the samples. To control
the domain-invariance of representations we use a hyperpa-
rameter κ as the tunable weight in the optimization problem:

θ∗1 , . . . , θ
∗
M , θ

∗
C = argmin

θ1,...,θM ,θC

LCE + κLDA. (4)

We use an annealing update scheme for κ as proposed by [18,

19]. To ensure that the domain alignment does not lead the
encoders to learn task-irrelevant representations, we start the
training with κ = 0 and increase it with the beginning of the
5th epoch by a rate of 0.25 per epoch. To prevent the domain-
alignment loss dominating the cross-entropy loss in the later
epochs, we stop updating κ by the 70th epoch and retain the
value of 16.25 for all subsequent epochs.

2.4. Quantifying Domain-Invariance of Representations

One of the motivating goals in our architecture is to preserve
domain privacy at the data-source end, as well as ensuring
that an attacker not being able to deduce the information con-
cerning the data-source from latent representations. To assess
invariance of learned representations via DAPE, we firstly
compute the latent representations zi of all samples in the
test set. We use 80% of the samples to train a domain clas-
sifier using the data-source ID as label. We subsequently
evaluate the domain-invariance of the representations by cal-
culating the achieved accuracies of these domain classifiers
on the remaining 20% of the test set representations. Note
that a lower 4-class domain-classifier accuracy corresponds
to a higher domain-invariance of the learned representations,
which is favorable for multi-source learning. We considered
a multitude of learning machines as domain classifiers (e.g.,
support vector machines (SVM), quadratic discriminant anal-
ysis). Since all domain classifiers showed similar results we
report our results with linear SVMs in Section 3.2.

1238

Authorized licensed use limited to: Meta (formerly Facebook). Downloaded on September 09,2022 at 04:03:15 UTC from IEEE Xplore.  Restrictions apply. 

117



Table 1. Accuracies of 3-class emotion classification evaluated with DAPE, aDAPE and baseline methods: local and global
baseline models, and DANN architecture. Bottom row shows the results of the linear SVM used to assess the 4-class domain-
invariance. Local baseline corresponds to using four independent networks (i.e., dataset-specific encoder and classifiers) without
any regularization or domain-alignment.

Local Models Global Model DANN [5] DAPE (Ours) aDAPE (Ours)

Emotion
Classification (↗)

DEAP 50.01% (±0.58) 40.02% (±1.09) 39.81% (±0.87) 47.81%(±0.24) 47.99%(±1.30)
DREAMER 59.03% (±2.41) 43.78% (±1.28) 42.30% (±1.60) 49.13%(±1.54) 48.70%(±1.99)

SEED 56.19% (±1.97) 42.93% (±0.95) 42.63% (±0.26) 51.72%(±0.67) 53.45%(±2.05)
SEED-IV 42.42% (±3.64) 34.55% (±0.78) 34.57% (±0.56) 41.94%(±0.64) 43.25%(±1.07)

Mean 51.91% (±2.15) 40.32% (±0.42) 39.82% (±0.33) 47.65%(±0.13) 49.09%(±1.49)

Domain
Classification (↘) Mean 99.87% (±0.15) 60.11% (±3.47) 66.17%(±4.45) 82.83%(±3.18) 52.76%(±2.92)

3. EXPERIMENTAL RESULTS

3.1. Emotion Classification

Table 1 summarizes our results on the emotion classification
task. Here local models indicate four independent networks
processed on each data-source individually (i.e., DAPE with
M = 1), which would be a baseline approach if one is not
interested in domain-privacy or representation invariance. To
the contrary, the global model indicates a baseline where one
trains a single, unified model by pooling all data-source in-
puts into one unified training set, however constraining both
the amount of training data and the encoder specifications to
be uniform and shared across all data-sources. DANN [5] de-
picts an invariant representation learning approach that was
previously considered for EEG decoding in [2, 4], where one
can train a model adversarially by censoring the data-source
ID relevant information from latent representations to impose
invariance, without considering data-source privacy.

While the global model and DANN perform only slightly
above chance level (33%) in emotion classification, we ob-
serve that DAPE and aDAPE clearly outperform the baseline
approaches that learns a unified model for emotion classifica-
tion, while simultaneously ensuring data-source privacy. Fur-
thermore, we observe that aDAPE is also only slightly be-
low the average of the extensive local models (49.09% vs.
51.91%), although solving this task across multiple domains
poses a more challenging problem than learning locally.

3.2. Domain-Invariance of the Learned Representations

Domain-invariance of the learned representations estimated
through the linear SVM are shown at the bottom row of
Table 1. We observe that aDAPE shows the highest domain-
invariance in the learned representations, where in all other
models the linear SVM was able to deduce the data-source
ID from the representations with > 60% accuracy. Achieved
domain-invariance is ∼ 14% higher for aDAPE than for
DANN, and ∼ 47% higher than for the local models. Fur-

thermore, it is important to note that the performance of the
domain classifier is much higher (∼ 30%) for aDAPE than
for DAPE, from an ablation study perspective. This signif-
icant gap results in the use of adaptive batch normalization
layers. Overall emotion classification accuracy of aDAPE
is higher than of DAPE, and achieved domain-invariance
of representations is also stronger (while still being slightly
above the chance-level), confirming our hypothesis that us-
ing domain-invariant representations in multi-source settings
helps by making the classification task more robust.

4. CONCLUSION

We present Domain Aligned Private Encoders as a multi-
source learning framework for domain-invariant representa-
tion learning, and demonstrate its feasibility on an EEG-based
emotion classification task using data from four publicly
available datasets. Different than state-of-the-art adversar-
ial training approaches to learn invariant EEG representa-
tions [2–4], we utilize an MMD based domain alignment
loss [16, 20] across dataset-specific private feature encoders.
Proposed deep neural signal processing architecture encodes
multi-channel EEG time-series signals privately at the source
end and only the learned representations are shared to a global
classifier. Our decentralized invariant representation learn-
ing approach and use of adaptive batch normalization layers
improved performance in our experimental analyses.

Accessible EEG data is generally present in small datasets,
which are also distributed across various countries and/or lab-
oratories. Due to naturally occurring data privacy concerns,
we believe that such architectures as proposed in this work
make common use of private data representations more con-
venient and real-life applicable (e.g., clinical time-series
monitoring [21], personalized BCI-based stroke rehabilita-
tion protocols [6, 22]), hence our work advances the area of
cross-domain transfer learning for EEG signals in that sense.
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Exploiting Multiple EEG Data Domains with Adversarial Learning

David Bethge1,2, Philipp Hallgarten1,3, Ozan Özdenizci4,5,
Ralf Mikut3, Albrecht Schmidt2, Tobias Grosse-Puppendahl1

Abstract— Electroencephalography (EEG) is shown to be a
valuable data source for evaluating subjects’ mental states.
However, the interpretation of multi-modal EEG signals is
challenging, as they suffer from poor signal-to-noise-ratio, are
highly subject-dependent, and are bound to the equipment and
experimental setup used, (i.e. domain). This leads to machine
learning models often suffer from poor generalization ability,
where they perform significantly worse on real-world data
than on the exploited training data. Recent research heavily
focuses on cross-subject and cross-session transfer learning
frameworks to reduce domain calibration efforts for EEG
signals. We argue that multi-source learning via learning
domain-invariant representations from multiple data-sources
is a viable alternative, as the available data from different
EEG data-source domains (e.g., subjects, sessions, experimental
setups) grow massively. We propose an adversarial inference
approach to learn data-source invariant representations in this
context, enabling multi-source learning for EEG-based brain-
computer interfaces. We unify EEG recordings from different
source domains (i.e., emotion recognition datasets SEED, SEED-
IV, DEAP, DREAMER), and demonstrate the feasibility of our
invariant representation learning approach in suppressing data-
source-relevant information leakage by 35% while still achieving
stable EEG-based emotion classification performance.

Index Terms— adversarial learning, domain invariance, EEG.

I. INTRODUCTION

Electroencephalogram (EEG) based brain-computer inter-
face (BCI) systems aim to identify users’ intentions from
brain recordings with potential uses in neurorehabilitation
systems [1]. However, moderate decoding accuracies have
limited the practical use of BCIs [2], [3]. Due to the high
data collection efforts and costs, EEG datasets highly diverge
in their recording environment (e.g., stimulus), the equipment
and devices, and the ground truths derived. Shortage of
large and homogeneous BCI datasets limits the choice of
applicable models and causes a high effort if individual
models are to be used for each domain. Imbalance of EEG
data source domains for classification is therefore prevalent
and posing important challenges for EEG-based BCIs.

Transfer learning across different data domains as such
has been extensively studied over the past decades in com-
puter vision [4], [5], proposing convolutional neural net-
works (CNNs) to extract domain-invariant features for im-
age search and classification across domains. Subsequently,
transfer learning on neurophysiological recording datasets

1 Dr. Ing. h.c. F. Porsche AG, Stuttgart, Germany.
2 Ludwig-Maximilians University, Munich, Germany.
3 Karlsruhe Institute of Technology, Karlsruhe, Germany.
4 Institute of Theoretical Computer Science, TU Graz, Austria.
5 TU Graz-SAL DES Lab, Silicon Austria Labs, Graz, Austria.
Corresponding author: P. Hallgarten (philipp.hallgarten1@porsche.de).

(e.g., EEG) is becoming an active research field [6]. General-
ized neural decoder learning for across recording modalities
(multi-corpus) on electrocorticography data has been recently
proposed by [7]. Their approach was shown to generalize to
new participants and recording modalities, robustly handle
variations in electrode placement, and allow participant-
specific fine-tuning with minimal data. Also recently, [2]
discussed an online pre-alignment strategy for aligning the
motor imagery EEG recording distributions of different sub-
jects before training and inference processes, and showed to
significantly improve generalization across datasets. Towards
a similar goal, [8], [9] proposed an invariant representation
learning scheme using adversarial inference to enable cross-
nuisance transfer learning in EEG signal classification with
deep neural networks. Empirical assessments on EEG decod-
ing tasks revealed that cross-subject [8] or cross-session [9]
representations can be learned with such models. Cross-
subject EEG transfer learning have been also explored for
emotion recognition to generalize existing models to new
subjects, and thereby reducing the demand for the calibration
data amount effectively for new subjects [10].

In light of recent work on enabling multi-corpus learn-
ing from neurophysiological data [2], [11], [12], [13], we
propose an adversarial machine learning approach to unify
different raw EEG time-series and pre-process them accord-
ingly. Unlike previous work that has focused on learning
scenarios across subjects or sessions, we explore dataset-
invariant representations via an adversarial learning frame-
work that can be used in EEG multi-label settings. Our
approach aims at expressing robust task-relevant EEG fea-
tures in a latent representation for emotion recognition across
several datasets, by limiting the representation to not learn
nuisances specific to these datasets, hence being dataset
invariant. We evaluate our framework against the competing
baseline of a state-of-the-art deep learning encoder-classifier
network trained on the unified set of all data sources.

Our contributions in this work are as follows: (1) We
present a unifying EEG pre-processing framework for fus-
ing different raw EEG time-series datasets and associated
emotion state labels for transfer learning. (2) We propose an
adversarial machine learning framework on multivariate EEG
time-series to learn dataset-invariant representations to pre-
dict EEG class labels. (3) We present an experimental study
on assembling four publicly-available EEG datasets in the
field of emotion recognition, and show that our approach can
learn dataset-invariant representations i.e., transfer emotion-
relevant EEG signals across datasets containing data from
different subjects and measurement conditions.
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Fig. 1. Overview of the network architecture proposed for adversarial
domain adaptation across multiple EEG datasets, consisting of an encoder
and two separate dense layer classifiers (i.e., a classifier network for
emotions and an adversary network that identifies the EEG data-source ID).

II. METHODS

A. Notation and Problem Statement

Let {(Xi, yi, si, di)}ni=1 denote the data samples consist-
ing observations from a data generation process with X ∼
p(X|y, s, d), y ∼ p(y), s ∼ p(s), and d ∼ p(d), where
Xi ∈ RCi×Ti is the raw trial EEG data from data-source di
during trial i recorded from Ci channels for Ti discretized
time samples, yi is the corresponding emotion label, that can
either be a discrete state yi ∈ {1, .., Y } or a vector yi ∈ RY

depending on the data-source, and si ∈ {1, 2, . . . , S} denotes
the subject identification (ID) number for the participant that
the trial EEG data is recorded from. Since the subject IDs
and emotional labels are defined and used differently within
different data-sources, it is necessary to pre-process the data,
as described in more detail in Sec. III-C. To describe the data-
source origin of a particular EEG epoch, di ∈ {1, . . . , D}
specifies the data-source ID of Xi. Note that for our problem
of interest, the underlying assumption here is s and y as well
as d and y being marginally independent, i.e. the probability
of a certain emotion is the same for all subjects and across
all data-sources. We achieve this by balancing the samples
with respect to the subject IDs and the data-source IDs, as
further described in Sec. III-D.

We can distinguish two approaches to combine multiple
data-sources in a learning pipeline: (1) pre-processing the
samples and labels of the data-sources, so that they can
be processed by the same encoder framework, and (2)
training individual encoder frameworks for each data-source,
while ensuring a consistent latent representation among all
frameworks. For the scope of this paper, we will investigate
the first approach, whereas our adversarial training pipeline
is applicable to both. Given training data the aim is to learn
a discriminative model that predicts y from observations
X . For such a model to be generalizable across datasets,
ideally, the predictions should be invariant to d, which will be
unknown at test time. Herein, we regard d as nuisance param-
eters involved in the EEG data generation process and aim
to learn a parametric model that can be generalized across
different data sources and learns robust representations.

B. Adversarially Learned Invariant EEG Representations

We train a deterministic encoder with parameters θenc
to learn representations h = f(X; θenc) given the training
data. We discuss the encoder network specifications in detail
in Sec. II-C. Obtained representations h are used as input

Algorithm 1: Adversarial multi-source EEG neural
network training scheme.

input : η learning rate, λ adversarial reg. weight
for epoch← 0 to epochs do

for batch← 0 to batches do
# Forward pass the input through the encoder

to compute representation
h← f(X; θenc)
# Update parameters of the adversary
θadv ← θadv − η∇θadv

E[−λ log qθadv
(d|h)]

# Update parameters of the encoder and
emotion classifier
θenc ← θenc − η∇θencE[− log qθclf (y|h) +
λ log qθadv

(d|h)]
θclf ← θclf − η∇θclfE[− log qθclf (y|h) +
λ log qθadv

(d|h)]
end

end

separately to both a classifier network with parameters θclf to
estimate y, as well as an adversary network with parameters
θadv , which aims to recover the data-source variable d.
Respectively, the classifier and adversary networks estimate
the likelihoods qclf (y|h) and qadv(d|h).

We aim to filter factors of variation caused by d within h.
To achieve this, we propose an adversarial learning scheme.
The adversary network is trained to predict d by maximizing
the likelihood qadv(d|h). At the same time, the encoder is
trying to conceal information regarding d that is embedded
in h by minimizing that likelihood, as well as retaining suffi-
cient discriminative information for the classifier to estimate
y by maximizing qclf (y|h). Overall, we simultaneously train
these networks towards the following objective:

min
θenc,θclf

max
θadv

E[− log qθclf (y|h) + λ log qθadv
(d|h)] (1)

with θenc represented through h = f(X; θenc). A higher
adversarial regularization weight λ > 0 enforces stronger in-
variance from d trading-off with discriminative performance.
We use stochastic gradient descent (or ascent) alternatingly
for the adversary and the encoder-classifier networks to op-
timize Eq. (1). Note that setting the regularization parameter
λ = 0 indicates training a regular neural network.

C. Neural Network Architecture and Training

Proposed model is illustrated in Figure 1. The encoder
network maps each input sample Xi to a latent representation
vector hi, which is used as input to two separate single dense
layer classifiers. The first classifier, i.e. emotion classifier,
predicts an EEG class label yi, i.e., an emotional label. The
second classifier, i.e. adversary network, serves as an EEG
domain classifier and predicts the data-source ID di of the
current training data sample. To solve the objective in Eq. 1,
we update the parameters of the adversary network (i.e.,
domain classifier) and the encoder-emotion classifier network
pair alternatingly on each batch. Our model training pipeline
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is outlined in Algorithm 1. While the proposed architecture
is not restrictive to any neural network specification, during
our evaluations, for the encoder we used the state-of-the-art
convolutional DeepConvNet EEG encoder backbone [14].

III. EXPERIMENTAL STUDY DESIGN

A. Datasets

We regard four commonly-used and open-source EEG-
based emotion recognition experiment datasets as our data-
sources, namely SEED [15], SEED-IV [16], DEAP [17], and
DREAMER [18]. All datasets contain EEG signals recorded
from multiple subjects that were exposed to audio-visual
stimuli such as music videos. The EEG signals are labeled
with the emotion, that the subject is assumed to have felt
during recordings. The datasets mainly differ from each
other in three points. First, the experimental setup used for
recording, including the number of sessions performed per
subject or the used emotional stimuli. Second, the character-
istics of the EEG signals, including the number of electrodes
(channels) used or the sampling rate. And third, the emotion
representation model used to determine the ground truth for
the signals. An overview over the specifications of the used
datasets can be found in Table I.

B. EEG Pre-Processing

We use only channels Ci which are within all datasets,
i.e., C = {’AF3’, ’AF4’, ’F3’, ’F4’, ’F7’, ’F8’, ’FC5’,
’FC6’, ’O1’, ’O2’, ’P7’, ’P8’, ’T7’, ’T8’}. Furthermore, we
downsample all recordings to the minimum sampling rate
of the datasets, i.e., 128Hz. This downsampling procedure
ensures that the model can analyze the EEG time-frequency
patterns coherently with the same encoder architecture. The
non-zero averages of some of the EEG Signals would lead
to increased activation within the neural network. Therefore
we calculate the mean value of each channel during the first
three seconds of each experiment and subtract it from the
whole time series. As some of the EEG signals provided
to us are already bandpass filtered using different cut-off
frequencies, we bandpass-filter the signals again, using a
Butterworth bandpass filter, preserving the smallest common
frequency-band all examples contain, i.e., 4Hz to 45Hz.

Finally, all the time series are cut into 2 seconds non-
overlapping windows, resulting in a data sample space of
dimension Rn×14×256 where n is the number of window
segments [19]. Note that in doing so, we make a rather weak
assumption that the emotion representation in EEG is stable
throughout the experiment, which makes the problem harder
for us with the presence of noisy labels.

Overall, we note that through the downsampling and chan-
nel selection (least common divisor approach), we discard
valuable (high-frequency) EEG information, which poses a
limitation of our model’s classification performance.

C. Emotion Category Label Conversion

To date, no unified emotion model across datasets exists,
and the various established models can often only be partially
compared or mapped into one another. Among the datasets

we used, two (SEED and SEED IV) employ a discrete
state emotion model. In contrast, DEAP and DREAMER
used a dimensional model by assessing each emotion by
a quantitative expression in several dimensions. The three
established dimensions Valence, Arousal, and Dominance are
used in both DEAP and DREAMER.

For our experimental studies, we transformed the differ-
ent emotion representations into a common representation.
Since the discrete states are not differentiated enough to
be reasonably mapped into a dimensional model, we con-
verted all representations into a discrete emotion model
with three states (negative, neutral, positive). As the SEED
dataset already uses these states, no transformation was
necessary. By assuming that in the dimensional emotion
models of DEAP and DREAMER there are four clusters
associated with the states sad, fear, happy, and neutral we
first transferred these representations into a discrete emotion
representation model using k-means clustering. To map the
states of SEED-IV to our emotion label representation, we
made the rather reasonable assumption that fear and sad are
negative emotions and happy is a positive emotion. Merging
the two negative states, we were then able to transform the
label representation into the required emotion state model.

D. Balancing the Samples Across Data Sources

As described in Sec. II-A, we assume yi and si as well
as yi and di to be marginally independent. To obtain the
same distributions p(y|si) for all subjects si and p(y|di) for
all data-source IDs di, we balanced the samples Xi with
respect to the emotion label first for all subjects individually
and later for all data-sources individually. We also took the
same number of subjects with the same data-source IDs,
giving us a fully-balanced dataset. Using a fully balanced
and stratified dataset as such allows us to eliminate biased
predictions due to imbalanced samples and ensures that our
approach is enforced to not biased on certain participants,
data-sources or emotion class labels.

E. Experimental Configurations

We evaluated our model using (1) pre-processed EEG time
series in conjunction with the deep neural network (DNN)
architecture, and (2) manually extracted power spectral den-
sity (PSD) features from the preprocessed time series as input
[16]. 1 In order to also test binary classification performance,
in a different set of experiments we omitted the observations
with a neutral emotion label and evaluated binary classifica-
tion using the same time-series DNN architecture.

We performed five repetitions of each experiment by using
60% of the preprocessed dataset as the training set, 20%
as the validation set, and 20% as the test set. We ensured
that the specified requirements from Sec. III-D was held for
each of these sets. Maximum number of epochs was always
set to 500 with validation loss based early stopping (which
generally resulted in completion around 50 epochs).

1PSD features were calculated within the delta (1Hz to 4Hz), theta
(4Hz to 7Hz), alpha (8Hz to 13Hz), beta (13Hz to 30Hz), and gamma
(> 30Hz) band for each sample and channel individually.
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TABLE I
DETAILS ON THE USED FOUR DATASET SPECIFICATIONS.

SEED [15] SEED-IV [16] DEAP [17] DREAMER [18]

E
xp

.S
et

up

subjects (male / female) 15 (7/8) 15 (7/8) 32 (16/16) 23 (14/9)
sessions per subject 3 3 1 1
trials per session 15 24 40 18
stimuli film clips film clips music videos film clips or music videos
provided stimuli duration ∼4min ∼2min 1 min ∼1min to 7min

E
E

G

number of channels 62 62 32 14
sampling rate 200Hz 200Hz 128Hz 128Hz
freq. filtering 0Hz to 75Hz 1Hz to 75Hz 4Hz to 45Hz -
baseline removal - - 3s -

L
ab

el
s

emotion representation model discrete discrete dimensional dimensional
self-analysis No No Yes Yes
discrete or continuous discrete discrete continuous (1–9) discrete (1–5)

states / dimensions Negative, Neutral, Positive Sad, Fear, Neutral, Happy Valence, Arousal, Dominance,
Liking, Familiarity Valence, Arousal, Dominance

IV. EXPERIMENTAL RESULTS

A. Investigating Domain-Specific Leakage during Training
For preliminary verification purposes, we monitored the

dataset domain specific information leakage throughout train-
ing. We assess this by observing (1) the predictions made by
the adversary network throughout epochs, as well as (2) an
independent naı̈ve Bayes classifier that is fitted per epoch on
the current latent representation to predict the dataset ID.

Figure 2(a) illustrates the prediction accuracies of the
adversary network during training. Note that for the baseline
model with λ = 0, an adversary was still trained along-
side the classifier to simply monitor di-relevant information
leakage, without impacting the total loss or gradient-based
parameters updates of parameters. We observe that adversar-
ially censored models yield chance-level dataset prediction
accuracies, whereas the baseline models show undesired
dataset-relevant information leakage throughout training.

We present the results of the independently epoch-wise
fitted naı̈ve Bayes classifier in Figure 2(b). We observe
that for higher λ values (hence imposing stronger domain-
invariance) estimated leakage starts to decrease with trained
epochs, which again implies that our approach leads the
encoder to reduce the d-relevant leakage in the latent space.

B. Impact of Adversarial Learning on Classification
The classification performance of the emotion classifier

depends on the choice of the hyperparameter λ, due to the
revealed influence of the d-invariance imposing optimization
scheme. Figure 3 shows final test set accuracies of the two
classifier ends (emotion and dataset ID classification) of the
overall architecture for different λ choices. We consistently
observe that the accuracy of the emotion classifier is not sig-
nificantly impacted with increasing λ, however then starting
to decrease due to high adversarial censoring leading to loss
of emotion-relevant discriminative information in the latent
representations. Regarding the accuracy of the domain (data-
source ID) classifier, censoring accordingly with λ > 0 leads
to the data-source no longer be meaningfully decoded by the
adversary network, while there was an observed >50% data-
source ID classification accuracy by the domain classifier for
λ = 0 baseline models, i.e., regular CNNs.
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Fig. 2. Domain-relevant leakage throughout training by (a) observing
accuracy of the adversary network, (b) fitting Naı̈ve Bayes classifiers to
predict d from h, for different adversarial censoring hyperparameter choices
λ. The training progress is normalized to percentage by the early stopping
end epoch. The black line indicates the chance level.

C. EEG Classification Results

Our method works on a very restricted dataset as described
in Sec. III to test representation transfer capabilities across
four emotion recognition datasets. Since in our experiments
we utilize intersecting subsets of channels in each data-
source and filter accordingly, as well as discard observations
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Fig. 3. Comparison of the mean emotion classification and data-source
identification accuracies for different hyperparameters λ, averaged over 5
runs. Horizontal dashed lines represent the chance-level accuracy, and black
solid lines show the empirical standard deviation.

from specific classes for stratified sampling, the actual emo-
tion classification task becomes highly challenging.

Table II shows averaged accuracies for the adversarially
learned model, as well as the baseline global model. Our
models achieve an above-chance classification performance
for emotion recognition across all four datasets. We further
showed that invariant models can be learned by reducing the
leakage and maintaining a similar emotional classification
quality to λ = 0 cases (cf. Figure 3).

V. DISCUSSION & CONCLUSION

In this paper we explore robustly transferable patterns
across multiple EEG emotion recognition data-sources. We
present an adversarial learning framework to unify differ-
ent EEG data-sources and labels for multi-source transfer
learning by finding data-source-invariant shareable informa-
tion for multiple EEG-related tasks. Our approach makes
significant pre-processing steps to unify the data basis for
multi-source transfer learning. Thereby, the results indi-
cate that the pre-processing comes at the cost of classi-
fier performance overall. However our adversarial censoring
approach achieves the same classification performance as
simply pooling the data domains together (i.e., training
regular CNNs with pooled datasets with λ = 0) while
giving us the opportunity to restrict the representation to
be highly data-invariant (35% leakage). Our implementa-
tions are publicly available at: https://github.com/
philipph77/ACSE-Framework.

Our work can be extended by adapting the encoder frame-
work to be able to use different EEG input shapes according
to the specified data-source, and as a result, different number
of channels and sampling frequencies can be learned. We
envision an adversarial shared-private model similar to [20]
where some channels are shared among data-sources (as in
our approach) but private (data-source-specific) input can
be incorporated. Our approach can also easily be adapted
to learn representations that are invariant corresponding to
other EEG variation factors e.g., participant ID, by adding
an additional adversarial classifier [21], [22].

TABLE II
MEAN EMOTION CLASSIFICATION ACCURACY BY THE ADVERSARIALLY

LEARNED MODEL AND A BASELINE GLOBAL MODEL TRAINED WITHOUT

ADVERSARIAL CENSORING, AVERAGED OVER 5 RUNS.

Time-Series DNN PSD Features MLP
Time-Series DNN
(binary)

Global 40.37%(±0.65%) 40.26%(±0.36%) 57.63%(±0.77%)
Adversarial 40.48%(±0.70%) 38.74%(±0.65%) 58.17%(±1.63%)
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[3] O. Özdenizci and D. Erdoğmuş, “Information theoretic feature
transformation learning for brain interfaces,” IEEE Transactions on
Biomedical Engineering, vol. 67, no. 1, pp. 69–78, 2019.

[4] E. Tzeng et al., “Adversarial discriminative domain adaptation,” in
Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, 2017, pp. 7167–7176.

[5] F. Zhuang et al., “A comprehensive survey on transfer learning,”
Proceedings of the IEEE, vol. 109, no. 1, pp. 43–76, 2020.

[6] Z. Wan et al., “A review on transfer learning in EEG signal analysis,”
Neurocomputing, vol. 421, pp. 1–14, 2021.

[7] S. M. Peterson et al., “Generalized neural decoders for transfer
learning across participants and recording modalities,” Journal of
Neural Engineering, vol. 18, no. 2, p. 026014, 2021.
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Fig. 1. System architecture overview. ITER takes any multivariate time-series as an input (here: contextual vehicle variables) and
performs a time-series classification (here: predicting driver emotions) while providing explainable feature maps, which display
feature importance of the model’s prediction over time.

Emotion prediction is important when interacting with computers. However, emotions are complex, difficult to assess, understand,
and hard to classify. Current emotion classification strategies skip why a specific emotion was predicted, complicating the user’s
understanding of affective and empathic interface behaviors. Advances in deep learning showed that transformer networks can learn
powerful time-series patterns while showing classification decisions and feature importances. We present a novel transformer-based
model that classifies emotions robustly. Our model not only offers high emotion-prediction performance but also enables transparency
on the model decisions. Our solution thereby provides a time-aware feature interpretation of classification decisions using saliency
maps. We evaluate the system on a contextual, real-world driving dataset involving twelve participants. Our model achieves a mean
accuracy of 70% in 5-class emotion classification on unknown roads and outperforms in-car facial expression recognition by 14%. We
conclude how emotion prediction can be improved by incorporating emotion sensing into interactive computing systems.

CCS Concepts: • Human-centered computing → HCI theory, concepts and models; • Computing methodologies → Machine
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1 INTRODUCTION AND BACKGROUND

Interacting with computing systems can induce a variety of emotions due to a combination of how one feels before,
during, and after an interaction. Knowing the user’s emotional state offers numerous possibilities for empathic and
affective interfaces (e.g., emotion-adaptive lighting and design of emotion-dependent interaction patterns). However,
due to the person-specific and privacy-concerning characteristics of emotions, there is a pressing need for emotion
recognition engines to provide explanations on how the emotion prediction was made by opening the “black-box”
prediction model. Providing explainable post-hoc visualizations can help the users to understand better employed
empathic controls (e.g., changing of lighting because of detected emotions [15]) and reduce privacy concerns. Already in
2000, Picard [28] coined the term “Affective Computing”, envisioning computers to express, sense, and predict emotions.
Such interfaces have gained increased attention in numerous areas, such as the automotive sector or within the domain
of recommender systems, to sense and regulate user emotions. Different sensors were investigated to detect emotional
states, such as facial expression [18, 21], voice analysis [14], self-reports [5], or physiological sensing [10].

Facial expressions have a long tradition as an indicator for the expressed emotions [12] and are used in a variety
of software frameworks1. Typical facial expressions include smiling or frowning as well as head gestures (e.g., nods
and tilts). The detection of facial expressions requires a remote camera within the user’s environment, such as RGB
cameras [8, 23, 26] or infrared cameras [13]. However, facial expressions can be misinterpreted without involving the
user’s context [18] and subjective interpretation [19]. In contrast, physiological sensing utilizes the user’s direct bodily
responses to draw conclusions about the emotional states. Several physiological sensing modalities, such as heart rate,
electrodermal activity, and electroencephalography [3, 11, 33], are indicative of the user’s perceived emotions. However,
such sensors require direct contact with the user (e.g., an electrodermal activity sensor attached to the user’s hand).
Body-worn sensors can thus impact the user experience and usability negatively [36].

Various emotions can be elicited depending on the user’s context. For example, driving is a common use case when
studying user emotions [4, 7, 33]. Thus, various datasets exist that allow to compare the performance of different
classification techniques [2, 4]. In this context, previous research hypothesizes that the driving behavior, style, and
context are indicative of the currently perceived emotions [25]. Here, behavioral characteristics are viewed as emotional
markers.

However, improving time, impact, and the temporal context of emotion classification has not been studied so far. We
close this gap by presenting an explainable model called ITER - Interpretable, Time-Based Emotion Recognition, where
time-dependent contextual features can be analyzed for their influence on emotions. Since driving datasets contain a
large variety of perceived emotions, they are interesting to evaluate emotion classification techniques. Thus, we are
focusing on emotion classification using driving datasets.

Numerous emotion classification methods exist. In general, there are several methods for explaining model decisions,
where essential ones can be grouped into local approximation [22, 29], backpropagation [30, 35] and input-masking
based [27, 32] approaches. Using transformer networks, we focus on visual interpretability in the form of saliency
maps as they display feature time dependencies. They are defined as the weighted combination of the model’s feature
1For example Affectiva: www.affectiva.com
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Fig. 2. Network architecture of our interpretable time-series classification system. The architecture consists of two stages, where the
first consists of parallel 2D convolution layers that preserve the feature dimension. The second stage consists of a 1D convolution
layer, where the resulting feature maps are flattened and forwarded to a dense and the final classification layer.

maps which provide insights into the network’s attention toward feature-time instances within a specific sample. The
feature maps are weighted by individual scores based on their contribution to the classification process. We propose to
use a gradient-based method [30] combined with a forward-scoring method [30] to build interpretable feature maps.
Our feature map thereby determines and visualizes the importance of the neurons for the classification decision. We
omit the disadvantages of gradient-based methods for importances suffering from vanishing gradient problems by
considering forward- and backward-importance derivatives when calculating the feature map.

Assaf et al. [1] introduce the MTEX-CNN, an architecture that performs time-series classification and explains its
predictions by generating saliency maps from a convolutional layer. The creation of these saliency maps relies on the
aforementioned Grad-CAM approach. By applying a convolution along the time dimension for each feature, they can
retain the importance of an individual feature for time for a classification decision. Furthermore, in order to account for
inter-feature dependencies, they apply a 1D convolution. When extracting saliency maps from this layer, they can infer
the network’s attention over all features towards specific time steps.

Tang et al. [31] propose an omni-scale 1D-CNN architecture for time-series classification that aims to cover a wide
range of different receptive fields while relying on only a few layers. In contrast to related work, which defines a kernel
configuration for parallel 1D-CNNs, we define a configuration for parallel 2D convolutions to retain the individual
feature importance over time and thereby ensure feature-wise interpretability. Furthermore, to the best of our knowledge,
no emotion predictor model exists that models the time-feature correspondence.

CONTRIBUTION STATEMENT

This paper makes the following contributions: (C1) We propose a learning architecture to include time as a variable in
emotion recognition systems. (C2) We perform emotion classification with respect to time and contextual dependencies.
These dependencies are interpreted with saliency maps that are extracted with a gradient-based and a forward-score-
based approach. (C3) We present a novel parameter-efficient modeling structure for interpretable time-feature machine
learning classification, making it useful for small-scale HCI datasets.
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2 SYSTEM

In the following section, we describe our technique in detail. Our system needs to make sure to entail the following
requirements: (1) learning time dependencies in the input space, (2) applicable to small-scale HCI datasets, and (3)
preserving feature explainability over time. The architecture proposed is outlined in Figure 2. It is composed of two
subsequent parts, where the former deals with determining individual time-dependent feature importance while the
latter focuses on determining time importance over the complete feature set.

We consider a multivariate time series input for our multi-class classification problem. In order to make our model
adaptive to small-scale experimental HCI datasets, we aim to minimize the number of trainable parameters. Inspired
by [31], we define an architecture that captures a maximal variation of receptive fields while using a minimal amount
of layers by applying different kernel sizes in parallel at several stages in the network. While [31] apply this approach
to 1D convolutions, we apply it on our parallel 2D convolution layers where the kernel size is kept constant along the
feature dimension. Thus, when applying the gradient and forward score-based approaches, we can distinguish between
individual feature contributions toward the classification decision. This is essential for the user to infer the influence of
the time-context instances on the emotion classification.

Building Interpretable Feature Maps. The feature maps that we generate are saliency maps that help the user understand
the model’s decisions. The activation feature maps that are extracted from the last 2D convolution layers represent a
visualization of the network’s attention towards specific features over time to a particular classification decision.

We determine activation feature maps based on the Grad-CAM method introduced by [30] and the Score-CAM
method from [32]. Both Grad-CAM and Score-CAM are needed, as Grad Cam uses backward gradient calculation of
feature importances, whereas Score-CAM is able to escape the vanishing gradient problem and uses forward-pass scores
concerning the target class. In Grad-CAM, we calculate the gradients of the class with respect to the activations and
average over the number of time instances of all features. A high value indicates a strong contribution of the individual
instances in the feature maps towards the classification of the specific 𝑦 class. On the other hand, we use the Score-CAM
method from [32], which deals with possible shortcomings of gradient-based methods like the vanishing gradient
problem. The approach does not rely on the gradient-based weights by determining the activation map weighting
through the forward pass scores concerning the target class. We achieve an interpretable feature map by summing up
and normalizing the resulting weighted feature maps from the two convolution layers of the second stage for each of
those methods. We describe the detailed calculation method in the Appendix. A comparison between feature maps of
those two methods will be presented in Section 4.

3 DATA

The data used for ITER consists of acquired contextual driving data from an in-the-wild study [4] and is published
open-source2. In total, 12 participants (2/12 self-identified as female) with an average age of 27 years (SD = 4.73). Six of
the participants occasionally drive (i.e., less than 10,000 kilometers per year), where three participants drive moderate
distances (i.e., between 10,000 and 20,000 kilometers per year), and three participants drive more frequently (i.e., more
than 20,000 kilometers per year). The mean duration of the rides is 10 minutes (min = 6, max = 44).

The data from all participants consists of 160 driving minutes sampled at 1 Hz, which corresponds to 9600 samples.
The ground-truth emotion label capturing is designed in correspondence to the in-situ categorical emotion response
(CER) rating for collecting data on emotional experiences in vehicles [9]. We consider the emotions ‘angry’, ‘disgust’,
2https://github.com/david-bethge/VEmotion
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‘happiness’, ‘neutral’, and ‘surprise’. A speech-to-text engine from the smartphone audio recording is used to extract
the emotion label 𝑦, as the participant had to verbally provide their discrete emotion label every 60 seconds after a beep
tone. A windshield-mounted smartphone recorded the driver’s facial expression and contextual data. However, during
our evaluation, we do not rely on these facial expressions. The list of available contextual features with exemplary
values is presented in Table 2. We refer the reader to the original paper for more details on the dataset.

During preprocessing, we replace missing categorical and discontinuous values with the last recorded valid value
and further replace the rest of the missing values by backpropagating a subsequent value to past time steps. Missing
continuous numerical values like vehicle speed are replaced by applying kNN imputation [34]. This method ensures that
we can prevent discontinuous changes between valid recorded and imputed values. As our architecture expects a fixed
input size, we use a sliding window approach similar to [20] with a stride of 1 on the multivariate time series to generate
samples of size 𝐹 × 𝑇 . The corresponding label for each window is defined as the label with the most occurrences
within the window. We address the challenge of learning long-term emotion dependencies in the discussion section. We
choose a window size of 20 as this has shown the best experimental recognition performance validated in an extensive
window-size grid-search 3.

4 RESULTS

In this section, we analyze the emotion recognition performance of our system and compare it with related work.
Furthermore, we explain and interpret the feature maps that our model outputs and compare the feature maps resulting
from the gradient and forward score-based approaches.

For a baseline comparison, we evaluate our model using a 10-fold cross-validation similar to [4]. For each participant
within the dataset, we leave one of the ten road segments out for evaluation and use the remaining road segments
for training. A road segment is obtained by splitting the participant’s driving session into ten parts. This evaluation
teaches a global participant-independent model that can predict emotions on unknown road segments. The results of
our architecture are depicted in the confusion matrix in Figure 3a. Overall our model achieves an accuracy of 70% and a
𝐹1 score of 69%. Besides that, ITER reaches a recall value of 51% on the ’happy’ emotion, 82% on the ’neutral’ emotion
and 40% on the ’surprise’ emotion. Nonetheless, we detect a poor classification performance for ‘angry’ and ‘disgust’
states. In particular, this is likely due to the skewed distribution of subjectively felt emotions in-the-wild. The emotions
‘angry’ and ‘disgust’ are underrepresented in the dataset as they only account for 1.3% in the former and 0.6% in the
latter case.

We compare our model to the Random Forest classifier of VEmotion [4] and the Microsoft Face Recognition API [24],
which both do not consider time during classification. Furthermore, for comparison, we choose models that also
consider the temporal dimension. In particular, these are a two-layer LSTM model, a two-layer 1D-CNN, as well as the
MTEX-CNN [1], which utilizes 2D and 1D convolution layers. From Table 1, we can observe that the accuracy and
the 𝐹1 score of our approach are 2% lower than the ones of the VEmotion model. The difference in performance is
likely caused by our system’s windowing preprocessing of the data, leading to an even smaller training dataset during
cross-validation. In order to be able to exploit time dependencies more efficiently, the average time of a driving session
and the number of participants will have to be extended. In the case of a larger dataset, time-series-based methods like
our approach are likely to improve their performance results.

3the window-size search space was set to {30,25,20,15,10}.
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(a) Normalized confusion matrix. (b) Visualization of the input features.

Fig. 3. (a): Normalized confusion matrix of the results of ITER with a mean accuracy of 70% based on a 10-fold cross-validation. (b):
Visualization of the normalized input features from a multivariate time series sample corresponding to a happy emotion.

Emotion classification with the Microsoft Face Recognition API based on facial video data is outperformed by our
system by 14% in terms of accuracy and 18% in terms of the 𝐹1 score. This indicates that facial expressions in a driving
context are less expressive than time-dependent context features. When comparing our architecture to the two-layer
1D-CNN architecture, we can see that ITER achieves a 5% better accuracy and a 6% better 𝐹1 score. This increase implies
that capturing a large range of receptive fields improves classification performance. Similarly, the two-layer LSTM
model struggles to classify infrequent classes, which is indicated by the 14% lower 𝐹1 score compared to our model. In
the case of the MTEX-CNN, the model seems to be less adapted towards imbalanced datasets, which is indicated by the
3% lower 𝐹1 score compared to our model. Furthermore, our model consists of about 20% of the trainable parameters
of the MTEX-CNN. The models’ relatively higher accuracies result from the dataset’s imbalanced nature, where the
neutral class is the most frequent.

Overall our model performs better in terms of accuracy and F1-score than the other models except for the Random
Forest classifier introduced by [4]. However, their approach and the Microsoft Face Recognition API do not consider time
dependencies in the data and cannot provide per-sample feature-wise explanations for emotion classification. While
being able to consider time dependencies, up to our knowledge, there is no method to recover individual feature-time
contributions from cell states in the LSTM model able to provide visual explanations. The 1D-CNN cannot provide
feature-wise explanations as it applies a kernel over the whole feature dimension. The MTEX-CNN and our ITER model
can consider time dependencies and provide feature maps that display the feature-wise importance over time for the
classification decision.

In this section, exemplary interpretable feature maps that result from the normalized weighted summation over the
feature maps from the last 2D convolution layers are examined. Figure 3b displays an example of a multivariate time
series within a 20-second window labeled with a happy emotion. Furthermore, we visualize the feature vehicle speed
exemplarily. The ascending time scale corresponds to the progress towards the most recent timestep. We normalized the
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Table 1. Emotion recognition performances of different classification models. The table further includes the models’ properties time
dependency and interpretability. Hereby, interpretability refers to the feature-wise explanation for classification decisions based on
saliency maps. We compare our system to VEmotion [4], a facial expression classification system Face [24], a LSTM deep learning
model [16], a 1d-CNN [17], MTEX-CNN [1].

VEmotion Face LSTM 1D-CNN MTEX-
CNN

ITER
(ours)

accuracy .72 56 .64 .65 .68 .70
𝐹1 score .71 51 .55 .63 .66 .69
time dependency ✗ ✗ ✓ ✓ ✓ ✓

interpretability ✗ ✗ ✗ ✗ ✓ ✓

(a) Feature map based on Grad-CAM (b) Feature map based on Score-CAM

Fig. 4. Feature maps based on the Grad-CAM and Score-CAM approaches resulting from the input of Figure 3b. The 𝑦-axis corresponds
to the contextual feature streams, whereas the 𝑥-axis shows the ascending time towards the most recent timestamp (the timestep 20
contains the most recent data).

input over the features, where yellow indicates the highest value and dark blue indicates the lowest value. Additionally,
the vehicle speed feature column is visualized in a graph for the 20 seconds time window.

The interpretable feature maps displayed in Figure 4 represent the network’s attention towards specific time instances
of features which are, on the one hand, determined by the gradient-based approach and, on the other hand, based on
the forward pass scores of the masked inputs. As the whole feature map is normalized, yellow spots represent high
attention, green spots medium attention, and dark blue spots low attention.

When looking at the feature map resulting from the Grad-CAM approach, which is shown in Figure 4a, we can
observe that especially 𝑣𝑒ℎ𝑖𝑐𝑙𝑒 𝑠𝑝𝑒𝑒𝑑 , 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜 𝑓 𝑙𝑎𝑛𝑒𝑠 , 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 , 𝑤𝑖𝑛𝑑 𝑠𝑝𝑒𝑒𝑑 and 𝑟𝑜𝑎𝑑 𝑡𝑦𝑝𝑒 seem to be essential
for the classification decision of this happy sample. Moreover, when comparing 𝑟𝑜𝑎𝑑 𝑡𝑦𝑝𝑒 time instances of the feature
map with the input, especially changes in 𝑟𝑜𝑎𝑑 𝑡𝑦𝑝𝑒 seem relevant for the classification decision. Furthermore, the
model puts a higher focus on low acceleration values as the specific time instances of the input have a higher weighting
in the feature map. From the feature map in Figure 4b created based on the Score-CAM approach, we can observe
that the attention intensity differs from the Grad-CAM feature map. For example, the most recent time instances of
the essential features are weighted relatively higher in Figure 4b compared to the Grad-CAM feature map. However,
the general importance of a feature’s relevance for the classification decision is comparable to the Grad-CAM feature
map. We showed that we could extract time-dependent feature interpretations for an emotion classification in the
form of saliency maps. Furthermore, we provided sample-specific explanations for a classification decision based on
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contextual features. The two proposed feature map generation methods have shown valid outputs and can both be used
for emotion classification interpretation from contextual data streams.

5 DISCUSSION

Human-in-the-Loop for Emotion Recognition Models. Our method allows us to understand better the relationship
between environmental, emotional triggers, and emotional states. The time-feature-dependent understanding is favorable
for the emotion recognition developer in knowing why a specific decision has been made and offers the user a transparent
way of knowing why a machine learning decision based on his emotional state was made. This interactivity between
humans and machine learning systems is crucial, especially when developing empathic interfaces for in-the-wild use.
Furthermore, by providing a more direct assessment of emotion detection, our model can be seen as another step toward
transparency in empathic interfaces, which are a major limiting factor in the development of large-scale employment [6].

The proposed methodology for generating interpretable feature maps can be applied to a wide range of HCI scenarios.
We could analyze which contextual feature changes induced an emotion change in an automotive context and thus infer
specific emotional triggers. These could then be consumed by a routing algorithm that adapts correspondingly, e.g., by
avoiding specific road attributes. In the case of developing empathic car interfaces, being able to detect emotions and
interpret the classification process is essential. The system could display its reasoning process with the help of feature
maps to the driver and thus improve the transparency of model decisions. This could further improve the driver’s trust
in the system.

Limitations and Future Work. In general, the features corresponding to an emotion that the model explicitly finds
important might only partly match with the features that the driver perceives as most influential in a particular situation.
For example, features or modalities not captured in the dataset, like in-car volume or voice intensity, might be more
expressive in certain situations. As the driver is exposed to a vast range of modalities in the environmental context,
the interpretation of emotion for a limited number of features might only reflect the emotional reasoning to a certain
extent. For the model to learn long-term dependencies (e.g., 5 minutes), the input window must be at least this specific
size. As a result, the number of samples in the training and test set decreases. This poses a problem in small-scale
experimental datasets as, in our case, the mean duration of a participant’s driving session is only 10 minutes. Thus, large
input windows cannot be chosen due to the relatively short driving sessions, which is why we set a time window of 20
seconds. Furthermore, the interpretable feature maps we extract only offer a local per-sample explanation concerning
an emotion. Thus, these representations allow no implications about global feature importance over the whole data set.
We focused on emotion classification based on contextual driving data in this work. However, for future work, one
might also consider physiological data of the participants or even further in-car modalities, like in-car volume levels.

6 CONCLUSION

We introduced ITER, a model that classifies drivers’ emotions based on contextual driving data represented as mul-
tivariate time-series. We showed that by considering time as a variable in the emotion recognition system, we are
able to interpret the importance of individual feature instances with respect to a specific classification result. Hereby,
explainability is visualized by saliency maps that are created with a gradient-based and a forward-score-based method.
Being able to explain the model’s classification decision by inferring the importance of certain feature aspects might be
crucial to help humans understand the model’s reasoning process. In driving scenarios, empathic car interfaces and
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emotional routing might be suitable applications for such a system. In general, being able to interpret model decisions
might help to better understand the input data by analyzing conspicuities within a sample.
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A APPENDIX

Ethical Impact Statement. Our emotion model is privacy-sensitive as it offers the possibility to recognize subjectively-
felt emotions for drivers with good recognition performance. In addition, this work looks at contextual data only,
thereby being less privacy intrusive than facial expression or voice analysis systems. If a system would be employed to
trigger in-cabin adaptations (e.g., emotion-adaptive lighting, displays, sounds), the user might get the feeling of not
being in control. However, due to the lightweight structure of our model, we can integrate it into the car, and thus it
would be able to provide significantly more feedback to the driver than current systems. Our current work objectively
tries to provide more interpretable feedback for model decisions. Therefore, we stress a transparent and ethical use of
our system.

Table 2. List of available features to predict drivers emotions.

Context Feature Example Values

vehicle trajectory vehicle_speed 2.255133
vehicle_acceleration -0.15.

weather feeltemp_outside 13.0
windspeed 5.6
cloud_coverage 76
weather_term ‘clear’

traffic trafficflow_reducedspeed 7.295495
freeflow_speed 115.0

road road_type ‘residential’
max_speed 30.0
n_lanes 2

in-vehicle facial expression ‘surprise’

personal daytime ‘afternoon’
age 21
before_emotion ‘happiness’

Neural Network Specification. The time-series input to the network has the dimension 𝐹0 ×𝑇0, where 𝐹0 is the feature
dimension, and 𝑇0 is the time dimension. In our case, 𝑇0 is set to a temporal window size of 20, and 𝐹0 is equivalent
to 14 features. The choice of 𝐹0 depends on the context features that are recorded in the dataset, while the choice
of 𝑇0 has been determined experimentally (this is further justified in section 5). The first stage of the architecture
consists of 𝑁 parallel 2D convolution layers with different kernel sizes 1 × 𝑘𝑛 with 𝑛 ∈ {1, ..., 𝑁 }. 𝑘𝑛 represents the
respective kernel size along the time dimension, while the first dimension of the kernel is set to 1 to retain the individual
feature importance for a classification decision. Same padding and a stride size of 1 are used to preserve the original
input dimension of 𝐹0 ×𝑇0 and allow the concatenation of feature maps resulting from different kernel sizes. After
concatenating the number of 𝑑𝑓 feature maps resulting from the convolution layers along the third dimension, a batch
normalization, ReLU, and dropout layer are applied onto the feature maps. We again repeat the aforementioned process
of parallel 2D convolution layers with the same kernel sizes 1 × 𝑘𝑛 with respect to the 𝑑𝑓 feature maps. By using same
padding and a stride size of 2, the feature map sizes result in 𝐹0 × 𝑇1. In the next stage, we apply a 2D convolution
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with the kernel sizes 1 × 1 and 1 × 2, while using same padding and a stride of 1. The resulting feature maps are again
concatenated and reshaped to 𝐹1 ×𝑇1.

The second part of the architecture is defined by a 1D convolution layer, a dense layer as well as the final dense
classification layer with a softmax activation function. More specifically, we define a 1D convolution with the kernel
size 𝑘1𝐷 that is used to account for dependencies of features between different time steps. The resulting 𝐹2 ×𝑇1 feature
map is flattened in the last stage to be a suitable input to the following dense layer of size 1 × 𝐹2. As the last step, we
define a dense classification layer for the number of classes 𝑛𝑐𝑙 .

Saliency Map Calculation. The feature maps that we generate are saliency maps that help the user understand the
model’s decisions. The activation feature maps that are extracted from the last 2D convolution layers represent a
visualization of the network’s attention towards specific features over time to a particular classification decision.

On the one hand, we create activation feature maps based on the Grad-CAM method introduced by [30]. The weight
𝛼𝑐
𝑘

of each feature map 𝐴𝑘 is determined by

𝛼𝑐𝑘 =
1

𝐹𝑘𝑇𝑘

𝐹𝑘∑︁
𝑖=1

𝑇𝑘∑︁
𝑗=1

𝜕𝑦𝑐

𝜕𝐴𝑘
𝑖 𝑗

, (1)

where we calculate the gradients of the class 𝑦𝑐 with respect to the activations 𝐴𝑘
𝑖 𝑗 and average over the number of

time instances of all features. A high value of 𝛼𝑐
𝑘

would indicate a strong contribution of the individual instances in the
feature map 𝐴𝑘 towards the classification of 𝑦𝑐 . We sum over the weighted activation maps and apply a ReLU function
in order to capture only positive influence with respect to class 𝑦𝑐 .

On the other hand, we use the Score-CAM method from [32] which deals with possible shortcomings of gradient-
based methods like the vanishing gradient problem. The approach does not rely on the gradient-based weights by
determining the activation map weighting through the forward pass scores concerning the target class. Therefore, we
first have to calculate the masked inputs 𝐼𝑘𝑀 defined by

𝐼𝑘𝑀 = 𝐼 ◦𝑀𝑘 , (2)

where 𝐼 represents the multivariate time window input and 𝑀𝑘 defines activation maps 𝐴𝑘 that are upsampled to the
input and normalized. The masked inputs are then fed into the model to determine their classification score 𝛽𝑐

𝑘
for class

𝑦𝑐 . The higher the classification score of a masked input 𝐼𝑘𝑀 , the stronger 𝐴𝑘 gets weighted. Like Grad-Cam, a ReLU
function is applied to the sum over the weighted activation maps 𝛽𝑐

𝑘
𝐴𝑘 .

Evaluation. For comparison, we provide the confusion matrix of VEmotion and qualitative results that display
Grad-CAM and Score-CAM visualizations.
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Fig. 5. 10-fold cross-validation results of VEmotion [4].
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Fig. 6. The rows contain the input and feature maps corresponding to an emotion sample. The first column corresponds to the
normalized input sample, the second column to the feature maps resulting from the Grad-CAM approach and the third column to the
feature map based on the Score-CAM approach.
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