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Abstract

In this thesis we explore mathematical foundations of scattering amplitudes both in string
theory and quantum field theories. Scattering amplitudes are the contact point between
theoretical and experimental physics. They are used to check theoretical results in ex-
periments for example Standard Model predictions are tested in LHC measurements of
cross sections. Furthermore, they can be used to understand the underlying theoretical
structure as well.

There are two main ways to discuss tree-level scattering amplitudes: First, in the
bottom up approach one can study amplitudes in different quantum field theories with
various matter contents and symmetries. Second, one can use the top down approach and
employ string theory as the high energy quantum gravity and study scattering processes in
string theory. Then, one can relate them to different field theories in the low energy limit.
Utilising these methods one can not only construct more efficient methods to calculate
scattering processes (e.g. spinor-helicity formalism) but also establish structural relations
among different theories (e.g. gauge/gravity duality).

Our discussion in this thesis stands in the middle of the two aforementioned meth-
ods. We discuss Riemann surfaces and define advanced topological structures on top of
them namely the twisted cohomology. In particular, we explain the recent development
regarding twisted forms/cycles that allows us to construct different tree-level scattering
amplitudes [5, 6, 7] both in string theory and quantum field theories. Here, we use the
relationship between string theory and quantum field theories (i.e. the low energy limit
of string theory) to introduce an algorithm by which we are able to produce new twisted
forms. The intersection numbers of these new twisted forms can be used to calculate
scattering amplitudes of different theories more efficiently.

Furthermore, we take advantage of this new mathematical method and study the
structure of scattering amplitudes. In particular, we explore the double copy construction
[8] in two separate avenues. First we construct the first ever double copy for the massive
spin-2 field through string theory. We show that this massive double copy can be compared
to bimetric gravity [9]. Second, we discuss the role of the twisted cohomology in double
copy and put forward a novel method to understand the double copy construction [8]
in terms of twisted differentials as well as producing (and suggesting) new double copy
theories.
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Zusammenfassung

In dieser Arbeit untersuchen wir die mathematischen Grundlagen von Streuamplituden sowohl
in Stringtheorie als auch in Quantenfeldtheorie. Streuamplituden sind die Schnittstelle zwischen
theorerischer und experimenteller Physik. Sie können dafür verwendet werden, die Vorhersagen
des Standardmodells der Teilchenphysik für Streuamplituden von Gluonen und Quarks mit den
Versuchsdaten zu vergleichen. Eine weitere Anwendung von Streuamplituden ist der Vergleich
der zugrundeliegenden Struktur von verschiedenen theoretischen Modellen.

Man kann ”Baumniveau” Streuamplituden mit zwei unterschiedlichen Herangehensweise un-
tersuchen: Bei der ersten Methode, dem ”Bottom-up” Ansatz, brechnet und analysiert man
Streuamplituden von verschiedenen Quantenfeldtheorien, die unterschiedliche Felder und Sym-
metrien enthalten. Beim zweiten (Top-down) Ansatz benutzt man Streuamplituden, die in
Stringtheorie brechnet wurden, welche eine Vervollständigung von Quantenfeldtheorien im ul-
travioletten Breich darstellt, um im Grenzwert für niedrige Energie eine Verbindung zu Streuam-
plituden, die man aus Quantenfeldtheorien erhält, herzustellen. Diese beide Methoden werden
in diese Arbeit verwendet, um zum einen ein neues Berechnungsverfahren für Streuamplituden
zu entwickeln (z.B. Spinor-Helicity Formalismus) und zum andren eine Verbindung zwischen
ansonsten vollständig verschiedene Theorien herzustellen (z.B. die Dualität zwischen Eich- und
Gravitationstheorien).

Diese Arbeit stellt eine Verbindung zwischen den beiden genannten Methoden her. Dafür
betrachten wir Riemannfläche und definieren topologische Strukturen nämlich ”Twisted Ko-
homologie”. Insbesondere, untersuchen wir die neulich entwickelten ”Twisted Forms/Cycles”,
welche die Berechnung von verschiedenen Baumniveau Streuamplituden von Stringtheorie und
Quantenfeldtheorien ermöglichen [5, 6, 7]. Wir benutzen die Beziehung zwischen Streuampli-
tuden in Stringtheorie unf Quantenfeldtheorie, welche durch Grenzwert für niedrige Energien
gegeben ist, um einen Algorithmus zu entwickeln, mit dem wir neue ”twisted forms” herstellen
können. Die Schnittzahl dieser neuen ”Twisted forms” können wir zur effiziente Berechnung
von Amplituden in Quantenfeldtheorien verwenden.

Außerdem benutzen wir die ”twisted Kohomologie”, um Strukturen in Streuamplituden zu

finden und zu untersuchen. Insbesondere betrachten wir dabei Baumniveau Streuamplituden in

der Doppelkopie sowohl für massive als auch masselos Zustände. Für Massive spin-2 konstruieren

wir die Doppelkopie einer Streuamplituden in Stringtheorie . Darüber hinaus stellen wir fest,

dass diese Doppelkopie einer Streuamplituden vergleichbar mit einer bimetrischen Gravitations-

theorie (eine Theorie mit massive und masslose Felder mit spin-2 [9]) bis zur kubischen Ordnung

ist. Des Weiteren diskutieren wir die Rolle der ”twisted Kohomologie” in der Doppelkopie und

argumentieren, wie man dieser neuentwickelten Methode die Doppelkopie-Konstruktion [8] in

Form von ”twisted differential” verstehen und neuer Doppelkopie-Theorien konstruieren kann.
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Chapter 1

Introduction

Quantum field theory (QFT) is one of the main tools that we have invented in theoretical
physics to model the universe. It employs sophisticated mathematical structures from
functional analysis to algebraic geometry to produce a vivid picture of the observable
universe to date. One of the main shortcomings of the current formulation of quantum
field theory (as is used in the Standard Model of particle physics (SM)) is the accom-
modation of gravity into the formalism. Attempts to produce a consistent notion of the
quantum field theory of gravity, also known as quantum gravity, started at the same time
as the advent of quantum mechanics. As of the time of writing this thesis, the most
mathematically consistent formalism of quantum gravity is string theory. It provides the
construction that, among other states, includes a graviton (massless spin-2) state. More
importantly, this graviton (massless spin-2) state interacts with other states in the theory
in a ghost free and mathematically consistent way. In addition, due to the existence of the
conformally symmetric two-dimensional world sheet the usual UV divergence issues do
not appear in string theory [10],[11],[12]. All of these good features come at the expense
of introducing higher mathematical structures in string theory such as algebraic topology,
number theory, K-theory, etc [13]. String theory like the Standard Model is a S-matrix
theory and one of the main objects in any quantum field theories with the S-matrix
formulations is the scattering amplitude (i.e. elements of the S-matrix). The scattering
amplitude gives the probability of transitioning from one state to another within the
asymptotic Hilbert space of the theory 1. These probabilities become complicated when
the theory has nontrivial interactions and the only practical method to calculate such
interactions is weak coupling perturbation theory2. Understanding scattering amplitudes
has far-reaching uses than just the transition probability between states one of the more
notable programs is the amplitudhedron [15] which establishes that scattering amplitudes
can be defined (regardless of Lagrangian) as volumes of mathematical object called am-
plitudhedron described by Polygons. In case of string theory since it can be considered
as high energy completion of Standard Model one can take the amplitude and construct
effective actions by taking the string-length to zero (particle limit) and expanding the

1By asymptotic we mean the Hilbert space corresponding to the free part of the theory.
2for a review on non-perturbative methods cf. [14]
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Figure 1.1: Effective amplitudes upon taking length of string l! 0

amplitude in the length of the string. In this limit string scattering amplitudes will have
different pole structures which correspond to different field theoretic scattering channels.
For example, as we depicted in figure 1.1, for the 4-point scattering upon taking the
effective limit the pole structure correspond to s, t, and u channels.

Effective actions

Generic scattering amplitude involves Lorentz invariant terms of polarizations and
momenta of the states

A(εI , pJ) = F (α′, εi · pj, pi · pj, εi · εj) . (1.0.1)

One can construct an effective Lagrangian, corresponding to a set of matter field
ϕi, with the replacement:

εi ! ϕi pi ! i∂i ,

F (α′, εi · pj, pi · pj, εi · εj) 7!
∑
n

α′nLeffn (ϕi, ∂iϕ) ,
(1.0.2)

truncated in orders of α′.

This means that associated with every scattering amplitude of string theory (or any
UV completion of SM) there is an effective quantum field theory in the low energy limit,
determined by the expansion in α′. Many different theories have been constructed through
the effective action method such as general relativity (GR) and Yang-Mills (YM) [11,
16]. In earlier times this construction of effective actions was done to show that indeed
string theory is indeed a good candidate for quantum gravity since it is inclusive of
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already established theories as low energy limits. In contrast, we can use this method in
reverse, meaning we accept that string theory is a quantum gravity theory and construct
the effective actions for theories whose formulations are cumbersome using established
quantum field theory methods. Specifically, we looked at theories involving massive spin-
2 fields [3, 4]. It has taken a lot of effort and discussions by different groups to produce a
ghost free formulation of massive spin-2 theory known as dRGT-gravity [17]. Additionally,
coupling the massive spin-2 to matter fields, in particular, to graviton (massless spin-2)
required the same amount of attention (as the formulation of the ghost free pure massive
spin-2) which was done by Hassan and Rosen [18] and it is known as bimetric gravity.
However, in both of these cases, it is still an open problem how one can dynamically
generate the mass of the spin-2 field. That is where our discussion of string theory comes
into play. Since string theory already includes gravity and many other theories as low
energy limits, we can try to establish the massive spin-2 as an effective action of string
theory and subsequently define the connection of massive spin-2 to other theories including
massless spin-2 i.e. gravity. Having this in mind we looked at two candidates one open
and one closed string state and found the following structure:

Bimetric as an effective action

Expanding the massive spin-2 bimetric potential and comparing it with string ef-
fective Lagrangian we obtain:

• Massive spin two closed string: Full match up to cubic order.

• Massive spin two open string: Same Lagrangian with different coefficients.

Effective field theory is not the only avenue through which one can study string scat-
tering amplitudes. As scattering amplitudes are maps between different states, under-
standing their algebraic topology/geometry implications can help us to understand duali-
ties (symmetries of Hilbert spaces) such as color-kinematic duality [19]. One of the latest
methods in the study of scattering amplitudes is intersection of twisted forms. It has been
shown [5, 7, 6] that many scattering amplitudes including string scattering amplitudes can
be written as intersection numbers of twisted forms. These are differential forms φ which
can be defined over the moduli space of Riemann surfaces with local structure associated
with differential operator ∇ω := d+ ω∧ which defines the following cohomology:

Twisted cohomology

Hm
±ω(X,∇±ω) =

∇ωm− closed forms

∇ωm− exact forms
. (1.0.3)

The dual space Hm
−ω can be obtained from Hm

+ω by sending ω ! −ω. The inter-
section number on the twisted cohomology groups is the invariant pairing between
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two forms φ± ∈ Hm
±ω and defined by the integral

⟨φ+, φ−⟩ω :=

∫
M0,n

ιω(φ+) ∧ φ− . (1.0.4)

String amplitudes are also defined over the moduli space of Riemann surfaces with
genus g and n punctures Mg,n and one can show that associated to any string scattering
amplitude A(n) we can find twisted forms φ±,n[7]. Hence by using the relation between
string theory and other theories (as low energy limits of string theory) we can define
twisted forms for those effective field theory amplitudes. This is the second part of our
study [2, 1]. We managed to construct two new twisted forms with the use of string
theory:

New twisted forms

Using the superstring mixed open-closed amplitude we have:

φ̃EYM±,n;r =
n+r−3∧
i=1

dzi F

(
εi · pj
zi − zj

,
pi · pj
zi − zj

,
εi · εj
zi − zj

)
. (1.0.5)

Having done the same for the bosonic string we have:

φ̃Bosonic±,n;r =
n+r−3∧
i=1

dzi G

(
εi · pj
zi − zj

,
pi · pj
zi − zj

,
εi · εj
zi − zj

)
. (1.0.6)

We derive to explain and discuss F and G functions in the coming chapter 5.

Since the intersection numbers of twisted forms are defined over Riemann surfaces
without boundary, in order to obtain the above results we had to introduce an embedding
of the disk onto the sphere.

Furthermore, we managed to use the CHY formalism of scattering amplitudes to show
that these two twisted forms indeed correspond to Einstein Yang-Mills and Weyl Yang-
Mills respectively. The CHY formalism [20] is a formulation of scattering amplitude as an
integral localized over solutions of scattering equations and it has its roots in ambitwistor
string theory [21] and is defined as:



5

Figure 1.2: Relation among different fields

CHY integral representation

ACHY (n) =

∫
M0,n

dµn

n∏′

a=1

δ(fa) IL(p, ε, z)IR(p, ε, z) ,

fa ≡
∑
b=1
b̸=a

pa · pb
za − zb

, a = 1, . . . , n .

(1.0.7)

Where fa is a set of scattering equations. Both formulations CHY and ambitwistor
include only massless states, however, one can try to use the intersection numbers to
describe massive states [7].

Additionally, we use the algebraic structure of twisted cohomology to establish rela-
tions among different amplitudes as well as describe the color kinematic (CK) duality.
CK duality states that in a scattering amplitude of gauge theories, one can find a set of
kinematic variables (functions of polarization and momenta) that satisfy the same Jacobi
identity of the gauge algebra. These kinematic variables can replace the gauge factors
in the amplitude. This replacement leads to a description of double copy known as BCJ
double copy [8, 19, 22]. The double copy in scattering amplitude processes refers to the
relation between gauge and gravity theories schematically this can be written as:

gauge⊗ gauge ∼ gravity .

In this work, we propose a new description of this duality in the language of intersection
theory.
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Double copy in Intersection theory

For two theories T1 and T2 given by the intersection numbers

T1 = ⟨φ1
+, φ

color⟩ , T2 = ⟨φ2
−, φ

color⟩ , (1.0.8)

respectively, one schematically obtains for their double copy:

T1 ⊗ T2 = ⟨φ1
+, φ

2
−⟩ . (1.0.9)

This thesis is dedicated to explaining and establishing the results which we have in-
troduced above. The structure of the thesis is as follows:

I. Mathematical preliminaries: This part includes the first two chapters of this work.
In chapter 2 we discuss the basics of Riemann surfaces since, we need them for both
intersection numbers as well as string scattering amplitudes. In this chapter, we are
also introducing the standard de Rahm cohomology over Riemann surfaces as well as
defining the moduli space of (punctured) Riemann surfaces. The moduli space is the
domain over which our amplitude integrations are defined. In chapter 3 we introduce
the twist structure over the Riemann surfaces and extend it to the homology/coho-
mology formalism and construct the twisted de Rahm cohomology. Having defined
the twisted forms (and twisted cycles) we then define the tools that we employ to
construct numbers out of them specifically, the twist period and twisted intersection
number. Both are defined as integrals over the Riemann surfaces. Generally, these
integrals will be related to elliptic functions [23, 24]. We finish chapter 3 by giving
the saddle point approximation of the intersection number which we are going to
use to validate and test our results.

II. Physics preliminaries: In part II, we will give a short but concise discussion of two
main physical topics of this work. First, from the quantum field theory perspective,
in chapter 4 we explain the CHY formalism and how it can be used to produce
scattering amplitudes of different quantum field theories. Then, we will go through
the list of theories that we are using in this work from Yang-Mills and general
relativity to bimetric gravity. We give their matter content as well as their CHY
formulation. In chapter 5, we delve into string theory and discuss its origins and
its features. Our goal is to introduce the matter content of string theory (string
spectrum) together with details of calculation of string scattering amplitude. We
finish this chapter by discussing the KLT double copy [25]. This is the relation
between closed and open string amplitudes schematically defined as:

Aopen ⊗Aopen ∼ Aclosed .

III. Scattering amplitudes: In the final part we will present our results and explain
how we produce them. In chapter 6 we evident how different types of amplitudes
(QFT and string amplitudes) can be constructed using the intersection of twisted
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forms that we introduce in earlier chapters. We discuss both string and quantum
field theory amplitudes and explain how the saddle point approximation and CHY
formalism can be used to create an algorithm by which one can construct new twisted
forms using solely string amplitudes. We explain our results namely, the two new
twisted forms and their construction in detail. In addition, we show that these new
twisted forms can be used to describe amplitudes of several different quantum field
theories such as Einstein Yang-Mills and Weyl Yang-Mills. We finish our results in
chapter 7, where we address double copy constructions both in string theory and
intersection theory. First, we use pure string scattering amplitude to produce the
bimetric gravity. We use open and closed string states as candidates for the massive
spin-2 field. Looking at closed string candidate gives us the opportunity to construct
the first-ever massive double copy of string amplitudes to this date. We conclude
the chapter by giving a new description of double copy with the use of intersection
numbers. We explain how the double copy and color-kinematic duality can arise in a
theory whose intersection number amplitude description includes the φcolor twisted
form. We use this to conjecture new double copies, such as higher derivative gravity.

IV. We finish this thesis with remarks on open questions and future directions of the
study of Riemann surfaces, scattering amplitudes, and elliptic integrals.
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Part I

Mathematical Preliminaries





Chapter 2

Riemann Surfaces

2.1 Preface

Riemann surfaces are the centerpiece of many studies in theoretical physics as well as
mathematics. In physics, Riemann surfaces appear in different fields from condensed
matter physics to string theory. Our interest in them starts (but is not limited) with
string theory applications. In string theory, Riemann surfaces are used to describe string
worldsheets and they are prominent in the string scattering amplitudes since any n-point
string amplitude involves an integration over the moduli space of the associated Riemann
surface. Therefore, given the relation between string and QFT amplitudes, studying these
surfaces and their moduli is going to help us better understand scattering amplitudes
both at string theory and QFT level. Furthermore, we are going to define and explore,
in the coming chapters, the intersection number of twisted forms over Riemann surfaces.
These intersection numbers will produce a class of Feynman integrals that are related
to amplitudes, independent of string theory or any other QFT. Hence, having a general
overview of these objects is going to be beneficial for our purposes. As summary, this
chapter includes the following topics:

1. Basics of Riemann surfaces

2. Monodromy

3. De Rahm and singular cohomology

4. Moduli space of Riemann surfaces

Needless to say, the topic of Riemann surfaces is a vast field of research and we are not
even going to attempt to be exhaustive in the topics that we discuss here. Therefore, we
invite the reader to the following references for further reading on the topic [26, 27, 28, 29].
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2.2 Basics of Riemann surfaces

Definition 2.2.1. A Riemann surface X is a Hausdorff topological space together
with a collection of open sets Uα ∈ X where Uαs cover X (i.e.X =

⋃
α

Uα). For each α we

have the homeomorphism

ψα : Uα ! Ũα ,

where Ũα is an open set in C with the property that the transition map ψα ◦ ψ−1
β is

Holomorphic on its domain of definition.
A reader who is familiar with manifolds can see that a Riemann surface is a connected

complex manifold with the complex dimension one and the atlas (Uα, Ũα, ψα). If one
identifies C as R2 then the Riemann surface is a manifold of real dimension two. Note
that the converse is not always true i.e. not all 2 real-dimensional manifolds are Riemann
surfaces. This is due to the holomorphicity requirement on the transition maps.

In particular, we can also describe a Riemann surface as a Riemannian manifold M
modWeyl (conformal) transformations. Therefore, the Riemann surface is invariant under
the following symmetries:

• Diffeomorphism transformation: This is the group of all diffeomorphism transfor-
mations from manifold X to itself:

f :M !M ,

zi 7! f i(zi) ,
(2.2.1)

where f and its inverse f−1 are differentiable and bijection.

• Weyl (conformal) transformations: The set of local transformations that rescale the
metric by a positive number namely:

φ :M !M , φ ∈ C∞ ,

z 7! φ(z) ,

φ∗g = Λg , for Λ > 0 ,

(2.2.2)

where φ∗g is the standard pullback of the metric g under φ(z).

So we have two equivalent description of a Riemann surface either a complex manifold
with holomorphic transformations or a 2d real manifold which is also invariant under the
Weyl scaling.

Euler character and Genus

Two of the topological invariants that are mainly used in the study of Riemann surfaces
are Euler character and genus. They characterize some of topological properties of the
surface. We have the following definitions:
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Figure 2.1: A generic Riemann surface with g = 3 and b = 0 meaning it has three holes and no
boundary

Euler character

• Genus is an integer number counting the number of holes in a surface.

• Euler character of a surface X with genus g and b boundary components is
another integer defines as:

χ(X) = 2− 2g − b .

In particular, for a 2 dimensional Riemannian manifold (X, g) we can define the Euler
character with the Einstein-Hilbert action:∫

X

d2x
√
−g = 4πχ(X) . (2.2.3)

Now we can look at two simple yet important examples

Example (2.1): Riemann surfaces

1. Any open set in C is a Riemann surface. In particular, as we are going
to see later the upper half plane H = {z ∈ C : Im(z) > 0} is a Riemann
surface. Through the following Mobius transformation H can be mapped to
the Riemann disk D2 = {w : |w|, < 1}:

w =
z − i

z + i
.

2. Riemann Sphere S2. The sphere is the one point compactification of the
complex plane C by adding the point ∞ i.e.

S2 = C ∪ {∞} .

3. The two torus T 2 is a genus one (g = 1) Riemann surface defined as:

T 2 = S1 × S1 .
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Figure 2.2: The upper half plane and Sphere as Riemann surfaces

The first two examples are going to be used extensively in the following chapters as they
correspond to open and closed string worldsheets.

Next we define the Möbius map. This map is going to be important since it corresponds
to the coordinate transformation under PSL(2,R) and PSL(2,C), two important groups
in our future discussions.

Definition 2.2.2. Given a Riemann surfacesX, one can define the Möbius transformation
between over an open subset U ⊂ X with complex coordinate (z, z̄):

z 7!
az + b

cz + d
, where, a, b, c, d ∈ R or C with ad− bc = 1 . (2.2.4)

This map describes the action of PSL(2,R) or PSL(2,C) on a Riemann surface X with
coordinates zi. The former corresponds to the automorphisms of the upper half plane
H (i.e.Aut(H) = PSL(2,R)) and the latter corresponds to the automorphisms of the
Riemann sphere S2 (i.e.Aut(S2) = PSL(2,C)).

2.2.1 Riemann surfaces with marked points (punctured)

One other possible way to define Riemann surfaces is to define them as algebraic curves.
To avoid confusion we should make the terminology clear. From the point of view of real
coordinates, Riemann surfaces are indeed a two-dimensional surface. However, from the
complex analysis point of view, a Riemann surface is a one-dimensional algebraic curve.
Therefore, we can define a Riemann surface as a set of solutions in complex projective
plane CPn. This method is going to be particularly useful when we are going to look
at string scattering amplitudes in the coming chapters. Given set of zeros of function
P (z, w) ∈ C as:

P : C2 ! C ,

X = {(z, w) ∈ C2 : P (z, w) = 0} .
(2.2.5)

Then X can be made into a Riemann surface if for every point (x0, y0) ∈ C2 one of the
two derivatives Pw or Pz are non-zero (for the details of the proof cf. [26]).
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Example (2.2): Riemann surfaces with marked points

Take a Riemann surface defined by the following equations :

w2 = f(z) = (z − z1)(z − z2)(z − z3)...(z − zn) .

There are branch points at each of the points {z1, z2, z3, ..., zn}.

Using this notion we can see that generic polynomials will produce multi-sheet Rie-
mann surfaces. Meaning, upon projecting the Riemann surface S ⊂ X to C there are at
least two points of S mapped to each point of C.

2.3 Monodromy

The Monodromy of a universal covering on Riemann surfaces has great importance to our
discussion. Since we are going to discuss Riemann surfaces with punctures and integration
over them then, understanding the monodromy of these particular Riemann surfaces is
necessary in the present work. Therefore, we are going to give the definition and examples
of these types of monodromies. In the following, we are going to have physical applications
in mind for more mathematical-oriented examples and discussion we invite the reader
to the following references [27, 26]. First, we need to define the fundamental group.
Generically speaking, this group corresponds to loops on a given topological space:

Definition 2.3.1. Given a topological space Y a loop based at y0 is defined to be con-
tinuous map:

γ(t) : [0, 1]! Y

such that γ(0) = γ(1) = y0. A homotopy is a continuous deformation between two given
loops with the same base. Namely two loops associated to γ1 and γ2 both based at y0 are
homotopic to each other iff there exists a continuous map h(r, t) such that

h : [0, 1]× [0, 1]! Y .

• h(0, t) = h(1, t) = y0 for all t.

• h(r, 0) = γ1(r) and h(r, 1) = γ2(r) for r ∈ [0, 1].

The hotompic relation is an equivalence relation between two given loops. So the first
fundamental group is given by:

π1(Y, y0) =
{all loops based at y0}

homotopy
.

This definition is very general and can be applied to topological spaces. However, we will
focus on Riemann surfaces. We want to describe how going around loops on a Riemann
surface X affects the holomorphic functions over that surface. Since these functions take
values in the covering of a Riemann surface, we need to understand the homotopy group
within the covering map.
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Definition 2.3.2. A map p : X ! Y is called a local homeomorphism (and X is called
a covering space of Y ) if around each point of x ∈ X,there is an open neighbourhood U
such that p|U is a homeomorphism to its image in Y

Definition 2.3.3. A proper local homeomorphism is a covering map.

The number of points in the inverse image of a point, under a covering map, is locally
constant (since the base space is connected). This number is called the number of sheets
of the covering. To see this better we can look at some simple examples:

Example (2.3): Examples of covering maps and their sheet number

1. The map from
R! S1 ,

t 7! e2π i t ,
(2.3.6)

is a covering map with infinitely many sheets

2. The map
S2 ! S2 ,

z 7! zn ,
(2.3.7)

for a fixed positive integer n, is a covering with n sheets.

3. Let f(z) be a complex polynomial considered as a map C! C, and let F be
the set of critical points of f(z). Then the induced map C−f−1(F )! C−F
is a covering map and has deg(f(z)) sheets.

Putting the homotopy group and the covering together we can now define the monodromy.

Definition 2.3.4. Given two Riemann surfaces X and Y with the covering map p : X !
Y . Let y0 ∈ Y be a base point we define

J = π1(Y, y0) , and F = p−1(y0) ,

where F is called the fiber of p. The action of the group J on F is a group permutation
and is called monodromy.

Let x ∈ F and α ∈ J then take α to be a loop C : [0, 1]! Y . Lift C to get a path γ
in X with γ(0) = x, then we can define the action of the group J map as:

F × J ! F ,

x× α = γ(1) .
(2.3.8)

It is illuminating if we take a look at a very simple example of the z2 function:
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Example (2.4): Some covering maps and their sheets number

Take the function in the example 2.2.1 for n = 2:

p : S2 ! S2 ,

z 7! z2 .
(2.3.9)

Given a point z0 and then the map p−1(z0) is the square root of z0 which has two
elements we label them by + and −. we can order them without loss of generality:

F = p−1(zo) =
√
z0 ∼ {z+, z−} . (2.3.10)

Now, the loop C : [0, 1]! S2 centered at z0 can be defined as:

γ(t)z0 := z0e
i2πt . (2.3.11)

We can see that going around the loop multiplies the roots by a minus sign:

F ′ = p−1(ei2πtzo) =
√
z0ei2πt =

√
z0e

iπt t=1
= −

√
z0 . (2.3.12)

The set of roots is still the same (since they differ only by an overall sign) but their
order has reversed. We have:

F ′ = p−1(ei2πtzo) ∼ {z−, z+} . (2.3.13)

This permutation is the monodromy of p.

Looking back at the definition of Riemann surfaces with marked points (2.2.5). We can
see that since Riemann surfaces defined in this way does not include the branch point
C−{cirital points of f} (it is ”punctured”) then integration over contours (loops) on the
Riemann surface X which is defined over the covering space of the surfaces X̂ will include
the monodromy of the cover around the punctures.

2.4 Calculus on Riemann surfaces

It is clear that in order to perform any local computation (i.e. differentiation and inte-
gration) over a Riemann surface we require to construct the calculus. We are going to
see that while discussing the contour integration of holomorphic functions over Riemann
surfaces ,the monodromies of cover of the Riemann surface becomes relevant. We assume
that the reader is familiar with the standard concepts of vector spaces and manifolds and
tensor products (cf. standard references [27, 30]). We start with a set of definitions:

1. The tangent space TpX of the complex manifold X over the point p is the set of all
possible vectors at the point p given by the differential of the of all possible curves C
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going through p. The tangent space is a vector space which is spanned by {∂zi , ∂̄z̄i}
for a n-dimensional complex manifold.

2. The cotangent space T ⋆pX is the dual space of the TpX and is spanned by {dzi, dz̄i}
in case of the n dimensional complex manifold.

Differential forms

• All holomorphic functions over a Riemann surface belong to the cotangent
space and are called zero forms. The space of all holomorphic functions is
denoted by Ω0(X).

g(z) ∈ Ω0(X) .

• An elements of T ⋆pX are called one forms. The space of one forms can be
decomposed into holomorphic and anti-holomorphic parts and is denoted by
Ω1
C(X) = Ω(X)1,0 ⊕ Ω0,1(X). It can be written as:

α =
∑
i

gi(z)dzi ⊗
∑
i

g̃i(z̄)dz̄i , α ∈ Ω1
C(X) ,

holomorphic form: β =
∑
i

gi(z)dzi ∂̄gi = 0 ,

anti-holomorphic form: β̄ =
∑
i

g̃i(z̄)dz̄i ∂g̃i = 0 ,

(2.4.14)

where gi(z) are zero forms

• Elements of TpX are called vectors (as they are vectors tangent to the point
p). A vector V can be written as:

V =
∑
i

fi(z)∂zi ⊗
∑
i

f̃i(z̄)∂z̄i ,

holomorphic vector: W =
∑
i

fi(z)∂zi , ∂̄fi = 0 ,

anti-holomorphic vector: W̄ =
∑
i

f̃i(z̄)∂z̄i , ∂f̃i = 0 .

(2.4.15)

We can check the duality between the vectors and forms and see that by acting
on each other we obtain complex functions:

V (α) =
∑
i

(
fi(z)gi(z) + f̃i(z̄)g̃i(z̄)

)
∈ Ω0(X) .

Using the tensor product ” ⊗ ” and tensoring the elements of the tangent bundle one
will arrive at the general notion of tensors for a discussion on tensors cf. [27, 30]. The
objects that are relevant to the current work are a special class of forms that are known as
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holomorphic/anti-holomorphic differential forms. Differential forms are defined by using
the exterior algebra equipped with a product called wedge product :

Differential forms

First, we define the anti-summarized tensor product known as wedge product :

α ∧ β := α⊗ β − β ⊗ α . (2.4.16)

A holomorphic basis element for n forms is defined as:

n∧
i

dzi = dz1 ∧ dz2 ∧ dz3 ∧ ... ∧ dzn . (2.4.17)

The elements of the space of n forms are denoted by Ωn(X). Now we can define
the differential d acting on forms as:

d : Ωn,m(X)! Ωn+1,m(X) ,

d̄ : Ωn,m(X)! Ωn,m+1(X) ,

df(z) = ∂zf(z)dz f(z) ∈ Ω0(X) ,

(dd)f = d̄d̄f = 0 ,

d(α ∧ β) = dα ∧ β + (−1)kα ∧ dβ α ∈ Ωk(X) .

(2.4.18)

We invite the reader to check for the second example in 2.4 that indeed d(α) is in Ω2
C(X).

Given the differential operator d, we can categorize forms into different cases:

• Exact forms: A form that is differential of a lower order form is called exact.
Meaning α ∈ Ωi(X) is an exact from iff

∃ β ∈ Ωi−1(X) : α = dβ .

• Closed forms: A forms whose differential is zero is called closed. Meaning, α ∈
Ωi(X) is a closed from iff

dα = 0 .

Since d2 = 0 all exact forms are closed but not all closed forms are exact. Further, using
the definition of the differential we can see that on a complex manifold with dimension n
we have a particular form:

α =
∑
i

αi(z, z̄)
( n∧
k=1

dzk

)
∧
( n∧
k=1

dz̄k

)
∈ Ωn,n(X) ,

dα = d̄α = 0! Ωm(X) ≡ 0, m > n ,

(2.4.19)

and α is known as the top form. In addition, we can see that there are no forms higher
than the top form. Having defined the differential, we are ready to define the integration
over a Riemann surface:
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Integral of forms

Suppose X is an orienteda Riemann surface and β is a (1, 1)−from with compact
support and supported on the domain of a coordinate chart on X. Meaning, in
these local coordinates we have:

β = f(z, z̄)dz ∧ dz̄ ,

then we define the integral of β over X by:∫
X

β =

∫
C

f(z, z̄)dzdz̄ =
i

2

∫
R2

f(x+ iy, x− iy)dxdy . (2.4.20)

Similarly for a holomorphic (anti-holomorphic) differential form α ∈ Ω1,0(X) (or
Ω0,1(X)) the integration will be over a path γ ⊂ X. Therefore, we have:

∫
γ

α =

z2∫
z1

f(z)dz =

∫
R

f(x+ iy)(dx+ idy) . (2.4.21)

aAll Riemann surfaces that we are considering are oriented

We want to consider is contour integration over holomorphic functions that have branch
points, which is the accumulation point of monodromy, differential forms and integration.

2.4.1 Contour integration of punctured Riemann surfaces

For a function f(z, z̄) with a set of poles and branch points F to be well defined we
have to remove the points from the Riemann surface and obtain the Riemann surface
with punctures (X\F ). However, in doing so the integration becomes ill defines since
there is a nontrivial isomorphism between loops in X\F and loops in the covering C.
In particular, this affects contour integration since a contour C is a loop on a Riemann
surface X, and when we want to perform the integration of the function f(z, z̄) over the
covering of X i.e.C we have to define the monodromy of the curve going around the
points. In order to do this we define the following functional:

Monodromy functional

Given a contour integration C we define the monodromy of the holomorphic (anti-
holomorphic) form I(z) (Ī(z̄)) as:

MonC{I(z)} := Mondromy of the function going around the contour C . (2.4.22)

Let us explain this in an example:
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Example (2.6): Monodromy functional

We have the holomorphic function I(z) = z2/5 over the disk and we take the loop
γ ⊂ D2 going along the boundary which corresponds to the loop in C ⊂ C with
the following monodromy:∮

γ

I(z) =

∮
C

MonC{I(z)} :=

∫
C1

dxI(x) + eiπ
2
5

∫
C2

dxI(x) = 0 . (2.4.23)

Figure 2.3: Loop γ and contour C

Here, we have taken the radius of the semi-circle C2 contour to zero and therefore
it is not appearing in the integral

We finish this section by looking at a special function that we are going to encounter a
lot in this work namely the Koba-Nielsen factor.

2.4.2 Koba-Nielsen monodromies

The Koba-Nielsen factor was first constructed in the meason amplitudes [31, 32] but in
string theory it can be seen as the contraction of the plane wave vertex operators we are
going to discuss this in detail in chapter 5. For the discussion of this section, we take
this factor as a holomorphic function and calculate its monodromy over a given contour
integral. We start by giving the expression of the Koba-Nielsen (KN) factor:

Koba-Nielesn factor

Given a set of complex points z in the complex plane and non integer real variables
ζi associated to each point i.e.

z := {zi : zi ∈ C} ,
ζ := {ζi : ζi ∈ R\Z} .

(2.4.24)
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We can define the KN factor as:

KN :=
n∏
i>j

|zi − zj|ζi·ζj . (2.4.25)

We can see that the KN factor is a holomorphic function with branch points at zi−zj = 0.
Looking at the third example we gave for the monodromy in example 2.3 we can take
the KN factor to be the function f(z), Therefore, the KN defines a map from Riemann
surface to the complex numbers so it defines a is a covering and we can calculate the
monodromy around a loop. We take the Riemann surface to be the disk D2 and the loop
γ to be a contour integration going around the boundary. By using the map in example
2.2 the disk is mapped to the upper half-plane and the boundary is mapped to the real
line. Therefore, the variables zi = xi become real:

∮
γ

dz1KN =

∮
xk

dx1

n∏
i>j

|xi − xj|ζi·ζj . (2.4.26)

Now we can define the monodromy concerning a contour integration as:

Monodromy of KN factor

Given a contour integration γ we can w.l.g. order the branch points along the
direction of the contour noted by σ : {x2 < x3 < x4 < ..., xn} we have:∮

γ

dz1KN =

∮
R

dx1

n∏
i>j

|xi − xj|ζi·ζj . (2.4.27)

Figure 2.4: The monodromy for variable x1 of the Koba-Nielsen factor.
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We obtain the monodromy of the KN factor:

MonC1 {KN} = eiπF (σ) KN

F (σ) =
∑
i>j

f(ζ1 · ζj;x1, xj)), f(ζi · ζj;x1, xj) =

{
ζ1 · ζj x1 > xj ,

0 x1 < xj .

(2.4.28)

We should note here that our choice fixed the positions of the variables in the Koba-
Nilesen to be on the real line. Generically, this needs not to be true we can have some of
the variables in the bulk of the disk. However, this case is irrelevant to our discussion.1

2.5 Singular homology and De Rahm cohomology

So far we have discussed the differential forms and integration over Riemann surfaces. We
now want to introduce two important structures over the differential forms that we are
going to use throughout this work, namely: singular homology and de Rahm cohomology.
Geometrically, singular homology studies and classifies loops on a given manifold. In
order to formalize that we need to define the chain complex and the associated boundary
operator:

Definition 2.5.1. A chain complex is a collection of abelian groupsGi indexed by integers
together with a sequence of homomorphism ∂ : Gi ! Gi−1 such that ∂2 : Gi ! Gi−2 is
zero. The operator ∂ is called the boundary operator or differential.

Singular Homology

If G⋆ = ({Gi}, ∂) is a chain complex then we define its homology to be the graded
group:

Hi(G⋆) =
ker ∂ : Ci ! Ci−1

im ∂ : Ci+1 ! Ci
. (2.5.29)

Simply stated, homology puts all possible cycles with vanishing boundary, that can be
deformed to each other by a boundary of another cycle, in the same class. There is a dual
space to the homology with the dual operator to the boundary operator δ known as the
singular cohomology denoted by:

H i(G⋆) =
ker δ : Ci ! Ci+1

im δ : Ci−1 ! Ci
. (2.5.30)

Given the properties of the exterior differential that we discussed in (2.4.18), we can see
that the differential can be used to define chain complex and is dual to the homology
(since ∂zi and dzi are dual). This is known as the de Rahm cohomology and is defined as:

1We are going to see in the chapter 5 that this case will correspond to EYM amplitudes.
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De Rahm cohomology

The ith de Rahm cohomology group pf X is the complex vector space:

H i
Ω(X) =

ker d : Ωi ! Ωi+1

im d : Ωi−1 ! Ωi

=
closed i-froms

exact i-froms
. (2.5.31)

Given the fact that the differential of a top form on a manifold is zero i.e. dαtop = 0 and
all other forms above the top forms are identically zero. The cohomology group is also
capped at the n cohomology group meaning:

H i(X) = 0 , i > n . (2.5.32)

The de Rahm theorem relates the singular cohomology and the de Rahm cohomology.It
states that there is an isomorphism

H i(G⋆)! H i
Ω(X)

.

2.5.1 Poincare duality

The Poincare duality gives us the relation between homology and the cohomology groups
namely:

Theorem 1. Let M be a complex manifold of complex dimension n. Then there is the
following isomorphism:

H i
Ω(X) ∼= Hn−i Ω(X) . (2.5.33)

Meaning, to any differential α we can associate a cycle c.

2.5.2 Intersection number

There are different instances in that we use the space of forms with compact support
(Ωi

c(X)). For example, we defined the integration over the space of compactly supported
forms. The other one would be the intersection number. The definition of the intersection
number goes through the Poincare duality which has the following implication.

Intersecion number

Let γ be loop over the Riemann surface X then integration over γ yields a linear
map:

Iγ : H
1(S)! R ,

Iγ(ω) : ω 7!

∫
γ

ω .
(2.5.34)
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Then by the use of the Poincare duality, we have that for any loop γ there is a
compactly supported form θ over X such that:

Iγ(ω) =

∫
X

θ ∧ ω . (2.5.35)

Now, the integral only depends on the class of θ (due to Stokes’ theorem). Therefore
we can define the intersection number as the bilinear paring:

H i
c(X)×H i(X)! C ,

⟨θ, ω⟩ 7!
∫
X

θ ∧ ω ,
(2.5.36)

where θ ∈ H i
c(X).

We are going to use this definition of intersection number for the rest of this work.

2.6 Moduli space of Riemann surfaces

As we have seen so far there are a lot of topological and analytical features associated
with the Riemann surfaces from monodromy to cohomology. Now we want to discuss the
classification of Riemann surfaces. Meaning, we want to define the class of all Riemann
surfaces that can be continuously deformed to each other using a continuous variable.
Therefore, we can make a bigger space (space of all possible Riemann surfaces) from
these variables. In this bigger space, each point describes a Riemann surface and it is
known as Moduli space of Riemann surface. Here we are mostly following [11, 26].
First, we can see the simple topological classification of Riemann surfaces, namely the
genus classification. We know that all surfaces with the same genus are homeomorphic
to each other. For example, all genus zero Riemann surfaces (without boundary) are
homeomorphic to sphere S2 or all genus one Riemann surfaces are homeomorphic to torus
T 2 (a Doughnut is the same as a cup with handle). However, this topological information
is not enough we need the information about the local structure to be added to this
equivalency between Riemann surfaces. Therefore, we define the classes as:

Equivalent classes of Riemann surfaces

Two Riemann surfaces are equivalent if there is a homeomorphism between them
that preserves geometry (in other words they are holomorphically isomorphic). This
map takes holomorphic functions to holomorphic functions.

Since we are still using the subset of homeomorphisms between Riemann surfaces we still
have the genus classification i.e. we cannot map surfaces with different genus to each other.
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The main difference is that not all surfaces with a given genus are equivalent2 and we
now need to take into account the local geometries i.e. the metric on the surface. So, we
can classify surfaces with their metrics. We define the space of all possible metrics of
the surface X with genus g as Gg(X). However, as we discussed the Riemann surface is
invariant under diffeomorphisms and Weyl transformations. Therefore any two metrics
g1 and g2 in Gg(X) that are related by diffeomorphism and/or Weyl transformation will
correspond to the same surface. Therefore, we define the moduli space of a Riemann
surface X as:

Moduli space of Riemann surface Xg

M(X)g :=
Gg(X)

(diff ×Weyl)g
. (2.6.37)

A few simple examples are in order:

Example (2.7): Example of moduli spaces

1. Riemann sphere: The moduli space of the Riemann sphere is trivial ”one
point” meaning, all possible metrics on a Riemann sphere are equivalent up
to Weyl× diff transformations.

2. Torus: The moduli space of the T 2 is the upper half plane mod PSL(2,Z)

One of the main tools that we are going to use is the uniformization theorem which states
that any simply connected Riemann surface is holomorphically isomorphic to one of the
following three:

• The Riemann sphere S2.

• The complex plane C.

• The upper half-plane H or equivalently the unit disc D2.

Therefore, using the uniformization theorem we can classify all genus zero Riemann sur-
faces. For example, using the theorem we can see that all compact genus zero Riemann
surfaces are isomorphic to the Riemann sphere S2 and hence have trivial moduli (see
example 2.6).

2.6.1 Punctured Riemann surfaces

All of the discussion in this work will be over Riemann surfaces with marked (punctured)
points. Hence, we are going to take a closer look at the moduli space of Riemann sur-
faces with n punctures Xg,n. We take the positions of n punctures as a configuration of

2since, as mentioned, we do not have the full homeomorphisms only the geometry preserving homeo-
morphisms
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Xg,n therefore, for every possible configuration/position of punctures we have a different
Riemann surface. Therefore, we can add the positions to the moduli space coordinates.
Therefore we modify the definition (2.6.37) as:

Moduli space of punctured Riemann surfaces Xg,n

M(X)g,n :=
Gg ×Xn

(diff ×Weyl)g
. (2.6.38)

Since each puncture can be at any position in X we have n copies of X i.e.Xn.
Then the coordinate of the M(X)g,n will be ( τ1, τ2, ..., τk︸ ︷︷ ︸

metric moduli

, z1, z2, ..., zn︸ ︷︷ ︸
puncture positions

)

For the genus zero case, we have the following:

M(X)0,n :=
G0 ×Xn

(diff ×Weyl)g
=

Xn

VCKG(X)
, (2.6.39)

where the VCKG(X) is the volume of the conformal killing group of the surface X. This is
the subgroup of the (diff ×Weyl)g that keeps the metric invariant and therefore remains
after the quotient of G0. The conformal killing group for the sphere is PSL(2,C), and for
the disk is PSL(2,R). One can easily implement the conformal killing group by (gauge)
fixing the positions of some of the punctures. As an important set of examples (to our
work) we take a look at the moduli space of n-punctured Riemann sphere and disk.

Example (2.8): Moduli space of S2 and D2

1. M(S2)0,n = {(z1, z2, z3, ..., zn) ∈ (S2)
n/PSL(2,C)} = (S2)

n−3 = (CP1)n−3 .

2. M(D2)0,n = {(x1, x2, x3, ..., xn) ∈ (R)n/PSL(2,R)} = (R)n−3 .

Here we have fixed three positions to remove the conformal killing volume.
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Chapter 3

Intersection number of twisted forms

3.1 Preface

In recent years thanks to the work by Mizera [7] twisted cohomology was brought into the
scene of theoretical physics. In particular, in two very close fields of scattering amplitudes:

1. Defining twisted differential forms that describe tree level amplitudes of specific
theory[1, 2, 5].

2. Calculation of elliptic integrals that appear in loop field theory amplitudes [23, 33].

The main difference between the two topics is that in the first the properties of the
associated field theory (mass, interactions, color kinematic duality, etc) are reflected in
the twisted form. However, in the second case, one wants to calculate only the elliptic
integral regardless of the theory that gave rise to it. In this chapter, we are going to give
an overview of the Intersection theory of twisted forms. We will discuss the following:

1. First, we are going to define twisted cohomology/homology. We are going to explain
what is a twisted form/cycle.

2. Second we will introduce the intersection number associated with twisted forms.
Then we present different methods to calculate them.

3. Finally, we will use these methods in practice and explain in detail how these in-
tersection numbers are calculated with different examples. We finish by looking at
some limits and commenting on their relevance to the next chapters.

3.2 Basics of twisted cohomology

In this section, we are going to give the basics of twisted de Rahm cohomology. We are
going to be following mathematical literature [34] with the physicist twist on them. We
are going to summarize the important practical results that will use in the last section.
However, We believe it is important to understand the mathematical foundations of this
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topic. So we start with the basic definitions. Like the de Rahm cohomology on any
manifold, we have the analogous theorem to de Rahm theorem but before giving the
theorem we need to define the main ingredient i.e. locally constant sheaf or local system.

Definition 3.2.1. A Sheaf S on a space X is an assignment of a set S(U) to each open
set U ⊂ X with the ”restriction map”

ρUV : S(U)! S(V ) , when V ⊂ U .

Definition 3.2.2. A local constant sheaf or local system on a space X is a sheaf S such
that for any point x ∈ X there is an open neighborhood U containing x such that S|U is
constant sheaf.

As an example we have the local constant sheaf or local system Lω as:

Lω :π1(X)! C×

[γ] 7! exp
( ∫

γ

ω
)
, ω : closed.

(3.2.1)

Here Lω is the locally constant sheaf of solutions ∇ωh = 0, h ∈ Ω0
ω(M) which is the rank

one complex local system on X. In fact, we have more: There is a bijection between the
representation of the first fundamental group π1(X) and local systems on X [35]. Now
we modify the definition of homology:

Definition 3.2.3. Let G be an Abelian group and ∆p be the standard complex on X.
Then the tensor product ∆p⊗G is a chain complex with the differential ∂⊗1. We define
homology group with coefficient in G by:

Hp(X;G) = Hp(∆p ⊗G) , (3.2.2)

Where Hp(∆p ⊗G) is the homology with respect to the ”new” boundary operator.

We can take the local sheaf Lω, which is an Abelian representation of the first fundamental
group π1(X). Hence, we have the homology group with coefficient in Lω as:

Hp(X;Lω) = Hp(∆p ⊗ Lω) . (3.2.3)

An element of the twisted homology is called a twisted cycle and is defined as:

Cγ,ω = Cγ ⊗ exp
( ∫

γ

ω
)
, (3.2.4)

where Cγ is standard cycle over manifold X.
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Twisted de Rahm cohomology

Let ω be a closed holomorphic one form onM . The covariant derivative with respect
to ω is defined by:

∇ω := d± ω∧ ,

Ωω(X)p := Ω(X)p ⊗ exp
( ∫

γ

ω
)
.

(3.2.5)

Then, the (smooth) twisted de Rahm cohomology complex of X is (Ωω(X)p,∇ω).
We denote the cohomology of (Ωω(X)p,∇ω) by H

p
ω we have

Hp
ω(M,∇±ω) =

{φ ∈ Ωp
ω(X) | ∇±ωφ = 0}
∇±ωΩ

p−1
ω (M)

. (3.2.6)

Theorem 2. Given the twisted singular cohomology Hp
ω(X,Lω) the map:

Λ :=Hp
ω(X,∇ω)! Hp(X,Lω) ,

[φ] 7!

(
[ξ]⊗ exp

( ∫
γ

ω
)
7! [c]⊗ exp

( ∫
γ

ω
)
7!

∫
c

ξ exp
( ∫

γ

ω
))

,
(3.2.7)

to the de Rahm cohomology is a vector space isomorphism.

An important choice for ω which we are going to use throughout this work is

ω =
∑

1≤i<j≤n

λi · λj d log(zi − zj) ,

for this choice we have the following cycle:

Cγ,ω = Cγ ⊗ eiπϕ(γ)
n−3∏
i=1

|zi − zj|λi·λj = Cγ ⊗KN , (3.2.8)

where KN is the Koba-Nielsen factor we introduced in (2.4.25). In simpler words, this
means that for each cycle that goes around branch points, we associate a complex number
to that part of the loop that goes around branch points. We are going to discuss this
twist further in the next subsection.

3.2.1 Hyperplane twisted cohomology

So far we have introduced the twisted de Rahm cohomology as an abstract construction.
Now we will explicitly choose a twist ω which enables us to give examples and perform
calculations. Looking at the definition (3.2.6) any covariant holomorphic one-formcan
be a candidate for the twist ω. One of the more important cases of twisted de Rahm
cohomologies is the case of complements of hyperplane as general hypergeometric functions
[36, 37]. An l-arrangement of set K of hyperplanes is a finite set of distinct hyperplanes
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in the l dimensional complex (projective) space Cl (note that l is not the number of the
hyperplanes). We define the complement of K by M(K) = Cl\ ∪H∈K H. Then, we define
the logarithmic one-form ωH of a hyperplane H, with the defining linear polynomial, αH
as:

ωH := d logαH , where: H = ker(αH) . (3.2.9)

A weight λ of K is defined by:

λ = (λH ;H ∈ K) , λH ∈ C . (3.2.10)

We define the logarithmic one-form by:

ω(K, λ) =
∑
H∈K

λHωH ,
∑
H

λH = 0 . (3.2.11)

Then, we have the twisted de Rahm cohomology with respect to this one-form:

H(M,∇ω) ∼ H(M,Lω), ∇ω = d+ ω(K, λ)∧ , (3.2.12)

where Lω is the rank one local system on M(K) whose monodromy around a hyperplane
H ∈ K is exp{−i2πλH} we can also define the multivalued analytic function U(K, λ) on
M(K) as:

U(K, λ) :=
∏
H∈K

αλHH ,

ω(K, λ) = d log U(K, λ) .
(3.2.13)

All of these definitions are going to be given physical meaning when we get to discuss
string amplitudes in the coming sections.

Example (3.1): Dimension one case

The twisted de Rahm cohomology in one dimension (l = 1) is the complex line
minus some points. Let K be the set of points in C and λ = (λi, i ∈ K) be its
weights. Taking the coordinate z of C we have the following:

U(K, λ) =
∏
p∈K

(z − p)λp ,

ω(K, λ) =
∑
p∈K

λp
dz

z − p
.

(3.2.14)

We finish this section with a discussion on a particular version of the hyperplane
twisted cohomology. Given a l arrangement hyperplane twisted cohomology setup, we
choose the set of polynomial hyperplanes in Ck+1 to be the following:

K := {αij = 0} ,
αij = zi − zj .

(3.2.15)
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Therefore, the twist ω will be for a given set of weights λij:

ω =
∑
ij

λijd log (zi − zj),
∑
i,j

λij = 0 (3.2.16)

The complement space of K has the following form:

M(K) = Cl\
⋃
ij

{(zi − zj) = 0} . (3.2.17)

This setup will be used in the amplitude discussion.

3.2.2 Dual spaces

In order to construct an intersection number we need the dual space to the Hp(M,∇ω).
One can see that the local constant sheaf Lω has the natural dual space L−ω which is
given by:

Lω ⊗ L−ω = e
∫
γ ω × e−

∫
γ ω = 1 . (3.2.18)

Therefore, we have the homology with the local coefficients in L−ω i.e.H(M,∇−ω) as
the dual space of the H(M,∇ω). However, there is another possibility. We can take the
complex conjugation of the homology H(M,∇−ω) and use the complex dual i.e.H(M,∇ω)
as the dual space. This space also has its own dual local sheaf H(M,∇−ω). There is a nice
isomorphism between the dual twisted cohomologies thanks to Hanamura and Yoshida
[38]:

Hn
ω ≃ Hn

−ω ,

Hn
−ω ≃ Hn

ω .
(3.2.19)

So, we can use these spaces interchangeably. However, after choosing the elements one has
to be careful to not mix them in the middle of calculations since the parings of elements
will be inverse matrices of each other. Lastly, thanks to work by Amato it was shown
that the only nontrivial cohomology/homology group is for k = dimcomplexM .

3.3 Numbers from twisted homology: Intersections

and periods

So far, we have discussed the basics of twisted homology and we have defined cohomologies
and their duals. Now we use this machinery to obtain complex numbers from these objects.
As we mentioned in section 2.5.2 We have two main tools:

• Twisted periods

• Intersection numbers
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3.3.1 Twisted periods

The twisted period is defined as the paring of a cycle in the homology Hk(M,∇ω) and
a twisted differential form in the cohomology Hk(M,∇ω). The simplest way to produce
numbers out of these two objects is by integration numbers. We have the following:

twisted period

Let φ+ ∈ Hk(M,∇ω) be a twisted k-form and Cγ ∈ Hk(M,∇−ω) be a twisted
k−cycle. Then, we define their paring by:

⟨Cγ,ω|φ+⟩ω :=

∫
Cγ

KNφ+ . (3.3.20)

This gives rise to period integrals on moduli space. The Euler-Mellin integral rep-
resentations for different hypergeometric functions can be interpreted as this pairing
[23, 34]. A similar construction applies for dual cycles C̃δ of the twisted homology group
H−ω
k (M,L−ω) with the cycle

C̃δ ⊗KN−1, (3.3.21)

which in turn gives rise to the period integrals:

⟨C̃δ ⊗KN−1|φ−⟩ :=
∫
C̃b

KN−1 φ− . (3.3.22)

3.3.2 Intersection number

Now, we build up a very important tool in our work namely the intersection number of
twisted de Rahm cohomology. As mentioned before we will look at the twisted cohomology
Hk(M,∇ω) where twisted forms are associated with the positions of hyperplanes and M
is a k dimensional complex projective space. In particular, we consider the intersection of
holomorphic top forms1 onM . First, we need to take care of the fact that space of twisted
differential k−forms on M , (i.e.Dk(M)) is not compactly supported. In order to use the
definition of the intersection number (2.5.36) over these forms we need to compactify this
space. This is done via the isomorphism ιkω [7, 34]:

ιkω : Hk(M,∇ω)! Hk
c (M,∇ω) , (3.3.23)

where Hk
c (M,∇ω) is the cohomology of the twisted k−forms with compact support. The

map ιω implicitly solves also another problem. As we mentioned we take the holomorphic
top forms. However, any wedge of holomorphic top forms will be zero. The isomorphism
ιω introduces anti holomorphic direction and we avoid the zero wedge2. Our main task
throughout this section will be to realize the map ιkω for twisted forms. Having this setup
we can define the intersection number of two twisted top forms:

1This means that for a top form φ we have dφ = ∇ωφ = 0
2we see this in detail whilst giving the proof of the intersection number.
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Intersection number

Let φ− ∈ Hk(M,∇ω) and φ+ ∈ Hk(M,∇−ω) be two twisted k−forms (top forms).
Then, we define their intersection number by:

⟨φ−, φ+⟩ωa :=
∫
M

ιkω(φ−) ∧ φ+ . (3.3.24)

aNotice that we are using ⟨|⟩ for periods and ⟨, ⟩ for intersection numbers

In order to construct the intersection number we chose the second twisted form from the
dual cohomology Hk(M,∇−ω) so that the result of the intersection number (3.3.24) will
be C number not an element of the group G as in (3.2.2). One can choose the twisted form
to be in the complex conjugate dual space, i.e.Hk(M,∇ω). In the subsequent chapters
we are going discuss different uses of this intersection number. For now, we employ the
twisted dual forms in Hk(M,∇−ω). First, we give the result for the intersection number
and then we give a sample of the proof [34]. The intersection number (3.3.24) is given by:

Intersection number

Let φ− ∈ Hk(M,∇ω) and φ+ ∈ Hk(M,∇−ω) be two twisted k−forms. Then, we define their
intersection number by:

⟨φ−, φ+⟩ω :=

∫
M

ιkω(φ−) ∧ φ+ = (2πi)k
∑
p

R̃eszp(φ+∇−1
ω φ−) , (3.3.25)

where zp = (z1, ..., zk) ∈ Ck are the poles of (φ+∇−1
ω φ−)(in the local coordinates of complex

manifold M). We take the multidimensional residue R̃eszp as the following:

R̃eszp(φ+∇−1
ω φ−) := Resz=zk(Resz=zk−1

(Resz=zk−2
(...(Resz=z1φ+∇−1

ω φ−)...))) . (3.3.26)

Several points are in order:

• First, we have implicitly assumed that both forms φ− and φ+ are dependent on
all the coordinate (z1, z2, ..., zk). This is not necessary: For example, one of the
twisted forms can be dependent on (z1, z4, z5) and the other (z2, z3, z4) in that case
we have to look at the common coordinate (cf. [34]). This will not be relevant
for our discussions we always assume the top form. Therefore, we always have all
coordinates of the space.

• The equation we take the residue layer by layer (from z1 to zk). Of course, the result
is not dependent on the ordering of the layer. However, it can be easier to do the
calculation in one particular order.

Now is a good time to look at some examples of intersection numbers:
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Example (3.2): Example of intersection number of twisted forms

We look at the simple example in which the manifold isC2 with the local coordinates
(z, w). In order to be able to picture the arrangement of the hyperplanes we project
the coordinates to their real parts. We introduce the following hyperplanes:

f1 = Re(z)− 2 ,

f2 = Re(z) + Re(w)− 2 ,

f3 = Re(w)− 5 .

(3.3.27)

Therefore, the domain of integration is given by: M(K) = C2\
⋃3
i=1{fi = 0}. Now

we have the twisted one form and the twisted forms as:

ω =
3∑
i=1

λid log fi = λ1d log f1 + λ2d log f2 + λ3d log f3

φ− = d log
f1
f2

=, φ+ = d log
f3
f2
.

(3.3.28)

The intersection number of φ− and φ+ then is given by:

⟨φ−, φ+⟩ω =

∫
M(K)

ιω(φ−) ∧ φ+ =
1

λ2
. (3.3.29)

Figure 3.1: Example of intersection number of logarithmic forms in hyperplane geometry
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3.3.3 Proof for the k = 1 case

As discussed, in order to calculate the integral in (3.3.24) we need to construct a twisted
form with compact support as an element of the de Rahm twisted cohomology. The main
idea behind the proof is as follows:

1. First, given a twisted form φ with poles at zi. We remove from its support open
neighborhoods Ui centered at given pole zi.

2. Since we want to preserve the cohomology we amend the removed patches with a
function ψi for each zi with the following property:

ψi: is regular at zi ,

φ|Ui
= ∇ωψi .

(3.3.30)

3. Now we glue this new function and replace it with the removed patch.

Let us build this structure concretely. Given the twisted form φ with poles at
z = {z1, z2, z3, ..., zk} and Riemann surface X. we can always find an open neighborhood
Ui centered at each zi that does not intersect any other neighborhood. Meaning:

Ui ⊂ X, zi ∈ Ui Ui ∩ Uj = ∅ ∀i ̸= j . (3.3.31)

Then, take Vi ⊂ Ui and Di : Ui\Vi and define the following function over the X:

hzi(t) =


hzi(t) = 1, t ∈ Vi ,

0 ≤ hzi(t),≤ 1 t ∈ Di ,

hzi(t) = 0, t ∈ U c
i ,

(3.3.32)

where U c
i is the complement of Ui. One can see clearly that function the hzi(t) patches

any function defined over zi by multiplication. Further, one can also see that function
hzi(t) cannot be pure holomorphic (since a holomorphic function over a bounded disk
must be constant). This is the main point, as we mentioned before, the anti-holomorphic
parts are added to ιω(φ) through compactifying isomorphism.
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Figure 3.2: The set Ui and Vi around punctures zi

So we define the compactified version of φ as the following:

ιω(φ) = φ−
∑
i

∇ω(ψihzi(t)) φ|Ui
= ∇ωψi . (3.3.33)

First of all, we can see that ιω(φ) is in the same cohomology class as φ since their difference
is a total derivative. We can check that indeed ιω(φ) has compact support over X:

ιω(φ) = φ−
∑
i

∇ω(ψihzi(t)) = φ+
∑
i

(
∇ω(ψi)hzi(t) + ψi∇ω(hzi(t))

)

= φ+
∑
i

(
φhzi(t) + ψid(hzi(t))

)
ιω(φ) = φ+

∑
i

φhzi(t))︸ ︷︷ ︸
zero on the punctures

+
∑
i

ψid(hzi(t))︸ ︷︷ ︸
regular on the punctures

.

(3.3.34)

The last part, which is computational, is to find the functions ψi this means that we have
to solve the following equation for every patch Ui:

φ|Ui
= ∇ωψi = dψi + ω ∧ ψi . (3.3.35)
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However, the ∇−1
ω is not invertible so we solve this equation by series expansion. We

expand the twisted form φ and the function ψ in the local coordinates around zi:

φ(z) =

(
a−1

zi
+ a0 + a1zi + ....

)
dz ,

ψ(z) =
∞∑
m=0

cmz
m
i ,

ω(z) =

(
b−1

zi
+ b0 + b1zi + ....

)
dz .

(3.3.36)

Now, we can plug this back into the equation (3.3.35) and we have:

φ = dψ + ω ∧ ψ ,(
a−1

zi
+ a0 + a1zi + ....

)
dz =

∞∑
m=0

mcmz
m−1
i dz +

(
b−1

zi
+ b0 + b1zi + ....

)
∧

∞∑
m=0

cmz
m
i dz

∞∑
m=0

(
mcm +

m−1∑
q=−1

aqcm−q−1

)
zm−1
i =

∞∑
m=0

bm−1z
m−1
i .

(3.3.37)
This equation can be solved for cm and the series will converge in the neighborhood Ui [34].
Therefore, we have the function ψ in terms of the Laurent expansion. We can calculate
the intersection number (3.3.24) with the use of Stokes’ and the residue theorem:

⟨φ−, φ+⟩ =
∫
M

ιω(φ−) ∧ φ+ =

∫
M

(
φ− −

∑
i

∇ω(ψihzi(t))

)
∧ φ+

= −
∫
M

(∑
i

ψid(hzi(t))

)
∧ φ+ = −

∑
i

∫
Di

(
ψid(hzi(t))

)
∧ φ+

= −
∑
i

∫
∂Di

(
ψihzi(t)

)
φ+ = 2πi

∑
i

Resz=zi(ψiφ+)

= 2πi
∑
i

Resz=zi(∇−1
ω φ−φ+) .

(3.3.38)

Let us make an important contrast here: In the generic case (3.3.25) we have a k dimen-
sional space. So each zi corresponds to a complex dimension. The twisted form can have
many poles along each dimension and therefore we had a sequence of residues. In the
example above we put k = 1 (so only one complex dimension) and the last sum runs over
residues of the poles in z.

3.3.4 Twisted period relations

We finish this section by discussing the last paring among the homology/cohomology
elements that we have omitted so far. In the twisted period case we discussed the pairing
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between twisted cycles and twisted differentials. Then, for the intersection numbers we
used the Poincare duality and paired two twisted differentials. Now, we want to see what
is the pairing of two cycles and explain the relationship between all these pairings.

Saddle point approximation

Given a k-twisted cycle Cγ,ω ∈ Hk(M,∇ω) and a dual twisted cycle C̃δ,−ω ∈
Hk(M,∇−ω) the paring between them is given by (dimHk)× (dimHk) period ma-
trix:

[Cγ,ω, C̃δ,−ω]ij = Sij . (3.3.39)

Using the fact that the only nontrivial cohomology group is given by the complex dimen-
sion ofM we can use the Poincare polynomial to write the dimension (rank) ofHk(M,∇ω)
in terms of the Euler character for a D complex dimensional space [39]:

(−1)DdimHD(M,∇ω) = χ(M) . (3.3.40)

One can construct a basis of χ(M)2 period integrals Π+
ab cf. [40]. Conversely, we have

the inverse matrix S−1 with two bases {Cγ}χ(M)
γ=1 and {C̃δ}χ(M)

δ=1 of twisted cycles as the
following the intersection matrix:

⟨Cγ ⊗KN | C̃δ ⊗KN−1⟩ = S−1
ab . (3.3.41)

This gives rise to the twisted period relations [34]. Using this matrix element we introduce
the last proposition in this section thanks to Mizera [7] which is very useful to expand
the intersection numbers.

Saddle point approximation

Let U ∼= V ∼= W ∼= X be four isomorphic complex vector spaces with non-
degenerate bilinear pairings denoted by ⟨u, v⟩, ⟨u, x⟩, ⟨w, x⟩, ⟨w, v⟩ for u ∈ U ,
v ∈ V , w ∈ W and x ∈ X which are normalized. Then the bilinears between basis
vectors {ua}dimU

a=1 ∈ U , {va}dimv
a=1 ∈ V , {wa}dimW

a=1 ∈ W , {xa}dimX
a=1 ∈ X, are related

by:

⟨ua|xd⟩ =
dimU∑
b,c=1

⟨ua|vb⟩Sbc⟨wc|xd⟩ , (3.3.42)

Where S is a (dimU) × (dim,U) matrix with entries Sab := ⟨w∨
a |v∨b ⟩ where the

orthonormal basis vectors are denoted by {v∨a }dimv
a=1 ∈ V and the inverse S−1 as

S−1
ab := ⟨wa|vb⟩.

So we can summarize the parings in the following:
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Space Hk
−ω H−ω

k

Hk
ω

⟨φ−, φ+⟩
Intersecion number

⟨Cγi,ω|φ+⟩
Twisted period

Hω
k

⟨φ−|C̃γi,−ω⟩
Twisted period

[Cγ,ω, C̃δ,−ω]ij = Sij

Period matrix

Table 3.1: Different parings of a twisted differential form: First with a dual twisted form and second
with a twisted cycle

3.4 Saddle point approximation

The intersection number that we introduced in (3.3.24) is an integral over the space
M(K). We further discussed, the case of logarithmic forms, where we can use the residue
method to calculate the value of the intersection number. However, it might not be always
the case that we have the tools to calculate their residues or that the twisted forms are
not logarithmic. Therefore, the result that we discussed so far is not going to help us
to obtain intersection numbers. It is fortunate that under proper conditions there are
extensive mathematical theories to approximate integrals. We can use these methods to
calculate intersection numbers without actually calculating the integrals. The method
that we are going to discuss in this section is the saddle point approximation. First, we
can look at the definition and property of the saddle point approximation:

Saddle point approximation

For a given integral of the form:

∫
C

I(z)exp{λg(z)}dz ∼

(
2π

λ

)n/2
1√

det g′′(z0)ij
eλg(z0)

(
I(z0) +O(λ−1)

)
, (3.4.43)

where C is a fixed contour in the complex z plane and I(z) and g(z) are analytic
function in some region D ⊂ Cn. The second derivative g′′ij is the Hessian matrix
of the function g(z) and z0 is the non degenerate saddle point:

z0 : ∂zg(z) = 0 ,

g′′ij :=
∂2g(z)

∂zi∂zj
.

(3.4.44)

The saddle point approximation is based on the method of steepest decent [41]. More
importantly, in order to be able to perform the above expansion we had to make use of
the complex Morse lemma which states the following:
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Complex Morse lemma

Let g(z) be a holomorphic function and z0 be a non-degenerate saddle point. Then
near z0, there exist a local coordinate such that g(z) is exactly quadratic:

z0 : ∂g(z) = 0 , and g′′(z0) ̸= 0 ,

∃(w1, w2, ..., wn) , such that g(w) = g(z0) +
1

2

n∑
i=1

µiw
2
i .

(3.4.45)

Using the saddle point approximation we can approximate the intersection number given
in (3.3.24). The first, thing to notice is that the form of the integral in the intersection
number is not of the form given in (3.4.43). In order to bring the integral of the intersection
number into the format that we need for our discussion we make use of proposition 3.3.4.
We set U = Hk

−ω, X = U = Hk
ω, W = Hω

k and V −ω
k and since we are going to use this

approximation for the moduli space of punctured Riemann surface we can use the fact
that the Euler character is given by [42]:

χ(M0,n) = (−1)n−3(n− 3)! ,

and set the dimension of the top cohomology to (n−3). Then, we have for the two twisted
top forms φ− = φ̂−(z)dz

n−3 and φ+ = φ̂+(z)dz
n−3 the following expansion:

⟨φ−, φ+⟩ω =
∑
i,j

⟨φ−|C̃γi,−ω⟩Sij⟨Cγj ,ω|φ+⟩ω . (3.4.46)

Using the integral formula of the periods in (3.3.20), we have:

⟨φ−, φ+⟩ω =
∑
i,j

⟨φ−|C̃γi,−ω⟩Sij⟨Cγj ,ω|φ+⟩ω

=
∑
i

∫
Cγi

∫
Cγj

exp
{∫

γi

−ω
}
φ̂−(z) Sij exp

{∫
γj

ω
}
φ̂+(z) ,

⟨φ−, φ+⟩ω =
∑
i

(∫
Cγi

exp
{∫

γi

ω
}
φ̂−(z)

)
Sij

(∫
Cγj

exp
{
−
∫
γj

ω
}
φ̂+(z)

)
,

(3.4.47)
which is equivalent to the twisted Riemann period relations by Cho and Matsumoto [43].
For an orthonormal basis of the spaces Hk

±ω and Hk
±ω (for example Park-Taylor basis) we

can set Sij = δij. We are now ready to use the saddle point approximation for the two
integrals in the last expression. We have for the twist

ω =
∑

1≤i<j≤n

λi · λj d log(zi − zj) ,
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the following:

⟨φ−, φ+⟩ω =
∑
i

(∫
Cγi

exp
{∫

γi

−ω
}
φ̂−(z)

) (∫
Cγi

exp
{∫

γi

ω
}
φ̂+(z)

)

lim
α′!∞

⟨φ−, φ+⟩ω = lim
α′!∞

[∑
i

(∫
Cγi

exp
{∫

γi

−ω
}
φ̂−(z)

) (∫
Cγi

exp
{∫

γi

ω
}
φ̂+(z)

)]

= lim
α′!∞

∑
i

[
1√

detHij

exp
{∫

γi

−ω
}
φ̂−(z) +O(α′−1)

)
z=zi(

1√
det(−Hij)

exp
{∫

γi

ω
}
φ̂+(z) +O(α′−1)

)
z=zi

]
,

⟨φ−, φ+⟩ω =
∑
i

(
1√

detHij

exp
{∫

γi

−ω
}

lim
α′!∞

φ̂−(z)

)
z=zi(

1√
det(−Hij)

exp
{∫

γi

ω
}

lim
α′!∞

φ̂+(z)

)
z=zi

.

(3.4.48)
Above we have used the following definitions:

Hij =
∂2
∫
γ
ω

∂zi∂zj

Morse
lemma=

n−2∏
i=2

ωi ,

ω =
∑
i

ωidzi , zi :
{
z ∈ Cn−3

∣∣∣∂ ∫γ ω
∂zi

= ωi = 0
}
.

(3.4.49)

Using this expansion we can formulate the saddle point approximation of the intersection
number of twisted top forms:

Saddle point approximation of the intersection number

Using the definition of the Koba-Nielsen factor in terms of the local coefficient we
have:

lim
α′!∞

⟨φ−, φ+⟩ω =
∑
i

(
1

detHij

KN lim
α′!∞

φ̂−(z) KN
−1 lim

α′!∞
φ̂+(z)

)
z=zi

=
∑
i

(
limα′!∞ φ̂−(z) limα′!∞ φ̂+(z)

n−2∏
i=1

ωi

)
z=zi

,

(3.4.50)
where zis are solutions to wi = 0. We can make use of the delta distribution and
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write the sum over saddle points ωi = 0 as complex integral:

lim
α′!∞

⟨φ−, φ+⟩ω =

∫
M

(
n∧
i=1

dz

)
δ(w)

(
lim
α′!∞

φ̂−(z) lim
α′!∞

φ̂+(z)

)
. (3.4.51)

In the subsequent chapters, we are going to see why the integral formulation of the
intersection number’s saddle point approximation is useful.
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Chapter 4

Quantum field theories and
amplitudes

4.1 Preface

In this chapter, we are going to give a short introduction to some specific quantum field
theories and their amplitudes. Throughout this work we make contact with all of these
theories and therefore, we want to explain their matter content and Lagrangian (if avail-
able). The amplitude formulation that we are going to use for these theories is not the
normal Feynman integral (diagram) amplitudes instead we use the CHY integral repre-
sentations. Hence, we discuss the CHY integral formula for a given quantum field theory
first. Then, one by one we go through different theories and provide their matter content
Lagrangian and CHY amplitudes. In the coming chapters, we will try to produce bimetric
gravity both through pure string theory amplitudes and intersection numbers. Therefore
at the end of this chapter we discuss bimetric gravity in more detail.

4.2 CHY representation

The CHY formulation of the tree level scattering amplitudes is one of the new structural
methods to formulate scattering amplitudes in terms of integrals over Riemann surfaces
[20]. It has its origin in ambitwistor strings. The ambitwistor string has been defined as a
chiral string theory. By construction, it only contains left–moving world–sheet fields, has
no massive states and its tree level amplitudes reproduce the CHY formulae for massless
scattering [21]. Furthermore, it has been shown that its action can be constructed using
the tensionless string limit (α′!∞) [44]. This correspondence works at both classical
and quantum levels. The CHY formalism provides an integral formula for scattering
amplitudes localized over solutions of the scattering equations. These equations are given
by:

fa =
∑
b=1
b ̸=a

pa · pb
σa − σb

, (4.2.1)
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Here pas are on-shell, massless momenta associated to a given scattering [20, 45, 46].
Therefore, a tree level scattering amplitude of massless particles can be written as an
integral over moduli space of punctured Riemann surface with a theory-dependent inte-
grand which can always be factorized into left and right functions. It has the following
form known as CHY representation:

CHY integral representation

ACHY (n) =

∫
M0,n

dµn

n∏′

a=1

δ(fa) IL(p, ε, σ)IR(p, ε, σ) ,

fa ≡
∑
b=1
b ̸=a

pa · pb
σa − σb

, a = 1, . . . , n ,

dµn =
dnσa

SL(2,C)
.

(4.2.2)

The prime above the product means that it should be taken after quotienting the
SL(2,C) and fixing three positions (cf. [20]). We should also note that in order
to distinguish the string world sheet coordinates and the CHY formulation we are
using σas instead of zs for the complex variables.

The integrands IL(p, ε, σ) and IR(p, ε, σ) are unique to the underlying theory. For
example, for the two basic theories of general relativity and Yang-Mills, we have:

CHY for GR and YM

The CHY integral for the amplitude of n pure gravitons in GR

AGR
CHY (n) =

∫
M0,n

dµn

n∏′

a=1

δ(fa)Pf
′ψnPf

′ψn , (4.2.3)

and pure n gluons in YM is given by

AYM
CHY (n) =

∫
M0,n

dµn

n∏′

a=1

δ(fa)CnPf ′ψn . (4.2.4)

We are going to describe the matrix ψn in the following section.

We gather the known CHY formulae that we are using in the following two tables.
The first one represents all the spin-0 and spin-1 theories and the second will be dedicated
to spin-2 theories.
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4.2.1 Spin-one and zero theories

First, for the spin-1/scalar fields, we have:

Theory CHY representation Amplitude

bi-adjoint scalar CnCn n color scalar

Einstein Pf ′ψnPf
′ψn n gravitons

Yang-Mills CnPf ′ψn n gluons

Einstein Yang-Mills Pf ′ΨSrPf
′ψn

r graviton
n gluon

special Galilean
(sGal) (Pf ′An)

4
n higher derivative

scalars

NLSM Cn(Pf ′An)2 n scalars

Born–Infeld
(BI) (Pf ′An)

2 Pf ′ψn n spin 1

Einstein–Maxwell
(EM) PfXn Pf

′ΨSr:n Pf ′ψn+r

r gravitons
n photons

Dirac Born–Infeld
(DBI) PfXn Pf

′ΨSr:n (Pf ′An+r)
2

r gluons
n color scalars

Yang-Mills scalar
(YMS) PfXn Pf

′ΨSr:n Cn+r
r gluons

n color scalars

Generalized Yang-Mills Scalar
(gen.YMS) CnPfΨSrCn+r

r gluons
n color scalars

Extended Dirac Born-Infeld
(ext.DBI) CnPfΨSr(Pf

′An+r)
2

r gluons
n higher derivative scalars

(DF )2 Cn W11...1︸ ︷︷ ︸
n

n gluons
(higher derivative)

(DF )2–Photon (Pf ′An)
2 W11...1︸ ︷︷ ︸

n

n higher derivative photons

Table 4.1: Known spin-zero (scalar field) and spin-1 (gauge field) theories and their CHY representa-
tions.
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4.2.2 Spin-2 theories

for the spin 2 theories we have the following:

Theory CHY representation Amplitude

GR Pf ′ψnPf
′ψn n gravitons

Conformal Gravity (CG) Pf ′ψn W11...1︸ ︷︷ ︸
n

n gravitons (Weyl)

(Weyl)3 or R3

(
W11...1︸ ︷︷ ︸

n

)2 n gravitons
(higher derivative)

Table 4.2: Known CHY integrands for spin 2 theories

In table 4.1 the PfL denotes the pfaffian of matrix L and the Pf ′L denotes the reduced
pfaffian of L meaning removals of two rows and two columns (the result of the integrals
does not depend on the choice of these rows and columns) as for the matrix Ln we have:

Pf ′Ln ≡ (−1)k+l

zk − zl
PfL[kl] , (4.2.5)

with the index k, l denoting removals of rows k, l and columns k, l. The two complex
factors Cn, i.e. Park-Taylor form, and X are given by:

Cn =
1

(σ1 − σ2)(σ2 − σ3)....(σn − σ1)
,

Xab =

{
1

σa−σb
a ̸= b ,

0 a = b .

(4.2.6)

The matrices in the CHY representation are defined in the same way as [20]:

ψn =

(
A −CT

C B

)
, (4.2.7)

with the three n× n matrices:

Aij =

{
0, i = j
pipj
zi−zj , i ̸= j

, Cij =

−
n∑
k ̸=i

εipk
zi−zk

, i = j

εipj
zi−zj , i ̸= j

, Bij =

{
0, i = j ,
εiεj
zi−zj , i ̸= j ,

(4.2.8)

Furthermore, by using PfM2 = detM we have the following relation:

detA[kl]

z2kl
= (Pf ′An)

2 . (4.2.9)
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where An is the submatrix of ψn The two extended ΨSr:n and ΨSr are given by:

ΨSr:n =

Aab Aaj (−Ct)ab
Aib Aij (−Ct)aj
Cab Caj Bab

 . (4.2.10)

The submatrices have the same definition as (4.2.7) with the index (ab) and (ij) are
related to gravitons and photon legs respectively. For the ΨSr we have:

ΨSr =

(
Ar −CT

n+r

Cn+r Br

)
, (4.2.11)

with the three r × r–submatrices:

Aij =

{
0 , i = j
pipj
σi−σj , i ̸= j

, Cij =

−
n+r∑
k ̸=i

εi·pk
σi−σk

, i = j

εipj
σi−σj , i ̸= j

, Bij =

{
0 , i = j
εi·εj
σi−σj , i ̸= j

(4.2.12)

The function WL is used e.g. in [47] and the set L of indices of the function WL refer to a
product of Lam–Yao cycles:

W11...1︸ ︷︷ ︸
n

=
n∏
i=1

Cii =
n∏
i=1

(
n∑

j=1
j ̸=i

εi · pj
zij

)
. (4.2.13)

In the next section, we are going to give a summary of these theories.

4.3 Effective actions and their CHY amplitudes

In tables 4.1 and 4.2 we introduce many different theories and their CHY amplitude
representation. Now want to explore their Lagrangians, matter content, and amplitudes.
In fact, we need to emphasize that for some of these theories, the exact form of their
Lagrangian is not known or different names are used by various authors. Note that for
the theories that do not include gravity we set the flat metric and therefore the invariant
measure is ddx in d-dimension.

4.3.1 Einstein Yang-Mills (EYM)

As the name appropriately suggests Einstein Yang-Mills theory is the coupling of GR to
a non-abelian SU(N) Yang-Mills. Therefore it has the following Lagrangian:

1√
−g

LEYM = −1

4
F µν aFµν a +R . (4.3.14)
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The amplitude of n gluons and r gravitons in EYM theory is given by the CHY integral
formulation:

AEYM(n; r) =

∫
M0,n+r

dµn+r

n+r−2∏
k=2

δ(fk) Cn(Pf ′ψSr)Pfψn+r . (4.3.15)

We can see upon putting n = 0 we have pure GR (graviton) amplitude (4.2.3) and by
putting r = 0 we have pure Yang-Mills (gluon) amplitude (4.2.4)

4.3.2 Special Galilean (sGal)

Galilean theories in d dimension are defined as scalar effective field theories involving
higher derivative interactions in the potential [48, 49] namely

LGal =
1

2
∂µϕ∂µϕ+

d−1∑
n=3

gn (∂ϕ)
2(∂µ∂

µϕ)n−2 , (4.3.16)

or variants thereof [50]. The Galilean theory is called special if it features a Z2 symmetry.
The amplitude of n scalars in this theory [50] can be written in terms of CHY formulation
in the following way:

AsGal(n) =

∫
M0,n

dµn

n−2∏
k=2

δ(fk) (Pf
′An)

4 . (4.3.17)

4.3.3 Non–linear sigma model (NLSM)

The non–linear sigma model (NLSM) is defined as a theory with scalars Φ together with
an embedding onto a manifold M with a non–linear interaction potential V (Φ). The
theory for N scalars fields Φ satisfying a U(N) symmetry can be written in terms of
Cayley parametrization [50]:

LNLSM =
1

8λ2
Tr { ∂µU(Φ)∂µU(Φ) } , (4.3.18)

with
U(Φ) := (1+ λΦ) (1− λΦ)−1 . (4.3.19)

The field Φ may be written in the adjoint representation as Φ = ϕIT I with T I being the
generators of U(N). Upon expanding U(Φ) in terms of Φ yields the usual scalar kinetic
term. The scattering amplitude of this theory involving n scalars [50] can be given in
terms of the CHY formulation as:

ANLSM(n) =

∫
M0,n

dµn

n−2∏
k=2

δ(fk) Cn (Pf ′An)2 . (4.3.20)
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4.3.4 Born–Infeld theory (BI)

The Born–Infeld theory is the non–linear generalization of Maxwell theory [51]. The
Lagrangian for this theory in d = 4 is given by the non–linear interaction

LBI = ℓ−2

(√
−det4(ηµν + ℓFµν)− 1

)
, (4.3.21)

where the scale ℓ can be related to the inverse string tension α′ as ℓ = 2πα′. The n–point
amplitude of this theory [50] can be expressed as CHY representation in terms of the
following localization integral:

ABI(n) =

∫
M0,n

dµn

n−2∏
k=2

δ(fk) Pf
′ψn (Pf ′An)

2 . (4.3.22)

4.3.5 Generalized Yang–Mills Scalar (gen.YMS)

Generalized Yang-Mills Scalar (gen.YMS) is described by YM gauge theory coupled to
scalars ϕaã with both one color a and one flavor index ã [50] i.e.:

Lgen.Y MS = −1

4
F µν
a F aµν − 1

2
(Dµϕ

aã)2 + λ fabcf ãb̃c̃ ϕaãϕbb̃ϕcc̃ . (4.3.23)

If the second set of labels ã also represents color indices we have two color groups and
obtain YM plus a cubic bi-adjoint scalar theory YM + ϕ3. Furthermore, without the
three-point interaction λ ! 0 in the Lagrangian (4.3.23) we are obtaining Yang-Mills
Scalar (YMS) theory. As in the definition of (4.3.23) the group structure of the theory
at hand is extended by a flavor group for multiple scalars ϕaã. However, here we shall
consider only one scalar in the adjoint representation of the gauge group with a single
trace for the flavor group. As proposed above, we can construct the CHY representation
of the gen.YMS amplitude involving r gluons and n scalars:

Agen.Y MS(n; r) =

∫
M0,n+r

dµn+r

n+r−2∏
k=2

δ(fk) Cn PfΨSr Cn+r . (4.3.24)

4.3.6 Extended Dirac Born–Infeld

There are two extensions of the Born–Infeld (BI) theory, which we will discuss throughout
this work. Firstly, there is the Dirac Born–Infeld (DBI) theory. This theory is defined as
a scalar extension of the BI theory (4.3.21) with n scalars and the Lagrangian is given by
[50]:

LDBI = ℓ−2

(√
−det4(ηµν − ℓ2∂µϕI∂νϕI + ℓFµν)− 1

)
. (4.3.25)
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Furthermore, one can extend this theory by generalizing the scalar kinetic term by the
function U(Φ) given in (4.3.19) leading to the extended DBI theory (ext.DBI) with the
corresponding Lagrangian

Lext.DBI = ℓ−2

(√
−det4(ηµν −

ℓ2

4λ2
Tr(∂µU †∂νU)− ℓ2Wµν + ℓFµν)− 1

)
, (4.3.26)

and:

Wµν =
∞∑
m=1

m−1∑
k=0

2(m− k)

2m− 1
λ2m+1 Tr(∂[µΦ Φ2k∂ν]Φ Φ2(m−k)−1) . (4.3.27)

For λ! 0 the expression (4.3.26) yields the DBI action (4.3.25), while we recover NSLM
for ℓ ! 0, respectively. The amplitude for ext.DBI involving r gluons and n scalars can
be constructed as

Aext.DBI(n; r) =

∫
M0,n+r

dµn+r

n+r−2∏
k=2

δ(fk) Cn PfΨSr (Pf
′An+r)

2 , (4.3.28)

which is the CHY amplitude given in [50]. The double copy structure of BI, DBI, and
ext.DBI theories will be discussed in chapter 7. Finally, let us review some of the basics
of the vector theories appearing in Table 4.1.

4.3.7 Higher derivative gauge theory (DF )2

In the literature, there is a variety of higher derivative gauge theories denoted by (DF )2.
Here we use the following definition from [52]:

L(DF )2 =
1

2
(DµF

aµν)2− g

3
F 3+

1

2
(Dµφ

a)2+
g

2
CαabφαF a

µνF
b µν+

g

3!
dαβγφαφβφγ . (4.3.29)

In particular, we have the higher order cubic gauge interaction and gauge covariant deriva-
tive

F 3 = fabcF aµ
ν F b ν

γ F c γ
µ ,

Dµφ
α = ∂µφ

α − ig(T aR)
αβAaµ φ

β ,
(4.3.30)

respectively, with φ in a real representation R and real generators of the gauge group
(T aR)

αβ. This theory has six propagating degrees of freedom. One accounting for the
”auxiliary” scalar field φ, which is not considered in the scattering amplitude under
consideration. In addition, we have five degrees of freedom from the higher derivative
gauge theory which includes a negative norm state (i.e. ghost). The amplitude of this
theory, which describes the scattering of n higher derivative spin–one vectors, is given by
the CHY formulation:

A(DF )2(n) =

∫
M0,n

dµn

n−2∏
k=2

δ(fk) Cn W11...1︸ ︷︷ ︸
n

. (4.3.31)
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4.3.8 (DF )2 − Photon

Next, the (DF )2 − Photon theory involves a higher derivative U(1) gauge theory in the
Einstein gravity background. The relevant Lagrangian is given by:

1√
−g

L(DF )2−Photon =
1

2κ2
R +

1

4
(DµF

αβ)2 +
1

8
RF 2 − 1

6
κ2DµFαβD

αF µγFγδF
δβ

+
1

48
κ2(DµF

αβ)2F 2 +O(κ4) .

(4.3.32)

The amplitude A(DF )2−Photon(n) involving n photons can be computed by [53]:

A(DF )2−Photon(n) =

∫
M0,n

dµn

n−2∏
k=2

δ(fk) W11...1︸ ︷︷ ︸
n

(Pf ′An)
2 , (4.3.33)

In (4.3.33) we have the submatrix An defined in (4.2.8) and the function W11...1︸ ︷︷ ︸
n

is given

in equation (6.3.39). We can now turn into spin 2 theories in table 4.2 and provide a brief
review of their properties and features.

4.3.9 Conformal Gravity

We start with conformal gravity (CG). This name is associated with different theories. The
simplest definition corresponds to the (Weyl)2 action (pure (Weyl)2 conformal gravity),
i.e.

LCG = κ−2
W

√
−g (Wµναβ)

2 , (4.3.34)

with the coupling constant κW and Wµναβ the Weyl tensor

Wαβγδ = Rαβγδ−
1

2
(Rαγgβδ−Rαδgβγ+Rβδgαγ−Rβγgαδ)+

1

6
R(gαγgβδ−gαδgβγ) , (4.3.35)

which has the same symmetry properties (w.r.t.its indices) as the Riemann tensor Rαβγδ.
In addition to the square of the Riemann tensor the square of the Weyl tensor is the
second independent quadratic curvature invariant. We have the following relation:

WµνρσW
µνρσ = RGB + 2

(
RµνR

µν − 1

3
R2

)
, (4.3.36)

with the Gauss-Bonnet term

RGB = RµνρσR
µνρσ − 4 RµνR

µν +R2 , (4.3.37)

which for d = 4 reduces to a topological surface term. The latter can be added to the
action without changing the (classical) theory in a spacetime which is asymptotically
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Minkowski. Therefore, in d = 4 the Lagrangian (4.3.34) can be written in terms of the
Riemann scalar R and Ricci tensor Rµν as:

LCG = κ−2
W

√
−g

(
1

3
R2 −RµνRµν

)
. (4.3.38)

As stated in the table 4.2 the scattering amplitude ACG(n) of this theory involving n
spin-2 particles can be represented as the following CHY representation [53]

ACG(n) =

∫
M0,n

dµn

n−2∏
k=2

δ(fk) Pf
′ψn W11...1︸ ︷︷ ︸

n

, (4.3.39)

Conformal gravity theory1 propagates six degrees of freedom (packaged into the metric
gµν) which contain a massless spin–two (two degrees of freedom), a massless spin–one (two
dof.), and a massless ghost spin–two fields (two degrees) [55]. Conformal gravity exhibits
the double copy structure [52]:

Conformal Gravity = (DF )2 ⊗ YM . (4.3.40)

Note that both factors (DF )2 and YM have vectors Ãµ and Aν , respectively, which tensor
according to

Ãµ ⊗ Aν = gµν ⊕Bµν ⊗ ϕ , (4.3.41)

and giving rise to a graviton gµν , an antisymmetric two–form Bµν and a dilaton field ϕ.
Looking at the double copy (4.3.39) we evidence the origin of the massless spin-1 degrees
of freedom as descending from the YM theory and the massless spin-2 and ghost spin–two
fields are stemming from (DF )2. In chapter 7 we will discuss this double copy in terms
of intersection numbers

4.3.10 Einstein–Weyl gravity

Einstein-Weyl gravity is a modification of GR by adding the square of the Weyl tensor
[55, 56]:

LEW =
√
−g

(
m2 R + κ−2

W W 2
µναβ

)
. (4.3.42)

Above, the parameter m relates to the string scale m2 ∼ α′−1 (likewise to the Planck
scale m ∼ MPlanck). In fact, the mass parameter m interpolates between two-derivative
and four-derivative theories. In this way, by taking the limit α′ !∞ we reproduce pure
(Weyl)2 conformal gravity. Similar to equation (6.3.38) we have:

lim
α′!∞

LEW (α′) ≃ LW , (4.3.43)

1We should emphasize here that although this therory has been hinted to be related to conformal
gravity (the naming is clear evidence) it has not been shown to exactly correspond to the conformal
gravity in the form of (4.3.38). What has been shown for 4-point amplitude is that it corresponds to
Berkovits-Witten super conformal gravity [54]. However, looking at the bosonic part of the theory it will
correspond to Weyl+axion thoery[52].
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On the other hand, for α′ ! 0 we end up at (non–pure) Einstein gravity. It can be
shown, that the EW action (4.3.42) describes both massless and massive spin-2 states up
to total derivatives. EW gravity has seven degrees of freedom accounting for two degrees
of freedom from the standard massless spin–two graviton and an additional five (ghost)
dof. for the massive spin–two field all packaged inside gµν . In fact, starting from an action
for a particular bimetric gravity with the two spin–two fields gµν and fµν with a mass
term for the latter and eliminating fµν through its equations of motion yields (4.3.42)
[57]. We shall return to these properties in subsection 7.4.3.

4.3.11 Weyl3 or R3 gravity

Another spin-2 higher derivative theory can be constructed through the six derivative
terms like Weyl3 or R3. Some speculation about the existence of Weyl3 is made in [58],
where arguments on dimensional analysis are presented leading to the following CHY
representation:

AWeyl3(n) =

∫
M0,n

dµn

n−2∏
k=2

δ(fk) (W11...1︸ ︷︷ ︸
n

)2 . (4.3.44)

4.4 Bimetric and higher derivative gravity

4.4.1 Bimetric theory

Introduction

Here we are going to give a quick overview of bimetric theory, we are going to start by
defining the theory and going through the construction of Lagrangian and then we are
going to discuss different limits of this theory to other known theories (GR and massive
gravity). Finally, we are going to look at the perturbative expansion of the bimetric action
up to cubic order which we will use to compare with effective actions obtained from string
amplitudes.

The field content of the bimetric theory consists of two spin-2 tensor fields i.e. a metric
gµν and fµν field, both are dynamical [9, 59]. The task at hand is to construct a Lagrangian
out of these two fields such that it satisfies the symmetries i.e. two sets of Lorenz symmetry
of each field (which we treat as gauge symmetries) and also the diagonal subgroup of two
diffeomorphisms associated with the two metrics. So schematically we have

LBG = Lgkinetic + Lfkinetic + V (f, g) . (4.4.45)

To write the correct action we have to be aware of several issues: The introduction of the
second tensor field fµν and its interactions with gµν can cause the breaking of the diffeo-
morphism invariance and results in an increased number of propagating degrees of freedom
from 2 to 2+4 = 6. Further, these interaction terms without proper constraint will create
a ghost-like scalar degree of freedom known as Boulware-Deser ghosts. Therefore, we need
careful analysis of the Hamiltonian and imposing Dirac constraints that would give us the
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necessary conditions on the potential V (f, g) in order to have a healthy ghost free theory
for the detail of these constraints and calculations can be found in [18, 59].

4.4.2 Bimetric action

Considering all that mentioned before we can now write the action for the massive bimetric
and discuss different aspects of it. The ghost-free action for Hassan-Rosen bimetric theory
is given by [9]

SHR = m2
g

∫
√
gdx4R(g) +m2

f

∫ √
fdx4R(f)− 2m4

∫
√
g

4∑
n=0

βnen(g
−1f) , (4.4.46)

where mg and mf are Planck masses associated with each of the two metrics and m =√
mgmf . The en(S) is defined as:

en(S) =
1

n!(4− n)!
ϵµ1µ2...µnλn+1...λ4ϵν1ν2...νnλn+1...λ4S

ν1
µ1
...Sνnµn . (4.4.47)

Here we defined βn = bn
n!(4−n)!

2
. bns are parameters of the potential which measure inter-

action strengths. However, out of five of them (i.e. 0 to 4), two are not contributing since
e0 and e4 are proportional to the cosmological constants of the gµν and fµν prospectively.
The equations of motion for both fields are Einstein-type equations. We have:

Rµν(g)−
1

2
R(g)gµν +

m4

m2
g

V g
µν(g, f, βn) = 0 ,

Rµν(f)−
1

2
R(f)fµν +

m4

m2
f

V f
µν(g, f, βn) = 0 ,

(4.4.48)

where V g and V f are defined as:

V g
µν(g, f, βn) = gµρ

3∑
n=0

(−1)nβn(Y(n))
ρ
µ(S) ,

V f
µν(g, f, βn) = fµρ

3∑
n=0

(−1)nβ4−n(Y(n))
ρ
µ(S

−1) ,

(Y(n))
ρ
µ(S) =

4∑
n=0

en(S)(S
n−k)ρν .

(4.4.49)

The potential term in the Lagrangian (4.4.46) breaks the two diffeomorphisms associated
with each of the spin 2 fields (although each Ricci scalar in (4.4.46) is diffeo-invariant).
However, the action is invariant under the diagonal subgroup of the two diffeomorphisms
(coordinate) transformations which can be characterized by

δXµ = ξµ ,

δξgµν = −2gρ(µ∇ν)ξ
ρ ,

δξfµν = −2fρ(µ∇̃ν)ξ
ρ .

(4.4.50)
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Here the ∇̃ is defined as the covariant derivative compatible with the fµν tensor. There-
fore, we can count degrees of freedom of 2 symmetric spin 2 fields which each have 10
degrees of freedom. By gauge fixing we can remove 4 degrees of freedom from each of them
and end up with 12 dof in total. Next, we should take into account the Bianchi identity
which can take the form ∇µV g

µ = 0 or ∇̃µV f
µ = 0. Using this we can remove 4 more from

the remaining degrees of freedom which brings our counting to 12 − 4 = 8 dof. This is
consistent with the expectation of having 2 propagating degrees of freedom from massless
and 5 from massive spin 2 fields. However, here we have an extra degree of freedom, which
gives rise to a Boulware-Deser ghost. This means that we need more constraints to elim-
inate this ghost. The corresponding constraint which removes the canonical momentum
of the ghost mode is shown to exist [59].

4.4.3 Coupling to matter and GR limit

The only known matter fields which can be coupled to the bimetric Lagrangian without
introducing ghosts are:

Sm =

∫
√
gdx4Lm(g,Φg) +

∫ √
f L̃m(f,Φf ) , (4.4.51)

where Lm and L̃m are standard minimally coupled matter Lagrangians as in GR and
stand for sets of matter fields of any kind. Also, it has been shown [60, 61, 62] that it is
not possible to couple the same (dynamical) matter field to both metrics using minimal
couplings since it will reintroduce the Boulware-Deser ghost.

In the equations of motion, the matter couplings enter in the form of stress-energy
tensors

T gµν = − 1
√
g

δ(
√
gLm(g,Φg))

δgµν
, T fµν = − 1√

f

δ(
√
f L̃m(f,Φf ))

δfµν
. (4.4.52)

So we get the modified bimetric equations in presence of matter couplings as

Gµν(g) +
m4

m2
g

V g
µν(g, f, βn) =

1

m2
g

T gµν ,

Gµν(f) +
m4

m2
f

V f
µν(g, f, βn) =

1

m2
f

T fµν .

(4.4.53)

Now, we can have a look at the two important limits of bimetric gravity to GR and
massive gravity.

GR limits

What we want to show here is that, unlike massive gravity, bimetric gravity has a well-
defined GR limit. Also, one can note that since the bimetric theory, that we have intro-
duced so far, is symmetric with respect to gµν and fµν one can choose either of them to be
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the metric associated with the resulting GR theory after taking the limit. Here we take
gµν but one can choose fµν and just follow the same steps.

The starting point is the observation that the bimetric potential satisfies the following
relation, √

ggρµV g
ρν +

√
ffρµV f

ρν −
√
gV δµν = 0 . (4.4.54)

With the use of this relation, one can combine the equations of motion (4.4.63) and obtain

gµρGρν(g) + α2det(
√
g−1f)fµρGρν(f) +

m4

m2
g

V δµν =
1

m2
g

(gµρT gρν + fµρT fρν) . (4.4.55)

Now, we can look at the parameter α ≡ mf

mg
and we can see that in the limit α ! 0 the

last equation reduces to

gµρGρν(g) +
m4

m2
g

V δµν =
1

m2
g

(gµρT gρν + fµρT fρν) . (4.4.56)

Under the condition that there are no matter couplings to the second metric fµν we have
T fµν = 0 and therefore we can take the divergence of the equation with the covariant
derivative that is compatible with the metric gµν . This divergence for covariantly con-
served sources would give V = constant on-shell. Finally, the equation will reduce to the
Einstein equation for a single physical metric gµν with Planck mass mg and cosmological

constant m4

m2
g
V

Gµν +
m4

m2
g

V gµν =
1

m2
g

T gµν . (4.4.57)

So we can define the GR limit of bimetric theory as

α! 0, mg = const, T fµν = 0 . (4.4.58)

It is worth noting that these set of conditions will deform the equation of motion of the
fµν to a pure algebraic equation

V f
µν = 0 . (4.4.59)

The generic solutions to this equation are proportional backgrounds fµν = c2gµν with c
determined by the condition Λf (c) = 0 which we are going to discuss shortly.

4.4.4 Massive gravity limits

Having looked at the α! 0 limit we can look at the other possible α!∞ limit. We are
going to show that this limit will give us massive gravity from the bimetric gravity. This
limit is defined as

α ≡ ∞, mg = const.
1

M2
Tµν =

1

m2
f

T̃ fµν = const.

β′
4 ≡

m2
g

m4
f

, β4 = const. βn = const, for n < 3 .

(4.4.60)
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Here the limits have been defined in such a way that we can reconstruct the massive
gravity by decoupling fµν from gµν . Meaning we have introduced a new mass scaleM and
stress-energy tensor T̃ here so that we have a mass scaling of massive metric fµν . Also,
the scaling of β4 is required to keep a cosmological constant term for fµν . Now, the fµν is
given by

Gµν(f) +
m4

m2
g

β′
4fµν =

1

M2
Tµν , (4.4.61)

which is an Einstein equation with cosmological constant m4

m2
g
β′
4 and Planck mass M .

Thus, the limit does the decoupling of the two metrics as mentioned above. Now, we
can use equation (4.4.61) to obtain a solution for fµν and replace it in the equation of
motion for gµν .

The resulting equation for gµν will be the same as the one obtained by massive gravity
action with the fixed reference metric fµν that solves the Einstein equations. For example
by putting fµν = ηµν one can reconstruct dRGT [17] massive gravity from bimetric gravity.
However, this not only covers all massive gravity theories but also includes more possible
theories that do not have a massive gravity counterpart (i.e. they become singular for
α!∞).

4.4.5 Proportional Background and mass Eigenstates

Given the theory at hand, we need to discuss some solutions of this theory in which one
can compute the interaction terms and compare them to the effective action calculated
from the string amplitudes [63].

The simplest and yet remarkably important class of solutions to the bimetric equations
of motion in vacuum is obtained by making an ansatz that conformally relates the two
metrics f̄µν = c(x)2ḡµν , where c(x) is a space-time dependent function. Putting this back
into one of the forms of the Bianchi identity (e.g.∇µV g

µ = 0) will can see that c(x) is a
constant. So we have:

f̄µν = c2ḡµν c = const . (4.4.62)

Therefore, the set of equations of motions for fµν and gµν will take the familiar form:

Gµν(ḡ) + Λgḡµν = 0, Λg =
m4

m2
g

(β0 + 3cβ1 + 3c2β2 + c3β3) ,

Gµν(ḡ) + Λf ḡµν = 0, Λf =
m4

m2
gc

2
(cβ1 + 3c2β2 + 3c3β3 + c4β4) .

(4.4.63)

Given the fact that the Einstein tensor is scale-invariant (i.e.G(c2g) = G(g)). The pro-
portional background includes all solutions of GR. The type of the solution we get is
dependent on Λs which in turn fixes the proportionality constant c of our ansatz in terms
of the parameters of the theory and hence it specifies the solution completely. Further,
one can look deeper and observe that by taking the difference between the two equations
in (4.4.63) we end up with the condition:

Λg(c) = Λf (c) . (4.4.64)
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This relation can be used to determine βs.

Perturbation and mass eingensates

Now, we are going to look at the usual setup to discuss the perturbation around the
vacuum created by the proportional Background solution introduced above. Here, we
have the expansion of the two fields:

gµν = ḡµν + δgµν fµν = c2ḡµν + δfµν . (4.4.65)

The variation of the square-root matrix is given by

ḡρµδS
ρ
ν =

1

2c
(δfµν − c2δgµν) . (4.4.66)

In this expansion the equations of motion (4.4.63) will be

Ẽρσµν δgρσ − Λ̄g(δgµν −
1

2
ḠµνḠ

ρσδgρσ)−NḠµρ(δS
ρ
ν − δρνδS

α
α) = 0

, Ẽρσµν δfρσ − Λ̄f (δfµν −
1

2
ḠµνḠ

ρσδfρσ)− α−2NḠµρ(δS
ρ
ν − δρνδS

α
α) = 0

.

(4.4.67)

Here N is dependent on c, α, and βn and can be read off explicitly from the Fierz-Pauli
mass. Also, we have used of rescale invariance of the metric to rewrite:

Ḡµν ≡ (1 + α2c2)ḡµν ,

Λ̄g ≡ (1 + α2c2)−1Λ̄g ,

R(Ḡ)µν = Λ̄gḠµν .

(4.4.68)

The kinematic operator Ẽρσµν around the background Ḡµν is well known and given by

Ẽρσµν = −1

2

[
δρµδσν∇̄2+Ḡρσ∇̄µ∇̄ν−δρµ∇̄σ∇̄µ−δρν∇̄σ∇̄µ−ḠρσḠµν∇̄2+Ḡµν∇̄ρ∇̄σ

]
, (4.4.69)

In which the ∇̄ is the covariant derivative with respect to background metric Ḡµν .
One can diagonalize the above equations and write them in terms of a massless and a
massive perturbation. It is clear that these diagonal fields are the mass eigenstates of
bimetric gravity [64]. To check this we can use the diagonalized form of the fields as

δGµν ≡ δgµν + α2δfµν , δMµν =
1

2c
(δfµν − c2δgµν) . (4.4.70)

Plugging these definitions back into (4.4.67) one will get,

Ẽρσµν δGρσ − Λ̄g(δGµν −
1

2
ḠµνδG) = 0 ,

Ẽρσµν δMρσ − Λ̄f (δMµν −
1

2
ḠµνδM) +

m̄2
FP

2
(δMµν − ḡµνδM) = 0 ,

(4.4.71)
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which are perturbative equations of motion for massless and massive spin-2 fields, re-
spectively. The trace δG and δM are defined with respect to background metric Ḡµν

(i.e. δG = ḠµνδG
µν) and the Fierz-Pauli mass is defined as

m̄2
FP =

(1 + α2c2)2

α2c
N =

m4

m2
g

1

α2c2
(cβ1 + 2c2β2 + c3β3) , (4.4.72)

where c can be regarded as a function of the Planck mass. Here βs can be determined
with the condition (4.4.64). We can associate two propagating degrees of freedom to δGµν

and the remaining five to δMµν .

The linearised action up to the quadratic order in terms of the mass eigenstate is

S[δG, δM ] =

∫
d4x
√
|g|
[
L2
GR(δG) +

1

mPI

L3
GR(δG) + L2

GR(δM) +
1− α2

αmPI

L3
GR(δM)

+ L2
FP (δM) +

1

mPI

L3
GR(δG, δM)

]
.

(4.4.73)
Here we have collected terms with respect to the number of fields that appear in the
interactions we have

L2
GR(δG) =

1

4

[
∇ρδG∇ρδG−∇ρδGµν∇ρδG

µν − 2∇ρ∇µδG
µρ + 2∇νδGµρ∇ρδGµν

+ 2Λ(δGµνδGµν −
1

2
δG2)

]
,

L2
FP (δM) =− m2

FP

4
(δMµνδM

µν − δM2) ,

L3
GR(δG) =

1

4

[
δGµν(∇µδGρσ∇νδG

ρσ −∇µδG∇νδG+ 2∇νδG∇ρhµρ + 2∇νδGµρ∇ρδG− 2∇ρδG∇ρhµν

+ 2∇ρδGµν∇νδG
ρσ − 4∇νδGρσ∇σδGρµ − 2∇ρδGνσ∇σhµρ + 2∇σδGνρ∇σδGρµ)

1

2
δG(δGµν(∇µδGρσ∇νδG

ρσ −∇µδG∇νδG+ 2∇νδG∇ρδGµρ + 2∇νδGµρ∇ρδG

− 2∇ρδG∇ρδGµν)−
Λ

3
(δG3 − 6δGδGµνδG

µν + 8δGµρδG
ρ
νδG

ν
µ)

]
.

(4.4.74)
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L3
GR(δG, δM) =− m2

FP(1 + α2)(β1 + β2)

4α(β1 + β2 + β3)
e3(M)− m2

FP

24α

[
− 2[M ]3 + 9[M ][M2]− 7[M3] + α(−3[G][M ]2

+ 12[M ][GM ] + 3[G][M2]− 12[GM2]) + α2([M ]3 − 6[M ][M2] + 5[M3])

]
− Λ

4

[
[G][M ]2 − 4[M ][GM ]− 2[G][M2] + 8[GM2]

]
+

1

4

[
Gµν

(
∂µMρσ∂νM

ρσ − ∂µM∂νM + 2∂νM∂ρM
ρ
µ + 2∂νM

ρ
µ∂ρM − 2∂ρM∂ρMµν

+ 2∂ρMµν∂σM
ρσ − 4∂νMρσ∂

σMρ
µ − 2∂ρMνσ∂

σMρ
µ + 2∂σMνρ∂

σMρ
µ

)
+

1

2
G
(
∂ρM∂ρM − ∂ρMµν∂

ρMµν − 2∂ρM∂µM
µρ + 2∂ρMµν∂

νMµρ
)]

+
1

2

[
Mµν

(
∂µGρσ∂νM

ρσ − ∂µG∂νM + ∂ρGρµ∂νM + ∂νGµρ∂
ρM − ∂ρGµν∂

ρM

+ ∂ρG
ρσ∂σMµν − 2∂µG

ρσ∂σMνρ + ∂µG∂
ρMρν + ∂ρGµν∂

σMρσ − 2∂ρGµσ∂νM
ρσ

− 2∂ρGµσ∂
σMνρ + 2∂ρGµσ∂ρM

σ
ν + ∂ρG∂νMµρ − ∂ρG∂ρMµν

)
+

1

2
M
(
∂ρG∂50

ρM − ∂ρGµν∂
ρMµν − ∂ρG∂σM

ρσ − ∂ρG
ρσ∂σM + 2∂ρGµν∂

νMµρ
)]
.

(4.4.75)

In the last term, we gathered all cubic interactions originating from the bimetric potential.
Meaning, all possible terms that one can write in a ghost free theory consist of a massive
and a massless spin-2 field. There are no terms of the form δGδGδM present, meaning
that there is no decay of massive state into massless gravitons at tree level. Also, note
that there are no δGδGδG terms present and thus all the self-interaction of massless
gravitons come from the Einstein-Hilbert term. The construction of the double copy
(7.4.152) may be related to some limit of bimetric gravity. The starting point of this map
is the connection between higher derivative gravity and bimetric gravity. We are going to
discuss higher derivative gravity and the relation to the bimetric gravity in chapter 6.



Chapter 5

String perturbation theory

5.1 Preface

In this chapter, we are going to give a review of string perturbation theory. By the end
of this chapter we will have a solid foundation for the following topics:

1. String theory and its symmetries

2. Scattering amplitudes in string theory

In the first section, we are going to discuss string theory. This famous topic has been the
subject of so many great books and reviews throughout the past 50 years. However, in
order to be consistent and self-sufficient we are going to give a recap of the topic from the
scattering amplitude point of view. Therefore, we will look at the Lagrangian formalism of
string theory as a sigma model. Then we are going to expand the discussion to conformal
field theory (CFT). We are going to explain the framework of CFTs and how amplitudes
are calculated in a generic CFT. We invite the reader to see the following (noninclusive)
references for more details of the basics of string theory [10, 11, 12, 65]. Then, having
looked at CFT structures we will use them in string theory to discuss the following:

• String quantization and spectrum.

• Gauge fixing and BRST quantization.

• Vertex operators for different mass levels.

• Calculation of string S matrix elements (n-point functions) .

5.2 Superstring theory

String theory is a natural extension of the classical and quantum mechanical notion of
particles. Specifically, in contrast to the zero-dimensional object (i.e. a particle) which is
moving in spacetime and creating a world line, one can extend it to any m dimensional
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object which is swiping a world-volume (Σ) in spacetime. This topic was first addressed
by Dirac back in 1962 discussing the motion of an extended object in a gravitational field.
The action for this m dimensional object in a d dimension background with a metric gµν
is given by the Nambo-Goto type Lagrangian:

Sm−extedned = −T
∫
Σ

dV = −T
∫
Σ

dxm+1

√√√√−detαβ

(
gµν

∂Xµ

∂σα
∂Xν

∂σβ

)
, (5.2.1)

where T is the tension of the world-volume and Xµ(σ1, σ2, ..., σm+1) is the map from the
m+ 1 dimensional world-volume to the embedding spacetime (cf. figure 5.1). The action

Figure 5.1: Particle’s world-line vs string’s world-sheet

(5.2.1) is the volume of the world-volume and the equation of motion naturally extremises
this area. Although this action has an understandable geometrical interpretation it is not
suitable for quantization due to the square root of the field Xµ(σ1, σ2, ..., σm+1). By quan-
tization we mean either old covariant quantization (OCQ) using the creation/annihilation
operators (which requires mode expansion around a solution of classical equations of mo-
tion) or the path-integral quantization which involves BRST symmetry and associated
ghost systems. Therefore, we need another action describing the field Xµ(σ1, σ2, ..., σm+1)
with the same classical equations of motion as the action in (5.2.1) and use it for quanti-
zation. This requirement is the definition of a sigma model which is a theory describing
fields that swipe an embedded volume.

For the purposes of the current work, we are going to restrict ourselves to a one-
dimensional extended object with a two-dimensional world-sheet (Σ). Having set the
world-sheet to be two-dimensional one can write the corresponding (Polyakov) action to
(5.2.1) in the following way as a sigma model:

Sbosonic1 = − 1

4πα′

∫
Σ

dσdτ
√
−h gµν hαβ∂αXµ(σ, τ)∂βX

ν(σ, τ) ,

Sfermionic2 = − 1

4π

∫
Σ

dσdτ
√
−h gµν hαβ i ψ

µ
ρα∂βψ

ν ,

Ssuperstring = S1 + S2 + SAux ,

(5.2.2)
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where (σ, τ) are the coordinates on the world-sheet and indices (µ, ν) and (α, β) run over
spacetime and world-sheet coordinates, respectively. Here we have written two types
of actions S1 for a bosonic spacetime field and S2 for a fermionic spacetime field. We
require both fields in order to have bosons and fermions in the matter content of the
resulting theory. One of the more important results of including bosons and fermions is
supersymmetry (SUSY) which is the symmetry that relates bosons and fermions to each
other. We are going to discuss the details of supersymmetry in the coming sections. We
should point out that to have local supersymmetry we need to add additional action with
some auxiliary fields that we labeled as Saux [10, 11, 12].

5.2.1 Symmetries and gauge invariance

We take the action in (5.2.1) as the ”string action” and from now on we are going to use
this action and its associated S-matrix for the current work. The first thing to study about
this action is its symmetries. They can be used as constraining conditions on scattering
amplitudes. There are two type of symmetries local and global [12]:

1. Global symmetry: Poincare invariance of the target space. This symmetry acts on
the fields as:

δXµ = ΛµνX
ν + aµ, Λµν = −Λνµ ,

δhαβ = 0 .
(5.2.3)

Where the matrix Λµν is constant.

2. Local symmetries:

• Supersymmetry and Super Weyl rescaling

Q(boson)! (fermion).

• Diffeomorphism invariance of the string world–sheet

δXµ = −ξα∂αXµ ,

δhαβ = −(∇αξβ +∇βξα) .
(5.2.4)

• Weyl rescaling
δXµ = 0,

δhαβ = 2λhαβ.
(5.2.5)

The Λµν and aµ are the generators of the Lorentz transformations and translations, re-
spectively. Using these symmetries one can fix the world-sheet metric to conformal gauge.
Meaning, set the metric to be flat Minkowski metric locally: hαβ = ηαβ. In addition, one
can fix the superconformal gauge which removes S3 from (5.2.1) and give us the action
that we are going to use from now on as superstring action:

SSuperstring = − 1

4πα′

∫
Σ

d2σ
(
∂αX

µ(σ, τ)∂αXµ(σ, τ) + iα′ψ
µ
ρα∂αψµ

)
+ λχ. (5.2.6)
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The last term λχ is the coupling λ to Euler character χ of the surface. This term, as
we discussed in 2.2, rises when one takes into account the Ricci (i.e. gravity) term on the
two-dimensional Riemann surface. As expected it is topological and counts the genus g of
the surface. Later in this chapter, we see that this term is related to the string coupling gs
which, as we will show, controls the string interactions (i.e. the coupling of interactions).
The energy-momentum tensor of this action is then given by variation with respect to the
metric. However, as this theory is supersymmetric there is a fermionic counterpart to the
energy-momentum tensor which is computed through variation of the action with respect
to gravitino χα. A careful reader might notice that in action (5.2.6) there is no gravitino.
The reason for that is after the superconformal gauge fixing it disappears from the action.
Therefore, in order to calculate the fermionic energy-momentum tensor one has to look at
the full action before gauge fixing. Doing so we have the two energy-momentum tensors
as follows:

TαβB = − 1

α′

(
∂αXµ∂βXµ −

1

2
hαβ∂γXµ∂γXµ

)
− i

4

(
ψ
µ
ρα∂βψµ + ψ

µ
ρβ∂αψµ

)
,

TαF = −1

4

√
2

α′ρ
αρβψµ∂βXµ.

(5.2.7)

Here, we have fixed the tension of the surface as T = 1
2πα′ and therefore the length of the

string is given by l = 2π
√
α′.

We should point out the importance of the energy-momentum tensor. It generates
the aforementioned symmetries of the theory. The mode expansion of this tensor will
give raise to the operators generating symmetries by acting on the states. They form
symmetry algebras of the theory which we are going to discuss later.

The full equations of motion are given by the variation of the action with respect to
the fields Xµ, hαβ, ψµ and χα and we have:

δS

δXµ

= 0!
1√
−h

∂α(
√
−hhαβ∂βXµ) = □Xµ = 0,

δS

δψµ
= 0! ρα∂αψ

µ = 0,

δS

δhαβ
= 0! Tαβ = 0,

δS

δχα
= 0! TαF = 0.

(5.2.8)

While computing the variations of the action for the differential equations of motion one
has to impose different boundary conditions. These conditions will give rise to different
types of strings. For the fields Xµ we obtain:

• non-periodic boundary conditions:

1. Neumann boundary condition:

∂σXµ
∣∣∣
σ=0

= 0 , ∂σXµ
∣∣∣
σ=l

= 0 .
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where l is the length of the string.

2. Drichlet boundary condition:

δXµ
∣∣∣
σ=0

= 0, δXµ
∣∣∣
σ=l

= 0.

These two boundary conditions will give rise to four different possibilities (NN)-
(DN)-(ND)-(DD) all of which are known as open String.

• periodic boundary condition:

Xµ(τ, 0) = Xµ(τ, l), ∂σXµ(τ, 0) = ∂σXµ(τ, l), hαβ(τ, 0) = hαβ(τ, l).

This condition will correspond to loops which is known as closed strings.

Similarly, one has boundary conditions for field ψµ. However, since the field ψµ is fermion
on the world–sheet there are more possible boundary conditions known as Ramond and
Neveu-Schwarz we have the following:

• non-periodic boundary conditions (for open strings):

ψµ(τ, 0) = ±ψµ(τ, 0), ψµ(τ, l) = ±ψµ(τ, l), (5.2.9)

The overall relative sign between ψ and ψ is a matter of convention. We follow here
the standard notation setting:

ψµ(τ, 0) = ψ
µ
(τ, 0), ψµ(τ, l) = ±ψµ(τ, l). (5.2.10)

The plus sign is for Ramond Sector and the minus sign is for Neveu-Schwarz sector.

• periodic boundary condition (for closed strings):

ψµ(σ + l) = +ψµ(σ), ψ
µ
(σ + l) = +ψ

µ
(σ) Ramond (R) sector,

ψµ(σ + l) = −ψµ(σ), ψ
µ
(σ + l) = −ψµ(σ) Neveu-Schwarz (NS) sector.

(5.2.11)

Since the choice for the boundary of the left and right movers (closed string) are inde-
pendent one can have (NS-NS), (R-R), (NS-R), and (R-NS) sectors. The strings in the
R sectors are spacetime fermions and the strings in the NS sectors are spacetime bosons.
Therefore, (NS-NS), (R-R) sectors of closed strings are spacetime boson and (NS-R) and
(R-NS) are spacetime fermions.
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D-branes and Chan-Paton factor

One of the more important consequences of the Dirichlet boundary condition is the ex-
istence of D-branes. It was shown at the start of the second string revolution that the
endpoints of the open string with the Dirichlet boundary condition can be considered as
extended dynamical objects [66]. The inclusion of these objects in spacetime will break the
Poincare symmetry. For D brane with dimension r in d dimension we have the following
decomposition1:

SO(1, d− 1)! SO(1, r − 1)× SO(d− r). (5.2.12)

This decomposition will affect tensors in spacetime, in particular, the momenta of the
fields. We define the D matrix associated with the brane in the following

D Matrix

In the flat background, we have the diagonal D matrix:

Dµ
ν =

{
δαβ (α, β) ∈ parallel to brane,

−δij (i, j) ∈ perpendicular to brane.
(5.2.13)

Then for a generic vector V , we have:

V ∥ =
1

2
(V +DV ) , V ⊥ =

1

2
(V −DV ) , (5.2.14)

and the momentum conservation will be:∑
i

V
∥
i = 0. (5.2.15)

This is due to the remaining Poincare group SO(1, r − 1).

In addition, at the end points of each open string (the geometrical position of the brane),
we find degrees of freedom associated with the parallel directions to the brane. These
extra degrees of freedom can be gathered in representations of a U(n) Lie group. All open
strings transform in n × n adjoint representation under this U(n) symmetry. So we can
write the open string state as:

|open⟩ = |m, k; a⟩ = |m, k⟩ ⊗ T a, (5.2.16)

where a is the label of the U(n) adjoint representation (associated Gell-Mann matrices
T a representing the generators of Lie algebra). In the construction of gauge theories as
effective actions this Chan-Paton symmetry is related to the gauge group of the field
theory.

1Usually the time direction is always parallel to the brane.
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5.3 Conformal field theory description

In this section, we give a lightning introduction to 2d conformal field theory by using
string theory as an example (for further detail cf. [67, 68]). We also give the important
results that we are going to use in the following sections and chapters. In the first step,
we are going to change coordinates and map the world-sheet coordinates (σ, τ) to complex
coordinate (z, z) via:

z = τ + iσ, z = τ − iσ. (5.3.17)

From now on we are going to use the complex coordinates since they let us the tools of
complex analysis. In these coordinates the action (5.2.1) will be:

Ssuperstring =
1

4πα′

∫
dzdz

(
2∂Xµ(z, z)∂Xµ(z, z) + α′(ψµ∂ψµ + ψ

µ
∂ψµ)

)
. (5.3.18)

The equations of motion are given by:

∂∂Xµ = ∂∂Xµ = 0,

∂ψ = ∂ψ = 0.
(5.3.19)

Using the definition of holomorphic and anti–holomorphic functions over complex plane
we can see that the on-shell fields ∂Xµ(z) and ψµ(z) are holomorphic and fields ∂Xµ(z)
and ψ

µ
(z) are anti–holomorphic. This is going to be useful in the conformal field theory

discussion.

Conformal Symmetry

We start the analysis by looking at the conformal symmetry group Conf(3, 1). It includes
three types of transformations:

• Poincare

x′µ = Λµνx
ν + aµ; Λµν = −Λνµ  !Mµν = i(xµ∂ν − xν∂µ),

Pµ = −i∂µ.
(5.3.20)

• Dilatation
x′µ = αxµ  ! D = −ixµ∂µ. (5.3.21)

• Special conformal transformations:

x′µ =
xµ − aµx2

1− 2a · x+ a2x2
 ! Kµ = −i(x2∂µ − 2xµxν∂

ν). (5.3.22)

Above we gave the transformations of the conformal group and their infinitesimal rep-
resentations. Geometrically speaking conformal group maps infinitesimal squares to in-
finitesimal squares but rescales them by a position-dependent factor. Since the action
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(5.2.1) (or (5.3.18)) is invariant under these transformations we can consider string the-
ory as defined in the action (5.3.18) as a free conformal field theory. The conformal
symmetry can be also seen on the level of the energy-momentum tensor. In particular,
all conformal field theories have a traceless energy-momentum tensor meaning:

Conformal field theory! T µµ = 0. (5.3.23)

This tracelessness should hold on both classical and quantum levels. Requiring the energy-
momentum tensor to be traceless on the quantum level (which is known as the Weyl
anomaly) forces us to fix the dimension of the embedding spacetime. This dimension is
known as the critical dimension. For superstring theory it is d = 10 and for bosonic string
it is d = 26.

Critial dimension

For superstring theory the Weyl anomaly will be proportional to:

⟨T µµ⟩ ∼
3

2
D − 15

!
= 0! D = 10. (5.3.24)

A similar analysis for the pure bosonic string will give D = 26

Primary fields

Now we are going to look at the building blocks of a conformal field theory: Primary
fields. In order to do that let us start with the Lorentz group SO(3, 1) as an example.
Following special relativity one wants to impose that physical fields transform covariantly
under the Lorentz group. This requires physical fields to be in a representations of the
Lorentz group which are known generally as tensor of the group (e.g. scalar ϕ, vector Aµ,
etc). Consequently, Lorentz invariant actions can be written as scalar functions which are
the inner product of tensors.

The same logic applies here to the conformal group. Since we want to write theories
that exhibit conformal symmetries we need the field content to be covariant under the
conformal transformations. These fields are known as primary fields. Formally, one can
define them as follows:

Primary field

If z 7! f(z) a conformal transformation and field ψ(z, z) a primary field of conformal
weight (h, h) then:

ψ(z, z) 7! ψ′(z, z) =

(
∂f

∂z

)h(
∂f

∂z

)h

ψ(f(z), f(z)), (5.3.25)

if f ∈ PSL(2,C) then the field is called quasi-primary.
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Not all fields in a CFT need to be (quasi) primary there can also be secondary fields. We
can see that the fields ∂Xµ amd ψµ are conformal primary fields with weights hX = 1
and hψ = 1

2
.

5.3.1 Radial ordering and OPE

One of the important tasks in calculating n point functions in canonically quantized
quantum field theories is to time order the products of creation and annihilation operators.
This is due to the inherent ambiguity of the order of multiplication of the quantum
operators.

Time ordering for quantum field ϕ

⟨0|
n∏
i=1

ϕ(xi)|0⟩ 7! ⟨0|T

(
n∏
i=1

ϕ(xi)

)
|0⟩. (5.3.26)

The notion of time ordering is defined as:

T

(
ϕ(x1)ϕ(x2)

)
=

{
ϕ(x1)ϕ(x2) x01 > x02,

ϕ(x2)ϕ(x1) x02 > x01.
(5.3.27)

In 2d CFTs, given the properties of conformal symmetry, one can always map the time
direction to the radial distance to the origin of the complex plane (which is the trans-
formation we introduced in (5.3.17)). Therefore, the notion of time ordering is replaced
with radial ordering and one can define it similarly

Radial ordering for conformal field ψ

⟨0|
n∏
i=1

ψ(zi, zi)|0⟩ 7! ⟨0|R

(
n∏
i=1

ψ(zi, zi)

)
|0⟩. (5.3.28)

Then the radial ordering defined as:

R

(
ψ(z1, z1)ψ(z2, z2)

)
=

{
ψ(z1, z1)ψ(z2, z2) |z1| > |z2|,
ψ(z2, z2)ψ(z1, z1) |z2| > |z1|,

(5.3.29)

where |zi| is the distance of field ψ(z1, z1) to the origin.

Wick’s theorem

We finish this section with Wick’s theorem. This is the most important tool to calculate
any quantum field theory (including conformal field theory) n-point amplitude. We are
going to use this theorem extensively while calculating any string amplitude.
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Theorem (3.1): Wick theorem

Theorem 3. Any time (radial) ordered product of operators can be written as a
sum over normal ordered products of these operators where distinct pairs of the
operator are contracted in all possible ways. Explicitly:

R

(
n∏
i=1

ψ(zi, zi)

)
=

(
n∏
i=1

ψ(zi, zi)

)
︸ ︷︷ ︸

contraction

+ :

(
n∏
i=1

ψ(zi, zi)

)
:︸ ︷︷ ︸

Normal ordered

+regular terms. (5.3.30)

A product of operators P is normal ordered (Wick ordered) when all creation op-
erators are to the left of all annihilation operators and it is denoted by the ”: P :”
sign.

Therefore, in the CFT the functional dependence of operator products, when they contract
(i.e. get close to each other z1 ! z2), is important. This requires the notion of the operator
product expansion (OPE) which states that two local operators close together can be
approximated to arbitrary accuracy by a sum of local operators [12, 67, 69]. Formally, we
have:

Oi(z1, z1)Oj(z2, z2) =
∑
k

C k
ij ((z1 − z2))Ok(z2, z2) , (5.3.31)

where C k
ij ((z1 − z2)) is a meromorphic function of (z − w). Using the OPEs of the

Figure 5.2: OPE of two operators at (z1, z1) and (z2, z2)

conformal fields one can perform the contractions of Wick’s theorem. Using the definition
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of a primary field ψ(w,w) in (5.3.25) one can show that in a given CFT with energy-
momentum tensor T (z) the OPE of the T (z)ψ(w,w) is given by:

T (z)ψ(w,w) ∼ h

(z − w)2
ψ(w,w) +

1

(z − w)
∂ψ(w,w) + ... ,

T (z)ψ(w,w) ∼ h

(z − w)2
ψ(w,w) +

1

(z − w)
∂ψ(w,w) + ... .

(5.3.32)

above the ”...” means terms that are regular in z − w. We use this notation for regular
terms throughout this work.

n-point function of primary fields

Having a conformal (superconformal) symmetry for a given theory constrains the type
of functions that can appear in the OPE of the primary fields. Since the primary fields
behave as in equation (5.3.25) then the resulting OPE should also behave the same way.
Therefore, the form of two and three-point functions are fixed up to constant coefficients.

Primary fields correlation

Taking ψi(z) to be a holomorphic primary field with conformal dimension hi then
we have for the two and three-point functions (the anti–holomorphic case is similar
with conformal weight hi):

⟨ψi(z)ψj(w)⟩ =
dijδhi,hj

(z − w)hi+hj
,

⟨ψ1(z1)ψ2(z2)ψ3(z3)⟩ =
C123

(z12)h1+h2−h3(z13)h1+h3−h2(z23)h2+h3−h1
,

(5.3.33)

where zij = zi − zj.

As a very important example, we can take the superstring action in (5.2.6) and write
down the OPEs of the primary fields ∂Xµ and ψµ in the following as:
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Disk Sphere

Xµ(z)Xν(w) ∼ −α′ ln(z − w) + .... Xµ(z)Xν(w) ∼ −1
2
α′ ln(z − w) + ....

Xµ(z)Xν(w) ∼ −α′ ln(z − w) + .... Xµ(z)Xν(w) ∼ 0

∂Xµ(z)∂Xν(w) ∼ −2α ηµν

(z−w)2 + .... ∂Xµ(z)∂Xν(w) ∼ −1
2
α′ ηµν

(z−w)2 + ...

∂Xµ(z)∂Xν(w) ∼ −2α ηµν

(z−w)2 + ... ∂Xµ(z)∂Xν(w) ∼ 0

ψµ(z)ψν(w) ∼ ηµν

(z−w) + .... ψµ(z)ψν(w) ∼ ηµν

(z−w) + ....

ψµ(z)ψ
ν
(w) ∼ ηµν

(z−w) + .... ψµ(z)ψ
ν
(w) ∼ 0

Table 5.1: Two point functions of different fields over sphere and disk

First, we note that the field Xµ is not primary but since we need to use the OPE to de-
rive other OPEs we included it in the list. Second, the contractions between holomorphic
and anti-holomorphic fields are dependent on the Riemann surface of the world–sheet for
example over the sphere there are no mixed contractions. Whereas for the disk there are
contractions between the holomorphic and anti-holomorphic fields. In order to study tree
level amplitudes we do not need to look for more Riemann surfaces and these OPEs will
be sufficient to calculate all amplitudes required for the present work.

5.3.2 Mode expansion and Virasoro algebra

To construct the physical spectrum in canonical quantization of superstring theory we
require two ingredients:

• Creation and annihilation operators

• Symmetry generators to constrain physical state conditions.

For the first ingredient, we should (Fourier) mode expand the primary fields ∂Xµ and ψµ

on shell (i.e. on the solution of equations of motion). Using the equations of motion given
in (5.3.19) we have the following expansion for the field content of superstring theory [11]:

∂Xµ(z) = −i

(
α′

2

)1/2 ∞∑
m=−∞

αµm
zm+1

; ∂Xµ(z) = −i

(
α′

2

)1/2 ∞∑
m=−∞

α̃µm
zm+1 ,

ψµ =
∑
r∈Z+ν

bµr
zr+1/2

; ψ
µ
(z) =

∑
r∈Z+ν

b̃µr
zr+1/2

,

(5.3.34)
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where for ν = 0 we have the Ramond and for ν = 1
2
we have Neveu-Schwarz sectors. The

energy-momentum tensors (5.2.7) in complex coordinates are given by:

TB(z) = − 1

α′ : ∂X
µ∂Xµ −

1

2
ψµ∂ψµ; T̃B(z) = − 1

α′ : ∂X
µ∂Xµ −

1

2
ψ
µ
∂ψµ ,

TF (z) = i

(
2

α′

)1/2

ψµ∂Xµ; T̃F (z) = i

(
2

α′

)1/2

ψ
µ
∂Xµ .

(5.3.35)

Therefore, for the energy-momentum tensors, we have the following expansion:

TB(z) =
∞∑

m=−∞

Lm
zm+2

; T̃B(z) =
∞∑

m=−∞

L̃m
zm+2 ,

TF (z) =
∑
r∈Z+ν

Gr

zr+3/2
; T̃F (z) =

∑
r∈Z+ν

G̃r

zr+3/2
,

(5.3.36)

where ν defines the RNS sectors as above. Upon using the canonical quantization condi-
tion one obtains the following algebra for the modes [10, 11, 12, 65]:

Mode Algebra for RNS superstring

First, we have the canonical quantization condition:

[αµm, α
ν
n] = [α̃µm, α̃

ν
n] = mηµνδm+n,0 .

{bµr , bνs} = {b̃µr , b̃νs} = ηµνδr+s,0 .
(5.3.37)

Using these algebras and the definition (5.2.7) of TB and TF on obtain the well
known supervirasoro algebra:

[Lm, Ln] = (m− n)Lm+n +
c

12
(m3 −m)δm+n,0.

{Gr, Gs} = 2Lr+s +
c

12
δr+s,0.

[Lm, Gr] =
m− 2r

2
Gm+r.

(5.3.38)

where r ∈ Z for the Ramond sector and r ∈ Z+ 1
2
for the Neveu-Schwarz sector of

superstring theory.

Central charge

In the supervirasoro algebra, we have been using the factor c without explanation. Here
we are going to define c which is known as central charge. We should start by explaining
that one of the main features of CFTs in physics is that they do not require a Lagrangian
description. Meaning, to have a CFT one does not need an action as in (5.2.6). As we
discussed the singular part of the OPEs are fixed through the conformal symmetry. So
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the only necessary objects are the primary fields and the algebra of the modes. In order to
fix the algebra one has to take into account that the Virasoro algebra admits extensions.
Meaning, one can add a term to the algebra without breaking it.

This is known as central extension and can be parameterized by a central charge c. We
have noted this extension in the algebra (5.3.2) in the commutation of Lms. The central
charge for a given CFT is associated with the ”soft” breaking of the conformal symmetry.
Physically speaking, it means how a given CFT reacts to the introduction of macroscopic
length into the theory, for example a boundary [67]. Further, given the central charge,
the form of the OPE of the energy-momentum tenor is fixed:

T (z)T (w) =
c/2

(z − w)4
+

2T (w)

(z − w)2
+

∂T (w)

(z − w)
+ ... . (5.3.39)

Therefore, giving the primary fields together with the c will be sufficient to define a CFT.

5.4 Supersymmetry

So far, in our discussion we have used the concept of supersymmetry sporadically. Here
we are going to give a very brief introduction to the topic [70]. As we mentioned in
the beginning supersymmetry is the symmetry that relates (maps) bosons to fermions.
Quantum field theories originally had two types of symmetries:

• Internal symmetries like gauge symmetries. Mathematically speaking these are de-
fined as extra structures (bundles) on top of the spacetime manifold. Normally they
are compact Lie groups like U(1), SU(N), etc (with some generator G).

• On the other hand, there are external symmetries that are associated with the
(isometries of) spacetime manifold itself, i.e. Poincare symmetry. The Poincare sym-
metry is generated through rotations Mµν and translations Pµ.

All fields in quantum field theories are in a representation of the spacetime symmetry
(e.g. they are scalar, vector, tensor, etc). In contrast, this is not the case for internal sym-
metries, for example, not all fields are eclectically charged. These two types of symmetries
commute with each other meaning we we can write the full symmetry as a product:

[G,Pµ] = [G,Mµν ] = 0,

Symmetries: Poincare ⊗ internal symmetry group.
(5.4.40)

Further, it was shown that any attempt to enlarge the above structure will result in a
trivial theory (i.e.S−matrix= 1). This is known as the Coleman-Mandula no go theorem
[71]. Like any other no go theorem it was circumvented by avoiding one or more of the
assumptions. In this case, Coleman-Mandula assumed that the additional group is a Lie
group with a commuting Lie algebra with bosonic generators (one can see that Pµ andMµν

are in the tensor representation of the Poincare group). Therefore, it was circumvented by
assuming that the ”new” symmetry does not have a commuting but an anti-commuting
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algebra with fermionic generators [72, 73]. This is a generalization of the Lie algebra
known as graded Lie algebra schematically we have:

Lie algebra: [A,B] = −[B,A],

graded Lie algebra: [A,B] = (−1)k[B,A].
(5.4.41)

This change in the assumption to the Coleman-Mandula no-go-theorem allowed for a
symmetry with fermionic generators Qα where α = 1, 2 index is the SU(2) representation
index. The algebra of supersymmetry generators are given by:

[Qα, Pµ] = 0, [Qα, G
a] = 0,

[Qβ,Mµν ] =
1

2
(σµν)αβQα, {Qα, Qβ̇} = 2σµ

αβ̇
Pµ,

Q2 = 0.

(5.4.42)

This type of symmetry is called Supersymmetry (SUSY) and a theory that exhibits this
symmetry is supersymmetric like the superstring theory we have introduced so far. Look-
ing at the above algebra one can readily see that supersymmetry leaves the internal
symmetry and the Hamiltonian (which is the conserved charge of the translation current
Pµ) intact and just affects the Lorentz generators. In other words, while acting on a phys-
ical fields by a supersymmetry generator (charge) preserves the mass and the charge of
the fields, it will change its representation under the Lorentz group. Since the generator
is fermionic it will map bosons to fermions and fermions to bosons. In short, for a state
with mass m, spin s and charge q of the internal group we have2:

Q|m, q, s⟩ = |m, q, s± 1

2
⟩. (5.4.43)

In a supersymmetric theory the fields are going to be in representations of SUSY which
means that states form multiplets through the action of the supersymmetry operator Q
as demonstrated above. All of the states inside a multiplet have the same mass and
charge but different spins. Looking at the algebra we see that the representation of the
supersymmery depends on the mass of the states for the massive states we have:

{Qα, Qβ̇} = 2mδαβ̇,

and for the massless states we have

{Qα, Qβ̇} = 2E

(
1 0
0 0

)
.

Therefore, for the massive case we have states with spins (s, s± 1
2
, s) and for the massless

case we have states with helicities (λ, λ+ 1
2
) and (−λ,−λ− 1

2
) in order to preserve CPT

symmetry.

2The plus-minus in the spin depends on the choice of the representation of the Q is not important
since whatever the sign of Q, Q will be the reverse and both are always present so its a matter of choice
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The fact that Q is nilpotent will insure that the multiplets are finite (i.e. the number
of states inside the multiplet is finite). Looking back at the above example we have the
massive states (with choice ot plus sign for the Q):

Q|m, q, s⟩! |m, q, s+ 1

2
⟩,

Q|m, q, s⟩! |m, q, s− 1

2
⟩,

Q|m, q, s+ 1

2
⟩ = Q(Q|m, q, s⟩) = |m, q, s⟩,

(5.4.44)

and the multiplet will be:(
|m, q, s⟩

|m, q, s+ 1
2
⟩

)
⊕

(
|m, q, s⟩

|m, q, s− 1
2
⟩

)
. (5.4.45)

So far, we have only mentioned theories with one supersymmetry i.e. there is only one Q.
However, it is possible to have more than one QI with I = 1, 2, 3, ...,N this is known as
extended SUSY. The value of N will determine the extended SUSY of a theory.

Since multiplets are invariant under all of the extended SUSY, having more than one
SUSY generator creates a rotation symmetry among the SUSY generators. In case of
more than one Q we can always rotate the QIs meaning supersymmetric theories (and
multiplet) are invariant under:

QI = λIJQ
J . (5.4.46)

Since QI are complex the λIJ are going to be elements of SU(N ). Therefore, a theory
with extended N supersymmetry has an extra SU(N ) symmetry known as R−symmetry.
We finish this section by mentioning the two types of supersymmetry that we encounter
in studying superstrings

• World-sheet SUSY: This is the supersymmetry associated with the action (5.2.6).
It is seen as the map between bosonic field ∂Xµ to fermionic field ψµ. As we are
going to see in the next section there can be different numbers of supersymmetries
on the world-sheet.

• Spacetime SUSY: This type of supersymmetry is associated with the spacetime fields
and produced through the content of the superstrings. It is realized in the effective
actions constructed through string theory amplitudes like supergravities.

We should emphasize being bosons and fermions on the world–sheet and spacetime are
completely different subjects. For example, we have the spin-2 massless state in the
superstring that contains both ∂X and ψ fields, as well as its superpartner gravitino,
which also contains both ∂X and ψ fields. The number of supersymmetry in the spacetime
SUSY actions are N = 1 for open strings and N = 2 for closed strings. Through
various compactifications the number of SUSY can be enhanced or broken for example
compacitfying over a six-torus will enhance spacetime SUSY toN = 8 (cf. [12, 11, 65, 10]).
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5.5 String spectrum

This section is one of the more important parts of this work. Here, we introduce the
spectrum of the closed and open superstring theory3. We are going to do so in three steps:
First, we construct the states using the covariant method of creation and annihilation
operators. Second, we will give the little group and spacetime Lorentz representation of
each state and finally we introduce the notion of operator state correspondence and give
the vertex operator associated with each state.

We start by introducing different types of superstring theories. There are five consis-
tent superstrings known so far:

• Type I: String theory involve both open and closed strings with N = 1 supersym-
metry with the gauge group SO(32) or E8 × E8.

• Type IIA: Closed string theory with with N = (1, 1) world–sheet supersymmetry.
The left and right movers of this theory are of opposite chirality. So, it is a non-chiral
theory.

• Type IIB: Closed string theory with with N = (1, 1) world–sheet supersymmetry.
The left and right movers of this theory are of same chirality. So, it is a chiral
theory.

• E8×E8 and SO(32) Heterotic: Closed string theory whose left movers are 26 dimen-
sional bosonic string and 16 dimensional of these are compactified on torus and the
right movers are 10 superstring modes with N = (0, 1) world–sheet supersymmetry

For the current work, we are only going to look at the (universal) (NS,NS) part of Type
II superstrings in the background of D-branes interacting with NS open strings.

5.5.1 Construction of States

The most intuitive method to construct the states of the superstring is to do it in the old
covariant method. In this method every expansion coefficient introduced in section 5.3.2
will be a quantum operator satisfying the canonical commutation or anti-commutation
relations for bosons and fermions, respectively. In the superstring case, we have two
primary fields with the corresponding creation and annihilation operators namely:

∂Xµ(z)↔ (αµn, α
†µ
n ), ∂Xµ(z)↔ (α̃µn, α̃

†µ
n ),

ψµ(z)↔ (bµr , b
†µ
r ), ψ(z)↔ (b̃µr , b̃

†µ
r ),

(5.5.47)

where m is an integer and r is a half integer numbers. The complex conjugate operators
are related to each other by the change of positive and negative modes (i.e. the integer
m):

(αµn)
† = αµ−n, (α̃µn)

† = α̃µ−n .

3We mention the results for bosonic string theory whenever it is necessary
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To evaluate the mass of different string states it is easier follow the recipe of canonical
quantization in the light cone coordinates given by:

xµ = (x+, x−, xi), i = 2, ..., D − 1; x± =
1√
2
(x0 ± x1) .

Therefore, the index µ of the oscilators (αµn, b
µ
r ) decomposes the same way to µ = (±, i).

One finds the Hamiltonian of the light cone action (5.2.6) by using the number operator
N which is defined for the RNS superstring as:

N = NB +NF =
∑
n>0

αi−nα
i
n +

∑
r>0

rbi−rb
i
r ,

H =

{
α′p2 +N − 1

2
NS ,

α′p2 +N R .

(5.5.48)

Using p2 = −m2 the mass operator will be given by:

α′m2 =

{
N − 1

2
NS ,

N R .
(5.5.49)

In this mass operator we have avoided the contribution from the D-branes4.
To construct a state we need to define the vacuum and act by creation and annihilation

operators (5.5.47) on it. We define the vacuum as the state annihilated by positive modes:

String state

αµn|0⟩ = 0 For all n > 0,

bµr |0⟩ = 0 For all r > 0.
(5.5.50)

One can make other choices for the vacuum in particular one can choose positive
modes for holomorphic fields and negative norms for anti-holomorphic fields this
will give rise to ambitwistor constructions in string theory [74]. Then, a generic
string state can be given bya:

|γ⟩ =
∏
k,l

bµl−rlα
νk
−nk

|0⟩. (5.5.51)

Using the mass operator in (5.5.49) will give us the following mass for the state:

α′m2(|γ⟩) =


∑
k

nk +
∑
l

rl − 1
2

NS-sector.∑
k

nk +
∑
l

rl R-sector,
(5.5.52)

4The D-brane contribution is given by 1
4π2α′ (∆X)2 where ∆X is the distance between two D-branes

that open string starts and end between them.
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aSince we want to use BRST symmetry in the next section and we do not need to use the
transverse coordinates in BRST quantization to fix the gauge we also avoided the light cone
coordinates here.

5.5.2 BRST symmetry and ghost system

There are many different symmetries involved in the superstring theory from superconfor-
mal symmetry to Chan-Paton gauge symmetries. Any physical state should be constrained
with all the symmetries of the theory. Therefore, not every possible combination of the
creation operator as written in (5.5.51) are part of the spectrum and we have to constrain
them with physical conditions. Here, we are going to provide the physical state conditions
using the supervirasoro algebra modes acting on the states:

Physical conditions

There are two types of conditions that we are going to put on the states:

• Symmetry constraints

• Positive norm constraints

As we discussed before, the symmetries of superstring are generated through currents
that are given by the energy-momentum tensor. A state will be invariant (physical) if its
variation is zero and since the mode expansion of TB and TF (5.3.36) are the generators
of superconformal symmetry one can define the following conditions for open strings:

Gr|γphys⟩ = 0

Lm|γphys⟩ = 0

L0|γphys⟩ = 0

(5.5.53)

Here all modes are positive (i.e. r,m > 0). For the closed string, we should add the
anti-holomorphic partner of these relations, meaning:

Gr|γphys⟩ = 0,

Lm|γphys⟩ = 0,

L0|γphys⟩ = 0,

(5.5.54)

as well as the level matching condition:

L0 − L0|γphys⟩ = 0. (5.5.55)

This condition insures that the masses and conformal weight of the left and right mover
fields are the same.
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The second type of constraint is the positive norm constraint. Meaning, we want the
physical states to have positive norms:

⟨γ|γ⟩ > 0.

This is implemented through the normal ordering constant inside L0 which has been fixed
for the NS sector. This constraint is satisfied when aNS = −1

2
for NS sector and aR = 0

for R sector . This condition has a more important consequence since the eigenvalue of
the operator L0 is the conformal weight of a given CFT state. Then this condition means
that all physical states have conformal dimension zero:

L0|γphys⟩ = 0 ⇒ L0|γphys⟩ = (0)|γphys⟩! hγ = 0. (5.5.56)

It is clear that checking every single state, for every constraint given above, is an exhaus-
tive task. Further, if one wants to use the path integral formulation (which we are going
to do in the next section) this method is not applicable. The solution is to use the BRST
symmetry. Here, we are going to provide a brief review of this symmetry and how it
works in practice. As mentioned the BRST symmetry is most useful in the path integral
formulation where one’s goal is to fix gauge symmetries and avoid integrating over an
infinite measure. In order to achieve that in the path integral formulation one uses the
method by Faddeev-popov [75]. To implement the system we need to introduce two more
conformal field theories:

• The b − c ghost system of anti-commuting bosons that is given by the following
action:

Sb−c =
1

2π

∫
d2z(b∂c+ b∂c). (5.5.57)

with the equations of motion:

∂c = ∂b = 0, ∂c = ∂b = 0. (5.5.58)

Here, as it can be seen by equations of motion and dimensional analyses of the
action b(z) is a holomorphic (b(z) is an anti-holomorphic) function with conformal
dimension (h, h) = (2, 0) ((h, h) = (0, 2)) and c(z) is a holomorphic (c(z) anti-
holomorphic) function with conformal dimension (h, h) = (−1, 0) ((h, h) = (0,−1)).

The b− c ghost system is responsible for fixing the gauge for the bosonic part (Xµ)
of the action (5.2.6). In addition, we need the energy-momentum tensor5:

T b,cB = 2 : ∂c(z)b(z) : + : c(z)∂b(z) : . (5.5.59)

• The β − γ system of commuting fermions is the superpartner of b− c system. It is
given by the action:

Sβ−γ =
1

2π

∫
d2z(β∂γ + β∂γ) . (5.5.60)

5The anti-holomorphic part is obtained by complex conjugation
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This system also has a holomorphic field β(z) (anti-holomorphic field β(z)) with
conformal dimension

(h, h) = (
3

2
, 0), (h, h) = (0,

3

2
) ,

and γ(z) is a holomorphic (γ(z) anti-holomorphic) function with conformal dimen-
sion

(h, h) = (−1

2
, 0), (h, h) = (0,

3

2
) .

Similarly, one can define the following energy-momentum tensor6:

T β,γB = −3

2
: ∂γ(z)β(z) : −1

2
: γ(z)∂β(z) : . (5.5.61)

An easier way of working with the theory of β − γ system is by bosnization which
assigns boson fields (ϕ, χ) to (β, γ) as:

β = e−ϕeχ∂χ, γ = eϕe−χ .
(5.5.62)

together with the following OPEs:

ϕ(z)ϕ(w) ∼ ln (z − w), χ(z)χ(w) ∼ ln (z − w) . (5.5.63)

Finally, as we mentioned in the case of the matter fields Xµ and ψµ (cf. (5.2.7)) we noted
there was the superpartner of the matter energy-momentum tensor corresponding to the
gravitino. Similarly, there is a superpartner to the energy-momentum tensors (5.5.61) and
(5.5.59) coming from the variation of the action with respect to the gravitino. We denote
it by T b,c,β,γF and it is given by:

T b,c,β,γF =
1

2
: γ(z)b(z) : − : c(z)∂β(z) : −3

2
: ∂c(z)β(z) : . (5.5.64)

We can summarise the mass and conformal weight of the fields in the full theory in the
following tables. We have the mass dimensions:

Field α′ Xm, c γ Q ψm β, Tβ b, Tb
Mass dimension −2 −1 −1/2 0 1/2 3/2 2

and similarly for the conformal weight:

Operator ∂Xm(z) ψm(z) eqϕ(z) eiα
′pX(z)

Weight (1, 0) (1/2, 0) (−1
2
q(q + 2), 0) (α

′p2

4
, 0)

6This is the holomorphic part of the energy-momentum tensor the anti-holomorphic has the same
form with the anti-holomorphic fields.
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for the ghost system:

Operator b c β γ
Weight (−1, 0) (2, 0) (3

2
, 0) (−1

2
, 0)

Therefore, taking all these parts together we can write the full gauge fixed string action:

Ssuperstringgaugefixed =SX + Sψ + Sb−c + Sβ−γ,

Ssuperstringgaugefixed =
1

4π

∫
dzdz

[
2

α′∂X
µ(z, z)∂Xµ(z, z) + ψµ∂ψµ + ψ

µ
∂ψµ

+ 2

(
b∂cz + b∂c+ β∂γ + β∂γ

)]
+ λχ.

(5.5.65)

Now we can construct the nilpotent BRST charge in terms of the energy-momentum
tensors (5.5.59),(5.5.61),(5.5.64) we get7:

QBRST =

∮
C0

dz

2πi
jFBRST

=

∮
C0

dz

2πi

{
: c(z)

[
TX,ψB (z) +

1

2
(T b,cB + T β,γB )(z)

]
: +

: γ(z)
[
TX,ψF (z) +

1

2
T b,c,β,γF (z)

]
:

}
.

(5.5.66)

Here, we have used the notation: TX,ψB (z) = TXB (z)+TψB (z) and T
X,ψ
F (z) = TXF (z)+TψF (z).

One can check that this charge is indeed nilpotent Q2
BRST = 0 and therefore one can

define the BRST cohomology with the action of QBRST on the states. We can use this
cohomology to define the physical states. A state is said to be BRST invariant if it is
annihilated by QBRST :

QBRST |γ⟩ = 0 (5.5.67)

We discussed the generic definition of cohomology in chapter 2 (cf. 2.5) and mentioned that
a state that is BRST invariant as in (5.5.67) is either of the form |α⟩ = QBRST |δ⟩ (i.e. exact
state) or not. The exact state α has zero norm due to the nilpotency and hermiticity of
the BRST charge operator (⟨α|QQ|α⟩ = 0). Since the BRST charge commutes with the
Hamiltonian these exact states will decouple from the S-matrix of the theory. Therefore,
one can define the physical state in the Hilbert state of the string theory as:

7The Q is defined in the same way with anti-holomorphic energy-momentum tensors.
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Physical state

A state |γ⟩ is physical if it is closed under the BRST cohomology but not exact.
Meaning:

|γ⟩ ∈ Hfull,

QBRST |γ⟩ = 0, |γ⟩ ≠ Q|α⟩, ∀|α⟩.
(5.5.68)

Therefore, a generic state in the Hilbert space can be decomposed as the following
product:

|γ⟩ ∈ Hfull,⇒ |γ⟩ = |X;ψ⟩︸ ︷︷ ︸
matter fields

⊗ | #b,c; qβ,γ⟩︸ ︷︷ ︸
ghost field

.

(5.5.69)

One can show by direct computation that the condition (5.5.68) is equivalent to the
conditions in (5.5.53). The ghost part of the state (5.5.69) is the permissible vacuum of
the b−c and β−γ system. These two theories similar as the matter fields are CFTs. They
have oscillation modes and therefore a vacuum state that is annihilated by all non-negative
modes and contains the zero modes. These zero modes commute with the Hamiltonian
of the respective systems 8. This results in a degeneracy of the vacuum. Under the b− c
system is easy to consider since the b − c fields are anti-commuting i.e.Graßmann the
zero modes b0 and c0 will have only two eigenstates denoted by | #⟩ and | "⟩. The two
degenerate states in terms of field modes of the b− c system are given by:

| #⟩ = c1|0⟩b−c,
| "⟩ = c0c1|0⟩b−c.

(5.5.70)

In order to satisfy all conditions in (5.5.53) and (5.5.54) we had to choose | #⟩ for the
vacuum string state. Furthermore, the ghosts always cancel the the light cone coordinates
x± therefore we do not need to use the transverse indices (i, j) for the creation annihilation
operators while constructing the states.

The situation for β − γ is more complicated. Since we cannot use the Grassmann
properties (they are commuting fields) we will have infinite equivalent possibilities which
are known as ghost picture we will get back to this in the next section when we construct
the vertex operators.

5.5.3 Operator state correspondence and Vertex operator

So far our discussion on string theory as a 2d CFT has been done in two parallel paths.
First, we have the operator formulation. We introduced the full action of the gauge fixed
superstring and gave the primary fields which upon quantization become local opera-
tors. Second, in order to construct the states of superstring theory we followed covariant

8b0 (this is not the zero mode of he matter field ψ, it is the mode expansion of the field b) and c0
commute with Lb−c0 similarly for β0 and γ0
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quantization meaning we had the mode expansion of the matter fields acting on the vac-
uum and created a generic state in (5.5.69). Now, we want to point out the relationship
between local operator and a given state in the CFT. This is known as operator-state
correspondence with the following statement:

Operator-state correspondence

There is an isomorphism between the local operators on the complex plane C and
the initial state on a cylinder.
It is not difficult to check that the isomorphism map is given by:

S1 ×R! C,

z 7! e−iw, w = τ + iσ.
(5.5.71)

One can clearly see that the circle at τ = −∞ is mapped to the origin and the
circle τ = ∞ is mapped to the infinity.

Figure 5.3: Map from cylinder to complex plane

This map gives us the power to map the propagation of closed string9 to operators on
the complex plane with the initial state given as the local operator at the origin which
is known as vertex operator. We are going to discuss extensively the implication and
application of this operator and map in the next section. For now, we give the general
recipe to construct vertex operator associated with any state of the form (5.5.69) in the
NS sector. We have the following construction:

9The same map exists for open string mapping the ribbon to the upper half plane
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Vertex operator for open string

The generic state |γ⟩ = |X;ψ; a⟩︸ ︷︷ ︸
matter fields

⊗ | #b,c; qβ,γ⟩︸ ︷︷ ︸
ghost fields

has two parts: a matter part and a

ghost (b− c/β − γ) part. For the matter part we have:

|X;ψ; a⟩matter fields = T a
∏
k,l

bµl−rlα
νk
−nk

|0⟩. (5.5.72)

where T a is the generator of the Chan-Paton symmetry. Then, we introduce the
Fourier back transformation map of the creation modes αµ−n and b

ν
−r. Taking n ∈ Z+

and r is the positive half integer Z+ 1
2
(NS sector):

|0⟩!
∫

dz

2π
eik·X ,

αµ−n =

(
2

α′

)1/2 ∮
dz

2π
zn∂Xµ(z)!

(
2

α′

)1/2
i

(n− 1)!
∂nXµ(0),

bµ−r =

∮
dz

2π
zr+

1
2ψµ(z)!

i

(r − 1
2
)!
∂r−

1
2ψµ(0).

(5.5.73)

Therefore, the matter part of the vertex operator will be:

|X;ψ; a⟩matter fields = T a
∏
k,l

bµl−rlα
νk
−nk

|0⟩ ⇒ T a : F(∂r−
1
2ψµ; ∂nXν) : , (5.5.74)

above we have used normal ordering for the vertex operator. In the ghost part
we have the following state | #b,c⟩ ⊗ |qβ,γ⟩ghost charges. Functionally, the choice of
the state | #b,c⟩ amounts to adding c(z) to the matter vertex operator or using the
integrated vertex operator. The contribution of the the β−γ system enters through
the bosonized field ϕ. Putting all together we have:

V (∂r−
1
2ψµ; ∂nXν , ϕ)⊗ | #b,c⟩ = c(z) T a : V(∂r−

1
2ψµ; ∂nXν , ϕ) : . (5.5.75)

We will address the ϕ dependence (i.e. |qβ,γ⟩ghost charge) in the picture changing sec-
tion.

Finally, the last thing is to impose the BRST condition (5.5.68) on the local vertex
operator. From the operator-state correspondence we know that the acting on states is
mapped to commutation of operators. Meaning, the vertex operator should commute
with QBRST up to a total derivative:

[QBRST , V ] = total derivative. (5.5.76)
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Integrated vertex operator

We should emphasize some small but important subtlety. The operator state correspon-
dence, as we introduced it in the form of the equation (5.5.73), results in the following
map:

Integrated vertex operator

|γopen⟩↔ c(z)V ∼
∫
dzV (z),

|γclosed⟩↔ c(z)c̃(z)V ∼
∫
dzdzV (z, z).

(5.5.77)

The c(z)V is known as unintegrated vertex operator and
∫
dzV (z) as integrated

vertex operator.

In this work, we construct the integrated vertex operators by building the integrand
V (z) and do the integration while calculating the scattering amplitude. Therefore, we are
not going to add c(z) while constructing the vertex operator later we are going to take
care of the b− c system in the path integral formulation.

String coupling

Before we construct the spectrum we need to take into account the topological term
associated with the Euler character. As we mentioned in the beginning this term arises
due to the (non-dynamical) gravity on the two-dimensional world-sheet. This factor in
the full amplitude only affects the relative weight of terms with different world–sheet
topologies to each other. Meaning, that we have a different factor for genus g = 0
(e.g. sphere) surface compared to the genus one g = 1 (e.g, torus). Therefore, the factor
eStop = e−λχ in (5.5.65) can be seen as the coupling controlling the string interactions
gs. Looking at the definition of the Euler character for the emission and absorption of
the open and closed strings we have disk and sphere worldsheets, respectively. So we can
define the open string and closed string couplings as:

open string:Disk with n punctures! χ = 2− 2g − b+
no
2
,

closed string:Sphere with n punctures! χ = 2− 2g − b+ nc ,

Mixed open and closed string:Disk with (no, nc) punctures! χ = 2− 2g − b+
no
2

+ nc ,

(5.5.78)
where g is the genus and b is the number of the boundaries of the surface. Now, if we
look at the generic n point puncture case for disk and sphere topologies we have:

no open string over disk: (g = 0, b = 1) ⇒ eλ(2−1)+no
2
λ = eλ(e

1
2
λ)no ,

nc closed string over sphere: (g = 0, b = 0) ⇒ eλ(2−0)+ncλ = e2λ(eλ)nc .
(5.5.79)
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Since adding a puncture changes the Euler character by one, in order to systematically take
this increase into account for different amplitudes (with different number of punctures)
we first factor out the common (puncture independent) part 2 − 2g − b and then define
in the remaining:

open string! e
1
2
λ ! go,

closed string! eλ ⇒ gc ! gc ∼ g2o .
(5.5.80)

and add a factor of go and gc to the vertex operator of the open and closed string,
respectively:

open string: Vq(x) 7! goV (x),

closed string: Vq,q(z, z) 7! gcVq,q(z, z).
(5.5.81)

The overall factors e2λ and eλ will remain in the action and will be added in the path
integral.

Picture changing

As we mentioned the construction of the state |qβ,γ⟩ghost charges requires taking into account
the infinite degeneracy associated with the zero modes of the β − γ system. This infinite
degeneracy cannot be resolved. Therefore, all vertex operators associated with string state
will have infinitely many versions each associated with a degenerate state. One can label
the degenerate state with a charge q known as the picture number. In order to construct
the picture number we are going to use the bosonized version of the β − γ system that
we introduced before in (5.5.62). In the bosonized β − γ system the ϕ dependence of the
vertex operator (5.5.75) is of the following form:

V (∂kψµ; ∂mXν , ϕ)

∣∣∣∣∣
|qβ,γ⟩

∼ eqϕ(z). (5.5.82)

where q is the picture number. For the purpose of our work, we are going to discuss the
canonical picture number (picture number q = −1) of vertex operators and explain for
a given vertex operator with a chosen picture number how one can change the picture
number with the use of the picture changing operator.

The constraint that we use to fix the picture number of a vertex operator for a given
matter state |X;ψ⟩ is the conformal weight condition we set in (5.5.56). There we no-
ticed that using the physical state conditions the full physical state must have conformal
dimension zero. Hence we have the following condition:

h(|γ⟩) = h( |X;ψ⟩︸ ︷︷ ︸
matter fields

⊗ | #b,c; qβ,γ︸ ︷︷ ︸
ghost charges

⟩) = 0

⇒ h( |X;ψ⟩︸ ︷︷ ︸
matter fields

) + h( | #b,c; qβ,γ︸ ︷︷ ︸
ghost charges

⟩) = 0

⇒ h( |X;ψ⟩︸ ︷︷ ︸
matter fields

) + h(| #b,c) + h(|qβ,γ︸ ︷︷ ︸
ghost charges

⟩) = hm + hc + h(|qβ,γ)⟩) = 0

⇒ hm − 1 + hq = 1 ⇒ hq = 1− hm.

(5.5.83)
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This will constrain the value of the q for a given matter state. As an important example
let us look at the NS massless state:

Example (5.1): NS massless vector boson

The NS vacuum from the matter section is given by |0⟩ and the ground state is
given by T a bµ−1/2|0⟩. Adding the ghost part we obtain :

T a bµ−1/2|0⟩ ⊗ | #b−c; qβ−γ⟩ = go T
a eqϕ bµ−1/2|0⟩ ⊗ | #b−c⟩,

h(eqϕ bµ−1/2|0⟩| #b−c⟩) = (−1

2
q2 − q) + (−1) + (

1

2
) = 0 ⇒ q = −1.

(5.5.84)

Then, the vertex operator with picture number q = −1 is given by:

V (ψ,X, ϕ)⊗ | #b−c⟩ = go T
a e−ϕ ψµeik·X ⊗ | #b−c⟩,

V (ψ,X, ϕ) = go T
a e−ϕ ψµeik·X , k2 = 0.

(5.5.85)

This is the canonical vertex operator for the massless vector boson in type I NS
superstring theory.

The final piece of the puzzle of picture number is the picture-changing operator. We need
to define an operator whose action on the state does not change the physical state condi-
tion while changing the picture number. Clearly, since we want to keep the state physical,
we are going to use the BRST charge. Looking back at the definition of the QBRST we see
that the part associated with the superpartner of the matter energy-momentum tensor is
given by:

QX,ψ
F = −

∮
dz

2πi
γ(z) TX,ψF = − i

2

√
2

α′

∮
dz

2πi
e−χeϕψµ∂X

µ. (5.5.86)

Here we have to use the bosonization of γ in (5.5.62) and the superpartner energy-
momentum tensor in (5.2.7). One can see, given the exponential of ϕ, this part of the
BRST charge has picture number q = +1 and therefore it can increase the picture number
by one while acting on a state. All physical states commute up to a total derivative with
all parts of the BRST operator including QX,ψ

F . Hence, one can define the picture-changing
operator as the following:

Picture changing operator

P+1 = QX,ψ
F · eχ, (5.5.87)

with the action on the vertex operator with picture charge q, V q defined asa

V q+1 = lim
w!z

P+1(w)V
q = lim

w!z
eϕ(w)TX,ψF (w) V q(z). (5.5.88)

The limit will pick the terms proportional to z0 in the OPEs of the product fields.

aFor the anti-holomorphic picture number q̃ we use P+1
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Let us demonstrate how this picture changing works in an example:

Example (5.2):Picture changing

We start by looking at the vertex operator of the massless boson we defined in the
canonical ghost picture in (5.5.85) up to a numerical normalization we had:

V µ
−1 = go T

a e−ϕ ψµ eik·X , k2 = 0 . (5.5.89)

The picture changing will be:

V ν0 = go T
a lim
w!z

P+1(w)V
ν
−1 = lim

w!z
eϕ(w)TX,ψF (w)

(
e−ϕcψνeik·X

)

= go T
a lim
w!z

eϕ(w)

(√
2

α′ψµ∂X
µ

)
(w)

(
e−ϕcψνeik·X

)
(z)

= go T
a

√
2

α′ c(z) lim
w!z

[(
eϕ(w)e−ϕ(z)

)(
ψµ(w)ψ

ν(z)

)(
∂Xµ(w)eik·X(z)

)]

= go T
a

√
2

α′ c(z) lim
w!z

[(
(z − w) +O(z − w)2

)(
ηµν

(z − w)
+ ψµ(z)ψ

ν(z)O(z − w)

)

×

(
α′

2

ikν

(z − w)
eik·X(z) + ∂Xµ(z)eik·X(z)O(z − w)

)
.

(5.5.90)

Multiplying the above expression and taking the limit w ! z we obtain the vertex
operator for the massless opens string boson in the q = 0 picture number as:

V µ
0 = go T

a

√
2

α′

(
∂Xµ − 2iα′(k · ψ)ψµ

)
(z)eik·X(z), k2 = 0. (5.5.91)

5.5.4 String vertex-spectrum

Now we are ready to write down the spectrum of closed and open string states. Through-
out this work we are interested in amplitudes and theories involving bosons (e.g. gauge
fields or gravitons). Therefore, we are going to look at the NS sector of open strings and
(NS,NS) sector of closed strings (which is the common part of both type IIA and IIB)10.
We start with the vacuum and then act on it with creation operator. After imposing the
BRST symmetry we obtain the physical state. All vertex operators in this section are the
integrand of the integrated vertex operator and they are in the canonical picture number
(−1). For the open string, we have the following states ordered by their masses:

1. The vacuum of the NS string is denoted by |0⟩ and the vertex operator is given by
a plane wave:

|0⟩↔ go e
ik·X(z), k2 =

1

2
.

10The (R,R) sector is also bosonic however it is not useful for the current work
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This state is a tachyon. This is a systemic problem of the string Hilbert space
which is cured by projecting out the problematic states. This is known as GSO
projection11 which truncates the spectrum so that it is tachyon free while the space-
time supersymmetry is preserved. In fact, the different superstring theories that we
introduced at the beginning of this section were constructed after the GSO projec-
tion. From now on we only list states that are in the Hilbert space after the GSO
projection.

2. The first excited state is given by the action of the fermionic creation operator:

bµ−1/2|0; a⟩↔ εµgo e
−ϕ T a ψµeik·X , k2 = 0. (5.5.92)

3. The next excited state can be made with both bosonic αµm and fermionic bµr opera-
tors. We have the following:(

bµ−3/2 + bµ−1/2b
ν
−1/2b

λ
−1/2 + αµ−1b

ν
−1/2

)
|0; a⟩↔

go e
−ϕ(z) T a

(
Hµ∂ψ

µ + Eµνλψ
µψνψλ + iBµν∂X

µψν

)
(z)eik·X(z).

(5.5.93)

The polarization vectors associated with each term in this vertex operator will in-
clude unphysical degrees of freedom. Therefore, we have to enforce the BRST
constraint on the vertex operator. This is done by commuting the vertex operator
with the BRST charge and requiring that it vanishes up to a total derivative, which
constraints the polarization vectors as [76, 77]:

[QBRST , V ] = total derivative ⇒


kµEµνλ = 0,

2α′kµBµν +Hν = 0,

Bµ
µ + kµHµ = 0.

(5.5.94)

A solution to this system of equations that accounts for all 128 degrees of freedom
can be given by setting Hµ = 0. Therefore, after invoking the BRST symmetry on
this generic vertex operator we end up with the following physical states:

• One massive spin-2 state that has propagating 44 degrees of freedom in 10
dimension with the vertex operator:

V−1 = go T
a Bµνe

−ϕ(z)

(
i∂Xµψν

)
(z)eik·X(z),

k2 = − 1

α′ B[µν] = 0 Bµ
µ = 0 Bµνk

ν = 0.

(5.5.95)

11In GSO projection states are labed by projecting operator (−1)F where F is the fermion number
F =

∑
n>0 b

i
−nb

i
n. One can chose different projection by taking positive or negative sign for holomorphic

and anti-holomorphic sectors.
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• The 3-from field propagating 84 degrees of freedom in 10 dimension as the
following:

V−1 = go T
a Eµνλe

−ϕ(z)

(
ψµψνψλ

)
(z)eik·X(z),

k2 = − 1

α′ E{µνλ} = 0 Eµνλk
λ = 0.

(5.5.96)

• The remaining part associated to the ∂ψµ will decouple after imposing the
BRST constraint Hµ = 0.

For the discussion of our current work, we do not need more than the first massive level.
We summarize the details of these states in the following table:

State M2 Vertex operator Little group Representation

|0⟩ − 1
α′ e−ϕeikX(z) SO(9) 1 •

bµ−1/2|0⟩ 0 goe
−ϕψµeikX(z) SO(8) (8)v

bµ−1/2b
ν
−1/2b

λ
−1/2|0⟩

1
α′ go T

a Eµνλe
−ϕ(z)

(
ψµψνψλ

)
(z)eik·X(z) SO(9) 84

αµ−1b
ν
−1/2|0⟩

1
α′ go T

a Bµνe
−ϕ(z)(i∂Xµψν)(z)eik·X(z) SO(9) 44

Table 5.2: Open string spectrum in the NS sector.

We finish this section by constructing the closed string NS-NS sector of the superstring.
To do that we used the well-known fact that the Hilbert space of closed string is the
tensor product of two open string Hilbert spaces:

Hclosed = Hopen ⊗Hopen,

V closed(kc, kc)q,q = V open
q (ko)× Ṽ open

q̃ (ko), k2c = 4k2o ; k
2

c = 4k
2

o.
(5.5.97)

The level matching condition (5.5.55) forces the conformal weight of anti-holomorphic
sector to be equal to the holomorphic sector of the closed string:

h = h̃ .

This can also be seen as the representation of double copy on the string Hilbert space
level. Further, the process of double copying geometrically corresponds to gluing both
ends of the open string together. Therefore, the Chan-Paton factors will be traced out
and give the identity matrix. Using this double copy construction one can construct the
following table of states for the (NS-NS) closed string:
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State M2 Vertex operator Little group Representation

|0⟩ − 4
α′ e−ϕ(z)−ϕ(z)eikX SO(9) 1 •

b̃ν−1/2b
µ
−1/2|0⟩ 0 gce

−ϕ(z)−ϕ(z)ψµ(z)ψ
ν
(z)eikX(z,z) SO(8) (8)v ⊗ (8)v ⊗

Table 5.3: Spectrum of NS-NS closed string

For the first massive level, we have the following possibilities:

1. First, we can multiply the two ”spin-2” states as

αµ−1b
ν
−1/2|0⟩ ⊗ α̃λ−1b̃

δ
−1/2|0⟩.

The vertex operator will be:

V−1,−1 = εµνλδ gc e
−ϕ(z)−ϕ(z) ∂Xµ(z, z) ψν(z)∂Xλ(z, z)ψ

δ
(z)eikX(z,z). (5.5.98)

The SO(9) little group representation is given by the product:

⊗ = 44× 44 = 910⊗ 495⊗ 450⊗ 44⊗ 36⊗ 1 (5.5.99)

2. Second, we can multiply the two 3-forms states:

bµ−1/2b
ν
−1/2b

α
−1/2|0⟩ ⊗ b̃δ−1/2b̃

λ
−1/2b̃

γ
−1/2|0⟩

The vertex operator will be:

V−1,−1 = εµναλδγ gc e
−ϕ(z)−ϕ(z) ψµ(z)ψν(z)ψα(z) ψ

δ
(z)ψ

λ
(z)ψ

γ
(z)eikX(z,z).

(5.5.100)
The SO(9) little group representation is given by the product:

⊗ = 84× 84 = 2772⊗ 1980⊗ 924⊗ 594⊗ 126⊗ 84⊗ 44⊗ 36⊗ 1. (5.5.101)

3. Third, we can multiply the two 3-forms and the massive spin-2 states:

bµ−1/2b
ν
−1/2b

α
−1/2|0⟩ ⊗ α̃λ−1b̃

δ
−1/2|0⟩.

The vertex operator will be:

V−1,−1 = εµναλδ gc e
−ϕ(z)−ϕ(z) ψµ(z)ψν(z)ψα(z)∂Xλ(z, z)ψ

δ
(z)eikX(z,z),

(5.5.102)
with the group representation in SO(9) as:

⊗ = 84× 44 = 2457⊗ 924⊗ 231⊗ 84. (5.5.103)

The degrees of freedom in each vertex operator are coded inside the polarization vectors
and by constraining the polarization one can pick the intended tensor representation under
the little group decomposition.
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5.6 String interactions

In this section, we are going to discuss superstring interactions. Our dissuasion is designed
to be self-consistent and sufficient to understand this topic from the beginning to the
calculation of massive tree level amplitudes in superstring theory. In contrast to the
previous chapter we are not going to use light cone quantization instead, we are using the
path-integral quantization of string theory.

5.6.1 Geometrical picture

First, we give some geometrical intuition on string interactions. As discussed before super-
string theory is defined as the two-dimensional world–sheet embedded in 10 dimensional
space12. Therefore, propagation and interaction involving string states also include 2d
surfaces. In figure 5.4 we have depicted the free propagation open and closed strings.

Figure 5.4: Open and closes string propagating as Ribbon and Cylinder respectively

The interaction for string theories also is defined over a surface (as depicted in figure
5.5) this is of one the most consequential differences between string theory and quantum
field theories. Since in field theory, the interaction is localized at a point (figure 5.5) in
spacetime, it can be defined in Lorentz invariant formulations. Therefore it will happen
at the same point for all Lorentz frames. However, given the surface interaction in string
theory (figure 5.5) different reference frames will see the interaction happen at different
points in their respective time. The most important consequence of this feature is that
at any local neighborhood of a string interaction, it looks like a free propagation. This
fact also manifest itself in the fact that string theory as defined in the action (5.2.6) is a
free theory in terms of the world–sheet matter fields (i.e. ∂Xµ and ψµ). We are going to
see the exact computational ramification of this in the following sections.

The next order of business is to understand the scattering diagrams in terms of Rie-
mann surfaces. As we have advertised in the previous chapters the string scattering (for
example the two scatterings depicted in the figure 5.5) correspond to a Riemann surface.
To define a scattering amplitude (i.e.S-matrix element) we need to define asymptotic
Hilbert spaces Hin and Hout. Then, the scattering amplitude would be the probability of

1226 dimensions for bosonic string
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Figure 5.5: String theory interactions vs field theory interactions. In the string case, we have depicted
three different time slices following two Lorenz reference frames t and t̃.

transitioning from the initial state |I⟩ ∈ Hin to the final state |F ⟩ ∈ Hout. Namely :

S(I ! F ) := ⟨I|F ⟩; for |I⟩ ∈ Hin, |F ⟩ ∈ Hout. (5.6.104)

Note that generically the states |I⟩ and |F ⟩ can be multi-string (analog to multi-particle)
states. To look at string scattering amplitudes we take two in and out Hilbert spaces as
defined in the previous section for the open and closed string spectrum meaning:

n-open string: Hn
open =

n⊕
i=1

H(i)
open ,

m-closed string: Hm
closed =

m⊕
i=1

H
(i)
closed ,

Mixed n-open and m-closed strings: Hn+m
mixed = Hn

open ⊕Hm
closed ,

(5.6.105)

where all the H(i)s are the same single string Hilbert spaces (for closed and open strings,
respectively) and we used the (i) notation for the direct sum whereas the Hn denotes the
n string (closed or open) Hilbert space.

The associated Riemann surface of a given string scattering can be given by using the
operator-state correspondence that we introduced in 5.5.3. To do so let us present the
picture of a string scattering in terms of S-Matrix perturbation theory.

• First, we chose the initial state from the asymptotic Hilbert space associated with
the scattering i.e.Hin:

|I⟩ ∈ Hin.

• Second, this state propagates from the infinite past freely until it interacts locally

• Third, they interact locally according to the interaction rules of superstring theory.

S(I, F ) : |I⟩! |F ⟩.
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• Finally, after the interaction, the resulting states propagate, again freely, to the
infinite future and they are elements of the final Hilbert space Hout

|F ⟩ ∈ Hout.

Figure 5.6: Scattering amplitude of closed and open string from infinite past/future to/from the inter-
action surface

Our task is to introduce the method to calculate all four steps that we sketched above.
For the first and last steps the map 5.5.3, which we introduced before, is very useful.
Since the string state propagates from infinity to the interaction surface and from the
interaction surface back to infinity, the interaction point is the half cylinder and so we
can use the map 5.5.3 to isomorphe the semi-infinite cylinder to a local disk glued on top
of the interaction surface (see figure 5.7).

Figure 5.7: Mapping the half cylinder to the disk with puncture
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Since we are dealing with the half cylinder (i.e. τ coordinate in figure (5.4) goes from
infinity to the τ0 reaching interaction surface) after mapping it to the complex plane
according to the (5.5.71) we obtain a disk centered at z1 (as in figure 5.7) that has a
boundary and can be deformed. Therefore, we can shrink it to the point of the z1. This
construction then makes the surface of scattering amplitude a Riemann sphere with the
states inserted as a local operator at the point of a puncture (e.g. at z1). We can repeat
this for all states involved in the scattering. Similarly, for the open string, we can map
the ribbon to the real line with a marked point, and upon shrinking the line we get a
puncture at x1. Therefore, we can define the surface of string scattering amplitude as the
following:

String scattering amplitude

Any string scattering amplitude involving open, closed, or mixed string states can
be mapped to a punctured Riemann surface, where the states are inserted as local
operators (vertex operators) into the point of the punctures. For pure open and
mixed open-closed amplitude the surface will have a boundary (e.g. disk, annulus,
etc) and for the pure closed string the Riemann surface will not have a boundary
(e.g. sphere, torus, etc).

Therefore, all of the notions that we introduced in the mathematical preliminaries can be
used in the calculation of the string scattering amplitudes.

5.6.2 Scattering amplitude

So far we have introduced the calculational prerequisites and the geometrical setup of a
generic scattering amplitude namely:

• Construction of the physical string vertex operators.

• Wick’s theorem as the main method of calculating the radial-ordered n−point func-
tions.

• The punctured Riemann surface as the world–sheet of the interaction surface.

Now, we need to put all these three pillars of our setup into action. The natural way
to see the use of all we have done so far is the path integral formulation of superstring
theory.

Path integral

We have for the path integral the following for the superstring action (5.3.18):

P =

∫
dXdψdg

Vdiff×Weyl
exp{−Ssuperstring} . (5.6.106)
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Here we have to use the b−c and β−γ ghost systems to gauge fix by adding the following
(Feddeev-Popov like terms):

∆FP =

∫
dc db exp{−Sb−c}+

∫
dβ dγ exp{−Sβ−γ} . (5.6.107)

Therefore, what remains from integration over all possible metrics is the sum of all possible
compact topologies.

Using the above definition of the path integral and the operator state correspondence we
can write an element of the S−matrix as:

S−matrix element

We have s generic formula for the expectation value of an operator F (z, z):

⟨F (z, z)⟩ =
∑

compact
topologies

∫
dXdψdg

Vdiff×Weyl
F (z, z) e−nXλ exp{−Ssuperstring},

(5.6.108)

above, the factor e−nXλ is the overall factor we took out in (5.5.79). Using operator state
correspondence an element of S−matrix involving n states going to m states ⟨n|m⟩ can
be written as the vacuum expectation value of the vertex operators:

⟨I|F ⟩ = ⟨0|
∏
o,p

b
µ′p
r′p
αν

′
o

n′
o

∏
k,l

bµl−rlα
νk
−nk

|0⟩ =

=
〈 n∏
i=1

∫
d2zi

√
−h : V qi

i (zi, zi) :
m∏
j=1

∫
d2zj

√
−h : V qi

j (zj , zj) :
〉

=
〈 n+m∏

l=1

∫
d2zl

√
−h : V ql

l (zl, z) :
〉
.

(5.6.109)

The vertex operator have the picture number ql. we should point out here that we have
not yet fixed the gauge to the superconformal gauge (i.e. setting the world–sheet metric
hαβ = ηαβ). This is the task of the ghost part of the integral which we will discuss shortly.
Now, we have the following path integral definition for this element:

⟨I|F ⟩ =
〈 n+m∏
l=1

∫
d2zl

√
−h : V qll (zl, zl) :

〉
=

∑
compact

topologies

∫
dXdψdg

Vdiff×Weyl

(
n+m∏
l=1

∫
d2zl

√
−h : Vl(zl, zl) :

)
e−nXλ exp{−Ssuperstring}.

(5.6.110)

First, we have to take care of the measure. As mentioned we use the Faddeev-Popov
ghost system to implement the superconformal gauge. This part of the path integral
calculation is involved. However, the results that are relevant to our discussion, i.e. the tree
level amplitudes, are rather simple to obtain. Therefore, we leave the detailed discussion
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on the ghost path integral to references [10, 11, 12] and only give the relevant results.
Fortunately, in the tree level scattering amplitudes there is a minimal contribution from
the ghost systems which fixes the superconformal gauge:

• The b − c system: Only the zero modes of the c fields are relevant. These modes
are related to the conformal killing group (CKV) of the world-sheet. Further, there
are no b moduli that we have to take care at the genus zero level.

• The β− γ system: The only relevant part for the tree level amplitude is that in the
vertex operator insertions, the picture number should be overall −2 for holomorphic
and anti-holomorphic sectors independently. Meaning, for open string qtotal = −2
and for closes string qtotal = (−2,−2). We implement this by adding a delta function
δ(
∑
i

qi + 2).

We arrive now at the following formula for the scattering amplitude:

Tree-level gauge fixed Path integral

S(I, F ) =

∫
dX dψ

[(
n+m∏
l=1

∫
d2zl
VCKV

: V ql
l (zl, zl) : δ(

∑
k

qk + 2)

)

× δghost e
−nXλ exp{−Ssuperstring}

]
,

δghost = detCa0j .

(5.6.111)

For the dimension of the matrix Ca0j and its determinant one needs to make use of the
Riemann-Roch theorem.

Using this formula for the tree level amplitude we find a simple result for a given Riemann
surface X. For the ghost part, in the case of a g = 0 orientable surface, the choices are
either disk or sphere:

δghost =


Disk: detCa

0j = Cg
D2
⟨c(z1)c(z2)c(z3)⟩D2 = Cg

D2
z12z23z31,

Sphere: detCa
0j = Cg

S2
⟨c(z1)c(z2)c(z3)c̃(z1)c̃(z2)c̃(z3)⟩S2

= Cg
S2
|z12|2|z23|2|z31|2.

(5.6.112)

Now, we can take the matter part. We have already taken into account the string coupling
in the definition of the vertex operators (5.5.81) and from now on we look at only tree
level amplitudes so g = 0. We have the following:

S(I;F ) =

∫
dX dψ

(
n+m∏
l=1

d2zl
VCKV

: V ql
l (zl, zl) : δ

(∑
k

qk + 2
))

δghost e
−nXλ

× exp

{
− 1

4πα′

∫
dzdz

(
2∂Xµ(z, z)∂Xµ(z, z) + α′(ψµ∂ψµ + ψ

µ
∂ψµ)

)}
.

(5.6.113)
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Next, we exchange the order of the integrals: The dz integral is now over the moduli
space of the punctured Riemann surface Mg,n:

S(I;F ) =

∫
M0,n+m

n+m∏
l=1

d2zl
VCKG

∫
dX dψ

(
n+m∏
l=1

: V ql
l (zl, zl) : δ(

∑
k

qk + 2)

)
δghost e

−nXλ

× exp

{
− 1

4πα′

∫
dzdz

(
2∂Xµ(z, z)∂Xµ(z, z) + α′(ψµ∂ψµ + ψ

µ
∂ψµ)

)}
,

where M0,n+m =
g0 ×Mn+r

diff×Weyl
.

(5.6.114)
Here we had to quotient the part of the world-sheet symmetries associated with the
conformal killing group. This symmetry is a remnant of the diff ×Weyl symmetry after
gauge fixing. For the disk, it is SL(2,R) and sphere, it is SL(2,C). In practice, the
quotient can be done by:

n∏
l=1

d2zl
SL(2,R)

! Fix three real positions in zl.

n∏
l=1

d2zl
SL(2,C)

! Fix three complex positions in zl.

(5.6.115)

Further, g0 is the space of all metrics on a genus zero Riemann surface which for the
tree level amplitudes that we are going to consider is one element set i.e. flat metric. The
Mn+r is the moduli space of n + r-punctured Riemann surface (see our discussion in
section 2.6). Now, the inner integral will give the following vacuum expectation value:

S(I;F ) =

∫
M0,n+m

n+m∏
l=1

d2zl
VCKG

δghost e
−nXλ

〈
n+m∏
k=1

: V qk
k (zk, zk) : δ

(∑
k

qk + 2
)〉

X

,

(5.6.116)
where X is the associated Riemann surface (e.g. disk, sphere,...). Since the action is a
free action (no interaction term only kinetic terms) we can use the standard techniques
of Wick’s theorem that we introduced before to calculate the scattering amplitude:

S(I;F ) =

∫
M0,n+m

n+m∏
l=1

d2zl
VCKG

δghost e
−nXλ CmatterX δ

(∑
k

qk + 2
)
ConX{

n+m∏
k=1

V qk
k (zk, zk)} ,

(5.6.117)
where ConX{F (z, z)} means all possible pair contractions of the functional F given the
Riemann surface X. It is worth reminding the reader of the reason that we only take
the pair contractions. In principle, Wick’s theorem requires all possible contractions.
However, as we explained in the previous section, locally, all string interactions are free
string propagations and therefore we only have pair contractions. This also can be seen in
the functional form of the path integral as it is a free theory and only has free propagation.
In addition, we have the constant Cmatter

X coming out of the expectation value together
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with the ghost counterpart Cg
X , that we introduced in (5.6.112), and e−λ. They can be

fixed for the disk and sphere as:

e−λCg
D2
Cmatter
D2

= CD2 =
1

α′g2o
,

e−2λCg
S2
Cmatter
S2

= CS2 =
8π

α′g2c
.

(5.6.118)

Furthermore, when performing the contractions the holomorphic condition on the matter
fields will enforce the spacetime momentum conservation [12, 69] (this can also be seen in
the zero modes of the matter path integral). Therefore, in all amplitudes the momentum
conservation as ∑

i

ki = 0

is implied.
Before looking at examples of scattering amplitude it is very useful to look at another

method to repackage the contractions in (5.6.117) in terms of Grassmann integral [10].
Looking closer at the Wick’s theorem we see that after each contraction the associated
fields are removed and replaced with the OPE, therefore, if we associate Graßmann vari-
ables (θ, θ) to each matter field as (∂Xµ, ψµ, ψ

µ
) ! (θθ∂Xµ, θψµ, θ ψ

µ
) we can use the

properties of Graßmann integrals and rewrite the contractions. For example for n open
superstrings spin-1 states we have the following:

Aopen(p1, p2, p3, ..., pn) =∫
Cγ

dµn

∫ n∏
i=1

dθidθi
θkθl
zk − zl

exp

{
− α′2

∑
i ̸=j

θiθjpi · pj + θiθjεi · εj + 2(θi − θj)θiεi · pj
zi − zj ∓ α′−1θiθj

}
×KN.

(5.6.119)

In the case of closed strings one has to add the anti-holomorphic part with the same
integrand to the amplitude. For the detail of how to write the vertex operator and the
contractions in terms of Grassmann variables see Appendix A.

Example of string scattering amplitudes

We finish this section by giving some examples of string amplitudes to see how equation
(5.6.117) works in practice. The very first and important example is the n-point tachyonic
amplitude. As we mentioned before the vacuum of the NS sector is a tachyon and is
projected out from the spectrum through the GSO projection. Therefore, it is not present
in any consistent string amplitude. However, the plane wave eik·X(z) contractions, which
are associated with this amplitude is always present in all string amplitudes (with different
values of k2 depending on the mass of the state) since all vertex operators have a plane
wave factor. This contraction is so famous that it has been named the Koba-Nielsen factor
[31] and we introduced it already in chapter 2. This factor plays a central role in the KLT
relations and intersection discussions we do in the coming sections. So let us take a look
at this factor and calculate its form from string amplitudes.
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Example (5.3): n-point tachyon (Koba-Nielsen)

The vertex operator is given by the plane wave asa:

V (x, k) = eik·X(x). (5.6.120)

The Riemann surface is the disk that is punctured over the boundary with n injec-
tion of this vertex operator. We can fix three positions (x1, x2, xn) and change the
measure from a product over n to n− 3 dxls. Then, the amplitude will be:

A(k1, k2, k3, ..., kn) =

∫ n∏
l=1

dxl
SL(2,R)

〈
n∏
k=1

: Vk(xl) :

〉
D2

=

∫ n−1∏
l=2

dxl

〈
: V (x1) :: V (x2) :: V (x3) : ... : V (xn) :

〉
D2

=

∫ n−1∏
l=2

dxl

〈
: eik1·X(x1) :: eik2·X(x2) :: eik3·X(x3) : ... : eikn·X(xm) :

〉
D2

.

(5.6.121)

Doing the contraction using the OPEs in (5.1) we have:

A(k1, k2, k3, ..., kn) =

∫ n−1∏
l=2

dxl

n∏
1≤i<j

|xi − xj|ki·kj . (5.6.122)

The integrand in the above amplitude is the famous Koba-Nielsen factor for the
open string.

KN open(x, k) :=
n∏

1≤i<j

|xi − xj|ki·kj . (5.6.123)

We have a similar calculation for closed strings with just anti-holomorphic fields
added to the vertex operators. For closed strings we have:

KN closed(z, z, k, k) :=
n∏

1≤i<j

|zi − zj|ki·kj |zi − zj|ki·kj (5.6.124)

aWe do not add the picture number and ghost factor since it is not in the spectrum from the
beginning.

Using the result of this example we can build a decomposition of the contractions given
in (5.6.117). We saw in the construction of the vertex operator that all of them include
a plane wave factor eik·X and in the previous example we calculated the contractions of
plane wave factors. Therefore, we can decompose the contraction functional in (5.6.117)
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for open strings (i.e. only holomorphic fields) as:

ConD2{
n∏
k=1

Vk(zk)} = ConD2{
n∏
l=1

eikl·Xl(z)} ×ConD2{rest},

ConD2{
n∏
k=1

Vk(zk)} = KN × I(z),

(5.6.125)

where we name all leftover contractions I(z) which is a holomorphic function. Then, the
amplitude will take the form:

Aopen(k1, k2, k3, ..., kn) =
1

α′g2o

∫
M0,n

n∏
l=1

dzl
SL(2,R)

KN I ′(z). (5.6.126)

The prime means that we added the z dependence inside δghostD2
to the function I(z).

Similarly, for the closed string, we have:

Aclosed(k1, k2, k3, ..., kn) =
1

α′g2c

∫
M0,n

n∏
l=1

d2zl
SL(2,C)

KN ×KN I ′(z)× I
′
(z).

(5.6.127)
These formulae are going to be useful when we compare the string amplitudes to parings
in twisted homology.

The next set of examples will include different three point tree level amplitudes i.e. 3-
open strings, 3-closed strings, and (2, 1) mixed open-closed strings.

Example (5.4): 3 open string amplitude

The next important example is the simplest: three massless open strings amplitude which has
vertex operators in two pictures:

V µ−1(x, k, ε) = εµgoT
ae−ϕψµeik·X k2 = 0 ε · k = 0,

V µ0 (x, k, ε) = go T
a

√
2

α′

(
∂Xµ − 2iα′(k · ψ)ψµ

)
(z)eik·X(z) k2 = 0; ε · k = 0.

(5.6.128)

The Riemann surface for the pure open string is the disk with punctures on the boundary which
is mapped to the upper half-plane with the open strings on the real line. In this case we have
three punctures. So we have the following scattering amplitude:

A(k1, k2, k3) =

∫
M0,3

3∏
l=1

dxl
SL(2,R)

δghost e−λCmatterD2

〈
3∏
l=1

: V qll (kl, xl) : δ
(∑

k

qk + 2
)〉

D2

=

∫
M0,3

3∏
l=1

dxl
SL(2,R)

e−λCgD2
CmatterD2

⟨c(x1)c(x2)c(x3)⟩D2

〈
: V µ−1(x1) :: V

µ
−1(x2) :: V

µ
0 (x3) :

〉
D2

.

(5.6.129)
Now, we can quotient the SL(2,R) by fixing all three positions of the open strings to (x1, x2, x3) 7!
(0, 1,∞). This is the standard choice that we are going to use repeatedly in this work. So by
fixing these positions the integral disappears. However, we are going to do this at the end. Here



5.6 String interactions 107

we want to show that constructions makes the integrand xi independent without the gauge fixing
implemented:

A(k1, k2, k3) =
g3o

α′
√
α′g2o

∫
M0,3

3∏
l=1

dxl
SL(2,R)

x12x23x31 Tr(T aT bT c)εµενεα

×

〈
: e−ϕ(x1)ψ(x1)

µeik1X(x1) :: e−ϕ(x2)ψ(x2)
µeik1X(x2) ::

(
∂Xα − 2iα′(k · ψ)ψα

)
(x3)e

ik·X(x3) :

〉
D2

.

(5.6.130)
Using the OPEs of the Xµ and ψµ fields we can do the contractions:

A(k1, k2, k3) =
go√
α′

∫
M0,3

3∏
l=1

dxl
SL(2,R)

Tr(T aT bT c)

× ε1µε
2
νε

3
α

[
x12x23x31

(
− ηµνkα1
x12x13

− ηµνkα2
x12x23

+
ηµαkν3 − ηναkµ3

x13x23

)]
,

A(k1, k2, k3) =
go√
α′

(∫
M0,3

3∏
l=1

dxl
SL(2,R)

)
Tr(T aT bT c) × ε1µε

2
νε

3
α

[
ηµνkα1 + ηναkµ2 + ηµαkν3

]
.

(5.6.131)
Now, we can see that the last ”integrand” is not dependent on any of positions xi and in fact
the quotienting CKV is necessary to avoid infinities coming out of the integral. So we have the
following result for three massless open strings:

A(k1, k2, k3) =
go√
α′

Tr(T aT bT c) × ε1µε
2
νε

3
α

[
ηµνkα1 + ηναkµ2 + ηµαkν3

]
. (5.6.132)

One can readily check that this amplitude (which is exact α′) is the exact same form of
the three point Yang-Mills amplitude [11]. The next example is the three closed string
amplitude. The important part is that not only it will show how to work out sphere
amplitude but also we can demonstrate the amplitude double copy feature between open
and closed strings:

Example (5.5): 3 closed string amplitude

For the three massless closed string amplitude, we have the vertex operators in two pictures:

V (0,0)
c (z, z, ε, k) =

gc
α′ εµν

[
i∂Xµ +

α′

2
(k · ψ)ψµ(z)

][
i∂Xν +

α′

2
(k · ψ)ψν(z)

]
eikX(z,z),

V (−1,−1)
c (z, z, ε, k) = gc εµν e

−ϕ(z)ψ
µ
(z) e−ϕ(z)ψν(z) eik·X(z,z) ,

k2 = 0, kµ · εµν = 0 , εµµ = 0 .

(5.6.133)

The Riemann surface for the pure closed string is the punctured sphere S2. In this case three
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punctures. So we have the following scattering amplitude:

A(k1, k2, k3) =

∫
M0,3

3∏
l=1

d2zl
SL(2,C)

δghost e−2λCmatterS2

〈
3∏
l=1

: V qll (zl, zl, kl) : δ
(∑

i

qi + 2
)〉

S2

=

∫
M0,3

3∏
l=1

d2zl
SL(2,C)

e−λCgS2
CmatterS2

δS2

ghost

〈
: V µ−1(z1, z1, k1) :: V

µ
−1(z2, z2, k2) :: V

µ
0 (z3, z3, k3) :

〉
S2

(5.6.134)
Now, we can quotient the measure by the volume of SL(2,C) by fixing all three positions of
closed strings to (z1, z2, z3) 7! (0, 1,∞). As before the integral cancels out and we get from the
pair contractions:

A(k1, k2, k3) =
g3c

α′2g2c

[
|z12|2|z23|2|z31|2 ε1µ1ν1ε

2
µ2ν2ε

3
µ3ν3

×

〈
: e−ϕ(z1)e−ϕ(z1)ψ(z1)

µ1ψ(z1)
ν1eik1X(z1,z1) :: e−ϕ(z2)e−ϕ(z2)ψ(z2)

µ2ψ(z2)
ν2eik2X(z2,z2) :

:
[
i∂Xµ3 +

α′

2
(k3ψ)ψ

µ3
(z3)

][
i∂Xν3 +

α′

2
(k3ψ)ψ

ν3(z3)
]
eik3X(z3,z3) :

〉
S2

]
(5.6.135)

Using the OPEs of the Xµ and ψµ fields (5.1) over the sphere we see that the contractions will
decompose into holomorphic and anti-holomorphic sectors:

A(k1, k2, k3) =
gc
α′ ε

1
µ1ν1ε

2
µ2ν2ε

3
µ3ν3 |z12|

2|z23|2|z31|2

×

[(
ηµ1µ2kµ3

1

z12z13
+
ηµ1µ2kµ3

2

z12z23

ηµ1µ3kµ2

3 − ηµ2µ3kµ1

3

z13z23

)(
ην1ν2kν31
z12z13

+
ην1ν2kν32
z12z23

− ην1ν3kν23 − ην2ν3kν13
z13z23

)]
.

(5.6.136)
So the result for the amplitude of three massless closed strings is:

A(k1, k2, k3) =
gc
α′ ε

1
µ1ν1ε

2
µ2ν2ε

3
µ3ν3(

ηµ1µ2kµ3

1 + ηµ2µ3kµ1

2 + ηµ1µ3kµ2

3

)(
ην1ν2kν31 + ην2ν3kν12 + ην1ν3kν23

)
.

(5.6.137)

Looking at the result of the closed string amplitude (5.6.137) we can exhibit the double
copy structure of the amplitude. Given the on-shell conditions one can always decomposes
the polarization tensor of the spin-2 field as the tensor product of two spin-1 fields:

εµ1ν1 = εµ1 ⊗ εν1 .

Using this decomposition the amplitude of the three closed strings can be regrouped as:

A(k1, k2, k3) =

(
gc
α′

)1/2

ε1µ1ε
2
µ2
ε3µ3

(
ηµ1µ2kµ31 + ηµ2µ3kµ12 + ηµ1µ3kµ23

)

⊗

(
gc
α′

)1/2

ε1ν1ε
2
ν2
ε3ν3

(
ην1ν2kν31 + ην2ν3kν12 + ην1ν3kν23

)
,

(5.6.138)



5.6 String interactions 109

comparing this with our three point open string amplitude (5.6.132) we can see the double
copy:

Aclosed(p1, p2, p3) ∼ Aopen(k1, k2, k3)⊗ Aopen(k1, k2, k3). (5.6.139)

where a tracing out of the two sets of Chan-Paton generators is understood. Next, we are
going to look at the two open and one closed string amplitude. We have:

Example (5.6): 2 open and 1 closed string amplitude

We have an amplitude of two massless open strings and a massless closed string. For the open
strings, we have the vertex operators in two pictures:

V µ−1(x, k, ε) = εµgoT
ae−ϕψµeik·X k2 = 0 ε · k = 0 ,

V µ0 (x, k, ε) = go T
a

√
2

α′

(
∂Xµ − 2iα′(k · ψ)ψµ

)
(z)eik·X(z) k2 = 0; ε · k = 0 ,

(5.6.140)

For the closed string, we have the following possibilities:

V (0,0)
c (z, z, ε, q) =

gc
α′ εµν

[
i∂Xµ +

α′

2
(q̃ψ)ψ

µ
(z)
][
i∂Xν +

α′

2
(qψ)ψν(z)

]
eiqX(z,z),

V (−1,−1)
c (z, z, ε, q) = gc εµν e

−ϕ(z)ψ
µ
(z) e−ϕ(z)ψν(z) eiq·X(z,z) ,

q2 = 0, εµµ = 0,

(5.6.141)

This amplitude can be considered as an closed string scattered off of a D-brane (cf. 5.2.1).
Therefore, the momentum conservation will be along the brane and we have the following:

q =
1

2
(q +Dq) +

1

2
(q −Dq) = q|| + q⊥ ! q̃ = Dq

k1 + k2 +
1

2
(q +Dq) = 0

(5.6.142)

The Riemann surface for the mixed open-closed strings is the disk with punctures on the boundary
for open string states and punctures on the interior of the disk for the closed string. We map the
disk to the upper half-plane with the open strings on the real line and the closed string on the
upper half-plane. Therefore, we have three punctures: Two real and one complex. So we have the
following scattering process:

A(2; 1) =

∫
dz1dz2d

2z3
SL(2,R)

δghost e
−λ CgD2

〈
V (−1)
o (ε1, k1, z1)V

(−1)
o (ε2, k2, z2)V

(0,0)
c (εq, q, z3, z3)

〉
D2

=
g2ogc
α′ CD2εµενεαβ

∫
dz1dz2d

2z3
SL(2,R)

〈
e−ϕ(z1)ψµ(z1)e

ik1·X(z1) e−ϕ(z2)ψν(z2)e
ik2·X(z2)

×
[
i∂Xα(z3) +

α′

2
(q̃ψ)ψ

α
(z3)

][
i∂Xβ(z3) +

α′

2
(qψ)ψβ(z3)

]
eiqX(z3,z3)

〉
D2

.

(5.6.143)
We have the following on–shell constraints (A.2.7) for the polarization and momenta of the am-
plitude:

εαβ = εα ⊗ εβ

kµεµ = 0, qαεαβ = q̃αεαβ = 0

k1 · k2 = k1 · q = k2 · q = 0

k1 · k2 = k1 · q̃ = k2 · q̃ = 0 .

(5.6.144)
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Here, we have used z for the position of the open strings but it should be clear that they are real.
Doing the contractions we have (up to overall numerical normalization):

A(2; 1) =
gc
α′2

∫
R

∫
C

dx1dx2d
2z3

SL(2,R)
δghost

εµενεαεβ
z1 − z2

×

{
gµν

z1 − z2

(
gαβ

(z3 − z3)2
+

kα1 z12
(z1 − z3)(z2 − z3)

kβ2 z12
(z1 − z3)(z2 − z3)

)

+
1

2

kα1 z12
(z1 − z3)(z2 − z3)

(
− qµ

z1 − z3

gνβ

z2 − z3
+

qν

z1 − z3

gµβ

z2 − z3

)

+
1

2

kβ1 z12
(z1 − z3)(z2 − z3)

(
− q̃µ

z1 − z3

gνα

z2 − z3
+

q̃ν

z1 − z3

gµα

z2 − z3

)}
(5.6.145)

which with the choice of spacetime-filling brane (i.e. (Dq)µ = qµ) can be simplified to

A(2; 1) =

gc
α′2

∫
dz1dz2d

2z3
SL(2,R)

δghost

{
(ε3k1)

(z1 − z3)(z1 − z3)(z2 − z3)(z2 − z3)

[
− 1

2
(ε2ε4)(ε1q) +

1

2
(ε1ε4)(ε2q)

]

+
(ε4k1)

(z1 − z3)(z1 − z3)(z2 − z3)(z2 − z3)

[
− 1

2
(ε2ε3)(ε1q) +

1

2
(ε1ε3)(ε2 q) + (ε1ε2)(ε3 · k2)

]}
,

We have the result for two massess open, and one massless closed strings:

A(2; 1) =
gc
α′2

∫
dz1dz2d

2z3
SL(2,R)

δghost
(ε3 · k1)

|(z1 − z3)|2|(z2 − z3)|2

×

{
− (ε2ε3)(ε1q) + (ε1ε3)(ε2q) + (ε1ε2)(ε3k2)

}
.

(5.6.146)

Now, we can quotient the volume of SL(2,R) by three real positions of the two open strings and
real (or imaginary part) of the closed string to (z1, z2,ℜz3) 7! (x,−x, 0).

5.7 Amplitude double copy: KLT relations

So far, we have encountered various notions of double copy in string theory.

• First, we saw (cf. 5.5.3) that at the level of the coupling, we have:

g2o ∼ gc. (5.7.147)

• Second, while constructing the Hilbert space we used the fact that the closed string
Hilbert space is the tensor product of two open string Hilbert spaces.

Hclosed = Hopen ⊗Hopen. (5.7.148)

The natural continuation to this line of different double copies is to ask whether this
double copy relation can be extended to S−matrix elements i.e. scattering amplitudes.
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This question for pure closed string amplitudes was answered by the Kawai-Lewellen-Tye
in 1986 [25]. In their landmark work they showed that the amplitude of pure closed strings
can be written as the product of two open strings. Schematically we have:

Aclosed
n (q) = F (k, k) Aopen

n (k)×Aopen

n (k). (5.7.149)

In this section, we are going to go through this equation. We are going to show the proof
of this relation, discuss the function F (k, k) and show how one can use this to calculate
closed string amplitudes with only calculating open string amplitudes.

5.7.1 KLT relations

We start by giving the derivation for the equation (5.7.149). First, let us motivate the
intuition behind this formula by discussing the geometrical description of the double
copy. We showed in the previous sections that the open string amplitude corresponds to
a punctured disk. This can be viewed as a punctured hemisphere. Therefore, by gluing
two hemispheres (i.e. amplitudes) together at their boundaries one will get a punctured
sphere (see figure 5.8).

Figure 5.8: Gluing two open strings disk amplitudes will give a (sphere) closed string amplitude

The main issue with this gluing is the map from two integrals over punctured real lines∫
Rn

⊗
∫
Rn

to an integral over the punctured complex plane
∫
Cn

. This is the point where

the function F (k, k̃) comes into play. It makes sure that the this map (
∫
Rn

⊗
∫
Rn
!
∫
Cn

)
is single valued. This is the main result of the KLT amplitude relations. However, they
do it in the reverse order. In order words, they take the closed string integral which is
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integrated over the punctured complex plane and decompose it into two real integrals.
Schematically the map is given by:∫

Cn

I(z, z, q) 7! F (k(q), k̃(q))

(∫
Rn

I(z, k)⊗
∫
Rn

Ĩ(z, k̃)

)
, (5.7.150)

Here, we calculate the precise form of the KLT relation for pure closed string amplitude.
Looking at the definition of the amplitude we gave in (5.6.117) we have the following
integral:

Aclosed(q1, q2, q3, ..., qn) =

∫
Cn

n∏
l=1

d2zl
VCKG

I(q, q̃, z, z),

I(z, z) := δghost e
−nS2

λ Cmatter
S2

ConS2{
n∏

m=1

Vm(qm, q̃m, zm, zm)},
(5.7.151)

We drop the picture number since this construction works for both bosonic and superstring
amplitudes and it will not affect calculations. First, we look at the vertex operators
Vk(zk, zk) using the fact that the Hilbert space of closed string is the double copy of open
strings as well as the operator state correspondence will result in the decomposition of
the closed string vertex operator into two open string vertex operators one holomorphic
and one anti-holomorphic:

V closed
m (zm, zm, qm, q̃m) = V open

m (zm, qm)⊗ V
open

m (zm, q̃m),

δghostS2
e−nS2

λ Cmatter
S2

= δghostD2
e−nD2

λ Cmatter
D2

⊗ δ
ghost

D2
e−nD2

λ Cmatter
D2

,
(5.7.152)

Looking at the OPEs given in the table 5.1 we can see that for the case of the sphere there
are no cross contractions between holomorphic (∂Xµ, ψµ) and anti-holomorphic (∂Xµ, ψ

µ
)

fields. Therefore, the contraction function ConS2 will be decomposed into holomorphic
and anti-holomorphic parts, Namely:

ConS2{
n∏

m=1

V c
m(zm, zm, qm, q̃m)}

= ConS2{
n∏

m=1

V o
m(zm, qm)} ⊗ConS2{

n∏
m=1

V
o

m(zm, q̃m)}

= ConD2{
n∏

m=1

V o
m(zm,

1

2
qm)} ⊗ConD2{

n∏
m=1

V
o

m(zm,
1

2
q̃m).

(5.7.153)

In the last line, we have changed the contraction surface from the sphere to the disk (to be
able to make contact with the open string amplitude). However, the OPEs on the sphere
are the same as on the disk only up to numerical factors which are taken into account by
rescaling the momentum (the factor 1

2
in the vertex operators)13.

1

2
q = ko,

1

2
q̃ = ko,

13This is also known as the doubling trick.
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Plugging this back into (5.7.151) we have:

Aclosed(q1, q2, q3, ..., qn) =

∫
Cn

n∏
l=1

d2zl
VCKG

×

(
δghost e

−nD2
λConD2{

n∏
m=1

Vm(zm, k
o
m)} ⊗ δghost e

−nD2
λConD2{

n∏
m=1

V m(zm, ko)

)
,

Aclosed(k1, k2, k3, ..., kn) =

∫
Cn

n∏
l=1

d2zl
VCKG

(
Iopenn (z, ko)⊗ I

open
n (z, ko)

)
.

(5.7.154)

Above, we have used the definition of the open string amplitude integrand given in
(5.6.117). This nice form of the closed string amplitude is very close to a double copy of
open string amplitudes. The last but most important step left is to change the integration
from the punctured sphere to the boundary of the punctured disk. So start at the measure,
without loss of generality we use the CKV and fix three positions. After removing them
from the product we obtain the following:∫ n−1∏

l=2

d2zl =

∫ n−1∏
l=2

dz dz ,

zl = xl + iyl; z = xl − iyl,∫ n−1∏
l=2

dz dz =

(
i

2

)n−3 n−1∏
l=2

∫
R

dxl

∫
R

dyl .

(5.7.155)

Naively, one would think that by using the last equation our task is finished. We have
two real integrals and the integrands decomposed as in (5.7.154). However, this does not
work if we plug the last line back into the (5.7.154) we see that we cannot regroup each
integral as open string amplitudes, because the variables in the integrand (5.7.154) are
complex (z or z) and not real (x or y). Therefore, we need two real variables to replace
z and z in the integrand. This is the main idea behind the KLT paper which can be
summarized in the following steps:

1. First, take the imaginary part of each complex variable zl (i.e. yl) and consider it as
an independent variable.

2. Second, do an analytic continuation on the real variable yl into the complex plain.
Meaning, now ycl is complex:

ycl = yl + iωl,

and the complex variables will be:

zl = xl + i(yl + iωl) = xl − ωl + iyl,

zl = xl − i(yl + iωl) = xl + ωl − iyl,
(5.7.156)
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Therefore, in this continuation (x, ycl ), the original integration (dz , dz) can be rep-
resented as a complex integral over the contour of Co := ωl = 0 for ycl . Meaning:

n−1∏
l=2

∫
C

dzl dzl =

(
i

2

)n−3 n−1∏
l=2

∫
R

dxl

∫
Co

dycl , (5.7.157)

Figure 5.9: The contour of the disk integral for the analytically continued ycl . C0 corresponds to the
real integral of original yl.

3. The most involved step is that we now rotate the Co contour around the complex
plane from the real axis to the imaginary axis and call it C1 as in figure 5.10.
Therefore, the ycl goes from being pure real (on the contour C0) to pure imaginary
(on the contour C1). This is possible due to the fact that there are no obstructions
(poles, genus, etc) along the rotation. The only important factor, that we should
take care of, is the monodromy of the integrand while rotating the contour. We can
use the Cauchy’s theorem as the following:∮

C

dycl I(ycl ) =
∫
Co

dycl I(ycl ) +
∫
C1

dycl I(ycl ) +
∫
C∞

dycl I(ycl ) = 0.

∫
Co

dycl I(ycl ) = −
∫
C1

dycl I(ycl ) = −
−∞∫
∞

dycl MonC1{I(ycl )}

=

∫
R

dωl MonC1{I(ycl )} ,

(5.7.158)

where the function MonC1{I} gives the monodromy around each critical point of I
given the contour C1 as we defined in (2.4.22).
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Figure 5.10: Rotating the contour C0 to C1 in the complex ycl variable. The poles associated with ycl
are on the imaginary line. We have depicted them for the four point case and they are given by ±ix and
±i(1− x).

4. Now we go back to the closed string amplitude integral:

∫ n−1∏
l=2

dz dz I(z, z) =

(
i

2

)n−3 n−1∏
l=2

∫
R

dxl

∫
Co

dycl I(xl − ωl + iyl, xl + ωl − iyl)

=

(
i

2

)n−3 n−1∏
l=2

∫
R

dxl

∫
R

dωl MonC1{I(xl − ωl, xl + ωl)} .

(5.7.159)
The main difference to the real variable case we had in (5.7.155) is that since over
the contour C1, the real part of ycl is zero, the variables (zl, zl) inside the integral
are real and given by:

zl = ξl := xl − ωl, zl = ηl := xl + ωl, (5.7.160)

5. Finally, for convenience we change the variables from (xl, ωl) to (ξl, ηl) and we have
the following integral

∫ n−1∏
l=2

dz dz I(z, z) = (i)n−3

n−1∏
l=2

∫
R

dξl

∫
R

dηl MonC1{I(ξl, ηl)} , (5.7.161)

Now we can look back at the pure closed string amplitude in (5.7.154) and implement
equation (5.7.161). We can see that the holomorphic functions I(z) ! I(ξ) and anti-
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holomorphic functions I(z)! I(η). Using this we have:

Aclosed(k1, k2, k3, ..., kn) =

∫
Sn

n∏
l=1

d2zl
VCKG

(
Iopenn (z, ko)⊗ I

open

n (z, ko)

)

= (i)n−3

n−1∏
l=2

∫
R

dξl

∫
R

dηl MonC1

{
Iopenn (ξ, ko)⊗ I

open

n (η, ko)

}
,

(5.7.162)

Looking at the form of the open string integrand in (5.6.125) we can see that the branch
points correspond to the Koba-Nielsen factor (since the field contractions will give integer
powers of zi − zj). Therefore, the branch points of I are at zi − zj = 0 and zi − zj = 0.
We can easily read the position of the branch points for each yl. They are all on the
imaginary axis and given by:

ycl = i(xl − ξl) , ycl = −i(xl − ηl) , (5.7.163)

Using the position of the branch points we can use the monodromy discussion we did in
the first chapter (cf. 2.4.2) and calculate the monodromy of the integrand. For a given
ordering of the variables ξ as σ and η as σ′, over the real line the monodromy of the
integrand (as given by the decomposition (5.6.125)) corresponds to the mondromy of the
KN since the other contractions give integer contribution to the phase F . We obtain:

MonC1

{
Iopenn (ξσ, k

o)⊗ I
open

n (ησ′ , ko)

}
= eiπF (σ,σ′) Iopenn (ξ, ko)⊗ I

open

n (η, ko) ,

F (σ, σ′) =
∑
i>j

f(ki · kj; (ξi − ξj), (ηi − ηj)),

f(ki · kj; ξ, η) =

{
ki · kj ξη < 0

0 ξη > 0
,

(5.7.164)

We plug this back into (5.7.162) using the fact that the two real line integrations for ξ
and η correspond to all possible relative permutations we obtain:

Aclosed(q1, q2, q3, ..., qn) = (i)n−3

n−1∏
l=2

∫
R

dξl

∫
R

dηl e
iπF (σ,σ′) Iopenn (ξ, k)⊗ I

open

n (η, ko)

= (i)n−3

∫
R

n−1∏
l=2

dξl I
open
n (ξ, k)⊗

∫
R

n−1∏
l=2

dηl I
open

n (η, ko) eiπF (σ,σ′)

Aclosed(q1, q2, q3, ..., qn) = (i)n−3
∑
σ,σ′

eiπF (σ,σ′)Aopen
n (σ)⊗Aopen

n (σ′).

(5.7.165)
This is the famous KLT formula and it shows the double copy relation as closed string
amplitudes can be written as the product of open string amplitudes. We saw this relation
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explicitly in the amplitude examples. For the three point amplitude there are no integrals
and therefore the function F (σ, σ′) = 0. Meaning:

Aclosed(q1, q2, q3) = Aopen
3 (σ)⊗Aopen

3 (σ′) , (5.7.166)

The computational use of this relation is present even in the simple three point case,
because the KLT formalism only requires open string amplitudes therefore the number
of contractions is going to be half of the closed string counterpart. This comes at the
expense of computing the function F (σ, σ′) for different orderings of external legs (σ, σ′).
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Part III

Scattering Amplitudes and Double
Copies





Chapter 6

Amplitudes from intersection
numbers

6.1 Preface

In this chapter, we will describe how all the topics that we have discussed, in both mathe-
matical and physical preliminaries, go together and produce our results. The intersection
number of twisted forms has been used in recent years to construct a new method to
describe amplitudes as well as amplitude relations [5, 6, 7]. The goal of this chapter is to
introduce the algorithm we use in order to produce new twisted forms, as well as, give a
new understanding of double copy construction in terms of twisted cohomology [1, 2].

First, we discuss the relationship between twisted homology/cohomology and string
scattering amplitudes. In short, we are going to show that all string amplitudes can
be written in terms of twisted cohomology. The most important implication of this
relation for us is that we can look at string amplitudes and bring them to the form that is
comparable with intersection numbers of twisted forms and then look at the equivalency
between the two formulations and construct new twisted forms. The motivation behind
our procedure is straightforward: in the intersection theory formalism (as we have seen so
far) there are no notions of a physical system. A twisted form, originally, does not carry
any information about physical properties such as the mass or spin of a state. Therefore,
constructing amplitudes of physical states becomes a matter of guessing. In contrast,
while using string theory we can choose the states that we are scattering, meaning we
know their masses, spins, etc. Hence, going through string scattering amplitudes enables
us to look for twisted forms of specific amplitudes involving desired physical states.

6.2 Setup

We can now gather ingredients which we will take from previous chapters to construct
our algorithm to build new twisted forms as depicted in figure 6.1. We start with twisted
cohomology. We are going to use full mathematical setup we introduced in chapters 2
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Figure 6.1: The method we use to construct new twisted forms

and 3. In particular, we are going to use the intersection number formula and its saddle
point approximation. Let us remind ourselves of those two formulae:

Ingredient I: Intersection theory

⟨φ−, φ+⟩ω :=

∫
M

ιkω(φ−) ∧ φ+

lim
α′!∞

⟨φ−, φ+⟩ω =

∫
M

(
n−3∧
i=1

dz

)
δ(w)

(
lim
α′!∞

φ̂−(z) lim
α′!∞

φ̂+(z)

) (6.2.1)

From our discussions in chapter 5, we are taking the spectrum of the string which we
introduced in section 5.5.4 as well as the integral formula of the generic string scattering
amplitude:

Ingredient II: String scattering amplitude

A(k1, k2, ..., kn) =

∫
M0,n

n∏
l=1

d2zl
VCKG

δghost e
−nXλ

〈
n∏
k=1

: Vk(zk, z̄k) :

〉
X

A(k1, k2, ..., kn) =

∫
M0,n

n∏
l=1

d2zl
VCKG

δghost e
−nXλ Cmatter

X ConX{
n∏
k=1

Vk(zk, z̄k)}

(6.2.2)

Finally, from the CHY representation of quantum field theory amplitudes, that we dis-
cussed in chapter 4, we take the CHY integral representation of a given scattering ampli-
tude:
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Ingredient III: CHY integral representation

ACHY (n) =

∫
M0,n

dµn

n∏′

a=1

δ(fa) InL(p, ε, σ)InR(p, ε, σ)

fa ≡
∑
b=1
b ̸=a

pa · pb
σa − σb

, a = 1, . . . , n ,

(6.2.3)

One can already see the apparent similarities between the three formulations. In the next
section, we are going to make this relation concrete.

6.3 Construction of amplitudes in twisted cohomol-

ogy

The very first step, in our construction, is the domain of integration. We have three
different integrals: The intersection number, the string scattering amplitude, and CHY
integral formula. We are not going to touch the latter since we use it as evidence that our
results indeed produce the amplitude that we claim. Therefore, we have two ingredients
left, i.e. the string amplitude which is integrated over the moduli space of the punctured
Riemann surfaces and the intersection number of twisted forms over Riemann surfaces.
In order to construct a twisted cohomology which matches the string amplitudes we take
the space of the twisted cohomology to be the moduli space of the punctured Riemann
surface i.e.M = M0,n. Therefore, the cohomology in the local sheaf (see theorem 2) will
be:

ψ ∈ Ωk(M0,n)

φ = ψ ⊗ e
∫
γ ω ∈ H(M0,n,Lω)

(6.3.4)

The fact that M0,n is invariant under SL(2,C) (see section 2.6) induces the same invari-

ance over the twisted cohomology (6.3.4). Meaning, the two parts ψ and e
∫
γ ω should have

the opposite Möbius charge1. Now we can choose the following hyperplane twist:

fi :=
n∑
j ̸=i

ln (zi − zj)
α′pi·pj

ω = α′
∑

1≤i,j≤n

2pipj d ln(zi − zj),
∑
ij

pi · pj = 0

(6.3.5)

with n on–shell momenta pi. The factor α′ is chosen such that ω is dimensionless.
Now, with this ω we construct the twisted cohomology and the twisted forms on the

moduli space of punctured sphere M0,n := CPn−3. We consider only the top twisted

1This is another way of saying that under a SL(2,C) transformation (2.2.4) each term in the tensor
product should transform opposite to the other
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forms, therefore, we consider (n− 3)-twisted forms φ as elements in cohomology equiva-
lence classes

φ ≃ φ+∇±ωξ , (6.3.6)

with a rational n− 4 form ξ and the Gauss–Manin connection ∇±ω = d± ω∧ with d the
exterior derivative and closed holohmorphic one–form (twist) ω (6.3.5). As we discussed,
we have the (n− 3)–th twisted cohomology group (see the discussion in chapter 3):

Hn−3
±ω (M0,n,∇±ω) =

{φ ∈ Ωn−3(M0,n) | ∇±ωφ = 0}
∇±ωΩn−4(M0,n)

. (6.3.7)

The dual space Hn−3
−ω can be obtained from Hn−3

+ω by sending ω ! −ω. The intersection
number on the twisted cohomology groups is the invariant pairing between two forms
φ± ∈ Hn−3

±ω and defined by the integral (3.3.24)

⟨φ+, φ−⟩ω :=

(
− α′

2πi

)n−3 ∫
M0,n

ιω(φ+) ∧ φ− , (6.3.8)

over the space M0,n. The map ιω(φ+) ∈ Hn−3
+ω is the restriction of the twisted form over

the compact support Hn−3
ω,c (M0,n,∇ω) of Hn−3

ω (M0,n,∇ω). Otherwise, the integral over
the moduli space M0,n would not be well–defined since the latter is non–compact. Now,
we can have our first example of a twisted form with this twist.

Example (6.1):Examples of twisted forms

The (n− 3) (Parke–Taylor) form which is also known as color form is given by:

PT (σ) =
dµn

(zσ(1) − zσ(2)) . . . (zσ(n−1) − zσ(n))
= Cn(σ) dµn ∈ Hn−3

±ω , σ ∈ Sn .

(6.3.9)
Above we have the measure

dµn = zjkzjlzkl

n∏
i=1

i/∈{j,k,l}

dzi , (6.3.10)

which is a degree n− 3 holomorphic form on M0,n, with zj, zk, zl being three arbi-
trary marked points fixed by SL(2,C) invariance.

Further, one can see that the Koba–Nielsen factor can be constructed in terms of ω as

KN ≡
∏

1≤i,j≤n

|zi − zj|2α
′pi·pj = e

∫
γ ω , (6.3.11)

for some path γ.
Intersection numbers (6.3.8) are always rational functions of kinematic invariants with

simple poles in the kinematic invariants. The following concrete computation of intersec-
tion numbers (6.3.8) for a particular choice of color form will be very illuminating.
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Example (6.2): Intersection number of Park-Taylor factors

we start by the PT (1, 2, 3, 4) for both φ±. In this case, we have n = 4, therefore, the top form on
M0,4 is a one form. we assume the variables (z2, z3, z4) are fixed at (w2, w3, w4) and z1 = z then
we have four cases: First we have z ! w2:

φ+ =
dz

(z − w2)(w2 − w3)(w3 − w4)(w4 − z)
=
PT (2, 3, 4)

z − w2
+
PT (2, 3, 4)

w4 − w2
+ ... ,

ω = α′

(
s12

z − w2
+

s13
z − w3

+
s14

z − w2

)
=

α′s12
z − w2

+

(
α′s13

w2 − w3
+

α′s14
w2 − w4

)
+ ... ,

(6.3.12)

and therefore we can directly calculate the compactifing functions ψ = ∇−1
ω =

∞∑
m=0

cmz
m through

the expansion (3.3.37):

c0 =
b−1

a−1
= PT (2, 3, 4)

1

α′s12
,

c1 =
b0 − a0c0
(1 + a−1)

= PT (2, 3, 4)

1
w4−w2

−

(
α′s13
w2−w3

+ α′s14
w2−w4

)
1

α′s12

(1 + α′s12)

= PT (2, 3, 4)
s13

s12(1 + α′s12)

(w4 − w3)

(w2 − w4)(w2 − w3)
,

(6.3.13)

and similarly we have for the ψ:

ψ =

∞∑
m=0

cmz
m = PT (2, 3, 4)

(
1

α′s12
+

s13
s12(1 + α′s12)

(z − w2)(w4 − w3)

(w2 − w4)(w2 − w3)
+ ...

)
, (6.3.14)

Similarly, for z ! w4 we have:

c0 =
b−1

a−1
= PT (2, 3, 4)

1

α′s14
,

c1 =
b0 − a0c0
(1 + a−1)

= PT (2, 3, 4)

1
w2−w4

−

(
α′s12
w4−w2

+ α′s13
w4−w3

)
1

α′s14

(1 + α′s14)

= PT (2, 3, 4)

(
s13

s14(1 + α′s14)

(w2 − w3)

(w2 − w4)(w3 − w4)

)
,

ψ =

∞∑
m=0

cmz
m = PT (2, 3, 4)

(
1

α′s14
+

s13
s14(1 + α′s14)

(z − w4)(w2 − w3)

(w2 − w4)(w3 − w4)

)
,

(6.3.15)

and finally for z ! w3 we obtain:

φ+ =
dz

(z − w2)(w2 − w3)(w3 − w4)(w4 − z)
=

1

(w2 − w3)2(w3 − w4)2
+ ... ,

ω = α′

(
s12

z − w2
+

s13
z − w3

+
s14

z − w2

)
=

α′s13
z − w3

+

(
α′s12

w2 − w3
+

α′s14
w2 − w4

)
+ ... ,

(6.3.16)
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note that the there are no poles in PT (1, 2, 3, 4) for z ! w3. We have for the expansions:

c0 =
b−1

a−1
= 0 ,

c1 =
b0 − a0c0
(1 + a−1)

=
1

(w2 − w3)2(w3 − w4)2
1

(1 + α′s13)
,

ψ =

∞∑
m=0

cmz
m = PT (2, 3, 4)

(w4 − w2)

(w2 − w3)(w3 − w4)

(z − w3)

(1 + α′s13)
+ ... ,

(6.3.17)

and so we can calculate the intersection number:

⟨PT (1, 2, 3, 4), PT (1, 2, 3, 4)⟩ω = 2πi

4∑
i=2

Resz=zi(ψiφ+) =
1

α′s12
+

1

α′s14
, (6.3.18)

Here we evidence that, despite the definition (6.3.8) and the twist (6.3.5) involve higher
orders in α′ the localization procedure entering the computation of the intersection number
(6.3.8) provides pure field–theory results. In fact, the intersection numbers (6.3.8) localize
near the boundary ∂M0,n of the moduli space where two or more points zi coalesce. While
the space (3.2.6) of ordinary (n− 3)–forms φ is (n− 2)! dimensional the space of twisted
(n−3)–forms (i.e. the (n−3) Betti number) is given, by using of the Poincare polynomial
by the Euler character.

dim(Hn−3
ω ) = χ(M0,n) = (n− 3)! ,

Also the twisted homology group Hω
n−3(M0,n, e

∫
γ ω) = Hω

n−3(M0,n, KN), which we now
associate with the (multivalued) Koba-Nielsen functionKN , is (n−3)! dimensional. As we
discussed in (3.2.8) elements of the latter are specified by a cycle Cγ and local coefficients
(6.3.11) as:

Cγ := {(x1, x2, x3, ..., xn−3 ∈ Rn−3|xa(1) < xa(2) < xa(3) < ... < xa(n−3)}
Cγ,ω = Cγ ⊗KN .

(6.3.19)

The twisted homology cycles (6.3.19) are Poincare dual to the twisted cohomology Hn−3
ω

and one can consider the following pairing as (cf. 3.3.20):

⟨Cγ ⊗KN |φ+⟩ :=
∫
Cγ

KN φ+ , (6.3.20)

The first thing to notice is that the period (6.3.20) has taken the form of an open string
amplitude. Looking back at the open string amplitude formula (5.6.126) we see that up
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to constants we have:

Aopen(k1, k2, k3, ..., kn) =

∫
M0,n

n∏
l=1

dzl
SL(2,R)

KN Ĩ(z) =
∑
γ

∫
Cγ

n−3∏
l=1

dzl KN Ĩ(z)

⟨Cγ ⊗KN |φ+⟩ :=
∫
Cγ

KN φ+ ,

⇒ Aopen(k1, k2, k3, ..., kn) =
∑
γ

⟨Cγ ⊗KN |φ+⟩ .

(6.3.21)
As we mentioned in equation (3.2.19) one can choose for the dual twisted form to be
Hk(M(A),∇ω). Then, the dual homology objects (3.3.21) and (3.3.22) can be related by
replacing KN−1 and KN . The pairing Hn−3

ω and Hn−3
ω is more suited to describe closed

string world–sheet integrals. Specifically, we can compare a paring of two forms φ+ and
φ+ and closed string amplitudes. Using the formula for closed strings (5.6.127) we can
see that the closed string amplitudes up to constants will be:

Aclosed(k1, k2, k3, ..., kn) =

∫
M0,n

n−3∏
l=1

d2zl |KN |2 Ĩ(z)× ˜̄I(z̄) ,

⟨φ̄+, φ+⟩ =
∫
M0,n

n−3∏
l=1

d2zl |KN |2 φ̄+ ∧ φ+ φ̄+ ∈ Hn−3
ω , φ+ ∈ Hn−3

ω .

(6.3.22)

In particular, in this language the twisted period relations (3.4.47) can be interpreted as
KLT relations [78]. We shall make use of this isomorphism while constructing our twisted
forms for EYM amplitude. To make contact with amplitudes, let us present examples
of twisted forms. Worldsheet string correlators are borrowed to construct these twisted
forms for field theories. Plugging the latter into the intersection number (6.3.8) yields a
(CHY) field theory amplitudes.

Looking now at the integral itself we can use the saddle point approximation that
we constructed in section 3.4 with an arbitrary orthonormal basis and obtain the saddle
point approximation of the intersection number of ω introduced in (6.3.5):

lim
α′!∞

⟨φ+, φ−⟩ω =

∫
CPn−3

(
n−3∧
i=1

dz

)
δ(w)

(
lim
α′!∞

φ̂+(z) lim
α′!∞

φ̂−(z)

)
,

ω =
n−3∑
i=1

ωidzi; ωi =
∑
j=1
j ̸=i

pi · pj
zi − zj

.

(6.3.23)

A keen-eyed reader will immediately see that this is the exact CHY formula with the
scattering equations given by ωis.

6.3.1 CHY Amplitudes from twisted cohomology pairing

As we mentioned, there is a direct relation between saddle point approximation of the
intersection number of twisted forms (6.3.23) and the CHY integral representation of
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amplitudes. Here, we are going to make this relation concrete and provide a list of already-
known examples. We discussed the CHY integrals in chapter 4. There, we mentioned
that the amplitude for a given theory is written in terms of an integral, localized over the
solutions of the scattering equations:

ACHY (n) =

∫
M0,n

dµn

n∏′

a=1

δ(fa) InL(p, ε, σ)InR(p, ε, σ)

fa ≡
∑
b=1
b ̸=a

pa · pb
σa − σb

, a = 1, . . . , n ,

(6.3.24)

Furthermore, we discussed the saddle point approximation of intersection numbers and
we showed for the twist given in (6.3.5) that we have the following:

lim
α′!∞

⟨φ−, φ+⟩ω =

∫
CPn−3

(
n−3∧
i=1

dz

)
δ(w)

(
lim
α′!∞

φ̂−(z) lim
α′!∞

φ̂+(z)

)

ω =
n−3∑
i=1

ωidzi; ωi =
∑
j=1
j ̸=i

pi · pj
zi − zj

,

(6.3.25)

By comparing the two formulations we arrive at the following relation:

Intersection number vs CHY

limit of the intersection numbers lim
α′!∞

⟨φ+, φ−⟩ω ∼ CHY integral

lim
α′!∞

φ̂±(p, ε, z)↔ I(p, ε, σ)L,R
(6.3.26)

The last relation is the important relation in our discussions and we are going to use it
extensively. In both directions, this relation is practical. Meaning, we take an intersec-
tion number of two twisted forms then take its limit and construct new CHY integrands.
Conversely, we can look at known CHY integrands and construct limits of twisted forms.
In addition to these two, we make further use of this relation: we will, in the next sec-
tions, construct twisted forms based on the string theory spectrum. Then with the use of
this relation we check that our stringy motivated twisted form is producing the desired
amplitude. The main difference between reverse engineering twisted forms and string
theory-motivated ones is that with string theory we obtain the full-functional structure of
the twisted form. In contrast, reverse engineering only gives us the limit of twisted form
functions. We use the following algorithm to construct twisted forms:
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Intersection number vs CHY

1. We chose the state in string theory that is describing the desired features
(spin, mass, etc).

2. Then we calculate the amplitude of that state.

3. Using the relations (6.3.21) and (6.3.22) we read off candidate twisted forms
from the integrands.

4. Finally we plug the intersection number of candidate twisted forms into the
limit in (6.3.26) and calculate the CHY integral.

We accept a twisted form if it produces the correct CHY integrand.

The first example, that we use to showcase the above discussion, is the twisted form of
Yang-Mills (YM) amplitude. We start by searching for the string state associated with
vector gauge bosons i.e. we need a spin-1 state that is massless, and charged under the
gauge group SU(N). Looking at the spectrum of the open NS string, that we gave in
table 5.2, we can see that the first excited state has all of the desired properties2. The
amplitude of n such state in the Grassmann notation is given by [10]:

Aopen(p1, p2, p3, ..., pn) =∫
Cγ

dµn

∫ n∏
i=1

dθidθ̄i
θkθl
zk − zl

exp

{
− α′2

∑
i̸=j

θiθjpi · pj + θ̄iθ̄jεi · εj + 2(θi − θj)θ̄iεi · pj
zi − zj ∓ α′−1θiθj

}
×KN ,

(6.3.27)

Using the relation (6.3.21) we have the following twisted form:

φgauge±,n = dµn

∫ n∏
i=1

dθidθ̄i
θkθl
zk − zl

exp

{
− α′2

∑
i ̸=j

θiθjpi · pj + θ̄iθ̄jεi · εj + 2(θi − θj)θ̄iεi · pj
zi − zj ∓ α′−1θiθj

}
.

(6.3.28)

Now, we are ready to plug this back in (6.3.26) and obtain the CHY integrand associated
with this twisted form:

IL,R := lim
α′!∞

φ̂gauge±,n =

∫ n∏
i=1

dθidθ̄i
θkθl
zk − zl

exp

{
−
∑
i ̸=j

θiθjpi · pj + θ̄iθ̄jεi · εj + 2(θi − θj)θ̄iεi · pj
zi − zj

}
,

IL,R := lim
α′!∞

φ̂gauge±,n =

∫ n∏
i=1

dθidθ̄i
θkθl
zk − zl

exp

{
−
∑
i ̸=j

(θi θ̄i)Ψij

(
θi
θ̄j

)}
,

(6.3.29)

In the last line, we have regrouped the terms in the exponential in a matrix notation
where rows and columns are associated to (θi θ̄i). The matrix Ψ has the exact form
that of (4.2.7). Using the properties of Grassmannian integrals (cf. appendix A) we can

2Here we are pretending that we do not know that this state gives Yang-Mills theory as effective
action.
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compute integral in terms of Pfaffian of the matrix Ψ:

IL,R := lim
α′!∞

φgauge±,n =

∫ n∏
i=1

dθidθ̄i
θkθl
zk − zl

exp

{
−
∑
i ̸=j

(θi θ̄i)Ψij

(
θi
θ̄j

)}
= Pf ′Ψn ,

(6.3.30)
Now, reminding ourselves of the CHY integral formula (4.2.4) for Yang-Mills amplitudes
we see that this is one of the integrands. Indeed if we calculate the saddle point limit of
the intersection number of this twisted form with the Park-Taylor factor we have:

lim
α′!∞

⟨φcolor−,n , φ
gauge
+,n ⟩ =

∫
CPn−3

(
n−3∧
i=1

dz

)
δ(w)

(
lim
α′!∞

φ̂color−,n (z) lim
α′!∞

φ̂gauge+,n (z)

)

=

∫
CPn−3

(
n−3∧
i=1

dz

)
δ(w)Cn Pf ′Ψn = AYM(p1, p2, ..., pn) ,

(6.3.31)

So, we have successfully constructed a twisted form arising from string theory. This
twisted form and many other similar twisted forms were constructed by Mizera [6]. We
gather them in the following table:

Theory φ−,n φ+,n CHY representation Amplitude

bi-adjoint scalar φcolor−,n φcolor+,n CnCn n color scalar

Einstein φgauge−,n φgauge+,n Pf ′ψnPf
′ψn n gravitons

Yang-Mills φcolor−,n φgauge+,n CnPf ′ψn n gluons

YM+(DF )2 φcolor−,n φbosonic+,n ??
n higher derivative

gluons

Einstein–Weyl φgauge−,n φbosonic+,n ?? n spin 2

special Galilean
(sGal) φscalar−,n φscalar+,n (Pf ′An)

4
n higher derivative

scalars

NLSM φcolor−,n φscalar+,n Cn(Pf ′An)2 n scalars

Born–Infeld
(BI) φscalar−,n φgauge+,n (Pf ′An)

2 Pf ′ψn n spin 1

Table 6.1: Known theories, their pairs of twisted forms and their CHY representations.

The twisted forms in table 6.1 assume the following form:

φcolor±,n = dµn
Tr(T c1T c2 . . . T cn)

(z1 − z2)(z2 − z3) . . . (zn − z1)
≡ Tr(T c1T c2 . . . T cn) PT (1, 2, . . . , n) ,
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φgauge±,n = dµn

∫ n∏
i=1

dθidθ̄i
θkθl
zk − zl

exp

{
− α′2

∑
i ̸=j

θiθjpi · pj + θ̄iθ̄jεi · εj + 2(θi − θj)θ̄iεi · pj
zi − zj ∓ α′−1θiθj

}
,

φscalar±,n = dµn (Pf ′An)
2 = dµn

detA[kl]

(zk − zl)2
, (6.3.32)

φbosonic±,n = dµn

(
± 1

α′

)⌊n−2
2 ⌋ ∫ n∏

i=1

dθidθ̄i exp

{
n∑
i ̸=j

(
±

√
α′ θiθ̄iεi · pj

zi − zj
+
θiθ̄iθj θ̄jεi · εj
(zi − zj)2

)}
α′!∞
−! W11...1︸ ︷︷ ︸

n

dµn .

Actually, all twisted forms in table 6.1 are derived from string theory, which in turn
also motivated the corresponding CHY descriptions. For instance, φgauge, as we showed,
refers to superstring theory and is relevant to describe both SYM and GR amplitudes.
Therefore, it is natural to discuss the twisted form φbosonic stemming from bosonic string
theory. While the partial gluon subamplitudes AYM(1, . . . , n) are the building blocks for
the open superstring amplitudes [79, 80, 81], i.e.

A open
superstring

(1, π(2, . . . , n− 2), n− 1, n)

=
∑

ρ,τ∈Sn−3

Z(π|τ) S[ρ|τ ]1 AYM(1, ρ(2, . . . , n− 2), n− 1, n) , (6.3.33)

with the iterated disk integrals Z(π|τ) = Z(1, π(2, . . . , n − 2), n − 1, n|1, τ(2, . . . , n −
2), n, n − 1), the same role is played by the subamplitudes B(1, . . . , n) for (DF )2 + YM
gauge theory for the open bosonic string [82], i.e.:

A open
bosonic string

(1, π(2, . . . , n− 2), n− 1, n)

=
∑

ρ,τ∈Sn−3

Z(π|τ) S[ρ|τ ]1 B(1, ρ(2, . . . , n− 2), n− 1, n) . (6.3.34)

Above the KLT kernel S[ρ|τ ]1 is given by the k!× k!–matrix [83, 84]

S[σ|ρ]ℓ := S(0)[σ(1, . . . , k) | ρ(1, . . . , k) ]1 =
k∏
t=1

(
p1ptσ +

∑
r<t

prσptσθ(rσ, tσ)

)
, (6.3.35)

with jσ = σ(j) and θ(rσ, tσ) = 1 if the ordering of the legs rσ, tσ is the same in both
σ(1, . . . , k) and ρ(1, . . . , k), and zero otherwise. By comparing the two expressions (6.3.33)
and (6.3.34) it is natural to construct from the latter the twisted form φbosonic relevant
to a (DF )2 + YM theory. The latter involves couplings of YM and (DF )2 theory. The
bosonic field theory of the latter is defined by the following Lagrangian [52]

LYM+(DF )2 =
1

2
(DµF

aµν)2 − g

3
F 3 +

1

2
(Dµφ

a)2 +
g

2
CαabφαF a

µνF
b µν

+
g

3!
dαβγφαφβφγ − 1

2
m2(φα)2 − 1

4
m2F 2 ,

(6.3.36)



132 6. Amplitudes from intersection numbers

with the field content comprising a massless gluon, a massive gluon and a massive scalar.
The Lagrangian of (DF )2–theory was displayed in eq. (4.3.29). To the latter, the YM
part is added as a mass deformation, which in total gives rise to the Lagrangian (6.3.36).
As a consequence, there are mass terms proportional to m2 for the fields φα and F a

µν .
Within bosonic string theory this mass is related to the string tension as

m2 = −α′−1 , (6.3.37)

accounting for the string tachyonic modes representing both the massive gluon and the
massive scalar. In fact, for α′ ! 0 we recover pure YM theory (after multiplying the
Lagrangian by an overall factor of m−2 = α′), while for α′ !∞ we obtain (DF )2 theory.
Hence, after taking the limit α′ !∞ the mass (6.3.37) goes to zero and the Lagrangian
boils down to the (DF )2–theory, i.e.

lim
α′!∞

LYM+(DF )2(α
′) ≃ LDF 2 , (6.3.38)

with the latter referring to (4.3.29). This is consistent with the CHY construction, which
works only for massless theories. Likewise, the α′ ! ∞ limit of the intersection number
(6.3.8) discards the mass term and reproduces the massless (DF )2 theory. In (6.3.32) for
φbosonic we have introduced the function W 3, which arises in its α′ ! ∞ limit. Notice,
that W11...1 is produced from the twisted form φbosonic in the limit α′ !∞. In this limit
the twisted form φbosonic±,n can be used for describing the (DF )2 theory. The limit α′ !∞
removes in φbosonic±,n all the contractions ϵiϵj in agreement with the absence of those terms
in the (DF )2 theory. Therefore, we define the following form:

φbosonic±,n = dµn

(
± 1

α′

)⌊n−2
2

⌋ ∫ n∏
i=1

dθidθ̄i exp

{
n∑
i ̸=j

(
±
√
α′ θiθ̄iεi · pj

zi − zj

)}
= W11...1︸ ︷︷ ︸

n

dµn .

(6.3.39)
The last equality is up to an overall sign. On the other hand, for the CHY representation
of the YM + (DF )2 theory, we cannot use the limit α′ !∞ since this theory is massive
with the mass given by (6.3.37). As a consequence, taking the limit α′ !∞ removes the
mass term in (6.3.36) referring to the YM part of this theory. As discussed before, in this
limit, only the CHY representation of the (DF )2–theory is reproduced.

A similar situation applies to Einstein–Weyl theory (cf. subsection 4.3.10). In this
case, the mass term refers to the Einstein term and one obtains only the conformal
gravity (i.e.Weyl) amplitude in the limit α′ ! ∞. Additionally, this also relates to the
notion of massive CHY amplitudes. To conclude while we do have representations in
twisted intersection theory for amplitudes of both YM + (DF )2 and (DF )2 theories we
only have CHY representations for the latter. The same is true for conformal gravity and
Einstein–Weyl theories, cf. Section 7.4.

3We defined the function W first in (4.2.13).
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6.4 Construction of new twisted forms

One of the main results of this work is to use the method that we described above to
construct new twisted forms that correspond to amplitudes of different field theories. As
mentioned in our algorithm we are going to use both bosonic and superstring amplitudes
as building blocks. Our new results are the following:

• φ̃EYM for Einstein Yang-Mills amplitude.

• φ̃bosonic for Weyl Yang-Mills and higher derivative gravity.

For both of these new twisted forms we are going to use an embedding of the disk onto
the sphere which we are going to motivate and explain in subsequent sections.
We start with the Einstein Yang-Mils (EYM) theory. We take the conventional superstring
theory to provide twisted forms which are suitable to describe EYM amplitudes in their
α′!∞ limit i.e.massless spin-2 and spin-1 states in superstrings. While the selection
of the relevant twisted form from (6.3.27) to describe pure gauge and gravity amplitudes
follows from an analog expression in open superstring theory (A.1.2) the description of
the EYM amplitudes is different due to the presence of both gluons and gravitons. In
fact, in string theory such an amplitude is described by a superstring disk amplitude
involving both open and closed strings [85]. Due to the boundary of the disk world–sheet
interactions between holomorphic and anti–holomorphic closed string fields appear. This
mixing has to be taken into account when building the twisted forms relevant to EYM
amplitudes. In this section, we prepare the necessary steps for constructing the latter. In
particular, we shall promote the disk correlator onto a larger space by some field extension
of the open string vertex operator. This map promotes the string theory on the disk to a
holomorphic theory on the sphere.

6.4.1 Embedding of the disk onto the sphere

In the setup for ambitwistor strings as well as intersection theory all results are derived on
the sphere [6, 45, 21]. Therefore, to construct new twisted forms within our construction
we should establish an embedding of the amplitude on the disk onto the sphere. In order
to do so, we may analytically continue the positions of the open string fields xi and treat
them as complex coordinates zi ∈ C living on an auxiliary sphere world–sheet. This
continuation also requires promoting the fields of the open string vertex operators (A.2.3)
and (A.2.5), which are defined over the real line (boundary of the upper half plane), to
the full complex plane and analyzing their holomorphic and anti-holomorphic properties.
In order to accomplish this we shall look at their equations of motion:

∂∂X̃µ = 0 ,

∂ψµ = 0 ,

∂ψ
µ
= 0 .

(6.4.40)

Preserving these equations of motion we have:
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Open string sphere embedding

We can define an embedding of the n open string vertex positions xi ∈ R located
on the boundary of the disk onto the sphere zi ∈ C as:

xi 7−! zi , i = 1, . . . , n . (6.4.41)

Similarly, we define an embedding of the open string fields on the disk onto the
sphere compatible with the equations of motion as:

Xµ(x) 7−! Xµ(z) + X̃µ(z) ⇒

{
∂X 7! ∂X

k ·X 7! k · (X + X̃) ,

ψµ(x) 7−! ψµ(z) .

(6.4.42)

In addition, to adopt a given color ordering from the disk an anti–holomorphic
gauge current J̃ c(z̄) is appended to each open string vertex operator. In total, the
string vertex operators on the sphere will be defined as:

Vo(εi, ki, xi) 7−! Vo(εi, ki, zi) e
ikiX̃(zi) J̃ ci(z̄i) , i = 1, . . . , n ,

Vc(εs, qs, zn+s, zn+s) 7−! Vc = Vo(εs, qs, zn+s) Vo(ε̃s, q̃s, zn+s) , s = 1, . . . , r .
(6.4.43)

Thus, the open string vertex operators acquire an additional anti-holomorphic field de-
pendence, while the closed string vertex operators remain untouched. In this embedding
we also promote the conformal Killing group from SL(2,R) to SL(2,C) and the full disk
correlator ⟨. . .⟩D2 has to be the treated as if it was defined on the sphere ⟨. . .⟩S2 . Meaning,
for the generic disk correlator of n open and r closed strings:

〈 n∏
i=1

Vo(εi, ki, zi)
r∏
s=1

Vc(εs, qs, zn+s, z̄n+s)
〉
D2

, (6.4.44)

we shall now consider the product of correlators on the double cover S2:

〈 n∏
i=1

Vo(εi, ki, zi)

r∏
s=1

Vc(εs, qs, zn+s, z̄n+s)
〉
D2

(6.4.45)

7−!
〈 n∏
i=1

Vo(εi, ki, zi) e
ikiX̃(zi)

r∏
s=1

Vc(εs, qs, zn+s, z̄n+s)
〉
S2

×
〈
J̃c1(z̄1) . . . J̃

cn(z̄n)
〉
S2

.

In particular, the map (6.4.43) changes the Koba–Nielsen factor to a correlator on the
double cover S2

KND2 7−! KNS2 , (6.4.46)
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with

KNS2 =
n∏
i<j

|zj − zi|2α
′kikj

r∏
a<b

|zn+b − za+n|2α
′qaqb

n∏
i=1

r∏
a=1

|za+n − zi|2α
′kiqa ≡ KN ·KN ,

(6.4.47)
which in turn can be split into a pair of pure holomorphic and anti–holomorphic factors

KN =
n∏
i<j

(zj − zi)
α′kikj

r∏
a<b

(zn+b − za+n)
α′qaqb

n∏
i=1

r∏
a=1

(za+n − zi)
α′kiqa

=
n+r∏
i<j

(zj − zi)
α′pipj =: e

∫
γ ω ,

KN =
n∏
i<j

(zj − zi)
α′kikj

r∏
a<b

(zn+b − za+n)
α′qaqb

n∏
i=1

r∏
a=1

(za+n − zi)
α′kiqa

=
n+r∏
i<j

(z̄j − z̄i)
α′pipj =: e

∫
γ̄ ω̄ ,

(6.4.48)

respectively. Similar to (6.3.11) in (6.4.48) we have defined the one–forms ω and ω̄ spec-
ifying the twisted cohomologies Hn+r−3

ω and Hn+r−3
ω , respectively.

It is worth pointing out the resemblance of our embedding to the construction of
heterotic string theory in which one has a superstring sector for the right movers and a
bosonic string sector for the left movers. However, one crucial difference is that we are
dealing with a left and right supersymmetric closed string sector and only extend the
real variables of the open string. It would be interesting to find connections between our
construction and the heterotic ambitwistor string.

6.4.2 Sphere integrand from the superstring disk embedding

In this secton we summarize our procedure to extract twisted forms from superstring
disk amplitudes amplitudes A(n; r) which results in the amplitudes for EYM theory. The
superstring amplitude involves n open and r closed strings. The closed string spectrum,
as we discussed in chapter 5, includes the graviton state and the open string describes
the gluon (massless charged vector state) cf. 5.5.4. These states are described by vertex
operators given in subsection A.2. Since we are interested in the construction of twisted
forms we suppress the complex integral over the vertex operator positions and consider
only the disk correlator (6.4.44), which computes the integrand I(n; r) for the superstring
disk amplitude A(n; r). Now, we reformulate the disk correlator (6.4.44) as a sphere
correlator (6.4.45) by extending the open string vertex operators onto the complex plane
using (6.4.43). The specific color ordering of the open strings along the disk boundary
is adopted by the gauge current correlator. The gauge correlator ⟨J̃ c1(z̄1) . . . J̃ cn(z̄n)⟩S2

decomposes into a sum over various gauge group structures. Since we are only concerned
with a single trace color structure of the form Tr(T c1 . . . T cn) we shall project the gauge
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current correlator onto the relevant color form (6.3.9):〈
J̃ c1(z̄1) . . . J̃

cn(z̄n)
〉
S2

−! Tr(T c1 . . . T cn) C(1, 2, . . . , n) , (6.4.49)

with:

C(1, 2, . . . , n) = 1

(z̄1 − z̄2)(z̄2 − z̄3) · . . . · (z̄n − z̄1)
. (6.4.50)

As the next step, we analyze the field contractions of the correlator (6.4.45) and express
the field interactions in terms of the Graßmann formalism (A.1.2). This leads to the
following integrand:

I(n; r) = C(1, 2, . . . , n) ×
〈 ∫

(
n+2r∏
i=1

dθidθ̄i)
θ1θ2
z1 − z2

× exp
{
ik1 · (X + X̃) + θ1θ̄1ε1 · ∂X + θ1

√
α′k1 · ψ + θ̄1

√
α′ε1 · ψ

}
...

× exp
{
ikn · (X + X̃) + θnθ̄nεn · ∂X + θn

√
α′kn · ψ + θ̄n

√
α′εn · ψ

}
× exp

{
iq1 ·X + iq̃1 · X̃ + θn+1θ̄n+1εn+1 · ∂X + θn+1

√
α′q1 · ψ + θ̄n+1

√
α′εn+1 · ψ

+θn+2θ̄n+2ε̃n+1 · ∂X̃ + θn+2

√
α′q̃1 · ψ + θ̄n+2

√
α′ε̃n+1 · ψ

}
...

× exp
{
iqr ·X + iq̃r · X̃ + θ2r+n−1θ̄2r+n−1εn+r · ∂X + θ2r+n−1

√
α′qr · ψ + θ̄2r+n−1

√
α′εn+r · ψ

+ θ2r+nθ̄2r+nε̃n+r · ∂X̃ + θ2r+n
√
α′q̃r · ψ + θ̄2r+n

√
α′ε̃n+r · ψ

}〉
S2

.

(6.4.51)

The background ghost charge is taken into account by the term θ1θ2
z1−z2 and we have labeled

the external momenta as:

open strings: {k1, k2..., kn} ,
Closed strings: {q1, q̃1, q2, q̃2, ..., qr, q̃r} ,

(6.4.52)

The integrand (6.4.51) can be further simplified such that the fermionic variables θiθ̄i
resemble the pattern dictated by the map (6.4.43). To simplify we introduce the (ordered)
generalized coordinates as:

{ζ1, ..., ζn+2r} := {z1, z2, ..., zn, zn+1, zn+1, zn+2, zn+2, ..., , zn+r, zn+r} ,
{ξ1, ..., ξn+2r} := {ε1, ε2, ..., εn, εn+1, ε̃n+1, εn+2, ε̃n+2, ..., εn+r, ε̃n+r} , (6.4.53)

(6.4.54)

Note that we deliberately chose the first set {ζ} to not be minimal. We are going to take
the complex conjugation whenever necessary and it is important to keep this ordering of
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the elements in each set. Having these new variables we can use the matrix notation in
Grßmann variables and regroup the integrand in the following way:

I(n; r) =
∫ n+2r∏

i=1

dθidθ̄i
θ1θ2
ζ1 − ζ2

exp

{
1

2
α′2

∑
i,j∈S

(
θi
θ̄i

)t
ψn+r

(
θj
θ̄j

)
± 1

2
α′
∑
i,j∈S

θiθjθiθj(ξi · ξj)
(ζi − ζj)2

}

× exp

{
1

2
α′2

∑
i,j∈Sr

(
θi
θ̄i

)t
ψr

(
θj
θ̄j

)
± 1

2
α′
∑
i,j∈Sr

θiθjθiθj(ξi · ξj)
(ζi − ζj)

2

}

× C(1, 2, . . . , n)×KN ·KN .
(6.4.55)

where we have used the matrix definitions (4.2.7) and introduced the two sets S and Sr,
given by:

S := {1, 2, 3, ..., n, n+ 1, n+ 3, ..., n+ 2r − 1} ,
Sr := {n+ 2, n+ 4, ..., n+ 2r} .

(6.4.56)

Here, Sr represents the set of indices accounting for the anti–holomorphic parts of the r
graviton vertex operators (A.2.4), while S is the set of indices labeling the holomorphic
parts of both gluons and gravitons. By applying the relation (6.3.22) we can read two
twisted forms4:

φEYM±,n;r = dµn+r

∫ ∏
i∈S

θ1θ2
ζ1 − ζ2

dθidθ̄i

× exp

{
1

2
α′2
∑
i,j∈S

(
θi
θ̄i

)t
ψn+r

(
θj
θ̄j

)}
exp

{
± 1

2
α′
∑
i,j∈S

θiθjθiθj(ξi · ξj)
(ζi − ζj)2

}
,

φ̃EYM±,n;r = dµn+r C(1, 2, . . . , n)
∫ ∏

i∈Sr

dθidθ̄i exp

{
1

2
α′2

∑
i,j∈Sr

(
θi
θ̄i

)t
ψr

(
θj
θ̄j

)}∣∣∣∣∣
ζl!ζl

× exp

{
± 1

2
α′
∑
i,j∈Sr

θiθjθiθj(ξi · ξj)
(ζi − ζj)2

}
,

The first twisted form is not new it is already known as φgauge through the identification:

φEYM±,n;r ≡ φgauge±,n+r

∣∣∣∣∣
zl=ζl, l=1,...,n
zn+k=ζn+2k−1, k=1,...,r

θn+k=θn+2k−1
θ̄n+k=θ̄n+2k−1, k=1,...,r .

(6.4.57)

In fact, it was expected that we obtain the twisted form associated with the superstring
amplitudes since we are extending the superstring disk amplitudes which is the origin of
the φgauge. In contrast, the second twisted form that is labeled as φ̃EYM±,n;r is new. We
claim that the intersection number of this twisted form together with φgauge corresponds

4Note that in (6.3.22) we have one of the forms to be complex conjugate and an element of Hω. By
taking the complex conjugation in our procedure we construct the counterpart of this form in Hω.
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to the EYM amplitude. Again, following our algorithm we can check this by comparing
the tensionless limit (α′ ! ∞) of the intersection number to the CHY formula for this
amplitude (4.3.15):

lim
α′!∞

⟨φgague−,n+r, φ̃
EYM
+,n;r ⟩ =

∫
M0,n+r

dµn+r

n+r−2∏
k=2

δ(fk) Cn(Pf ′ψSr)Pfψn+r . (6.4.58)

which is indeed the CHY representation of the EYM amplitude.

Example 2 gluon and 1 graviton EYM amplitudes

In this subsection, we are going to explicitly compute the string amplitude involving two
gluons and one graviton and show how our algorithm works to construct twisted forms.
The corresponding amplitude is described by a disk world–sheet with two open and one
closed string states. We calculated this amplitude in example 5.6.2 with the standard
contraction method. Note that the result (5.6.146) is exact to all orders in α′. In the
following, we shall only be interested in the integrand of (5.6.146) and treat the latter as
a complex function depending on the three vertex positions zi ∈ C. Following the steps
in (A.1.1) we shall now introduce fermionic variables θi, θ̄i to describe the integrand of
the amplitude (5.6.143). We can write the integrand as:

I(2; 1) =

〈∫
dθ1dθ1dθ2dθ̄2dθ3dθ̄3dθ4dθ̄4

θ1θ2
z1 − z2

× exp[ik1 ·X + θ1θ̄1ε1 · ∂X + θ1
√
α′k1 · ψ + θ̄1

√
α′ε1 · ψ]

× exp[ik2 ·X + θ2θ̄2ε2 · ∂X + θ2
√
α′k2 · ψ + θ̄2

√
α′ε2 · ψ]

× exp[iq ·X + iq̃ · X̃ + θ3θ̄3ε3 · ∂X + θ3
√
α′q · ψ + θ̄3

√
α′ε3 · ψ

+ θ4θ̄4ε̃3 · ∂X̃ + θ4
√
α′q̃ · ψ + θ̄4

√
α′ε̃3 · ψ]

〉
D2=S2

,

(6.4.59)

which in turn can be expressed in terms of the Graßmann integral (A.1.2). We should note
here that due to the kinematics (5.6.144) of this amplitude, the disk and sphere correlators
result in the same terms. We open up the sums above and expand the exponential up
to the quadratic order in the fermionic variables θi, θ̄i which leads to a non-vanishing
Graßmann integral:

I(2; 1) = α′2
∫ 4∏

i=1

θ1θ2
z1 − z2

dθidθi

{
(θ̄1θ3ε1 · q)(θ3θ2ε3 · ε2)

(z1 − z3)(z3 − z2)
θ4θ4

(
(ε̃3 · k1)
z1 − z3

+
(ε̃3 · k2)
z2 − z3

)

+
(θ2θ3ε2 · q)(θ3θ1ε3 · ε1)

(z3 − z1)(z2 − z3)
θ4θ4

(
(ε̃3 · k1)
z1 − z3

+
(ε̃3 · k2)
z2 − z3

)
(6.4.60)

+
(θ2θ1ε2 · ε1)
(z2 − z1)

θ3θ3

(
(ε3 · k1)
z1 − z3

+
(ε3 · k2)
z2 − z3

)
θ4θ4

(
(ε̃3 · k1)
z1 − z3

+
(ε̃3 · k2)
z2 − z3

)}
.
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Many of the possible terms vanish due to the on-shell conditions (5.6.144). In fact, using
momentum conservation and performing the Graßmann integrals we arrive at

I(2; 1) = C
(ε̃3 · k1)

|(z1 − z3)|2|(z2 − z3)|2

{
(ε2 · ε3)(ε1 · q)− (ε1 · ε3)(ε2 · q)− (ε1 · ε2)(ε3 · k2)

}
,

(6.4.61)
which agrees with (5.6.146). The result (6.4.61) may be compared with the four open
superstring amplitude following from (A.1.2) for n=4. However, the main differences in
the case at hand originate from applying the on-shell condition (5.6.144) which discards
all the terms proportional to pi · pj and leads to (6.4.61). Furthermore, due to εµµ = 0 in
(6.4.61) there is no contribution from the bosonic contraction ⟨∂X∂X⟩.

We now rewrite (6.4.61) in terms of matrix notation and Graßmann integration. For
this, we introduce the 8× 8 matrix with a block structure

Ψ(2,1) = Ψ3 ⊗Ψ1 , (6.4.62)

which splits into the 6× 6 block matrix Ψ3 =

0 0 0 −ε1·q
z1−z3 − ε1·k2

z1−z2
−ε2·k1
z2−z1

−ε3·k1
z3−z1

0 0 0 −ε1·k2
z1−z2

−ε2·k1
z2−z1 − ε2·q

z2−z3
−ε3·k2
z2−z3

0 0 0 −ε1·q
z1−z3

−ε2·q
z2−z3

−ε3·k1
z3−z1 − ε3·k2

z3−z2
ε1·q
z1−z3 + ε1·k2

z1−z2
ε1·k2
z1−z2

ε1·q
z1−z3 0 ε1·ε2

z1−z2
ε1·ε3
z1−z3

ε2·k1
z2−z1

ε2·k1
z2−z1 + ε2·q

z2−z3
ε2·q
z2−z3 − ε1·ε2

z1−z2 0 ε2·ε3
z2−z3

ε3·k1
z3−z1

ε3·k2
z2−z3

ε3·k1
z3−z1 + ε3·k2

z3−z2 − ε1·ε3
z1−z3 − ε2·ε3

z2−z3 0


,

(6.4.63)

and the following 2× 2 block matrix:

Ψ1 =

(
0 ε̃3·k1z21

z13z23

− ε̃3·k1z21
z13z23

0

)
. (6.4.64)

We have defined the matrix (6.4.62) as concatenation in order to properly describe the
action of the Graßmann matrix notation. More precisely, we define:

4∑
i,j=1

(θj θ̄j) Ψ
(2;1)

(
θi
θ̄i

)
:=

3∑
i,j=1

(θj θ̄j)Ψ3

(
θi
θ̄i

)
+ (θ4 θ̄4)Ψ1

(
θ4
θ̄4

)
. (6.4.65)

With these preparations and applying the well-known formula for the Graßmann integrals
we obtain ∫ m∏

i=1

dθidθi exp

{
m∑

i,j=1

(θj θ̄j)M

(
θi
θ̄i

)}
= Pf M , (6.4.66)

with M being a 2m× 2m matrix. We can express (6.4.61) as:

I(2; 1) =
∫ 4∏

i=1

θ1θ2
z1 − z2

dθidθ̄i exp

{
α′2

4∑
i,j=1

(θj θ̄j)Ψ
(2;1)

(
θi
θ̄i

)}
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=

∫ 4∏
i=1

θ1θ2
z1 − z2

dθidθ̄i exp

{
α′2 (θ3 θ̄1 θ̄2 θ̄3)Ψ

12
3


θ3
θ̄1
θ̄2
θ̄3

+ α′2 θ4θ4
ε̃3 · k1z21
z13z23

}

= PfΨ1
PfΨ12

3

z1 − z2
= PfΨ1 Pf

′Ψ3 . (6.4.67)

According to the definition (4.2.5) the prime at the Pfaffian accounts for the additional
factor 1

z1−z2 in the integral and we have used the definition of PfΨ1 as shown in 7.3.76:

PfΨ1 = (ε3 · k1)
z12
z13z23

. (6.4.68)

Above, we again used that we may set ε̃3 = ε3. Note, that the anti–holomorphic part
of the graviton vertex (A.2.4) and hence half of its fermionic variables (θ4, θ4) are nested
into the block diagonal matrix Ψ1, which is concatenated with Ψ3, cf. also (6.4.65). As
a consequence, this procedure yields a different Graßmannian structure than in the pure
open superstring case (A.1.2).

Let us make some comments. Firstly, the expression (6.4.67) is identical to the inte-
grand of the disk amplitude (5.6.143). This is due toKND2 = 1 and our comment after eq.
(5.6.146) that we are dealing with an all-order exact expression in α′. All these properties
are special due to the three–particle kinematics and the on-shell conditions (5.6.144). As
a consequence of exactness in α′ the three-point amplitude (5.6.143) behaves identically
in the α′ ! 0 and α′ !∞ limits, i.e. the integrand (6.4.67) is uniform in α′.

Equipped with the results from the previous sections here we want to check our newly
constructed twisted form φ̃EYM to express the EYM amplitude involving two gluons and
one graviton by an appropriate intersection number (6.3.8). Then, the CHY amplitude
(4.3.15) is found in the leading α′ !∞ limit of the latter as:

ACHY (2; 1) = lim
α′!∞

⟨φ+, φ−⟩ω . (6.4.69)

In the following, we shall motivate the construction of our two twisted forms by calculating
the string scattering contractions (6.4.51), which furnishes the following direct product
structure of two Graßmann integrals

I(2; 1) =
∫ 3∏

i=1

θ1θ2
z1 − z2

dθidθ̄i exp

{
α′2

3∑
i,j=1

(θj θ̄j)Ψ3

(
θi
θ̄i

)}

×
∫
dθ4dθ4 exp

{
α′2 (θ4 θ̄4)Ψ1

(
θ4
θ̄4

)}
KN ·KN ,

(6.4.70)

with the matrices Ψ3 and Ψ1 given in (4.2.7). Above we have appended Koba–Nielsen
factors, which of course are trivial KND2 = |KN |2= 1 due to kinematical structure of this
amplitude (5.6.144). The expression (6.4.70) reminds us of a KLT-like product, which
connects a holomorphic and anti-holomorphic sector yet without any color ordering. We
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will associate the first holomorphic factor of (6.4.70) to be an element of Hr+n−3
+ω . On

the other hand, by using the isomorphism (3.2.19) between dual twisted cohomologies we
may associate the second anti–holomorphic factor of (6.4.70) with a twisted form from
Hr+n−3

−ω by imposing the map:

zi −! zi , i = 1, . . . , n+ r ,

KN −! KN−1 . (6.4.71)

With these preparations, as our first twisted form, we can choose:

φEYM±,2;1 = dµ3

∫ 3∏
i=1

θ1θ2
z1 − z2

dθidθ̄i exp

{
α′2

3∑
i,j=1

(θj θ̄j)Ψ3

(
θi
θ̄i

)}
, (6.4.72)

which as we mentioned before is the same as φgauge±,3 . For the second twisted form, we now
choose

φ̃EYM±,2;1 = dµ3 C(1, 2)
∫
dθ4dθ̄4 exp

{
α′2(θ4 θ̄4)Ψ1

(
θ4
θ̄4

)}∣∣∣∣∣
zl!zl

, (6.4.73)

subject to (6.4.71), which entails:

Ψ1

∣∣
zl!zl

=

(
0 ε3·k1z21

z13z23

− ε3·k1z21
z13z23

0

)
, PfΨ1

∣∣
zl!zl

= (ε3 · k1)
z12
z13z23

. (6.4.74)

In order to properly describe the color ordering of (6.4.76) we have augmented (6.4.73)
with the following Park–Taylor factor:

C(1, 2) = 1

(z1 − z2)(z2 − z1)
. (6.4.75)

Eventually, computing the intersection number (6.3.8) of our two twisted forms (6.4.72)
and (6.4.73) yields

ACHY (2; 1) = ⟨φ̃EYM2;1 , φEYM2;1 ⟩ω =

∫
dz1dz2dz3
SL(2,C)

(ε3 · k1)
(z1 − z2)2(z1 − z3)2(z2 − z3)2

×

{
(ε2 · ε3)(ε1 · q)− (ε1 · ε3)(ε2 · q) + (ε1 · ε2)(ε3 · k1)

}
,

(6.4.76)

which is the CHY amplitude given in (4.3.15). Actually, in the case at hand the α′ !∞
limit (6.4.76) is exact in α′, i.e.:

ACHY (2; 1) = lim
α′!∞

⟨φ̃EYM2;1 , φEYM2;1 ⟩ω . (6.4.77)

No lower orders in α′ show up due to the limited number of contractions for this case.
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6.4.3 Sphere integrand from the bosonic string disk embedding

Similar to the superstring we can now apply the embedding to the bosonic string ampli-
tude. While the twisted form φbosonic±,n may directly be derived from the bosonic string disk
amplitude for the construction of the form φ̃bosonic±,n;r we apply the embedding of disk fields
onto the sphere (6.4.42). We chose the massless states of both closed and open strings.
The structure of the amplitude is given similar to the superstring as a correlator over the
disk: 〈 n∏

i=1

V bosonic
o (εi, ki, zi)

r∏
s=1

V bosonic
c (εs, qs, zn+s, z̄n+s)

〉
D2

(6.4.78)

Following the embedding (6.4.42) we then obtain the following integrand:

Ibosonic(n; r) = C(1, 2, . . . , n) ×
〈 ∫

(
n+2r∏
i=1

dθidθ̄i)
θ1θ2
z1 − z2

× exp
{
ik1 · (X + X̃) + θ1θ̄1ε1 · ∂X

}
...

× exp
{
ikn · (X + X̃) + θnθ̄nεn · ∂X

}
× exp

{
iq1 ·X + iq̃1 · X̃ + θn+1θ̄n+1εn+1 · ∂X +θn+2θ̄n+2ε̃n+1 · ∂X̃

}
...

× exp
{
iqr ·X + iq̃r · X̃ + θ2r+n−1θ̄2r+n−1εn+r · ∂X + θ2r+nθ̄2r+nε̃n+r · ∂X̃

}〉
S2

.

(6.4.79)
In this integrand we again used the same labeling (6.4.52) for the momenta. One can
see the difference between the two integrands (6.4.79) and (6.4.51) is the absence of the
fermionic string field ψ in the contractions. We can regroup this integrand with the use
of the function

W̃11 . . . 1︸ ︷︷ ︸
r

=
∏
i∈R

(∑
j∈N

εi · pj
zij

+
∑
j∈R
j ̸=i

εi · pj
zij

)
, (6.4.80)

which has been introduced in [82] and generalizes (4.2.13) and also describes the Weyl–
YM theory. The set N encompasses all open string labels while the set R comprises all
closed string labels. We have the integrand (6.4.79) as:

Ibosonic(n; r) = C(1, 2, . . . , n)W̃11 . . . 1︸ ︷︷ ︸
r

× exp

{
± 1

2
α′
∑
i>j∈

θiθjθiθj(ξi · ξj)
(ζi − ζj)2

}
, (6.4.81)

In the function (6.4.80) the diagonal elements of the C–block (4.2.8) entering the matrix
ψn in (4.2.7) appear. A special limit of the function (6.4.80) is exhibited in (6.3.32),
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which gives rise to (4.2.13) and stems from the twisted form φbosonic±,n originating from
open bosonic string theory. Here, we want to construct the new twisted form φ̃bosonic±,n;r
associated with (6.4.80). Following the structure in (6.3.22) we can write the twisted
form φ̃bosonic±,n;r as:

φ̃bosonic±,n;r = dµn+r

(
± 1

α′

)⌊n+r−2
2

⌋

Cn{zi}
∫ r∏

i=1

dθidθ̄i

× exp

{
±

√
α′
∑
i∈R

θiθ̄i

(∑
j∈N

εi · pj
zi − zj

+
∑
j∈R
j ̸=i

εi · pj
zi − zj

)
+
∑
j ̸=i

j,i∈R

θiθ̄iθj θ̄jεi · εj
(zi − zj)2

}
.

Finally, we take the α′ !∞ limit as

lim
α′!∞

φ̃bosonic±,n;r = Cn
∏
i∈R

(∑
j∈N

εi · pj
zij

+
∑
j∈R
j ̸=i

εi · pj
zij

)
dµn+r ≡ Cn W̃11...1︸ ︷︷ ︸

r

dµn+r ,

(6.4.82)

which comprises the color form Cn (over the set of legs N ) and the function W̃11...1︸ ︷︷ ︸
r

referring to the set of legs R introduced in (6.4.80). We are going to discuss and explore,
in the coming section, theories that can be described through this newly constrcuted
twsited form.

6.5 Theories from the Einstein Yang-Mills form φ̃EYM±,n;r

We built the first extension of table 6.1 in the previous section. There, we have shown
that one can extend the twisted intersection description (6.3.8) to Einstein Yang-Mills
(EYM) amplitudes by introducing an embedding formalism. Concretely, we introduced
the twisted form:

φ̃EYM±,n;r =dµn+r C(1, 2, 3, ..., n)
∫ ∏

i∈Sr

dθidθ̄i exp

{
1

2
α′2

∑
i,j∈Sr

(
θi
θ̄i

)t
Ψr

(
θj
θ̄j

)}∣∣∣∣∣
ζl!ζl

× exp

{
± 1

2
α′
∑
i,j∈Sr

θiθjθiθj(ξi · ξj)
(ζ i − ζj)

2

}
.

(6.5.83)
With (6.5.83) we have the following addition to table 6.1

Theory φ− φ+ CHY representation Amplitude

EYM φ̃EYM−,n;r φgauge+,n+r Cn PfΨSr Pf
′ψn+r r gravitons, n gluons

Table 6.2: Twisted forms for EYM amplitude and its CHY representation.
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to construct EYM amplitudes involving n gluons and r gravitons as:

AEYM(n; r) = lim
α′!∞

⟨φ̃EYM−,n;r , φ
gauge
+,n+r⟩ω =

∫
M0,n+r

dµn+r

n+r−2∏
k=2

δ(fk) lim
α′!∞

ˆ̃φEYM−,n;r φ̂
gauge
+,n+r

=

∫
M0,n+r

dµn+r

n+r−2∏
k=2

δ(fk) Cn PfΨSr Pf
′ψn+r .

(6.5.84)
Actually, we can go further by looking at other theories, which have similar CHY struc-
tures to EYM amplitude. The first extension originates from paring φ̃EYM−,n;r with other
twisted forms from (6.3.32) and comparing (6.3.23) with the corresponding CHY rep-
resentation [50]. This way it is straightforward to construct amplitudes for generalized
Yang-Mills scalar (gen.YMS) and extended Dirac Born–Infeld theory (ext.DBI) supple-
menting our table 6.1 by the following content:

Theory φ− φ+ CHY representation Amplitude

Generalized Yang-Mills Scalar
(gen.YMS)

φ̃EYM−,n;r φcolor+,n+r CnPfΨSrCn+r
r gluons

n color scalars

Extended Dirac Born-Infeld
(ext.DBI) φ̃EYM−,n;r φscalar+,n+r CnPfΨSr(Pf

′An+r)
2

r gluons
n higher derivative scalars

Table 6.3: Additional theories that can be described through the new twisted form φ̃EYM .

In order to verify table 6.3 we compute the intersection numbers (6.3.8) in the limit
α′ ! ∞ given by using (6.3.23) involving the pairs of twisted forms for gen.YMS and
ext.DBI and compare the results with their corresponding CHY representations. We
discussed the CHY integral of the gen.YMS in (4.3.23) we had

Agen.Y MS(n; r) = lim
α′!∞

⟨φcolor−,n+r, φ̃
EYM
+,n;r ⟩ω =

∫
M0,n+r

dµn+r

n+r−2∏
k=2

δ(fk) lim
α′!∞

φ̂color−,n+r
ˆ̃φEYM+,n;r

=

∫
M0,n+r

dµn+r

n+r−2∏
k=2

δ(fk) Cn PfΨSr Cn+r .

(6.5.85)
Similarly, we had for the Extended Driac Born-Infeld theory, that we introduced in chapter
4, the CHY integrand given in(4.3.26). The amplitude for ext.DBI involving r gluons and
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n scalars can be constructed through the following intersection number

Aext.DBI(n; r) = lim
α′!∞

⟨φscalar−,n+r, φ̃
EYM
+,n;r ⟩ω =

∫
M0,n+r

dµn+r

n+r−2∏
k=2

δ(fk) lim
α′!∞

φ̂scalar−,n+r
ˆ̃φEYM+,n;r ,

=

∫
M0,n+r

dµn+r

n+r−2∏
k=2

δ(fk) Cn PfΨSr (Pf
′An+r)

2 ,

(6.5.86)
which is the CHY representation given in [50]. The double copy structure of BI, DBI, and
ext.DBI theories will be discussed in section 7.4 (resulting in the representations (7.4.130),
(7.4.124), and (7.4.133), respectively).

6.6 Theories with the Einstein–Maxwell form φ̃EM±,n;r

Above we have used the twisted form (6.5.83) of EYM amplitude to compute the in-
tersection number (6.3.23) for the amplitudes of EYM, gen.YMS and ext.DBI theories
which are given in (6.5.84), (4.3.24), and (4.3.28), respectively. While for the latter set
of theories the CHY representations are constructed in [50], their corresponding twisted
forms had not been constructed. Similarly, the twisted form for Einstein-Maxwell (EM)
theory, i.e. Einstein gravity with an U(1)m gauge group, as it arises from compactification
of m dimensions, can be used to construct other amplitudes for theories that interact
with Maxwell theory. One would expect these theories to be defined in some limit of the
Yang-Mills theory. We organize them in the following table 6.4 based on [50].

Theory CHY representation Amplitude

Einstein–Maxwell
(EM) PfXn Pf

′ΨSr:n Pf ′ψn+r

r gravitons
n photons

Dirac Born–Infeld
(DBI) PfXn Pf

′ΨSr:n (Pf ′An+r)
2

r gluons
n color scalars

Yang-Mills scalar
(YMS) PfXn Pf

′ΨSr:n Cn+r
r gluons

n color scalars

Table 6.4: Known theories yet without twisted form description.

The matrix ΨSr:n is similar to the object ΨSr introduced in [2]. The latter is a (2r)×(2r)–
matrix with only those indices included, which refer to the highest spin particles of the
theory under consideration. On the other hand, the object ΨSr:n is a (2r+ n)× (2r+ n)–
matrix with an additional sector contributing to the lower spin particles. More concretely,
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for EM amplitude we have [50]

ΨSr:n =

Aab Aaj (−Ct)ab
Aib Aij (−Ct)aj
Cab Caj Bab

 , (6.6.87)

described by the sets of graviton indices a, b ∈ {1, . . . , r} and the photon (gluon) indices
i, j ∈ {1, . . . , n}. In cases of DBI and YMS amplitudes, we have the sets of gluon indices
a, b ∈ {1, . . . , r} and the scalar indices i, j ∈ {1, . . . , n}. The only common part in the
CHY representation of all three theories is comprised of the Pfaffian PfXn of the n × n
matrix X with matrix elements:

Xab =

{
1

za−zb
a ̸= b ,

0 a = b .
(6.6.88)

This Pfaffian describes a correlator involving an even number of n fermions, i.e.:

⟨ψ(z1) . . . ψ(zn)⟩ = PfXn . (6.6.89)

Therefore, the number n of photons must be even. The twisted form of EM amplitude
can be represented by the following (n+ r)–form:

φ̃EM±,n;r = dµn+r

∫ ∏
i∈Sr

dθidθ̄i
θkθl
zk − zl

exp

{
1

2
α′2

∑
i,j∈{r,n}

(
θi
θ̄i

)t
ΨSr:n

(
θj
θ̄j

)}
× PfXn ,

(6.6.90)
where we have used the Pfaffian in equation (6.6.89). We should emphasize that we did not
construct this twisted form directly from string theory and so it does not contain any α′

corrections (it is exact). One can attempt to produce this twisted form by taking the limit
SU(N)! U(1) of φ̃EYM±,n;r . However, this limit is not possible since the interactions of the
gauge boson are governed by the SU(N) algebra (in particular the structure constant) and
taking this limit is ill-defined. Further, open strings with just U(1) charges will decouple
from the rest of the spectrum [11] and therefore there are no good candidates within critical
string theory. Further investigation on different compactification-spectrums might give
us better candidates to build the twisted form from Maxwell theory which includes string
corrections.

Taking this twisted form φ̃EM±,n;r together with the twisted form for Yang-Mills ampli-
tude, φgauge−,n+r, we can construct the Einstein-Maxwell amplitude

AEM(n; r) = lim
α′!∞

⟨φgauge−,n+r, φ̃
EM
+,n;r⟩ω =

∫
M0,n+r

dµn+r

n+r−2∏
k=2

δ(fk) lim
α′!∞

φ̂gauge−,n+r ˆ̃φEM+,n;r ,

=

∫
M0,n+r

dµn+r

n+r−2∏
k=2

δ(fk) PfXn Pf ′ΨSr:n Pf ′ψn+r ,

(6.6.91)
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involving r gravitons and n photons. Similar constructions can be established for the two
other theories displayed in table 6.4. In total, we have the following pairings of twisted
forms:

Theory φ− φ+ Amplitude

EM φgauge−,n+r φ̃EM+,n;r

r graviton
n photon

DBI φscalar−,n+r φ̃EM+,n;r

r gluons
n color scalars

YMS φcolor−,n+r φ̃EM+,n;r

r gluons
n color scalars

Table 6.5: Theories which can be described by φ̃EM±,n;r.

6.7 New theories involving φ̃bosonic±,r;n

So far, we have discussed the theories involving the new twisted form φ̃EYM±,r;n . In this
section we take a look at φ̃bosonic±,r;n . We should point out that all these theories are new
theories from amplitude considerations and hence we did not put them in the preliminary
chapter 4.

6.7.1 Generalized Weyl scalar

We introduce the so-called generalized Weyl scalar similar to the generalized YM scalar
amplitude (4.3.24). Meaning, we have DF 2 (cf. section 4.3.7) coupled to a scalar theory
in the adjoint representation of the SU(N) gauge group. We set the following Lagrangian
for the theory:

Lgen.DFS =
√
−g

(
m2 R + κ−2

W W 2
µναβ

)
− 1

2
(Dµϕ

aã)2 + λ fabcf ãb̃c̃ ϕaãϕbb̃ϕcc̃ (6.7.92)

Since we know that the Weyl and adjoint scalar theories are associated with functions
W11...1︸ ︷︷ ︸

r

and Cn, respectively. We can pair them by extending the W11...1︸ ︷︷ ︸
r

to W̃11...1︸ ︷︷ ︸
r

by

our embedding5. This means with the paring of our newly constructed twisted form in
(6.4.82) and the color form φcolor±,n+r we can describe this theory. In the α′ ! ∞ limit we
conjecture the corresponding CHY integrand from the twisted intersection (6.3.8):

lim
α′!∞

⟨φ̃bosonic−,n;r , φcolor+,n+r⟩ω ≃ Cn W̃11...1︸ ︷︷ ︸
r

Cn+r . (6.7.93)

5As we say this is a conjecture. However, it is an educated guess since in all previous cases
(e.g. gen.YMS, EYM, etc.) coupling the higher spin theory to a lower spin required the embedded twisted
form of the higher spin theory.
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6.7.2 Weyl-YM

Similarly, to the EYM amplitude we can construct the Weyl-YM theory. Meaning, we
can replace the ”Einstein” part of the theory with Weyl gravity (see section 4.3.10). We
conjecture the following Lagrangian for this theory:

LWYM =
√
−g

(
m2 R + κ−2

W W 2
µναβ

)
− 1

4
F µν aFµν,a , (6.7.94)

For the EYM amplitude we used the open and closed superstring together with the un-
derlying embedding formalism to construct φ̃EYM−,n;r , while φ̃

bosonic
−,n;r is derived from (6.4.43)

involving the open and closed bosonic string. Therefore, we can construct this amplitude
using the limit of the intersection number of φ̃bosonic−,n;r together with φgauge−,n+r we have:

lim
α′!∞

⟨φ̃bosonic−,n;r , φgauge+,n+r⟩ω ≃ Cn W̃11...1︸ ︷︷ ︸
r

ψn+r . (6.7.95)

6.7.3 Weyl3-DF 2

Finally, we finish this chapter with the Weyl3-DF 2 theory. The CHY amplitude of the
Weyl3 theory is given by the W11...1 function (cf. section 4.3.11). As we discussed it is
known from previous work by Mizera [6] that this function can be obtained through the
tensionless (α′ ! ∞) limit of φbosonic−,n;r . In addition, we know that similar to the Weyl3,
the DF 2 amplitude it is given by the same function. Therefore, we plan to construct an
extension of the Weyl3 theory that can be paired with the DF 2 theory. We are going to
use the EYM theory as our guiding tool. In that case, one has the function Pfψn in the
same role as W11...1. If we square the function we obtain gravity (spin-2) theory otherwise
it corresponds to the gauge theory (YM). In comparison, the extension of matrix ψn was
constructed in [20] and was the function PfψSr . Paring it with Pfψn+r produced the EYM
amplitude. This extension in the CHY formulation corresponds to the embedding of the
disk, that we introduced in section 6.4.1, in the twisted form language. Therefore, we
follow the same steps but now with W11...1 ↔ φbosonic−,n;r . We build the embedded version of
the twisted form φbosonic−,n;r in section 6.4.3 and denote it by φ̃bosonic−,n;r . By putting together
the two twisted form φbosonic−,n;r and φ̃bosonic−,n+r we can conjecture the following amplitude for
the Weyl3-DF 2 theory:

lim
α′!∞

⟨φ̃bosonic−,n;r , φbosonic+,n+r ⟩ω ≃ Cn W̃11...1︸ ︷︷ ︸
r

W11...1︸ ︷︷ ︸
n+r

. (6.7.96)

We refrain to give a specific Lagrangian for this theory since the Weyl3 in the context of
CHY formulation given in [21] does not have a Lagrangian formulation yet.



Chapter 7

Double copy and amplitude relations

7.1 Preface

In this chapter, we are going to discuss double copy and amplitude relations both in string
theory and intersection numbers. We first look at the connection between intersection
theory and BCJ-KK amplitude relations [7, 8, 22, 86]. We give a proof for the BCJ-
KK relations from the equivalent classes in twisted cohomology theory. Then, we use
intersection formulation of the amplitude relations to expand the EYM amplitude (that
we found in the previous chapter) in terms of pure Yang-Mills amplitudes [40, 87].

Next, we turn to the double copy of massive states in string theory [3, 4]. Historically,
string theory is the origin of the concept of the double copy construction as we discussed
in section 5.7. The KLT double copy [25] was one of the first works that introduced
the notion (gauge)2 ∼ gravity. However, their work and the subsequent discussions on
this topic were primarily done for massless states (except for attempts involving massive
scalars)[88, 89, 90, 91]. Here, we attempt to produce the massive spin-2 state as described
in bimetric gravity (which we introduced in chapter 4) from string theory, using both the
double copy and non-double copy methods.

We finish the section by making an observation regarding the relation between BCJ
double copy [22, 92, 93, 94, 95, 96] and twisted cohomology. In short, we are going to
claim that the theories, which can be BCJ double copied, are the ones that have φcolor± in
their twisted representation. We are going to support this claim by looking at different
examples as well as showing that for any two such theories, the resulting double copy has
a KLT matrix representation.

7.2 Amplitude relations from intersection theory

7.2.1 BCJ-KK amplitude relations

The BCJ-KK amplitude relations are the set of relations among gauge amplitudes that
relate different color ordered subamplitudes to each other [8, 19, 86]. The starting point
is the fact that all tree level gauge amplitudes can be written as the following sum of color
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ordered subamplitudes:

AYM(n) =
∑
τ

nτcτ∏
t p

2
t

=
∑
τ

cτA(στ ) , (7.2.1)

where τ is the set of all tree graphs that have only cubic vertices with n external legs
(there are (2n−5)!! such graphs) with the set of internal legs t. The A(στ )s are the colored
order amplitudes with respect to the ordering of the graph στ . The cτ s are color factors
associated with each cubic vertex operator (which is given by the structure constant of the
gauge group) and nτ s are the corresponding kinematic numerators of the amplitude. The
very first non-trivial relation (aside from cyclic symmetry and reversal) was the photon
decoupling which was generalized by Kleiss and Kuijf (KK relations) as [86]:

• Photon decoupling: ∑
σ∈cyclic

A(1, σ(2, 3, 4, ..., n)) = 0 .
(7.2.2)

• KK relations:

A(1, {α}, n, {β}) = (−1)|β|
∑

σi∈OP({α},{β}T )

A(1, {σi}, n, ) . (7.2.3)

where OP({α}, {β}T ) stands for ordered permutation of the set α and the transposed of
the set β.

The next set of relations among the color ordered amplitudes came as the consequence
of color algebra. The important structure among the cτ s is that they can be grouped into
triplets (i, j, k), which are associated to the s,t and u channels leg orderings, that satisfy
the Jacobi identity:

ci + cj + ck = 0. (7.2.4)

This gave rise to the so-called color kinematic duality. It states that for every triplet
(i, j, k) graphs of tree level amplitudes whose color factors satisfy the Jacobi relations there
exists a set of numerators ni,nj and nk of those amplitudes (up to gauge transformation)
that satisfy the same Jacobi relations meaning:

ci + cj + ck = 0 ↔ ni + nj + nk = 0 . (7.2.5)

Since the color ordered amplitudes A(στ ) are functions of the nis the above identity
imposes relations among associated color ordered amplitudes. These are known as the
BCJ relations and can have the following representation:

n−1∑
i=1

p1 · (p2 + p3 + ...+ pi)A(2, , 3, ..., i, 1, i+ 1, ..., n) = 0 . (7.2.6)

These sets of relations will exhaust a basis for the color ordered amplitudes. Starting
with n! possible permutations, after implementing the BCJ-KK relations we obtain the
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(n − 3)! basis. Although every theory that exhibits the color kinematic duality (7.2.5)
will have a BCJ-KK basis (i.e. the color ordered subamplitudes will obey the BCJ-KK
relations) [22, 19] the converse has not yet been proven but highly motivated. Meaning a
gauge theory whose color ordered subamplitudes will obey the BCJ-KK relations would
exhibit color kinematic duality. These relations were proven in string theory in [97] and
[98] through string monodromy relations. There also works discussing these relation on
the loop level (i.e. world-sheets with genus bigger than zero [99],[100],[101])

7.2.2 Amplitude relations in intersection theory

It has been discussed in [5] that the fundamental KK and BCJ relations, in the language
of twisted cohomology, may be understood as the equivalence class relation associated
with the derivative (exact twisted form) of the color form φcolor±,n−1 i.e.:

[φn +∇ωφ
color
n−1 ] = [φn] ⇒ (d± dω∧)φcolor±;n−1 ∼ 0 ∈ Hn−3

ω . (7.2.7)

Recall, that we are using both notations φcolor and PT (1, 2, . . . , n) for the color form
interchangeably. To derive amplitude relations in intersection theory we first note that
dω corresponds to the scattering equations (4.2.1), i.e.:

dω =
n−2∑
i=2

Si dzi , with: Si =
n−2∑
j ̸=i

sij
zij

. (7.2.8)

Secondly, to simplify the calculation we introduce the insertion function Ins(i)jks:

Ins(i)j,k :=
zjk
zjizik

, (7.2.9)

which acts on the color form PT (1, . . . , n) as operator:

Ins(i)j,k PT (1, 2, 3, . . . , j, k, ..., n) = PT (1, 2, 3, . . . , j, i, k, ..., n) . (7.2.10)

Therefore, by using momentum conservation and performing some rearrangements we can
write Si in terms of Ins(i)j,k as

Si =
n−2∑
j ̸=i

x(i)j Ins(i)j,j+1 , (7.2.11)

where x(i)j is defined as:

x(i)j = pi ·
j∑

k=2

pk . (7.2.12)

Now, by using φcolor±;n−1 = PT (1, 2, . . . , n − 1) and dφcolor±;n−1 = 0 we rewrite (7.2.7) in the
following way:

Φ := (d± dω∧) φcolor±;n−1 = ±(dω∧) φcolor±;n−1

= (dω
∣∣
dzn

∧)φcolor±;n−1 = (Sndzn∧)φcolor±;n−1 ≃ 0 ∈ Hn−3
ω .

(7.2.13)
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Above dω|dzn projects onto the one–form part dzn of dω. Eventually, from (7.2.13) we
deduce the following relation

n−2∑
j ̸=n

x(n)j Ins(n)j,j+1PT (1, 2, 3, ..., n− 1) =
n−2∑
j ̸=n

x(n)j PT (1, 2, 3, .., j, n, j+1..., n− 1) = 0,

(7.2.14)
which assumes the form of a BCJ relation. To produce the BCJ relations for YM ampli-
tudes we shall calculate the fowling intersection number

⟨φgauge−,n ,Φ⟩ω = ⟨φgauge−,n , (Sndzn∧)φcolor±;n−1⟩ω

= ⟨φgauge−,n ,

n−2∑
j ̸=n

x(n)jPT (1, 2, 3, .., j, n, j + 1..., n− 1)⟩ω

=
n−2∑
j ̸=n

x(n)j ⟨φgauge−,n , PT (1, 2, 3, .., j, n, j + 1..., n− 1)⟩ω︸ ︷︷ ︸
AY M (1,2,3,..,j,n,j+1...,n−1)

= 0 ,

(7.2.15)

from which the BCJ relation for YM amplitudes follows:

n−2∑
j ̸=n

x(n)j AYM(1, 2, 3, .., j, n, j + 1..., n− 1) = 0 . (7.2.16)

On the other hand, for the KK relations we start at the n+ 1–form

φcolor±,n+1(σl) := PT (1, 2, ..., l, p, l + 1, ...., n) ,

with n+1 legs. One additional leg denoted by p ≡ n+1 is appended such that there are
in total n+ 1 legs. Furthermore σl denotes the particular ordering of those n+ 1 legs as:
σl ↔ (1, 2, ..., l, p, l + 1, ...., n). As a consequence of the KK relations for PT factors, we
have the identity:

n∑
l=1

φcolor±,n+1(σl) =
n∑
l=1

PT (1, 2, . . . , l, p, l + 1, ...., n) = 0 . (7.2.17)

Inserting (7.2.17) into the intersection number (6.3.8) appended by φgauge−,n+1 yields

⟨φgauge−,n+1,
n∑
l=1

φcolor+,n+1(σl)⟩ω =
n∑
l=1

⟨φgauge−,n+1, φ
color
+,n+1(σl)⟩ω = 0 , (7.2.18)

from which, the KK relation for YM amplitudes of generic helicity configurations follows:

n∑
l=1

AYM(1, 2, . . . , l, p, l + 1, ...., n) = 0 . (7.2.19)
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7.2.3 Expansion of EYM amplitude

From chapter 3, we know that any intersection number (6.3.8) may be expanded w.r.t.,a

orthonormal basis of n–forms
(n−3)!⋃
a=1

{Φ+,a} ∈ Hn−3
+ω . Generally, together with the dual

basis
(n−3)!⋃
b=1

{Φ∨
−,b} ∈ Hn−3

−ω with the intersection matrix as: (see proposition (3.3.4))

⟨Φ+,a,Φ
∨
−,b⟩ω = δab . (7.2.20)

We have the following expansion of twisted n–forms φ1
+, φ

2
−

φ1
+ =

(n−3)!∑
a=1

⟨Φ∨
−,a, φ+⟩ω Φ+,a , (7.2.21)

φ2
− =

(n−3)!∑
b=1

⟨φ−,Φ+,b⟩ω Φ∨
−,b , (7.2.22)

respectively, for the case of Φ+,a = PT (a) leading to the following expansion of the
intersection number:

⟨φ1
+, φ

2
−⟩ =

(m−3)!∑
a=1

⟨PT∨(a), φ1
+⟩ω ⟨φ2

−, PT (a)⟩ω . (7.2.23)

Choosing φ1
+ = φ̃EYM+,n;r , φ

2
− = φEYM−,n;r = φgauge−,n+r the orthogonal decomposition (7.2.23)

can be used to express EYM amplitudes in terms of a linear combination of (a basis)
m := n+ r–point YM subamplitudes [2]:

AEYM(n; r) = lim
α′!∞

(m−3)!∑
a=1

⟨PT∨(a), φ̃EYM+,n;r ⟩ω AYM(a) . (7.2.24)

In addition, we may use BCJ–KK relations for further simplifications of AYM(a).

To determine the expansion coefficients ⟨PT∨(a), φ̃EYM+,n;r ⟩ω in (7.2.24) we exemplify the
one graviton case r = 1. We label the momentum of this one graviton by p ≡ n+1. From
[2] we have for the EYM twisted form φ̃EYMn;1

lim
α′!∞

φ̃EYMn;1 = dµn+1 PT (1, . . . , n)
n−1∑
l=1

(εp · xl)
zl,l+1

zl,pzp,l+1

= dµn+1

n−1∑
l=1

(εp · xl) PT (1, 2, ..., l, p, l + 1, ..., n) ,

(7.2.25)
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with the definition xµl =
l∑

j=1

kµj . Inserting (7.2.25) into (7.2.24) yields:

AEYM(n; 1) = lim
α′!∞

∑
α∈Sn−3

⟨PT∨(α), φ̃EYMn;1 ⟩ AYM(α)

=
∑

α∈Sn−3

n−1∑
l=1

(εp · xl) ⟨PT∨(α), PT (1, 2, ..., l, p, l + 1, ..., n)⟩ω AYM(α) .

(7.2.26)

Notice, that above the α′–dependence (i.e. string scale not to be mistaken with the order-
ing) has dropped. Now we can use the orthonormality condition (7.2.20), i.e.

⟨PT∨(α), PT (β)⟩ω = δα,β , (7.2.27)

to label the ordering of PT (1, 2, ..., l, p, l + 1, ..., n) by σl and (7.2.26) becomes

AEYM(n; 1) =
∑

α∈Sn−3

n−1∑
l=1

(εp · xl) ⟨PT∨(α), PT (σl)⟩ω AYM(α) .

=
∑

α∈Sn−3

n−1∑
l=1

(εp · xl) δα,σl AYM(α)

=
n−1∑
l=1

(εp · xl) AYM(1, 2, ..., l, p, l + 1, ..., n) ,

(7.2.28)

This is the expansion of the EYM amplitude involving 1 graviton and n gluons in terms
of color ordered subamplitudes of n + 1 pure gluons, which was first calculated in [102].
Next, let us also evaluate the coefficients ⟨PT∨(a), φ̃EYM+,n;r ⟩ω in (7.2.24) for the two graviton

case r = 2. Again, the starting point is the twisted form φ̃EYMn;2 for the EYM amplitude
given in [2]

lim
α′!∞

φ̃EYM±,n;2 = dµn+2 PT (1, 2, 3, ..., n)

∫ ∏
i∈S2

dθidθ̄i exp

{
1

2
α′2

∑
i,j∈S2

(
θi
θ̄i

)t
ΨS2

(
θj
θ̄j

)}∣∣∣∣∣
ζl!ζl

= dµn+2 PT (1, 2, 3, ..., n) Pf
′Ψ2 , (7.2.29)

with S2 = {n+2, n+4}. To compute the coefficient ⟨PT∨
a , φ̃

EYM
n;2 ⟩ of the decomposition

(7.2.24) we expand the twisted form (7.2.29) in terms of a PT basis (for a derivation we
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refer to 7.3.78). We have:

lim
α′!∞

φ̃EYMn;2 =

dµn+2

{
n−1∑
k≥l=1

(εq · xl)(εp · xk)PT (1, 2, ..., l, p, l + 1, ...k, q, k + 1, ..., n) + (p↔ q)

−
n−1∑
l=1

(εp · q)(εq · xl)
l−1∑
j=2

PT (1, j − 1, q, j, ...l − 1, p, l, ..., n) + (p↔ q)

− 1

2

n−1∑
l=1

(εp · εq)sp,l
l∑

j=2

PT (1, j − 1, q, p, j, ..., l, ..., n) + (p↔ q)

}
.

(7.2.30)

Now we proceed similar to the one graviton case and insert (7.2.30) into (7.2.24) and
apply the orthonormality condition (7.2.27) to get:

AEYM(n; 2) = lim
α′!∞

(n−3)!∑
a=1

⟨PT∨(a), φ̃EYMn;2 ⟩ AYM(a)

=
n−1∑
k≥l=1

(εq · xl)(εp · xk)AYM(1, 2, ..., l, p, l + 1, ...k, q, k + 1, ..., n) + (p↔ q)

−
n−1∑
l=1

(εp · q)(εq · xl)
l−1∑
j=2

AYM(1, j − 1, q, j, ...l − 1, p, l, ..., n) + (p↔ q)

− 1

2

n−1∑
l=1

(εp · εq)sp,l
l∑

j=2

AYM(1, j − 1, q, p, j, ..., l, ..., n) + (p↔ q) .

(7.2.31)

This result provides the expansion of the EYM amplitude involving n gluons and two
gravitons in terms of pure YM n + 2–point subamplitudes. The expression (7.2.31) has
been already given in [103] using the expansion of CHY integrand, while here we applied
twisted intersection theory to derive it.

7.3 Massive spin-2 double copy from string theory

For the past fifty years string scattering amplitudes have been used for various purposes.
We have discussed in the previous chapters the two main ones. The effective actions
through the low energy limit of string theory and double copy structure between massless
gauge and gravity theories (KLT). In this section, we are going to make use of both.
We try to answer whether or not the full bimetric gravity (cf. subsection 7.4.3) can be
produced as an effective action of a string amplitudes. In addition, using the string
amplitudes, we try to construct a double copy for this theory. The latter is more nuanced
since it would involve a double copy description for a massive spin-2 state. Recently,
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there have been attempts to construct such a double copy through field theory ansatz
[90, 104, 105] mainly using the massive vector field (Proca Yang-Mills) and double copy
of it’s amplitudes. However, these either failed or broke down at the level of higher point
tree level amplitude.

Our aim is now to use string theory states to: First, produce the bimetric action in
the mass eigenstate (or a limit of it) through string states. Second, using the double copy
of string amplitudes we try to construct bimetric gravity as a double copy. Looking at the
spectrum of the NS sector that we constructed in the section 5.5.4 we have two possible
candidates:

• Open string: It is the first massive level of the open string state given in the last
row of table 5.2. We refer to it as the boundary state

• Closed string: The closed string state is constructed as the tensor product of two
open strings in the first mass level.

So far, we have avoided string compactifications. However, in order to make contact
with the results of bimetric gravity we need to reduce (i.e. compactify) the dimension of
spacetime from 10 (or 26 for bosonic string) to 4-dimensions. This is a very vast and
deep topic and here we are going to state the results and explain the consequence of the
compactification procedure. There are many good references such as [10, 11, 12, 106, 107]
we refer the reader to them for details.

7.3.1 Compactification to four dimensions

The goal of compactification in string theory is to reduce the number of dimensions
from 10 (or 26 in the bosonic string) to four dimensions. So that the resulting effective
actions are comparable with our visible universe. The geometrical picture is to take the 10
dimensional spacetime manifold and wrap six dimensions around a compactifying manifold
and then take the size of that manifold to be small. The means that the spacetime and
its isometries break into a product manifold structure. We have the following structure:

R1,9 ! R1,3 ⊗M6 ,

SO(1, 9) 7! SO(1, 3)⊗G ,
(7.3.32)

where M6 is the internal manifold and the group G is the symmetry associated with
it. Having established this structure the spacetime fields of our theory (∂Xα, ψα) will
decompose into internal and external parts as:

∂Xα = (∂Xµ, ∂ZM) ,

ψα = (ψµ,ΨM) ,

α = 0, 1, 2, ..., 9 , µ = 0, 1, 2, 3 , M = 4, 5, ..., 9.

(7.3.33)

In the above decompositions the fields (∂ZM ,ΨM) and (∂Xµ, ψµ) are the internal and
external fields, respectively. Given the fact that we have a product space, the correlators
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will take the following form:

⟨Xµ(zi)X
ν(zj)⟩ = −2α′ηµν ln(zi − zj), ⟨ψµ(zi)ψν(zj)⟩ =

ηµν

(zi − zj)
,

⟨Xµ(zi)Z
N(zj)⟩ = 0, ⟨ψµ(zi)ΨN(zj)⟩ = 0 ,

⟨ZM(zi)Z
N(zj)⟩ = −2α′δMN ln(zi − zj), ⟨ΨM(zi)Ψ

N(zj)⟩ =
δMN

(zi − zj)
.

(7.3.34)

We can see that, because of the product space structure (7.3.32), there are no contractions
between internal and external fields. Now we turn to the CFT operators and how they
are modified under compactification. First, we have to note that the field content of the
compactify theory which in this case is a superconformal field theory, contains more than
than just internal and external matter fields. Because, depending on the internal manifold
M6, by compactifying, the SUSY supercurrent will also separate into external and internal
spin fields ΣI which in turn might break or enhance the spacetime supersymmetry. We
will discuss the following cases with different supersymmetry:

• N = 4: This is the case for compactifying on a six-dimensional torusM6 = T 6 which
is the maximally supersymmetric case (enhancement). The internal symmetry group
in this case will be G = SO(6) = SU(4) with the Lie algebra: g = so(6)× u(1)6.

• N = 2: This amount of SUSY can be achieved through internal manifolds like
M6 = K3 × T 2 orientifold with D5/D9 branes. The internal symmetry group is
G = SU(2) and the Lie algebra g = su(2)× u(1).

• N = 1: This theory can be constructed with the Calabi-Yau orientfold D3/D7 or
D5/D9 . The internal symmetry group is G = U(1) and the Lie algebra g = u(1).

From the point of view of the four dimensional physics the internal supercurrents ΣI pro-
duce Kac-Moody currents J IJ (I and J are the supersymmetry indices) with conformal
dimension one which are now physical. The OPE of these currents for extended SUSY
(i.e.N = 2, 4) are:

ΣI(z)Σ
J
(w) = δIJ

(z−w)3/4 I+ (z − w)1/4 J IJ(w) + . . . ,

ΣI(z)ΣJ(w) ∼ (z − w)1/4 ψIJ(w) ,
(7.3.35)

where I is the identity matrix and ψIJ(w) conformal weight 1
2
field. For N = 1 we have

enhancement to N = 2 due to the current J and the two corresponding spin fields Σ±(z)
are associated to the opposite U(1) charges defined as:

Σ±(z)Σ
∓
(w) = 1

(z−w)3/4 I±
√
3
2
(z − w)1/4 J (w) + . . . . (7.3.36)

We should point out that in the case of compactification, it is not always possible to express
the current J IJ as a function of (internal or external) world sheet fields. This is not an
issue, since for a field in a conformal field theory we only require the conformal weight and
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OPEs with other fields, which we do have for J IJ currents. Each of these currents J ⋆ is
going to be charged under the internal symmetry associated to the compactification and
their contractions are governed by the algebra of the Lie group of the internal symmetry.
Hence, we can separate the abelian and non-abelian cases:

• Abelian U(1) case: This is the case for N = 1 SUSY where the R-symmetry is U(1).
So the algebra of the Kac-Moody current g = u(1). The contraction then will be:

⟨J (zi)J (zj)⟩ =
1

(zi − zj)2
, ⟨J (zi)J (zj)J (zk)⟩ ∼ 0 . (7.3.37)

The current J can be written in terms of a free boson CFT H(z) as:

J (z) = i∂H(z), Σ(z) = eiqH(z), O(z) = ei
√
3H ,

⟨H(z)H(w)⟩ = ln(z − w) .
(7.3.38)

• Non-abelian G = SU(2): This is the case for extended N = 2 SUSY where the
R-symmetry is SU(2). So the algebra of the Kac-Moody currents is the following

N = 2 ⇒ g = su(2)× u(1) . (7.3.39)

There are two currents one J associated to the U(1) and a SU(2) in the triplet
representation J A with the contractions:

J A(z1)J B(z2) ∼
δAB

z212
+
i
√
2 εABC

z12
J C(z2) ,

⟨J A(z1)J B(z2)J C(z3)⟩ =
εABC

z12z13z23
.

(7.3.40)

the εABC is the structure constant of the su(2) Lie algebra. In the same fashion as
the previous case, we can construct both currents J and J 3 as:

J (z) = i∂Hs(z), J 3 = i∂H3(z) ,

⟨H(z)H(w)⟩ = ln(z − w) .
(7.3.41)

where Hs(z) and H3(z) are two decoupled free scalar CFTs with the same OPE as
H(z).

• Non-abelian G = SU(4): This is the case for extended N = 4 SUSY where the
R-symmetry is SU(4). We can write the current JMN(z) in terms of the world
sheet fields as:

JMN(z) =
1√
2
ΨMΨN(z) , JM(z) = ∂ZM(z) . (7.3.42)
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where ΨM and ∂ZM(z) are the internal fields of ψα(z) and ∂Xµ(z) respectively. So
the algebra of the Kac-Moody currents will be:

N = 4 ⇒ g = su(4)× u(1) = su(6)× u(1)6 , (7.3.43)

and for the current JMN(z) the OPEs are given by:

JMN(z1)J KL(z2) ∼
δ
[K
M δ

L]
N

z212
+

2
√
2

z12
δ
[K
(MJ L]

N)(z2) ,

⟨JMN(z1)JKL(z2)J PR(z3)⟩ =
√
2

z12z13z23

[
δN[Kδ

[P
L] δ

R]M − δN [P δ
R]
[Kδ

M
L]

]
.

(7.3.44)

So, for each case of supersymmetry we have the current and the algebra needed to calculate
the contractions.

Internal energy-momentum tensor

We need one more ingredient to be able to calculate vertex operators in a compactified
string. That is the internal fermionic energy-momentum tensor. As we showed in (5.5.88)
the picture changing operator is constructed out of the fermionic energy-momentum tensor
TF . So in order to be able to change the picture of the vertex operators, for the calculation
of amplitudes, we need to know the structure of TF in different compactifications as well
as its OPE with internal fields1. We have for our different cases the following:

• N = 1: The internal spin fields of SUSY charges are Σ+ and Σ− associated to the
current J (z) of the U(1) R-symmetry. Therefore, the internal fermionic energy-
momentum tensor is constructed separately in the same way with the opposite U(1)
charges:

TF,int =
1

2
(T+

F,int + T−
F,int) , (7.3.45)

and together with the OPE:

J (z)T±
F,int(w) = ± 1√

3

T±
F,int(w)

(z − w)
+ J (w)T±

F,int(w) + ... . (7.3.46)

• N = 2: Given the two currents of the N = 2 case namely J and J A, which are
decoupled, the internal energy-momentum tensor of the N = 2 is also a sum of two
decoupled energy-momentum tensors associated with each internal CFT:

TF,int = T c=3
F,int + T c=6

F,int , (7.3.47)

1There are no mixed contraction with internal and external fields therefore we only need OPEs with
internal fields
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T c=3
F,int is associated to the CFT of the U(1) current (the Hs(z) CFT) and it can be

written in terms of the bosonic field Hs and the internal complex boson ZM field
as:

T c=3
F,int =

1

2
√
2α′

(i∂Ze−Hs + i∂Z̄eHs) . (7.3.48)

The other energy-momentum tensor T c=6
F,int is a doublet under SU(2) and has two

components of opposite charge ± 1√
2
under J 3 and can be written as:

T c=6
F,int =

1√
2

2∑
i=1

λi(z)gi(z) , (7.3.49)

where λi and gi are two conformal fields with conformal weights 1
4
and 5

4
, respectively.

We have the following OPEs:

T c=3
F,int(z)T

c=6
F,int(w) ∼ regular ,

gi(z)J A(w) ∼ regular ,

gi(z)λ
i(w) ∼ regular ,

λi(z)J A(w) =
(τA)i j√
2(z − w)

λj(w)− 1√
2
(τA)i j ∂λ

j(w) + . . . .

(7.3.50)

In the last line, we have the Pauli matrices τAs.

• N = 4: For this case we could write the current JMN and JM in terms of internal
fields ΨM and ∂ZM (with no need of bosonization). The internal energy-momentum
tensor then is given by:

TF,int =
i

2
√
2α′

6∑
M=1

ΨM∂ZM , (7.3.51)

and the OPE:

JMN(z)TF,int(w) =
1

2
√
α′

1

z − w
Ψ[M∂ZN ](w) + ... ,

JM(z)TF,int(w) =
2α′

(z − w)2
ΨM + ... .

(7.3.52)

7.3.2 Spectrum of compactified string

Now, that we have the internal energy-momentum tensors we need to look at the spectrum
of the superstring after compactification and choose our candidates for bimetric gravity.
As we discussed in chapter 4 the bimetric gravity in the mass eigenstate is the interact-
ing theory of massive and massless spin-2 fields. Therefore, we need a massless spin-2
(i.e. graviton) and a massive spin-2 states in the compactified superstring spectrum. We
do not need to look further than the first massive level of NS open string which includes,



7.3 Massive spin-2 double copy from string theory 161

after compactification, a massive spin-1 and a massive spin-2 states. For the massive
spin-2 candidate both massive spin-1 and spin-2 states are useful. We can use the former
and implement the KLT double copy to create a massive spin-2 closed string state and
the latter as the direct candidate for the bimetric massive spin-2. We should point out
that there are infinitely many massive spin-1 and spin-2 states in the string spectrum
[10, 11, 12]. However, we chose the lightest levels to probe and so we have the following
spectrum for the compactified superstring [76, 77]:

• level 0: It always contains a single massless vector multiplet, whose structure is as
follows

N = 1 : (1, 1/2) , 2B + 2F , (7.3.53a)

N = 2 :
(
1, 2(1/2), 2(0)

)
, 4B + 4F , (7.3.53b)

N = 4 :
(
1, 4(1/2), 6(0)

)
, 8B + 8F , (7.3.53c)

So the massless candidate is straightforward: We have only one choice for each
SUSY (the first vector state in the multiplet). It has the same universal vertex
operator for all compactifications as:

V 0
o (z, ε, q) = goT

a

√
2

α′ εµ

(
i∂Xµ − 2α′(q · ψ)ψµ(z)

)
eiqX(z) ,

V (−1)
c (z, ε, q) = go T

aεµ e
−ϕ(z)ψµ(z) eiq·X(z,z̄) ,

q2 = 0, qµ · εµ = 0 .

(7.3.54)

Since the picture zero vertex operator does not depend on the internal fields and
currents, it only contracts with the external TF and hence picture (−1) vertex
operator has the same structure as the non-compact case.

• level 1: It always contains one massive spin-2 multiplet, whose structure is per case
as follows

N = 1 :
(
2, 2(3/2), 1

)
, 8B + 8F , (7.3.55a)

N = 2 :
(
2, 4(3/2), 6(1), 4(1/2), 0

)
, 24B + 24F , (7.3.55b)

N = 4 :
(
2, 8(3/2), 27(1), 48(1/2), 42(0)

)
, 128B + 128F , (7.3.55c)

Therefore, for the massive candidate we have two choices: First, we have the spin-2 states
in the multiplet (the spin-2 state at top of the each multiplet) which like graviton state
has the following universal, independent of internal fields, form:

V
(−1)
B (z, B, p) =

go
(2α′)1/2

T a e−ϕ(z)Bmn i∂X
m(z)ψn(z) eipX(z) ,

V
(0)
B (z, α, k) =

go
(2α′)

T a Bµν

[
i∂Xµ(z)∂Xν(z)− 2iα′∂ψµ(z)ψν(z) ,

+2α′ (kψ)(z)ψν(z)∂Xµ(z)
]
eikX(z) ,

p2 = − 1

α′ , B[mn] = 0 , pmBmn = 0 , Bm
m = 0 .

(7.3.56)



162 7. Double copy and amplitude relations

Second, we have the vector spin-1 states in the multiplets that can be KLT double copied
into massive closed string spin-2 states. They have the following vertex operators:

For N = 1 :

V
(−1)
A (z, a, p) = go

√
α′

6
T a e−ϕ(z) aµ ψ

µ(z)J (z) eipX(z) , (7.3.57a)

V
(0)
A (z, a, p) = go T

aaµ

{
i

2
√
α′

[
i∂Xµ(z) + 2α′ (p · ψ)ψµ(z)

]
J (z) , (7.3.57b)

+ ψµ
[
T+
F,int − T−

F,int

]}
eipX(z) .

p2 = − 1

α′ , p · a = 0 . (7.3.57c)

For N = 2 :

V
(−1)
A (z, a, p) = go

√
α′

6
T a e−ϕ(z) aAµ ψ

µ(z)J A(z) eipX(z) (7.3.58a)

V
(0)
A (z, a, p) = go T

aaAµ

{
i√
2α′

[
i∂Xµ(z) + 2α′ (p · ψ)ψµ(z)

]
J A(z) (7.3.58b)

+ ψµ gi (τ
A)i j λ

j

}
eipX(z) .

p2 = − 1

α′ , p · aA = 0 . (7.3.58c)

For N = 4 :

V
(−1)
A (z, a, p) = go

√
α′

6
T a e−ϕ(z) aMN

µ ψµ(z)JMN(z) eipX(z) , (7.3.59a)

V
(0)
A (z, a, p) = go T

aaMN
µ

{
i√
2

[
i∂Xµ(z) + 2α′ (p · ψ)ψµ(z)

]
JMN(z) , (7.3.59b)

+ ψµΨ[M∂ZN ]

}
eipX(z) .

p2 = − 1

α′ , p · aMN = 0 . (7.3.59c)

The calculation of picture changing is given in appendix C.3, where we look at the open
spin states. For closed strings, we are going to explain later, we use the double copy of
the open string vertex operator.
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7.3.3 Open string spin-2 state

Our first candidate is the massive spin-2 from the open superstring, together with the
massless graviton which is the standard NS-NS closed string graviton. For the massive
and the massless states, we have the vertex operators given in (7.3.56) and (7.3.54),
respectively. We use these states and calculate the following amplitudes:

• three point scattering of massive spin-2 A(MMM).

• two massive and one massless spin-2 scattering A(MMG).

Since these two amplitudes involve both open and closed strings, we need to define the
D-brane configuration of the open strings. We set a spacetime-filling brane with the D
matrix defined as:

Dµ
ν = δµν , Dµν = Dµ

λg
λν = gµν , (Dq)µ = qµ , µ, ν = 0, . . . , 3 , (7.3.60)

and the following kinematics (cf. 5.2.1):

open string: (k1, k2) ,

Closes string: (
1

2
q,

1

2
q̄) = (

1

2
q,

1

2
Dq) ,

Momentum conservation (k1 + k2 + q||) = 0 .

(7.3.61)

The first amplitude is the scattering of three massive spin-2 states. The Riemann surface
is the disk with the three open string states inserted on the boundary of it.

Aopen(3, 0) =

∫
M0,3

3∏
l=1

dxl
SL(2,R)

δghost e−λCmatter
D2

〈
3∏

k=1

: Vk(xl, kl) :

〉
D2

=

∫
M0,3

3∏
l=1

dxl
SL(2,R)

e−λCg
D2
Cmatter
D2

⟨c(x1)c(x2)c(x3)⟩D2〈
: V−1(x1, k1) :: V−1(x2, k2) :: V0(x3, k3) :

〉
D2

,

=
1

α′go
⟨c(x1)c(x2)c(x3)⟩D2

〈
: V−1(x1, k1) :: V−1(x2, k2) :: V0(x3, k3) :

〉
D2

,

(7.3.62)

with the momentum conservation and massive on-shell condition:

k1 + k2 + k3 = 0, k2i = − 1

α′ . (7.3.63)
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Plugging vertex operators back in:

Aopen(3, 0) =
go√
α′
(x12x23x31)

〈
: T a e−ϕ(x1) α1

µν i∂X
µ(x1)ψ

ν(x2) e
ik1X(x1) :

: T b e−ϕ(x2) α2
µν i∂X

µ(x2)ψ
ν(x2) e

ik2X(x2) :: T cα3
µν

[
i∂Xµ(x3)∂X

ν(x3)

− 2iα′∂ψµ(x3)ψ
ν(x3) + 2α′ (k3ψ)(x3)ψ

ν(x3)∂X
µ(x3)

]
eik3X(x3)

〉
D2

.

(7.3.64)

We can remove the integration by fixing the three points with the conformal killing group
and after performing the Wick contractions we see that all the coordinate dependence
drops out. We obtain:

A(3, 0) = go
4α′3Tr(T

a1{T a2 , T a3})
{
3 (2α′)2Tr(α1 · α2 · α3) + (2α′)3×[

(k1 · α2 · k1)(α3 · α1) + (k2 · α3 · k2)(α2 · α1) + (k3 · α1 · k3)(α2 · α3)

+3 k1 · α2 · α1 · α3 · k2 + 3 k2 · α3 · α2 · α1 · k3 + 3 k3 · α1 · α3 · α2 · k1
]

+(2α′)4
[
(k1 · α2 · k1)(k2 · α3 · α1 · k3) + (k2 · α3 · k2)(k3 · α1 · α2 · k1)

+(k3 · α1 · k3)(k1 · α2 · α3 · k2)
]}

.

(7.3.65)
As we can observe this amplitude is exact in the orders of α′. The next amplitude will be
the mixed amplitude of two massive and one massles spin-2 i.e. two open and one closed
strings. Therefore, the interaction world–sheet is a punctured disk with open strings on
the boundary and the closed string in the bulk (figure 7.1):

A(2; 1) =

∫
dx1dx2d

2z3
SL(2,R)

δghost e
−λ CgD2

〈
V (−1)
o (α1, k1, x1)V

(−1)
o (α2, k2, x2)V

(0,0)
c (εq, q, z3, z̄3)

〉
D2

=
g2ogc
α′ CD2αµ1ν1αµ2ν2εαβ

∫
dx1dx2d

2z3
SL(2,R)

(x1 − z)(x1 − z)(z − z)

×

〈
T a e−ϕ(x1) i∂Xµ1(x1)ψ

ν1(x1) e
ik1X(x1) T b e−ϕ(x2) i∂Xµ2(x2)ψ

ν2(x2) e
ik2X(x2)

×
[
i∂Xα(z̄3) +

α′

2
(Dqψ)ψ

α
(z3)

][
i∂Xβ(z3) +

α′

2
(qψ)ψβ(z3)

]
eiqX(z3,z3)

〉
D2

.

(7.3.66)

We can see that fixing the conformal killing group by quotienting the volume SL(2,R)
is not going cancel the integral completely. In particular, we can do the following fixing:

(x1, x2, z, z̄) 7! (x,−x, i,−i) , (7.3.67)
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Figure 7.1: Scattering of one closed string from two open strings on a brane

where we have fixed the three real values consisting of two real numbers in z (real and
imaginary part of z) and the sum of the position of two open strings x2 = −x1. With this
fixing, the ghost factor δghost and the Koba-Nielsen will have the following form:

⟨c(x1)c(z)c̃(z)⟩ = (x1 − z)(x1 − z)(z − z) = 2i(x− i)(x+ i) .

KN(2,1) = 4s+1 |x|s+2(x2 + 1)−s .
(7.3.68)

Although it is a three point amplitude the closed string acts as two open strings with left
and write momenta (q, q̃) acting as two momenta. Therefore, we can define the 4-point-like
the Mandelstam variables:

s ≡ α′(k1 + k2)
2 = −2 + 2α′k1k2 = −2α′ k1 · q ,

t ≡ α′(k1 + k3)
2 = −1 + α′k1q ,

u ≡ α′(k1 + k4)
2 = −1 + α′k1Dq ,

(7.3.69)

where we have defined:

kµ3 ≡ qµ

2
, kµ4 ≡ (Dq)µ

2
. (7.3.70)

Now we can do the tedious task of performing the Wick contractions. For the details see
C.1.1. We can regroup the amplitude in the following way:

A(2, 1) =
gc
α′2 Tr

(
T aT b

) 4∑
i=1

Ai , (7.3.71)
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where

A1 = 4s α1
κλα

2
ρσεµν

∞∫
−∞

dx |x|s+2(x2 + 1)−s (x−i)(x+i)
2x

{
Θµνκλρσ

(x−i)4(x+i) +
Λµνκλρσ

(x−i)(x+i)4

+ Ξµνκλρσ

(x−i)3(x+i)2 +
Σµνκλρσ

(x−i)2(x+i)3 −
i
2
Γµνκλρσ

(x−i)4 − i
2
∆µνκλρσ

(x+i)4
− i

2
Φµνκλρσ

(x−i)3(x+i)

− i
2

Ψµνκλρσ

(x−i)(x+i)3 −
i
2

Ωµνκλρσ

(x−i)2(x+i)2

}
,

(7.3.72)

A2 = 4s α1
κλα

2
ρσεµν

∞∫
−∞

dx |x|s+2(x2 + 1)−s (x−i)(x+i)
(2x)2

{
Pµνκρgλσ

(x−i)4 + P̃µνκρgλσ

(x+i)4

+ Qµνκρλσ

(x−i)3(x+i) +
Q̃µνκρλσ

(x−i)(x+i)3 +
Rµνκρλσ

(x−i)2(x+i)2 +
i
2
Sµνκρλσ

(x−i)3 − i
2
S̃µνκρλσ

(x+i)3

+ i
2

Tµνκρλσ

(x−i)2(x+i) −
i
2

T̃µνκρλσ

(x−i)(x+i)2 −
1
4
Uµνκρgλσ

(x−i)2 − 1
4
Ũµνκρgλσ

(x+i)2
− 1

4
Wµνκρgλσ

(x−i)(x+i)

}
,

(7.3.73)

A3 = 4s α1
κλα

2
ρσεµν

∞∫
−∞

dx |x|s+2(x2 + 1)−s (x−i)(x+i)
(2x)3

{
Gµνκρgλσ

(x−i)3 + Hµνκρgλσ

(x+i)3

+ Iµνκρλσ

(x−i)2(x+i) +
Jµνκρλσ

(x−i)(x+i)2 − iK
µνκρλσ

(x−i)2 − iL
µνκρλσ

(x+i)2
− i M

µνκρλσ

(x−i)(x+i)

+Nµνκρgλσ

x+i
+ Oµνκρgλσ

x−i

}
,

(7.3.74)

A4 = 4s α1
κλα

2
ρσεµνg

λσ
∞∫

−∞
dx |x|s+2(x2 + 1)−s (x−i)(x+i)

(2x)4

{
Aµνκρ + Bµνκρ

(x−i)(x+i)

+Cµνκρ

(x+i)2
+ ∆̃µνκρ

(x−i)2 + iE
µνκρ

x+i
+ iF

µνκρ

x−i

}
.

(7.3.75)

Above, we have ordered the Ais in such a way that the index i corresponds to the power
(x1 − x2)

i. We can solve2 these integrals and find the following results:

A1 = 1
2
4s
{
(Γ−∆)

2Γ( s+1
2 )Γ( s+3

2 )
Γ(s+3)

+ 1
2
(Θ + Λ)

π3/22−s−2(s−3) sec(πs
2 )

Γ( 3
2
− s

2)Γ(
s
2
+1)

−1
4
(Ξ + Σ)

Γ( s−1
2 )Γ( s+3

2 )
Γ(s+1)

+ 1
16
(Ω+ − Ω−)

π sec(πs
2 )Γ(

s+3
2 )

Γ( 5
2
− s

2)Γ(s)

}
,

(7.3.76)

A2 = 1
4
4s
{
− (P + P̃ )

√
π2−s−1sΓ( s+1

2 )
Γ( s

2
+2)

− (S + S̃)
Γ( s+1

2 )Γ( s+3
2 )

Γ(s+2)

−1
4
(U + Ũ)

Γ( s−1
2 )Γ( s+1

2 )
Γ(s+1)

− 1
4
(W + W̃ )

√
π2−sΓ( s−1

2 )
Γ( s

2)

}
,

(7.3.77)

A3 = 1
8
4s
{
− (G+H)

π3/22−s sec(πs
2 )

Γ( 1
2
− s

2)Γ(
s
2
+1)

+ (K − L)
√
π2−s+1Γ( s+1

2 )
Γ( s

2
+1)

+1
4
(N +O)

Γ( s−1
2 )Γ( s+1

2 )
Γ(s)

}
,

(7.3.78)

2We used Mathematica in this case.
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A4 = 1
16
4s
{
2A

√
π2−ssΓ( s−1

2 )
Γ( s

2
+1)

− (C + ∆̃)
√
π2−sΓ( s−1

2 )
Γ( s

2
+1)

+ (E − F )
(s−1)

[
Γ( s−1

2 )
]2

4Γ(s)

}
,

(7.3.79)
We should emphasize that the result (7.3.71) is the exact3 result of the two massive open
strings and one massless closed string amplitude. Our next task is to take the low energy
limit of this amplitude and produce the effective Lagrangian for the both amplitudes
A(2; 1) and A(3; 0).

Amplitude expansion

We are facing a very fundamental problem of finding low energy effective actions for
massive string states. As we described before in section 5.5.4, states in string spectrum
have the mass:

M2 =
n

α′ , where n ∈ W

. This mass formula in the low energy limit α′ ! 0 creates two classes of states.

• The massless states which remain massless in this limit.

• The massive levels all of which upon taking this limit will have infinite mass.

This is known as the decoupling of the massive modes in the low energy string actions.
By taking this limit one would only keep the massless states (the rest will be infinitely
heavy). This is one of the main reasons that before [3] there were not many discussions
on massive string effective actions.

Having this in mind, let us look at our amplitude (7.3.71). We have gamma functions
(the solutions of integrals) that depend on the kinematic Mandelstam variables. We want
to expand these functions in the limit α′ ! 0. This limit is where we face the decoupling
problem. If the states were massless we did not have any issues. We would have plugged
on-shell conditions back in gamma functions and expand them in α′ ! 0 limit. However,
we have massive states involved and this means that their momenta scale with α′, in
particular:

ki ∼
√

1

α′ , whereas q ∼ 1 .

Therefore, we need to be really careful while taking the low energy limit. Taking this
scaling into account we see that

α′ k1 · k2
α′!0
−! 1 , (7.3.80)

while
α′ k1,2 · q

α′!0
−! 0 . (7.3.81)

Using (7.3.69), this yields

s
α′!0
−! 0 or t

α′!0
−! −1 , (7.3.82)

3There are no higher order α′. All corrections terms are included in the gamma functions.
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instead of the naive limit value s
α′!0
−! −2. Now, the issue is to justify which of the two

formulations of s in (7.3.69) to choose and use for our expansion. In order to do that we
go back to the construction of the low energy effective string action. We can clearly see
that only taking α′ ! 0 leads to two different choices. So we need an additional condition
for the limit. The new scale that we take into account is α′k2. Since different poles in
the gamma functions correspond to exchange of internal strings with the mass equal to
the value of the pole [11], in order to obtain the leading order contribution (associated
with the massless internal exchange) we should expand the gamma function at pole zero
i.e. the value of the Mandelstam must go to zero. Therefore we amend the low energy
effective string condition:

Low energy limit

We rewrite all functions in terms of formulation of s that goes to zero as α′ ! 0 we
have:

α′ ! 0

s = −2α′ k1 · q ! 0
(7.3.83)

Doing so, we rewrite s dependence in the gamma functions in eq. (7.3.76),(7.3.77),(7.3.78)
and (7.3.79) in terms of the vanishing s and expand in the limit α′ ! 0. Therefore, using
the method we described above we have the following consistent low energy limit of the
two massive open and one massless closes string amplitude:

Low energy α′ expansion

A(2, 1) = gc

{
− Tr(α1 · α2) εµνk

µ
1k

ν
2 + (ε · α2 · α1)µνk

µ
1k

ν
2

+(ε · α1 · α2)µνk
ν
1k

µ
2 + (ε · α2 · α1)µν k

µ
1 q

ν + (ε · α1 · α2)µν k
µ
2 q

ν

+Tr(ε · α1 · α2) (k1 · q) + 1
2

[
Tr(ε · α2)α1

µν − 2(α1 · ε · α2)µν

+Tr(ε · α1)α2
µν

]
qµqν

}
+O (α′3) .

(7.3.84)

Due to the truncation we can see that this expansion is not exact in α′ since we have the
exchange of the string state between the open and closed strings which as we mentioned
corresponds to the poles of the gamma function. This means we have higher-order string
corrections in this expansion which are out of the scope of our current work.
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Effective Lagrangian

In order to produce an effective Lagrangian out of these terms we follow the standard
replacement for amplitudes:

αµν !Mµν , εµν ! Gµν , (k, q)µ ! i∂µ, (7.3.85)

Using these replacement rules on the M3 amplitude that we found in (7.3.65) we obtain
a effective cubic order Lagrangian for Mµν as:

Effective Lagrangian M3

Leff
M3 = go

α′

{[
M3
]
+ 2α′Mµν

[
∂µMρσ∂νM

ρσ − 3∂νMρσ∂
σMρ

µ

]
+4α′2 ∂µ∂νMρσ∂

ρMκ
ν ∂

σMµκ

}
.

(7.3.86)

Similarly, for the amplitude of two massive and one massless states (7.3.84) we arrive
at the following:

Effective Lagrangian GM2

Leff
GM2 = gc

[
Gµν

(
∂µMρσ∂νM

ρσ − 4∂νMρσ∂
σMρ

µ

)
+Mµν

(
∂µGρσ∂νM

ρσ − ∂ρGµσ∂νM
ρσ
)]
.

(7.3.87)

We will compare and contrast these results with the bimetric gravity at the end of
this section. But first we take a look at the closed string candidate as well.

7.3.4 Closed string spin-2 state

Now, we turn to the closed string candidate for the massive spin-2 field of the bimetric
theory. Our method is as follows: We take the massive spin-1 open string states that we
identified in (7.3.57) together with the massless vector we discussed in subsection 5.5.4.
Then, we calculate three-point tree level amplitudes for different cases:

• Scattering A(MMM) of three massive spin-1.

• Scattering A(MMG) of two massive and one massless spin1.

• Scattering A(MGG) of two massless and one massive spin-1.

These amplitudes will involve massive and massless spin-1 vectors. So, using the KLT
double copy (cf. section 5.7) we produce closed string amplitude. Since we have the
massive/massless spin-1 fields the double copied amplitudes will correspond to the mas-
sive/massless spin-2 states. This is a nontrivial but easy to see, since the polarization of
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the double copied amplitude will be the tensor product of the polarization of two spin-1
states (i.e.αµν = εµ⊗εν), it will be transverse and traceless. Therefore, it will correspond
to the correct propagating degrees of freedom for massive/massless spin-2 fields (two and
five degrees of freedom for massless and massive spin-2 fields, respectively).
Furthermore, since we are looking at the three point amplitude the KLT factor in (5.7.165)
is going to be trivial (no kinematic dependence). Therefore, we only need to functionally
multiply the amplitudes, meaning:

Aclosed
3 = Aopen

3 ⊗Aopen
3 (7.3.88)

We have three different possible vertex operators each associated with a different number
of SUSY. Looking at the vertex operators in (7.3.57). We can see that the main differences
are in the internal current J ⋆ and the picture zero of the vertex operators (as a result of
different internal energy-momentum tensors). Since we are using the type II string theoey
we must to take both amplitudes from the same supersymmetry. Therefore, we are going
to have the following double copies:

N open = 1⊗N open = 1 ⇒ N closed = 2 ,

N open = 2⊗N open = 2 ⇒ N closed = 4 ,

N open = 4⊗N open = 4 ⇒ N closed = 8 .

(7.3.89)

All of the amplitudes are three-point open string amplitudes with the following structure:

Aopen(k1, k2, k3) =

∫
M0,3

3∏
l=1

dxl
SL(2,R)

δghost e−λCmatter
D2

〈
3∏

k=1

: Vk(xl, kl) :

〉
D2

=

∫
M0,3

3∏
l=1

dxl
SL(2,R)

e−λCg
D2
Cmatter
D2

⟨c(x1)c(x2)c(x3)⟩D2

×

〈
: V−1(x1, k1) :: V−1(x2, k2) :: V0(x3, k3) :

〉
D2

=
1

α′go
⟨c(x1)c(x2)c(x3)⟩D2

〈
: V−1(x1, k1) :: V−1(x2, k2) :: V0(x3, k3) :

〉
D2

.

(7.3.90)

In the last line, we have used the fact that the SL(2,R) invariance will fix the positions
and remove the world–sheet integral. Now we can plug back vertex operators from (7.3.57)
and calculate the contractions4,

AAAA = go√
α′ ϵ1µ ϵ2ν ϵ3λTr([T

a, T b]T c)KNAAA Bµνλ ,

AAAA = go√
α′ ϵ1µ ϵ2ν a3λTr([T

a, T b]T c)KNAAA Bµνλ ⟨J ⋆
3 ⟩ ,

AAAA = go√
α′ a1µ a2ν ϵ3λTr([T

a, T b]T c)KNAAA Bµνλ ⟨J ⋆
1 J ⋆

2 ⟩ ,

AAAA = go√
α′ a1µ a2ν a3λTr([T

a, T b]T c)KNAAA Bµνλ ⟨J ⋆
1 J ⋆

2 J ⋆
3 ⟩ ,

(7.3.91)

4As we also showed in the example 5.6.2 the contractions will also be position independent
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where ai µ is to be understood as ai µ, a
A
iµ and aMN

iµ and J ⋆
i as Ji, J A

i and JMN
i for

N = 1, 2, 4, respectively and the bold A is the notation for massive legs. The Bµνλ
contraction function is given by:

Bµνλ ≡ ⟨c1c2c3⟩⟨e−ϕ1e−ϕ2⟩
{
⟨ψµ1ψν2⟩

[
⟨ip1X1 i∂X

λ
3 ⟩+ ⟨ip2X2 i∂X

λ
3 ⟩
]

−2α′
[
⟨ψµ1

(
p3 · ψ3

)
⟩⟨ψν2ψλ3 ⟩ − ⟨ψµ1ψλ3 ⟩⟨ψν2

(
p3 · ψ3

)
⟩
]}

.
(7.3.92)

There are some important points to emphasize:

• First, we have the Chan-Paton factors in the amplitudes these should not be mixed
with the Lie algebra of the currents.

• Second, there are extra terms in the vertex operator arising in the picture changing
procedure that would have spoiled the structure we have here. However, upon
performing the contractions they all vanish and hence they have no impact on the
results (see C.3).

• Third, we can see from the second amplitude in (7.3.91) that regardless of the theory
(and supersymmetry) we will have a one-point function of the current ⟨J ⋆

i ⟩ in the
decay channel of the massive field to two massless fields. This one-point function
will force the amplitude to be zero in all cases:

AN=1,2,4
AAA ≡ 0 . (7.3.93)

This is in agreement with the Landau and Yang theorem that massive particles
cannot decay into particles of the same helicity. This result has been extended to
higher spins in [108], which we are going to refer to also in the case of spin-2 field
after the double copy.

• Looking at the OPE of different currents we see in (7.3.37) that for the N = 1
case the three-point function of Jis vanishes. Therefore, for this case we also have
vanishing amplitude:

AN=1
AAA ≡ 0 . (7.3.94)

• Finally, we calculated the standard massless open string spin-1 amplitude in the
example 5.6.2. So we just use the result of the amplitude when necessary.

After multiplying all the functions and polarizations we have the following results for each
case:
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Massive spin-1 amplitudes

AN=1,2,4
AAA =

go√
α′
fabc

(
a1 · a2 p1 · ϵ3 + a2 · ϵ3 p2 · a1 + ϵ3 · a1 p3 · a2

)
,

AN=2
AAA =

go√
α′
fabcεABC

(
aA1 · aB2 p1 · aC3 + aB2 · aC3 p2 · aA1 + aC3 · aA1 p3 · aB2

)
,

AN=4
AAA =

go√
α′
fabc

(
aMN
1 · aML

2 p1 · aNL3 + aML
2 · aNL3 p2 · aMN

1 + aNL3 · aMN
1 p3 · aML

2

)
.

(7.3.95)

where in AN=2
AAA the Kac–Moody SU(2) indices of aA1 and aB2 are implicitly contracted

with each other, while in AN=4
AAA the Kac–Moody SO(6) are contracted, namely a1 · a2

stands for aMN
1 · aMN

2 . Recall that aMN
1 is anti-symmetric explicitly w.r.t.,the interchange

of M and N .

Now we can construct the closed string spin-2 amplitudes M as the following sym-
metric double copies:

MGGG = AAAA ⊗ ÃAAA , MGGM = AAAA ⊗ ÃAAA

MMMM = AAAA ⊗ ÃAAA , MMMG = AAAA ⊗ ÃAAA

(7.3.96)

where Ã = A is the anti holomorphic left mover of A. In the three point amplitude
case, this is not going to affect us since there is no position dependence left in amplitudes.
First, after constructing the double copy the massless case we obtain the famous (graviton)
result:

MN=2,4,8
GGG = gc

[
(k1 · ε3 · k1)Tr

(
ε1 · ε2

)
+ 2 k2 · ε1 · ε2 · ε3 · k1

]
+ cyclic permutations .

(7.3.97)

Second, as mentioned for the case of one massive and two massless amplitude we have
vanishing amplitude:

MN=2,4,8
GGM = 0 . (7.3.98)

For the other mixture of two massive and one massless case amplitude, we have:

MN=2,4,8
MMG = gc

[
(k1 · ε · k1)Tr(α1 · α2) + 2 k2 · α1 · α2 · ε · k1

]
+cyclic permutations ,

(7.3.99)

where in MN=4
MMG and MN=8

MMG we have the Kac–Moody SU(2) and SO(6) indices, respec-
tively. These indices are implicitly contracted with each other. For example for αAA

′
1 and
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αBB
′

2 in SU(2) and αMNM ′N ′
1 and αOPO

′P ′
2 in SO(6)5 we have:

(k1 · α2 · k1)Tr(α1 · ε) =

{
(k1 · αAA

′
2 · k1)Tr(αAA

′
1 · ε)

(k1 · αMNM ′N ′
2 · k1)Tr(αMNM ′N ′

1 · ε) .
(7.3.100)

Finally, For the all massive cases, we have:

MN=2
MMM = 0 ,

MN=4
MMM = gcε

ABCεA
′B′C′

[
(k1 · αCC

′

3 · k1)Tr(αAA
′

1 · αBB′

2 )

+ 2 k2 · αAA
′

1 · αBB′

2 · αCC′

3 · k1
]
+ cyclic permutations

MN=8
MMM = gc

[
(k1 · αNLN

′L′

3 · k1)Tr(αMNM ′N ′

1 · αMLM ′L′

2 )

+ 2 k2 · αMNM ′N ′

1 · αMLM ′L′

2 · αNLN ′L′

3 · k1
]
+ cyclic permutations .

(7.3.101)

Effective Lagrangian

Having all the spin-2 amplitudes, we are ready to construct the low energy effective La-
grangians. In this case, we have a much easier task since there is no integration left
(unlike the previous open string case) and all amplitudes are exact in orders of α′. There-
fore, we only need to follow the standard procedure as before and perform the following
replacements for both spin-1 and spin-2 amplitudes:

αµν !Mµν , εµν ! Gµν , aµ ! Aa
µ, ϵµ ! Aaµ, pµ ! i∂µ . (7.3.102)

We have for the spin-1 amplitudes the following effective Lagrangians:

Massive spin-1 effective lagrangian

LN=1,2,4
A3 =

go√
α′
fabc

(
∂µAaν

)
Aν bAcµ ,

LN=1,2,4
A2A = 0 ,

LN=1,2,4
A2A =

go√
α′
fabc

[(
∂µAa

ν

)
Aν bAcµ + 2Aa

µ

(
∂µAb

ν

)
Aν c

]
,

LA3 =
go√
α′
fabc


εABC

(
∂µAaA

ν

)
Aν bBAcC

µ , N = 2 ,(
∂µAaMN

ν

)
Aν bMLAcNL

µ , N = 4 ,

0, N = 2, .

(7.3.103)

5Every index is associated with a different Kac–Moody i.e. in αAA
′

1 A is index in the one SU(2) and
A′ is index in another SU(2) current. Similarly for the SO(6).
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This result is the massive spin-1 effective action from string theory. Although this was
not our goal, this is a pleasant side result. One can see the structure of the Proca action
which is the Yang-Mills theory deformed by the mass term m2AµA

µ in the effective LA3

terms. Therefore, this state can also be considered as a string candidate for the Proca
field theory. In addition, one can check that the A3 terms are indeed gauge invariant
(upon replacement of one polarization with on-shell momenta).

Similarly, for the closed string amplitudes upon replacing (7.3.102) we obtain the
following effective Lagrangians:

Massive spin-2 effective lagrangian

LN=2,4,8
G3 = gcG

µν
(
∂µGρσ∂νG

ρσ − 2∂νGρσ∂
σGρ

µ

)
,

LN=2,4,8
G2M = 0 ,

LN=2,4,8
GM2 = gc

[
Gµν

(
∂µMρσ∂νM

ρσ − 4∂νMρσ∂
σMρ

µ

)
+ 2Mµν

(
∂µGρσ∂νM

ρσ − ∂ρGµσ∂νM
ρσ
)]
,

LN=4,8
M3 = gcM

µν
(
∂µMρσ∂νM

ρσ − 2∂νMρσ∂
σMρ

µ

)
,

LN=2
M3 = 0 .

(7.3.104)

There are several points about these effective actions to note:

• The first observation is the universal form of the massless graviton in all possible
supersymmetry cases.

• As expected the decay channel of massive spin-2 state to massless spin-2 state is
forbidden by vanishing of LG2M .

• For the case of N = 2 supersymmetry the U(1) current algebra enforces LN=2
M3 = 0

meaning, it is a trivial candidate at the cubic level.

7.3.5 Comparison to bimetric gravity

We can now compare both our effective Lagrangian results for open string (7.3.86),(7.3.87),
and for closed string (7.3.104) with bimetric Lagrangian. From the bimetric Lagrangian in
the mass eigenbasis we take all cubic interactions. Therefore, looking at (4.4.74),(4.4.75)
and changing the notation from (δGµν , δMµν) to (Gµν ,Mµν). We will have the following
Lagrangian terms:

Bimetric 3 point interactive Lagrangian

Lbim
G3 =

1

mg

√
1 + α2

Gµν
(
∂µGρσ∂νG

ρσ − 2∂νGρσ∂
σGρ

µ

)
, (7.3.105a)
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Lbim
G2M = 0 , (7.3.105b)

Lbim
GM2 =

1

mg

√
1 + α2

[
Gµν

(
∂µMρσ∂νM

ρσ − 4∂νMρσ∂
σMρ

µ

)
,

+ 2Mµν
(
∂µGρσ∂νM

ρσ − ∂ρGµσ∂νM
ρσ
)]
, (7.3.105c)

Lbim
M3 =

(−β1 + β3) (1 + α2)3/2mg

6α
[M3]

+
(1− α2)

mgα
√
1 + α2

Mµν
(
∂µMρσ∂νM

ρσ − 2∂νMρσ∂
σMρ

µ

)
. (7.3.105d)

Before we proceed we should make a very important point. As a keen reader will notice
all the terms in our three Lagrangians i.e. bimetric, open string effective Lagrangian and
closed string effective Lagrangian are the same up to relative numerical factors. This is
not a coincidence. We are looking at the tree level three-point terms that are Lorenz
invariant and ghost free. These terms are the only possible terms. However, this does
not mean that our discussion is trivial. In the open string case we manage to define a
consistent way to obtain an effective Lagrangian and avoid the issue with the tower of
states with an integer gap. Further, in the closed string case, we have produced the first
massive double copy for string amplitudes and we are going to check whether or not these
massive spin-2 amplitude for open and closed strings will match the bimetric theory.

Open string massive spin-2 state

We can now compare the first amplitude we calculated involving massive spin-2 open string
states. As we mentioned all allowed terms compatible with symmetries are available in
both bimetric theory and our effective Lagrangians. Looking at the bimetric expansion
(7.3.105d) and comparing it with the low energy Lagrangian for the massive open string
state (7.3.86) and (7.3.87) we can construct the following parametric relation:

Parameter constraints

Comparing the graviton case we matched with the following identification between
the string coupling and the bimetric mass

1

mg

√
1 + α2

!
= gc , where: α =

mf

mg

. (7.3.106)
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For the terms involving the massive spin-2 state, we a have numerical discrepancy:

Mµν
(
∂µMρσ∂νM

ρσ − 2︸︷︷︸
bimetric

∂νMρσ∂
σMρ

µ

)
vs Mµν

(
∂µMρσ∂νM

ρσ − 4︸︷︷︸
open string

∂νMρσ∂
σMρ

µ

)
,

(7.3.107)

Given this issue, we refrain from comparing further the couplings. However, let us look
at this issue a bit deeper. The cubic term in question is coming from massive spin-2 self-
interaction. These interactions as we discussed in section 4.4 are governed by a Einstein-
Hilbert type action which is the consequence of having two sets of diffeomorphisms in the
bimetric theory. So this comparison tells us that the open string effective action at the
cubic level does not respect the diffeomorphisms. Does this mean string theory has ghosts
or bad degrees of freedom given this discrepancy? The answer is no! String theory is ghost
free and this apparent problem will be resolved if one computes all higher derivative (and
higher order α′) corrections and resum all of them [57]. However, what this means is that
this open string state is not a good candidate to represent the massive spin-2 theory as
depicted by bimetric and dRGT [17, 18] in the low energy α′ truncated level.

Closed string massive spin-2 state

Now, we turn to the result in (7.3.104) for the closed string case. We see that the relative
numerical factors are a perfect match (unlike the previous case). However, in string
theory, there is only one free parameter α′ so to accommodate for that, we have to fix the
bimetric parameters βi. Therefore, we have matched the bimetric Lagrangian for specific
points in the parameter space:

Parameter constraints

As before we have the universal graviton coupling:

1

mg

√
1 + α2

!
= gc , where: α =

mf

mg

. (7.3.108)

For the terms involving the massive spin-2 fields we have the following universal
(with respect to different SUSY cases) constraint:

m2
g(1 + α2) (β1 + 2β2 + β3)

!
=

4

α′ . (7.3.109)

For the rest of the terms we have a split between N = 2 and N = 4, 8 cases:

N = 2 ⇒ β1
!
= β3 , α

!
= 1 ,

N = 4, 8 ⇒ β1 = β3 , α ≈ 0.62 .
(7.3.110)
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In all three cases N = 2, 4, 8 matching the GM2 will result in the first constraint
β1 = β3. For N = 2 we have that the M3 Lagrangian vanishes and hence we have α = 1.
In the other two cases matching the M3 Lagrangian will result in equation α2+α−1 = 0
solving it for positive α we give the above result.

Note that for all cases we have that LG2M vanishes. This, as we discussed, originates
from the spin-1 amplitude (7.3.91). However, it is a very important feature as it has been
argued that the absence of the decay channel for the massive spin-2 fields to gravitons is
a feature that only ghost free bimetric theory enjoys [64].

7.4 Double copy in intersection theory

One of the most intriguing features of double copy relations is the connection between
spin-1 and spin-2 theories and their symmetries. Likewise, the relation between gauge in-
variance for spin-1 theories and diffeomorphism invariance associated with spin-2 theories.
It has been argued in [52] that taking two spin-1 theories that satisfy color-kinematics du-
ality and double copying them results in a spin-2 theory that is invariant under linearized
diffeomorphism. This important feature requires further investigation and understanding
for the massive case which is notably challenging [89]. In that case, one needs to clar-
ify the role of CK duality and the corresponding KK–BCJ amplitude relations. Then,
with this information one may construct massive spin-1 theories which satisfy this duality
and check the corresponding double copied theory against diffeomorphism invariance for
massive spin-2 theories, e.g. dRGT gravity.

In intersection theory, double copies can simply be constructed by pairing two theories
whose description in terms of intersection numbers (6.3.8) comprise a color–form φcolor ≡
PT (a). The latter constitutes an orthonormal basis, i.e.

⟨Φ+,a,Φ
∨
−,b⟩ω = δab , Φ+,a = PT (a) , (7.4.111)

and this fact allows us to simply ”glue” two different theories both containing such a
color–form φcolor.

Double copy in intersection theory

Concretely, for two theories T1 and T2 given by the intersection numbers

T1 = ⟨φ1
+, φ

color⟩ T2 = ⟨φ2
−, φ

color , ⟩ (7.4.112)

respectively. One schematically obtains for their double copy:

T1 ⊗ T2 = ⟨φ1
+, φ

2
−⟩ . (7.4.113)

More precisely, with the orthonormal basis (7.4.111) we have

φ1
+ =

(m−3)!∑
a=1

⟨PT∨(a), φ1
+⟩ω PT (a) ,
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φ2
− =

(m−3)!∑
b=1

⟨φ2
−, PT (b)⟩ω PT∨(b) , (7.4.114)

and with

⟨PT∨(a), φ1
+⟩ω =

(m−3)!∑
b=1

S[a|b] ⟨PT (b), φ1
+⟩ω ,

we consider the following manipulations leading to a double copy expression

⟨φ1
+, φ

2
−⟩ =

(m−3)!∑
a=1

⟨PT∨(a), φ1
+⟩ω ⟨φ2

−, PT (a)⟩ω

=

(m−3)!∑
a,b=1

⟨φ2
−, PT (a)⟩ω S[a|b] ⟨PT (b), φ1

+⟩ω

=

(m−3)!∑
a,b=1

T1(a) S[a|b] T2(b) , (7.4.115)

with the intersection form or KLT kernel S[a|b] given in (6.3.35). Therefore, the
two theories (7.4.112) involving a color form in their twisted intersection forms give
rise to the double copy (7.4.115) denoted by T1 ⊗ T2.

7.4.1 Collections of known double copies

Here, we compile a list of different double copy constructions from pairs of theories dis-
cussed before. All of these theories exhibit a color form φcolor in their twisted intersection
form (6.3.8). We will see how in each case what are the underlying theories and how
the double copy of the theory and the amplitude (as α ! ∞ limit of the intersection
number) is constructed. The main point of this section is to motivate our proposal on the
relationship between BCJ double copy and the twisted cohomology.

(i) Special Galilean theory

We start with the special Galilean theory described by gluing two identical NSLM6

theories

T1(a) = ANLSM(a) = lim
α′!∞

⟨PT (a), φscalar+,n ⟩ω ,

T2(b) = ANLSM(b) = lim
α′!∞

⟨φscalar−,n , PT (b)⟩ω . (7.4.116)

with (7.4.115) we construct the double copy T1 ⊗ T2 of Galilean theory

AsGal(n) = lim
α′!∞

⟨φscalar−,n , φscalar+,n ⟩ω . (7.4.117)

6Non linear sigma model
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describing the scattering of n scalars with higher derivative interaction (4.3.16), i.e.:

AsGal(n) =

(n−3)!∑
a,b=1

ANLSM(a) S[a|b] ANLSM(b) . (7.4.118)

(ii) Einstein–Yang–Mills (EYM) Secondly, we consider a double copy from gen.YMS
and YM theories

T1(a) = Agen.Y MS(a) = lim
α′!∞

⟨PT (a), φ̃EYM+,n;r ⟩ω ,

T2(b) = AYM(b) = ⟨φgauge−,n+r, PT (b)⟩ω , (7.4.119)

to construct the double copy T1 ⊗ T2 of EYM amplitudes [2]

AEYM(n; r) = lim
α′!∞

⟨φgauge−,n+r, φ̃
EYM
+,n;r ⟩ω , (7.4.120)

describing the scattering of n gluons and r gravitons [50]

AEYM(n; r) =

(m−3)!∑
a,b=1

Agen.Y MS(a) S[a|b] AYM(b) , (7.4.121)

with m = n+ r.

(iii) Dirac–Born–Infeld (DBI)

Thirdly, we glue together YMS and NSLM theories

T1(a) = AYMS(a) = lim
α′!∞

⟨PT (a), φ̃EM+,n;r⟩ω ,

T2(b) = ANSLM(b) = lim
α′!∞

⟨φscalar−,n+r, PT (b)⟩ω , (7.4.122)

to construct the double copy T1 ⊗ T2 of DBI amplitudes

ADBI(n; r) = lim
α′!∞

⟨φscalar−,n+r, φ̃
EM
+,n;r⟩ω , (7.4.123)

describing the scattering of r gluons and n scalars [50]:

ADBI(n; r) =

(m−3)!∑
a,b=1

AYMS(a) S[a|b] ANLSM(b) . (7.4.124)

(iv) Einstein-Maxwell (EM)

Furthermore, EM can be written as a double copy of the following two theories

T1(a) = AYMS(a) = lim
α′!∞

⟨PT (a), φ̃EM+,n;r⟩ω ,
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T2(b) = AYM(b) = ⟨φgauge−,n+r, PT (b)⟩ω . (7.4.125)

giving rise to the double copy T1 ⊗ T2 of EM amplitudes

AEM(n; r) = lim
α′!∞

⟨φgauge−,n+r, φ̃
EM
+,n;r⟩ω , (7.4.126)

involving r gravitons and n photons [50]:

AEM(n; r) =

(m−3)!∑
a,b=1

AYMS(a) S[a|b] AYM(b) . (7.4.127)

(v) Born–Infeld (BI) theory

The amplitudes of Born–Infeld theory can be written as a double copy of the fol-
lowing two theories:

T1(a) = ANLSM(a) = lim
α′!∞

⟨PT (a), φscalar+,n ⟩ω ,

T2(b) = AYM(b) = ⟨φgauge−,n , PT (b)⟩ω . (7.4.128)

Then, the double copy T1 ⊗ T2 yields the BI amplitudes

ABI(n) = lim
α′!∞

⟨φgauge−,n , φscalar+,n ⟩ω . (7.4.129)

accounting for the scattering of n gluons:

ABI(n) =

(n−3)!∑
a,b=1

ANLSM(a) S[a|b] AYM(b) . (7.4.130)

(vi) Extended Dirac Born–Infeld (ext.DBI) theory

In addition to BI and DBI the amplitudes of ext.DBI theory can be written as the
double copy of the following two theories:

T1(a) = ANLSM(a) = lim
α′!∞

⟨PT (a), φscalar+,n+r⟩ω ,

T2(b) = Agen.Y MS(b) = ⟨φ̃EYM−,n;r , PT (b)⟩ω . (7.4.131)

Then, the double copy T1 ⊗ T2 yields the ext.DBI amplitudes

Aext.DBI(n, r) = lim
α′!∞

⟨φ̃EYM−,n;r , φ
scalar
+,n+r⟩ω , (7.4.132)

accounting for the scattering of r gluons and n higher derivative scalars as:

Aext.DBI(n, r) =

(m−3)!∑
a,b=1

ANLSM(a) S[a|b] Agen.Y MS(b) . (7.4.133)
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(vii) (DF )2 − photon theory
Finally, the last spin-1 theory we have is the amplitudes (4.3.33) of (DF )2−photon
theory can be written as a double copy of the following two theories:

T1(a) = ANLSM(a) = lim
α′!∞

⟨PT (a), φscalar+,n ⟩ω ,

T2(b) = A(DF )2(b) = ⟨φBosonic−,n , PT (b)⟩ω . (7.4.134)

The double copy T1 ⊗ T2 for the amplitudes

A(DF )2−Photon(n) = lim
α′!∞

⟨φBosonic−,n , φscalar+,n ⟩ω . (7.4.135)

involving n higher derivative photons gives:

A(DF )2−Photon(n) =

(n−3)!∑
a,b=1

ANLSM(a) S[a|b] A(DF )2(b) . (7.4.136)

Note, that this double copy involves Einstein gravity and higher–derivative photon
terms, cf. equation (4.3.32).

(viii) Conformal gravity
According to table 4.2 the scattering amplitude ACG(n) of this theory involving n
spin-2 particles can be represented as a double copy in agreement with the CHY
representation [53]

ACG(n) ∼ lim
α′!∞

⟨φgauge−,n , φBosonic+,n ⟩ω =

∫
M0,n

dµn

n−2∏
k=2

δ(fk) Pf
′ψn W11...1︸ ︷︷ ︸

n

, (7.4.137)

This intersection number can be written as the following expansion:

ACG(n) = lim
α′!∞

⟨φgauge−,n , φbosonic+,n ⟩ω

=

(n−3)!∑
a,b=1

AYM(a) S[a|b] A(DF )2(b) ∼ YM ⊗ (DF )2 ,
(7.4.138)

matching the already known double copy [52].

(ix) Einstein–Weyl
The EW gravity scattering amplitudes AEW (n) involving n gravitons can be con-
structed through bosonic string amplitudes [82]. According to (4.3.43) in the limit
α′ ! ∞ the Einstein–Hilbert part of the EW theory decouples and therefore the
CHY representation of this theory cannot be constructed by applying this limit at
the intersection number (6.3.26) of twisted forms. On the other hand, by using the
bosonic string content one can write the amplitudes of the full theory as [5] (cf. also
table 4.1):

AEW (n) = ⟨φgauge+,n , φbosonic−,n ⟩ω . (7.4.139)
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The double copy structure of this theory is given by:

Einstein–Weyl = [YM + (DF )2]⊗ YM ∼ ⟨φgauge−,n , φbosonic+,n ⟩ω . (7.4.140)

Note, that according to (6.3.38) and (4.3.43) in the limit α′ ! ∞ the double copy
structure (7.4.140) will reduce to the double copy of conformal gravity (4.3.40). On
the other hand, for α′ ! 0 we obtain the double copy for non–pure Einstein gravity
including an antisymmetric tensor and a dilaton scalar, cf. also (4.3.41).

Actually, the double copy structure (7.4.140) resembles the heterotic string. The
amplitudes for the closed heterotic string also referred to as GR+R2 can be calcu-
lated by using the KLT relations implementing the open bosonic string amplitude
(6.3.34) together with the open superstring amplitude (6.3.33). The action up to
order α′3 was derived in [16]

Sheterotic string = − 2

κ2

∫
ddx

√
g

{
R− 4

d−2
(∂µϕ)

2 − 1

12
H2 (7.4.141)

+
α′

8
e−2ϕ

(
RµνλρR

µνλρ − 4RµνR
µν +R2

)
+O(α′3)

}
,

where ϕ represents the dilaton and Hµνρ = 3
(
∂[µBνρ] +

α′

4
ωab[µR

ab
νρ

)
is the field

strength of the anti–symmetric B–field and the Chern–Simons form ω. Note, that
in (7.4.141) the linear order in α′ corresponds to the Gauss-Bonnet term (4.3.37).
In the limit α′ ! 0 we recover standard GR including an antisymmetric tensor and
a dilaton scalar, cf. (4.3.41). Likewise, in this limit α′ ! 0 the double copy structure
(7.4.140) boils down to YM ⊗ YM .

(x) Weyl3 or R3

The amplitude structure of theWeyl3 can be reproduced by the intersection number
(6.3.8) involving a pair of the twisted forms (6.3.39)

AWeyl3(n) = lim
α′!∞

⟨φBosonic−,n , φBosonic+,n ⟩ω , (7.4.142)

leading to the following CHY representation:

AWeyl3(n) =

∫
M0,n

dµn

n−2∏
k=2

δ(fk) (W11...1︸ ︷︷ ︸
n

)2 . (7.4.143)

Looking at equation (4.3.31) it is evident that this integrand is built from two sectors
accounting for the (DF )2 theory. Therefore, the twisted form (6.3.39) gives rise to
the double copy structure of the amplitude (4.3.44), i.e.:

Weyl3 = (DF )2 ⊗ (DF )2 , (7.4.144)

or likewise [52]:
(DF )2 ⊗ (DF )2 ∼ (∇R)2 +R3 . (7.4.145)
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(xi) Weyl3-DF 2

The Weyl3-DF 2 can be considered as double copy of a (DF )2 with (DF )2 + ϕ3

theory. More specifically, we shall use the fact that the amplitude of Weyl3–(DF )2

theory may be described by the two twisted forms φbosonic±,n+r and φ̃bosonic±,n;r . The Weyl3–
(DF )2 theory can be considered as an exotic cousin of EYM theory. Its CHY
representation is assumed to take the following form (cf. subsection 6.7.3):

AWeyl3−(DF )2(n; r) = lim
α′!∞

⟨φbosonic−,n+r , φ̃
bosonic
+,n;r ⟩ω

=

∫
M0,n+r

dµn+r

n+r−2∏
k=2

δ(fk) CnW̃11...1︸ ︷︷ ︸
r

W11...1︸ ︷︷ ︸
n+r

.
(7.4.146)

The formula (7.4.146) is a conjecture, which presumably may be proven by am-
bitwistor construction [58]. However, this goes beyond the scope of this work and
thus we write the Weyl3-(DF )2 theory in terms of the following double copy of
theories:

Weyl3 − (DF )2 = (DF )2 ⊗ [(DF )2 + ϕ3] = (DF )2 ⊗ (DF )2 + (DF )2. (7.4.147)

In table 7.1 we summarized all double copied theories with their originating theories.
These are previously known and newly constructed double copies from theories containing
a color form φcolor. e.g. the double copy of a (DF )2 theory with itself gives rise to the
amplitudes of six–derivative gravity R3 originating from the bosonic ambitwistor string
[53]. Note, in contrast double copying F 3 amplitudes leads to the amplitudes produced
by Einstein gravity coupled to a dilaton field ϕ and deformed by operators of the form
ϕR2 and R3 [109]. On the other hand, the conformal supergravity (CSG) amplitudes (of
the non–minimal Berkovits–Witten type theory [54]) from table 7.1 follow from double
copying (DF )2 and SYM theory [52]. From table 7.1 it can be evidenced that there are
new double copies of theories that can be constructed only by using the property that the
color form provides CK duality and can be used as an essential part to double copy two
different theories. Besides, there is a close relation between string theory and the content
of table 7.1 utilizing the inherent double copy of the closed string in terms of open strings
(cf. [25, 82, 110]). Moreover, we find a double copy for higher derivative (HD) gravity and
bigravity to be discussed in subsections 7.4.3.
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Theory T1 T2 CHY representation

sGal NSLM NSLM (Pf ′An)
4

EYM gen.YMS YM CnPfΨSr Pf
′ψn+r

DBI YMS NSLM PfXn Pf
′ΨSr:n (Pf ′An+r)

2

EM YMS YM PfXn Pf
′ΨSr:n Pf ′ψn+r

BI NSLM YM (Pf ′An)
2 Pf ′ψn

ext.DBI NSLM YM Cn PfΨSr (Pf
′An+r)

2

(DF )2-Photon NSLM (DF )2 (Pf ′An)
2 W11...1︸ ︷︷ ︸

n

Conformal gravity YM (DF )2 Pf ′ψn W11...1︸ ︷︷ ︸
n

Einstein–Weyl YM YM+(DF )2 not known

Weyl3 or R3 (DF )2 (DF )2

(
W11...1︸ ︷︷ ︸

n

)2

Weyl3-DF 2 (DF )2 + ϕ3 (DF )2 CnW11...1︸ ︷︷ ︸
r

W11...1︸ ︷︷ ︸
n+r

Table 7.1: Double copies T1 ⊗ T2 through twisted form description (7.4.112) and (7.4.113).

7.4.2 Formal algebraic double copies

In the previous section, we used the known and newly constructed twisted form description
of theories to produce double copies. However, there is an additional way to make double
copies with the use of a biadjoint scalar. Since the biadjoint scalar is described through
two color forms φcolor (cf. table 4.1) it can act as the identity in the space of theories. This
feature is already shown in the KLT matrix analysis [49, 111] and here we are going to
provide an intersection theory argument for it. Let us take the intersection double copy
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setup we had in (7.4.115) and take one of the theories to be the biadjoint scalar. We have:

Tbiadj = ⟨φcolor− , φcolor+ ⟩, T2 = ⟨φT2− , φcolor+ ⟩ ,

Tbiadj ⊗ T2 = ⟨φ1
+, φ

2
−⟩ =

(m−3)!∑
a=1

⟨PT∨(a), φcolor+ ⟩ω ⟨φ2
−, PT (a)⟩ω

=

(m−3)!∑
a=1

⟨PT∨(a), φcolor+ ⟩ω︸ ︷︷ ︸
δab

⟨φ2
−, PT (a)⟩ω = ⟨φ2

−, PT (a)⟩ω = T2 .

(7.4.148)
So we can evident that the biadjoint scalar acts as the identiy element in the set of theories.
Therefore, we can use the elements of table 7.1 and from a set. Together with the tensor
product and the biadjoint as the identity elemen. This set forms a unital magma. Using
this we can construct new elements of the set of theories by multiplying. For example the
double copy construction (7.4.120) of EYM amplitude amounts to:

gen.YMS⊗YM = [YM+ϕ3]⊗YM = (YM⊗YM)+YM = GR+YM = EYM . (7.4.149)

Furthermore, in Table 7.2 we have:

gen.YMS⊗YMS = [YM+ ϕ3]⊗YMS = (YM⊗YMS)+YMS = EM+YMS . (7.4.150)

On the other hand, double copying two copies of gen.YMS amplitudes have been argued
to produce amplitudes in Einstein–Yang-Mills–scalar (EYMS) theory. The latter simply
follows from the compactification of EYM theory [20, 50, 112]. This result can also be
anticipated from the decomposition:

gen.YMS⊗ gen.YMS = gen.YMS⊗ [YM + ϕ3] = EYM + gen.YMS . (7.4.151)

Putting all of these in the next table 7.2 the four double copies (7.4.121), (7.4.124),
(7.4.127) and (7.4.133) are also tabulated among some new constructions like EM ampli-
tude squared.

Theory ⊗ YMS gen.YMS NLSM YM

YMS EM2 EM + YMS DBI EM

gen.YMS EM + YMS EYMS ext.DBI EYM

Table 7.2: Table of different double copies

This notion is particularly powerful since it does not require knowledge about the resulting
theory after double copies and we can use this formulation to investigate the space of
theories.
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7.4.3 Double copy of YM + (DF )2 theory and higher derivative
gravity

In this section we look at one of the main use of the algebraic double copy method, which
we discussed in the last section namely the double copy of YM +(DF )2 theory and show
that it can be related to higher derivative (HD) gravity. Looking at table 7.1 we can
write the double copy of the YM + (DF )2 theory in terms of known spin-2 theories in
the following way:

[(DF )2 + YM ]⊗ [(DF )2 + YM ]

∼ (YM ⊗ YM)︸ ︷︷ ︸
GR

+(DF 2 ⊗DF 2)︸ ︷︷ ︸
R3

+(DF 2 ⊗ YM)︸ ︷︷ ︸
CG

+(YM ⊗DF 2)︸ ︷︷ ︸
CG

∼ GR + CG1 + CG2 +R3 ∼ GR + C̃G+O(R3) .

(7.4.152)

Since the amplitude of the YM + (DF )2 theory is described by the intersection number
(6.3.8) of φbosonic±,n and φcolor±,n we can write the amplitude of the resulting double copied
theory as:

A(n) = ⟨φbosonic−,n , φbosonic+,n ⟩ . (7.4.153)

The twisted form φbosonic±,n stems from the bosonic string and is given in (6.3.32). The
amplitude (7.4.153) only involves the metric gµν described by the higher derivative La-
grangian, which comprises the conformal term+GR+R3 corrections (7.4.152). Therefore,
looking at the structure of the double copy in (7.4.152) we see that this amplitude corre-
sponds to the interaction of n spin-2 fields (i.e. gµν) with higher derivative interactions.
Hence, it is worth looking at the theories known as HD gravity. The latter can be defined
by the following Lagrangian [113]:

L =m2
g

√
g

[
λ1R(g) + λ3

(
1

3
R2 −RµνRµν

)]
+O(R3) , (7.4.154)

with the following equations of motion

Bµν +
λ1
λ3

Gµν +O(R3) = 0 , (7.4.155)

where Bµν and Gµν are the Bach and Einstein tensors, respectively. Some possible can-
didates for the O(R3) operators in gravity can be found in [114]. The Lagrangian in
(7.4.154) describes GR plus Weyl (conformal) interactions together with higher order
curvature corrections O(R3). Comparing this Lagrangian to the double copy structure in
(7.4.152) we can see that the content and the type of interactions are the same.

Actually, the amplitudes for the closed bosonic string also referred to as GR+R2+R3

can be calculated by using the KLT relations and the open bosonic string amplitudes
(6.3.34). The action up to order α′3 was derived in [115]

S closed
bosonic string

= − 2

κ2

∫
ddx

√
g

{
R− 4

d−2
(∂µϕ)

2 − 1

12
H2 (7.4.156)
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+
α′

4
e−2ϕ

(
RµνλρR

µνλρ − 4RµνR
µν +R2

)
+ α′2e−4ϕ

(
1

16
Rµν

αβR
αβ

λρR
λρ
µν −

1

12
Rµν

αβR
νλ
βρR

λµ
ρα

)
+O(α′3)

}
,

where ϕ represents the dilaton and Hµνρ = 3∂[µBνρ] is the field strength of the anti–
symmetric B–field. Note, that in (7.4.156) the linear order in α′ corresponds to the
Gauss-Bonnet term which for d = 4 reduces to a topological surface term. In (7.4.152)
there is also the higher order correction R3, which in the bosonic closed string (7.4.156)
originates at quadratic order in α′2R3. It should be emphasized that in higher–point
gravitational amplitudes the order α′2 cannot be reproduced from the double copy of the
α′ order of the corresponding open bosonic string amplitudes (6.3.34) due to additional
α′2ζ2F

4 contributions from a single open string sector [109, 116, 117].
It is worth mentioning that HD gravity may be related to bimetric gravity. The latter

is constructed through interactions of two spin two fields gµν and fµν with a nonlinear
interacting potential [18]. It has been shown [118] that by expanding the potential of
bimetric gravity around a specific solution of fµν in terms of gµν and integrating out fµν
one can match the Lagrangian of bimetric gravity to that of HD gravity. Therefore, the
intersection number associated with the amplitude in (7.4.153) can also be related to
some particular parameters of the integrated bimetric gravity known as partially massless
bimetric gravity, cf. subsection 7.4.3.

Bimetric theory as a double copy

We discussed bimetric gravity in detail in section 4.4 there is a special limit of this theory
known as partially massless (PM) bimetric theory, which is defined over the following
background solution to eliminate fµν [118]

fµν = a2gµν +
2γ

m2
Pµν +O(m−4) , (7.4.157)

where Pµν is the Schouten tensor defined as:

Pµν =
1

d− 2

(
Rµν −

R

2(d− 1)
gµν

)
(7.4.158)

Plugging this relation back in the bimetric theory we can integrate out the field fµν .
In [118] it was shown that the kinetic term of the second metric fµν and the bimetric
potential assume the following form (in arbitrary dimension):

m2√gV (S; βn) = m2√g
4∑

n=0

βnen(S) ∼ Λ0
√
g[1 + κR(g)]

+
√
g
Λ1

m2

(
d

4(d− 1)
R2 −RµνRµν

)
+O(R3) ,√

fR(f) ∼ (Λ2)
d−2√gR(g)− Λ3

m2

√
g

(
d

4(d− 1)
R2 −RµνRµν

)
+O(R3) .

(7.4.159)
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The parameters Λi(βn) are dimensionless. For simplicity, we absorbed other dimensionless
parameters, e.g. γ in (7.4.157), in the parameters Λi. For details of the calculation we refer
to [118]. We fix the parameters βn in such a way that the term including the cosmological
constant vanishes i.e. Λ0 = 0. For the full fledged PM bimetric gravity, one has to fix all
remaining βn so that also Λ2(βn) = 0 [118]. The last two terms of (7.4.159) correspond to
the CG Lagrangian (4.3.38). More concretely, one has the following identity, cf. (4.3.36)

(Wµναβ)
2 = RGB +

( d

4(d− 1)
R2 −RµνRµν

)
, (7.4.160)

with RGB the Gauss-Bonnet term, which is a total derivative in four dimensions and can
be discarded in the Lagrangian. After putting for d = 4 the relations (7.4.159) back into
(4.4.46) we have evidence that there are two copies of CG together with the kinetic term
for the first metric gµν described by GR. Concretely, we obtain:

L = m2
g

√
g

[
R(g) + α2Λ2

2R(g)− α2 Λ3

m2

(
1

3
R2 −RµνRµν

)

− 2
Λ1

m2

(
1

3
R2 −RµνRµν

) ]
+O(R3) .

(7.4.161)

Combining the terms (7.4.161) into the action we reproduce (7.4.154) with:

λ1 = (1 + α2Λ2
2) ,

λ3 = − 1

m2
(2Λ1 + α2Λ3) .

(7.4.162)

Then, the resulting Lagrangian (7.4.154) describes a HD gravity with higher order cor-
rections due to the bimetric theory. Calculating the equations of motions for the action
(7.4.154) in the leading order7 of m2 one ends up with the same constraints (7.4.155) as
in EW theory (cf. [119]) and the comment below equation (4.3.43). Recall, that we have
eliminated fµν through (7.4.157) and obtained the Lagrangian (7.4.154). Therefore we
can relate the intersection number (7.4.153) to the amplitude of the PM bimetric gravity.

Similar to EW theory PM bimetric gravity propagates seven degrees of freedom (pack-
aged into the metric gµν), which contain a massless spin-2 and a massive spin-2 states. In
PM bimetric gravity the scattering amplitude A(n) describes the interaction of n spin-2
fields gµν . The latter is described by the Lagrangian (7.4.154) comprising the conformal
term+GR+R3 corrections. Eventually, the amplitude A(n) may be computed by using
(6.3.8) and is given by the intersection number (7.4.153). Looking at table 7.1 we may
anticipate for PM bimetric gravity the double copy structure (7.4.152).

In addition to GR in (7.4.152) there are the two CG theories originating in (7.4.161).
The latter can be combined in one single subject to (7.4.162), while the R3 term is of
higher orderm4. A final comment is that choosing the potential in bimetric action (4.4.46)
as

V (β;S) ≈ m2 [(fµµ )
2 − fµνfµν ] (7.4.163)

7Note, that R3 is of order m4.
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leads to Einstein–Weyl gravity. This has been pointed out in [56] and also commented
below equation (4.3.43). Finally, a detailed discussion on string scattering amplitudes for
full bimetric gravity with comments on their double copy structure can be found in [3, 4].
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Chapter 8

Conclusions

In this thesis, we have studied Riemann surfaces and their applications to scattering
amplitudes. We saw that Riemann surfaces appear as the natural underlying world-
sheet of string theory amplitudes, CHY formalism and twisted intersection theory. We
discussed the spectrum of the superstring and use the low energy limit (α′ ! 0) to produce
effective actions. In particular, we calculated the string amplitude with massive external
legs both with spin-2 states in open and closed string sector. Specifically, for the massive
closed string state, we constructed for the first time the double copy of massive states in
superstring theory. Furthermore, by taking the low energy limit we managed to produce
the effective action of the massive spin-2 field, which we compared up to cubic order, with
the massive gravity in the context of bimetric theory.

Cubic Effective Lagrangian

Leff
M3 = go

α′

{[
M3
]
+ 2α′Mµν

[
∂µMρσ∂νM

ρσ − κ ∂νMρσ∂
σMρ

µ

]
+4α′2 ∂µ∂νMρσ∂

ρMκ
ν ∂

σMµκ

}
.

(8.0.1)

Leff
GM2 = gc

[
Gµν

(
∂µMρσ∂νM

ρσ − 4∂νMρσ∂
σMρ

µ

)
+Mµν

(
∂µGρσ∂νM

ρσ − ∂ρGµσ∂νM
ρσ
)] (8.0.2)

where the numeric factor κ is the only difference between closed and open strings.
We have:

Open string spin-2↔ κ = 4

Closed string spin-2↔ κ = 2

Bimetric potnetial↔ κ = 2

(8.0.3)

As a result, we observe that for closed string massive spin-2 state as double copy we
have a perfect match up to a particular choice of parameters in bimetric theory.

Furthermore, by studying Riemann surfaces, we also observed that adding additional
structure namely the differential twist ω on top of the standard de Rahm cohomology
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creates the twisted cohomology.

Twisted de Rahm cohomology

∇ω := d± ω∧ (8.0.4)

Then, the (smooth) twisted de Rahm cohomology complex of X is (Ωω(X)p,∇ω).
Denote the cohomology of (Ωω(X)p,∇ω) by H

p
ω we have

Hp
ω(M,∇±ω) =

{φ ∈ Ωp
ω(X) | ∇±ωφ = 0}
∇±ωΩ

p−1
ω (M)

(8.0.5)

Similar to any other mathematical description more structure gives us more expressive
power. In the case of twisted homology/cohomology, we immediately see that one can
describe closed and open string amplitudes in terms of intersection numbers of twisted
forms.

Amplitudes in twisted cohomology

Aopen(k1, k2, k3, ..., kn) = ⟨Cγ ⊗KN |φ+⟩ :=
∫
Cγ

KN φ+

Cγ ⊗KN ∈ Hn−3(M0,n∇ω), φ+ ∈ Hn−3(M0,n,∇ω)

(8.0.6)

Aclosed(k1, k2, k3, ..., kn) = ⟨φ̄+|φ+⟩ =
∫
M0,n

|KN |2 φ̄+ ∧ φ+

φ̄+ ∈ Hn−3
ω , φ+ ∈ Hn−3

ω

(8.0.7)

Exploiting this relation among string amplitudes and intersection numbers we pro-
duced new twisted forms φ̃EYM±,n;r and φ̃bosonic±,n;r , while the former is associated with the
superstring mixed open-closed amplitudes the latter with the bosonic mixed open-closed
amplitudes. Then, we used the CHY formalism of scattering amplitudes to provide proof
that these twisted forms produce a family of Einstein Yang-Mills and Weyl Yang-Mills
type amplitudes, respectively.

In addition we used the twisted cohomology description of the amplitude relations and
proposed a new method to understand the BCJ double copy. In particular, we evident
that all theories with φcolor will elevade to a double copy with a KLT matrix.

Double copy in Intersection theory

For two theories T1 and T2 given by the intersection numbers

T1 = ⟨φ1
+, φ

color⟩ T2 = ⟨φ2
−, φ

color⟩ (8.0.8)
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we consider the following manipulations leading to a double copy expression

⟨φ1
+, φ

2
−⟩ =

(m−3)!∑
a=1

⟨PT∨(a), φ1
+⟩ω ⟨φ2

−, PT (a)⟩ω

=

(m−3)!∑
a,b=1

⟨φ2
−, PT (a)⟩ω S[a|b] ⟨PT (b), φ1

+⟩ω

=

(m−3)!∑
a,b=1

T1(a) S[a|b] T2(b) (8.0.9)

with the intersection form or KLT matrix S[a|b] given in (6.3.35).

Since the origin of the BCJ double copy is in the color-kinematic duality, this formu-
lation can be used in the future to generalize the notion of the color-kinematic duality.

This study opens up more avenues of research in the field of amplitudes and Feyn-
man integrals. For instance, the very first extension would be to ask what twisted forms
describe massive string amplitudes. This question has its own challenges since the CHY
formulation, that we discussed here, includes exclusively the massless amplitudes (be-
cause of its origins in ambitwistor strings). Therefore, one cannot provide a field theory
amplitude directly. Conversely, it might open up a path to a formulation of CHY integral
for massive amplitudes. One may wonder what would happen if we take the massive su-
perstring amplitude, that we provided in this work for the bimetric effective action, and
construct the twisted form associated with it. Furthermore one-loop double copies may
be constructed in similar way as we did here starting from [120].

The other area of research involving intersection numbers is Feynman integrals as we
mentioned in the chapter 3 intersection numbers can be related to the Euler integral
representation of hypergeometric functions as well as the Baikov representation of the
Feynman integrals [24]. The intersection numbers do not carry physical information on
their own. Meaning, we can use them in different contexts. For example, one can write
loop amplitudes integrals as intersection number of twisted forms and use the lower loop
(e.g. one loop) twisted forms to describe higher loops [33].
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Appendix A

Grassmann formulation of string
Scattering amplitude

A.1 Preface

In this appendix we introduce the Grassmann variables, integrals and how to write vertex
operators in terms of these variables. We mostly follow [10]. As we discussed, string
amplitudes are described by a punctured Riemann surface with each puncture representing
a vertex operator position associated to creation or annihilation of a string state. e.g.,the
closed superstring tree–level amplitude assumes the form

A(n) =

∫
M0,n

dµn ⟨V (ε1, p1, z1)...V (εn, pn, zn)⟩ =
∫

M0,n

n∏
i<j

|zi − zj|2α
′pi·pj |F (p, ε)|2 ,

(A.1.1)
with the measure (6.3.10) and the twisted gauge form (6.3.27):

F (p, ε) = dµn

∫ n∏
i=1

dθidθ̄i
θkθl
zk − zl

exp

(∑
i ̸=j

θiθjpi · pj + θ̄iθ̄jεi · εj + 2(θi − θj)θ̄iεi · pj
zi − zj − α′−1θiθj

)
.

(A.1.2)

Here, we deal with the massless states of the closed and open superstring describing
a graviton and a gluon, respectively. Scattering amplitudes of Mixed open and closed
strings at tree level are described by a disk worldsheet. In the sequel we shall introduce
some necessary tools for computing disk amplitudes. Later we shall use the latter to
construct twisted forms for EYM amplitudes. For this it is instrumental that we look at
the standard vertex operators of superstring theory in terms of Graßmann variables [10].

A.2 Vertex operators

The open string vertex positions xi are located at the boundary of the disk, while closed
string vertex positions zi are inserted in the bulk of the disk. The momentum and polar-
ization of a massless gluon are given by kρ and ϵµ, respectively. Similarly, for a massless
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graviton we have the left– and right–moving momenta qρ, q̃ρ and the polarization ϵµν . To
cancel the ghost background charge on the genus zero Riemann surface we define their
vertex operators in the zero and (−1)–ghost pictures. We have the following list of vertex
operators:

• Open string vertex operator in zero–ghost picture1:

V (0)
o (x, ε, k) = εµ [∂Xµ + α′(k · ψ)ψµ] eik·X

−!

∫
dθdθ̄ exp

{
ik ·X + θθ̄ε · ∂X + θ

√
α′k · ψ + θ̄

√
α′ε · ψ

}
(A.2.3)

• Closed string vertex operator in (0, 0)–ghost picture:

V (0,0)
c (z, z, ε, q) = εµν

[
i∂X̃µ +

α′

2
(q̃ψ̃)ψ̃µ(z)

][
i∂Xν +

α′

2
(qψ)ψν(z)

]
eiqX(z,z)

−!

∫
dθ1dθ̄1dθ2dθ̄2 exp

{
iq ·X + iq̃ · X̃ + θ1θ̄1ε · ∂X + θ1

√
α′q · ψ

+ θ̄1
√
α′ε · ψ + θ2θ̄2ε · ∂X̃ + θ2

√
α′q̃ · ψ̃ + θ̄2

√
α′ε · ψ̃

}
.

(A.2.4)

• Open string vertex operator in the (−1)–ghost picture:

V (−1)
o (x, α, k) = εµ e

−ϕ(x)ψµ(x) eik·X(x) −!

∫
dθ exp {ik ·X + θε · ψ} . (A.2.5)

• Closed string vertex operator in the (−1,−1) picture:

V (−1,−1)
c (z, z, ε, q) = εµν e

−ϕ̄(z̄)ψ̃µ(z̄) e−ϕ(z)ψν(z) eiq·X(z,z̄)

−!

∫
dθdθ̄ exp

{
iq ·X + iq̃ · X̃ + θ̄ε̃ · ψ̃ + θε · ψ

}
. (A.2.6)

Finally, for the string S–matrix the following on–shell conditions must be imposed:

k2 = q2 = 0 ,

kµεµ = 0 , qµ · εµν = 0 , εµµ = 0 .
(A.2.7)

These are the standard massless, transverse and traceless conditions of on–shell string
states.

1The map of the string vertex operators to their Graßmann representations is also given. For this we
have removed the ghost field ϕ by noting that the total ghost charge of (−2) in the amplitude must be
contributed by choosing those ghost pictures such that a factor ⟨e−ϕ(xi)e−ϕ(xj)⟩ = (xi−xj)−1 is exhibited.
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EYM string amplitude

B.1 The case of one graviton EYM amplitude

In this section, we perform the first steps towards extending our result (6.4.76) for two
gluons and one graviton to the generic case by increasing the number of gluons, i.e. open
strings in the underlying string correlator (6.4.45). To simplify the Graßmann integral
(6.4.51) we perform similar steps, which took us from (6.4.59) to (6.4.67). In addition,
following subsection 6.4.2 for the open and closed string states we introduce the unifying
notation (subject to εn+1 = ε̃n+1):

{ξ1, ..., ξn+2} := {ε1, ε2, ..., εn, εn+1, ε̃n+1} ,
{p1, ..., pn+2} := {k1, k2..., kn, q1, q̃1} .

With these preparations we can write (6.4.51) as

I(n; 1) = C(1, 2, ..., n)
∫ n+2∏

i=1

dθidθ̄i
θ1θ2
z1 − z2

KN ·KN

× exp

{
α′2

(
n+1∑
i,j=1
i ̸=j

(θ̄iθjξi · pj)
zi − zj ∓ α′−1θiθj

+
n+1∑
i>j

(θ̄iθ̄jξi · ξj)
zi − zj ∓ α′−1θiθj

+
n+1∑
i,j=1
i ̸=j

(θiθ̄iξi · pj)
zi − zj ∓ α′−1θiθj

+
n+1∑
i>j

(θiθjpi · pj)
zi − zj ∓ α′−1θiθj

+
n∑
j=1

(θn+2θn+2ξn+2 · pj)
zn+1 − zj ∓ α′−1θn+2θj

) }
.

(B.1.1)

Let us make some comments. Firstly, KN ·KN is the Koba–Nielsen factor (6.3.11) for
n+1 closed strings. Secondly, comparing (B.1.1) with (6.4.67) we evidence that the main
difference is the additional last term in the exponential of (B.1.1). It accounts for the
new type of interactions between the anti–holomorphic field ∂̄X from the single graviton
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vertex and the anti–holomorphic open string fields eikiX̃(z̄i) from the gluon vertices subject
to the map (6.4.43). On the other hand, the disk amplitude (5.6.145) involves additional
interactions between holomorphic and anti–holomorphic fields which are accounted for by
the additional terms produced by the map (6.4.43).

At any rate, due to special kinematics of the three–point amplitude (5.6.144) to arrive
at (6.4.67) we did not apply the embedding (6.4.43), but simply rewrote the disk integrand
(6.4.59) in terms of (A.1.2). Nevertheless, applying the map (6.4.43) at (6.4.59) yields
the same result (6.4.67). In order to see this let us look at the equation (B.1.1), which
for the case n = 2 and KN = 1 becomes:

I(2; 1) = C(1, 2)
∫ 4∏

i=1

dθidθ̄i
θ1θ2
z1 − z2

× exp

{
α′2

(
3∑

i,j=1
i̸=j

(θ̄iθjξi · pj)
zi − zj ∓ α′−1θiθj

+
3∑
i>j

(θ̄iθ̄jξi · ξj)
zi − zj ∓ α′−1θiθj

+
3∑

i,j=1
i̸=j

(θiθ̄iξi · pj)
zi − zj ∓ α′−1θiθj

+
3∑
i>j

(θiθjpi · pj)
zi − zj ∓ α′−1θiθj

+
2∑
j=1

(θ4θ4ξ4 · pj)
z3 − zj ∓ α′−1θ4θj

) }
.

(B.1.2)
Expanding the exponential in (B.1.2) w.r.t.,the fermionic variables and using the trace-
lessness condition of the graviton polarization gives:

I(2; 1) = C(1, 2)
∫ 4∏

i=1

θ1θ2
z1 − z2

dθidθi

{
(θ̄1θ3ε1 · q)(θ3θ̄2ε3 · ε2)z21(θ4θ4ε̃3 · k1)
(z1 − z3)(z2 − z3)(z1 − z3)(z2 − z3)

+
(θ̄2θ3ε2 · q)(θ3θ1ε3 · ε1)z21(θ̄4θ4ε̃3 · k1)
(z1 − z3)(z2 − z3)(z1 − z3)(z2 − z3)

+
(θ1θ2ε1 · ε2)(θ3θ3ε3 · k1)z21(θ4θ4ε̃3 · k1)
(z1 − z3)(z2 − z3)(z1 − z3)(z2 − z3)

}
.

(B.1.3)

Up to the color factor (6.4.75) the expression (B.1.3) agrees with (6.4.60) subject to the
reality condition z1 = z̄1 and z2 = z̄2 of the two open string positions on the disk.

Now, we proceed similar as in subsection 6.4 by making profit of the KLT like con-
struction of EYM amplitudes established by the map (6.4.43). We shall construct from
our integrand (B.1.1) a pair of twisted forms φ+, φ−, whose intersection number ⟨φ+, φ−⟩ω
will give, in its α′ !∞ limit, the EYM amplitude formula of the CHY formalism (4.3.15).
For the case of n gluons and one graviton the latter yields the integrand:

In+1(1, 2, . . . , n; q) = C(1, 2, . . . , n) Cqq Pf ′Ψn+1(ka, q, ε, σ) . (B.1.4)

Here, C(1, 2, . . . , n) is the Parke–Taylor factor (6.3.9) and Cqq is defined as:

Cqq =
n−1∑
l=1

(εq · xl)
σl,l+1

σl,qσl+1,q

= PfΨS1 ≡ PfΨ1 , (B.1.5)

The latter will be identified with the gauge correlator (6.4.50) of the integrand (B.1.1),
which will be associated to the twisted form φ̃EYM±,n;1 in the same way as proposed in
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subsection 6.4. To find the correct description of Cqq ≡ PfΨ1 and Pf ′Ψn+1(ka, q, ε, σ) we
proceed as follows.

First, note that the denominators in the exponential proliferate terms subleading in
α′, in particular:

θ̄iθ̄j(ξi · ξj)
zi − zj ∓ α′−1θiθj

=
θ̄iθ̄j(ξi · ξj)
zi − zj

± α′−1 θiθj θ̄iθ̄j(ξi · ξj)
(zi − zj)2

.

With this information the integrand (B.1.1) can be cast into the following form:

I(n; 1) = C(1, 2, . . . , n)
∫ n+2∏

i=1

dθidθ̄i
θ1θ2
z1 − z2

exp
{
α′2 ψ1θn+2θn+2

}
|KN |2

× exp

{
1

2
α′2

n+1∑
i,j=1

(
θi
θ̄i

)t
Ψn+1

(
θj
θ̄j

)
± 1

2
α′

n+1∑
i,j=1
i ̸=j

θiθj θ̄iθ̄j(ξi · ξj)
(zi − zj)2

}
.

(B.1.6)

In (B.1.6) we have introduced (2n+ 2)× (2n+ 2) matrix (4.2.11)

Ψn+1 ≡ ΨSn+1 =

(
Aij −Cji
Cij Bij

)∣∣∣∣
σl=zl

, Sn+1 = {1, . . . , n, n+ 1} , (B.1.7)

with the (n+1)× (n+1) matrices A,B and C being the same as (4.2.7) with σl replaced
by zl, l=1, . . . , n+ 1. Furthermore, we have defined the 2× 2 matrix Ψ1:

Ψ1 =

(
0 ψ1

−ψ1 0

)
, ψ1 =

n∑
j=1

(ξn+2pj)

zn+1 − zj
. (B.1.8)

Similar as in (6.4.62) we can construct the (2n+4)× (2n+4) matrix Ψn,1 of holomorphic
and anti holomorphic block structure

Ψ(n;1) = Ψn+1 ⊗Ψ1 (B.1.9)

to write the full order α′2 of the exponential of (B.1.6) in terms of the concatenation:

n+2∑
i,j=1

(θj θ̄j) Ψ
(n;1)

(
θi
θ̄i

)
:=

n+1∑
i,j=1

(θj θ̄j)Ψn+1

(
θi
θ̄i

)
+ (θn+2 θ̄n+2)Ψ1

(
θn+2

θ̄n+2

)
. (B.1.10)

Eventually, with this block structure we are now able to construct our pair of twisted
forms. We take the holomorphic part of (B.1.6) (described by Ψn+1 and the subleading
term) supplemented by the Parke–Taylor factor (6.4.50) to amount to the form φEYM±,n;1 :

φEYM±,n;1 = dµn+1

∫ n+1∏
i=1

θ1θ2
z1 − z2

dθidθ̄i exp

{
1

2
α′2

n+1∑
i,j=1

(θj θ̄j)Ψn+1

(
θi
θ̄i

)}

× exp

{
± 1

2
α′

n+1∑
i,j=1
i ̸=j

θiθj θ̄iθ̄j(ξi · ξj)
(zi − zj)2

}
.

(B.1.11)
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Furthermore, we extract the anti–holomorphic part of (B.1.6) and apply the isomorphism
(6.4.71) to arrive at our second twisted form twisted form φ̃EYM±,n;1 :

φ̃EYM±,n;1 = dµn+1 C(1, 2, . . . , n)
∫
dθn+2dθ̄n+2 exp

{
α′2 (θn+2 θ̄n+2)Ψ1

(
θn+2

θ̄n+2

)}∣∣∣∣∣
zl!zl

.

(B.1.12)
The two twisted forms (B.1.11) and (B.1.12) (φ− = φ̃EYM±,n;1 and φ+ = φEYM−,n;1 ) are our
candidates for reproducing the EYM integrand (B.1.4). In fact, with (B.1.11) and (B.1.12)
we are now able to derive the EYM amplitude from (6.3.23). The twisted forms in
equations (B.1.11) and (B.1.12) are of the appropriate form for taking the α′ !∞ limit:

lim
α′!∞

φ̂EYM±,n;1 =

∫ n+1∏
i=1

dθidθ̄i
θ1θ2
z1 − z2

exp

{
1

2
α′2

n+1∑
i,j=1

(θj θ̄j)Ψn+1

(
θi
θ̄i

)}
+O(α′−1)

=
PfΨ12

n+1

z1 − z2
+O(α′−1) = Pf ′Ψn+1 +O(α′−1) ,

lim
α′!∞

ˆ̃φ
EYM

±,n;1 = C(1, 2, . . . , n)
∫
dθn+2dθ̄n+2 exp

{
α′2 (θn+2 θ̄n+2)Ψ1

(
θn+2

θ̄n+2

)}∣∣∣∣∣
zl!zl

= C(1, 2 . . . , n) PfΨ1

∣∣
zl!zl

.

(B.1.13)
Plugging the expressions (6.4.50) and (B.1.13) into (6.3.23) yields the final expression for
the EYM amplitude:

A(1, 2, . . . , n; 1) = lim
α′!∞

⟨φ̃EYM+,n;1 , φ
EYM
−,n;1 ⟩ω =

∫
M0,n+1

dµn+1

n+1∏′

a=1

δ(fa) lim
α′!∞

φ̂EYMn;1
ˆ̃φ
EYM

n;1

=

∫
M0,n+1

dµn+1

n+1∏′

a=1

δ(fa)
PfΨ1

∣∣
zl!zl

Pf ′Ψn+1

(z1 − z2)(z2 − z3) . . . (zn − z1)
.

(B.1.14)
In the leading order in α′ this result agrees with the expression given in (4.3.15) for the
Einstein Yang–Mills amplitude in the CHY formalism. The terms O(α′−1) subleading in
α′ originate from the limit (B.1.13).

B.2 The generic case of (n, r) EYM amplitude

In this section we shall determine the pair of twisted forms φEYM±,n;r and φ̃EYM±,n;r for the multi–
graviton case. To illuminate the structure and changes compared to the one–graviton case
we first derive the amplitude involving n gluons and two gravitons. Equipped with these
preparations we then move to the generic case of n gluons and r gravitons.
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B.2.1 Twisted form and intersections for amplitudes of n gluons
and two gravitons

In this subsection we consider the disk amplitude (6.4.44) involving n gluons and two
gravitons. Subject to (6.4.43) we embed the latter onto the sphere and arrive at (6.4.45).
As already anticipated above for the construction of the twisted differentials we do not
need the position integrals and may focus on the integrand (6.4.51) written in terms
of Graßmann variables. For the case at hand we introduce the unifying notation for
polarizations ξi, momenta pj and positions ζl exhibited in 6.4.2, more precisely (subject
to ε̃n+i = εn+i, i = 1, . . . , r)

{ζ1, ..., ζn+4} = {z1, z2, ..., zn, zn+1, zn+1, zn+2, zn+2} ,
{ξ1, ..., ξn+4} := {ε1, ε2, ..., εn, εn+1, ε̃n+1, εn+2, ε̃n+2} , (B.2.15)

{p1, ..., pn+4} := {k1, k2..., kn, q1, q̃1, q2, q̃2} ,

and perform the field contractions using the correlators on the sphere. With these prepa-
rations the integrand (6.4.51) assumes the following form:

I(n; 2) = C(1, 2, . . . , n)
∫ n+4∏

i=1

dθidθ̄i
θ1θ2
ζ1 − ζ2

× exp

{
α′2

(
n+3∑
i,j=1
i̸=j

i,j ̸=n+2

(θ̄iθjξi · pj)
ζi − ζj ∓ α′−1θiθj

+
n+3∑
i,j=1
i>j

i,j ̸=n+2

(θ̄iθ̄jξi · ξj)
ζi − ζj ∓ α′−1θiθj

+
n+3∑
i,j=1
i̸=j

i,j ̸=n+2

(θiθ̄iξi · pj)
ζi − ζj ∓ α′−1θiθj

+
n+3∑
i,j=1
i>j

i,j ̸=n+2

(θiθjpi · pj)
ζi − ζj ∓ α′−1θiθj

+
∑

i,j∈{n+2,n+4}
i ̸=j

(θ̄iθjξi · pj)
ζ i − ζj ∓ α′−1θiθj

+
n+4∑
j=1

j /∈{n+1,n+3}
i∈{n+2,n+4}

(θiθ̄iξi · pj)
ζ i − ζj ∓ α′−1θiθj

+
∑
j=n+2
i=n+4

(θ̄iθ̄jξi · ξj)
ζ i − ζj ∓ α′−1θiθj

+
∑
j=n+2
i=n+4

(θiθjpi · pj)
ζ i − ζj ∓ α′−1θiθj

)}
×KN ·KN .

(B.2.16)
Note, that in (B.2.16) the first four terms in the exponential account for the holomorphic
field contractions, while the last four terms represent the anti–holomorphic field contrac-
tions subject to the map (6.4.43). Furthermore, KN · KN is the Koba–Nielsen factor
(6.3.11) for n+2 closed strings. In the following we explicitly outline the steps leading to
(B.2.16) and discuss the underlying matrix structure w.r.t.,the fermionic variables. First
of all, we discuss the anti–holomorphic sector of the two–graviton case. Looking at α′2

order terms we encounter two contributions. Firstly, there is the correlator of the bosonic
part of one graviton vertex (A.2.4) with both the open string exponentials stemming from
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the map (6.4.43) and a single exponential from the second graviton (with zl,m = zl− zm):

⟨ε̃n+1
µ ∂X̃µ(zn+1)

(
n∏
i=1

eikiX̃(zi)

)
× eiq2X̃(zn+2)⟩ = i

(
n∑
i=1

ε̃n+1 · ki
zi − zn+1

)
+ i

ε̃n+1 · q2
zn+2 − zn+1

= i

(
n−1∑
i=1

ε̃n+1 · ki
zi − zn+1

)
+ i

ε̃n+1 · kn
zn − zn+1

+ i
ε̃n+1 · q2

zn+2 − zn+1

= i
n−1∑
i=1

ε̃n+1 · ki
zi − zn+1

− i
ε̃n+1 ·

∑n−1
j=1 kj + q2

zn − zn+1

+ i
ε̃n+1 · q2

zn+2 − zn+1

= i

n−1∑
i=1

ε̃n+1 · ki
zi − zn+1

− i
n−1∑
j=1

ε̃n+1 · kj
zn − zn+1

+ i
(ε̃n+1 · q2)zn,n+2

zn+2,n+1zn,n+1

= i
n−1∑
i=1

(ε̃n+1 · ki)
zni

(zi − zn+1)(zn − zn+1)
+ i

(ε̃n+1 · q2)zn,n+2

zn+2,n+1zn,n+1

= −i
n−1∑
i=1

(ε̃n+1 · ki)
n−1∑
l=i

zl,l+1

(zl − zn+1)(zl+1 − zn+1)
+ i

(ε̃n+1 · q2)zn,n+2

zn+2,n+1zn,n+1

= i

{
n−1∑
l=1

(ε̃n+1 · xl)
zl,l+1

zl,n+1zn+1,l+1

+ (ε̃n+1 · q2)
zn+2,n

zn+2,n+1zn+1,n

}
=: Ξn+2 .

(B.2.17)
The above correlator Ξn+2 amounts to the generalized version of the expression (B.1.5)
for the case of more than one graviton. In the last line of (B.2.17) the first term in the
sum is exactly (B.1.5) and the second term takes into account the additional interaction
with the second graviton. For Ξl the upper index l indicates the corresponding pair of
Graßmann variables in the anti–holomorphic sector. For the case at hand we have

⟨θn+2θn+2 ε̃
n+1
µ1

∂X̃µ1(zn+1)

(
n∏
i=1

eikiX̃(zi)

)
× eiq2µ2X̃

µ2 (zn+2)⟩ = θn+2θn+2 Ξn+2 , (B.2.18)

and similarly for the second graviton we encounter:

⟨θn+4θn+4 ε̃
n+2
µ2

∂X̃µ2(zn+2)

(
n∏
i=1

eikiX̃(zi)

)
× eiq1µ1X̃

µ1 (zn+1)⟩ = θn+4θn+4 Ξn+4 . (B.2.19)

Secondly, there is the fermionic piece from the anti–holomorphic parts of the two graviton
vertex operators (A.2.4):

θn+2θn+2θn+4θn+4 ⟨ε̃n+1
µ1

ψ̃µ1q1 · ψ̃ ε̃n+2
µ2

ψ̃µ2q2 · ψ̃⟩S2

= θn+2θn+2θn+4θn+4

{
− ε̃n+1 · ε̃n+2

zn+1 − zn+2

q1 · q2
zn+1 − zn+2

+
ε̃n+1 · q2

zn+1 − zn+2

ε̃n+2 · q1
zn+1 − zn+2

}

= −
(
θn+2θn+4

ε̃n+1 · ε̃n+2

zn+1 − zn+2

) (
θn+2θn+4

q1 · q2
zn+1 − zn+2

)



B.2 The generic case of (n, r) EYM amplitude 203

+

(
θn+2θn+4

ε̃n+1 · q2
zn+1 − zn+2

) (
θn+2θn+4

ε̃n+2 · q1
zn+1 − zn+2

)
. (B.2.20)

The expressions (B.2.18), (B.2.19) and (B.2.20) can be extracted from the last four terms
of the exponential (B.2.16). Let us now comprise all terms into a matrix. We have the
following relation〈( n∏

i=1

eikiX̃(zi)

)
exp{iq̃1 · X̃ + θn+2θ̄n+2ε̃n+1 · ∂X̃ + θn+2q̃1 · ψ̃ + θ̄n+2ε̃n+1 · ψ̃}

× exp{iq̃2 · X̃ + θn+4θ̄n+4ε̃n+2 · ∂X̃ + θn+4q̃2 · ψ̃ + θ̄n+4ε̃n+2 · ψ̃}
〉
S2

∣∣∣∣∣
α′!∞

= exp

{
1

2
α′2

∑
i,j∈{n+2,n+4}

(
θi
θ̄i

)t
Ψ2

(
θj
θ̄j

)}
+O(α′−1) ,

(B.2.21)

where Ψ2 is given by:

Ψ2 =


0 q1·q2

zn+1,n+2
Ξn+2 ε̃n+2·q1

zn+2,n+1

− q1·q2
zn+1,n+2

0 −ε̃n+1·q2
zn+1,n+2

Ξn+4

−Ξn+2 ε̃n+1·q2
zn+1,n+2

0 ε̃n+1·ε̃n+2

zn+1,n+2

− ε̃n+2·q1
zn+2,n+1

−Ξn+4 − ε̃n+1·ε̃n+2

zn+1,n+2
0

 . (B.2.22)

The matrix (B.2.22) is the same expression (denoted by ΨS) defined in already in equa-
tion (4.2.11) of [20] for the two–graviton case. Here, Ξn+2 and Ξn+4 are the objects
introduced in (B.2.18) and (B.2.19) and correspond to the two anti–holomorphic graviton
fields labelled by n+ 2 and n+ 4, respectively. Putting everything together, for the anti
holomorphic part we have:

KN
−1 I(n; 2)

∣∣∣ anti-
holomorphic

α′!∞

= C(1, 2, . . . , n)

×
∫ ∏

i∈{n+2,n+4}

dθidθ̄i exp

{
1

2
α′2

∑
i,j∈{n+2,n+4}

(
θi
θ̄i

)t
Ψ2

(
θj
θ̄j

)}
+O(α′−1)

= C(1, 2, . . . , n) PfΨ2 +O(α′−1) .

(B.2.23)

For the holomorphic part of (B.2.17) we are dealing with n+ r = n+ 2 open superstring
vertex operators which can be described by the pure open superstring disk amplitude,
which is related to the Pfaffian of the matrix Ψn+2:

KN−1 I(n; 2)
∣∣∣
holomorphic

α′!∞
=

〈
n∏
j=1

Vo(εj, kj, zj)
2∏
l=1

Vo(εl, ql, zl)

〉
S2

∣∣∣
α′!∞

=

〈
n∏
j=1

Vo(εj, kj, zj)
2∏
l=1

Vo(εl, ql, zl)

〉
D2

∣∣∣
α′!∞

= Pf ′Ψn+2 .

(B.2.24)
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It is clear that these contractions give rise to the first four terms of the integrand (B.2.16)
as they are identical to contractions of the n+2 open strings given in the standard formula
(A.1.2). After putting together the anti–holomorphic (B.2.23) and holomorphic (B.2.24)
parts we have

lim
α′!∞

KN
−1 I(n; 2)

∣∣∣
anti-

holomorphic

·KN−1 I(n; 2)
∣∣∣
holomorphic

= C(1, 2, . . . , n)

× PfΨ2 Pf ′Ψn+2 +O(α′−1) ,
(B.2.25)

with the (2n + 4) × (2n + 4) matrix Ψn+2 and the 4 × 4 matrix Ψ2 both assuming the
form of (4.2.11) with entries (4.2.12)

Ψn+2 = ΨS =

(
Aij −Cji
Cij Bij

)∣∣∣∣
σl=ζl, l=1,...,n+1

σn+2=ζn+3

, S = {1, . . . , n, n+ 1, n+ 2} , (B.2.26)

Ψ2 = ΨS2 =

(
Aij −Cji
Cij Bij

)∣∣∣∣
σl=ζ̄l, l=1,...,n

σn+1=ζ̄n+2, σn+2=ζ̄n+4

, S2 = {n+ 1, n+ 2} , (B.2.27)

respectively. Finally, noting the expansion of denominator terms w.r.t.,α′

θiθj(ξi · ξj)
ζi − ζj ∓ α′−1θiθj

=
θiθj(ξi · ξj)
ζi − ζj

± α′−1 θiθjθiθj(ξi · ξj)
(ζi − ζj)2

, (B.2.28)

with (B.2.26) and (B.2.27) we can write the integrand (B.2.16) in terms of the generalized
notation (B.2.15) as the following product:

I(n; 2) =
∫ n+4∏

i=1

dθidθ̄i
θ1θ2
ζ1 − ζ2

exp

{
1

2
α′2

n+3∑
i,j=1

i,j ̸=n+2

(
θi
θ̄i

)t
Ψn+2

(
θj
θ̄j

)
± 1

2
α′

n+3∑
i,j=1

i,j ̸=n+2

θiθjθiθj(ξi · ξj)
(ζi − ζj)2

}

× exp

{
1

2
α′2

∑
i,j∈{n+2,n+4}

(
θi
θ̄i

)t
Ψ2

(
θj
θ̄j

)
± 1

2
α′

∑
i,j∈{n+2,n+4}

θiθjθiθj(ξi · ξj)
(ζi − ζj)

2

}
× C(1, 2, . . . , n) ×KN ·KN.

(B.2.29)
Our integrand (B.2.29) furnishes a KLT like structure factorizing holomorphic and anti–
holomorphic terms. In addition, to this factorized form the two sets of fermionic variables⋃
j∈{1,...,n+1,n+3}

{θj, θ̄j} and
⋃

i∈{n+2,n+4}
{θi, θ̄i} can be attributed, respectively.

Eventually, after these preparations we are able to construct the pair of twisted forms
φEYM±,n;2 and φ̃EYM±,n;2 . Similarly to (B.1.11) we take the pure holomorphic part of (B.2.29) to
constitute the twisted form φEYM±,n;2

φEYM±,n;2 = dµn+2

∫ n+3∏
i=1

i ̸=n+2

dθidθ̄i
θ1θ2
ζ1 − ζ2

exp

{
1

2
α′2

n+3∑
i,j=1

i,j ̸=n+2

(
θi
θ̄i

)t
Ψn+2

(
θj
θ̄j

)}
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× exp

{
± 1

2
α′

n+3∑
i,j=1

i,j ̸=n+2

θiθjθiθj(ξi · ξj)
(ζi − ζj)2

}
, (B.2.30)

with Ψn+2 defined in (B.2.26). To find our second twisted form φ̃EYM±,n;2 we take the anti–
holomorphic part of (B.2.29) and apply the isomorphism (6.4.71) to arrive at:

φ̃EYM±,n;2 = dµn+2 C(1, 2, . . . , n)
∫ ∏

i∈{n+2,n+4}

dθidθ̄i exp

{
α′2

2

∑
i,j∈{n+2,n+4}

(
θi
θ̄i

)t
Ψ2

(
θj
θ̄j

)}∣∣∣∣∣
ζl!ζl

× exp

{
± 1

2
α′

∑
i,j∈{n+2,n+4}

θiθjθiθj(ξi · ξj)
(ζi − ζj)2

}
. (B.2.31)

Our two twisted forms φ− = φ̃EYM+,n;2 and φ+ = φEYM−,n;2 reproduce the EYM integrand in
the α′ !∞ limit (6.3.23). These limits can be determined as:

lim
α′!∞

φ̂EYM±,n;2 =

∫ n+3∏
i=1

i ̸=n+2

dθidθ̄i
θ1θ2
ζ1 − ζ2

exp

{
1

2
α′2

n+3∑
i,j=1

i,j ̸=n+2

(
θi
θ̄i

)t
Ψn+2

(
θj
θ̄j

)}
±O(α′−1)

=
PfΨ12

n+2

ζ1 − ζ2
+O(α′−1) = Pf ′Ψn+2 +O(α′−1) ,

lim
α′!∞

ˆ̃φ
EYM

±,n;2 = C(1, 2, . . . , n)
∫ ∏

i∈{n+2,n+4}

dθidθ̄i exp

{
α′2

2

∑
i,j∈{n+2,n+4}

(
θi
θ̄i

)t
Ψ2

(
θj
θ̄j

)}∣∣∣∣∣
ζl!ζl

±O(α′−1) = C(1, 2, . . . , n) PfΨ2

∣∣
ζl!ζl

+O(α′−1)

(B.2.32)

Using these limits in (6.3.23) gives the final result for EYM amplitude in the CHY
formalism:

A(n; 2) = lim
α′!∞

⟨φ̃EYM+,n;2 , φ
EYM
−,n;2 ⟩ω =

∫
M0,n+2

dµn+2

n+2∏′

a=1

δ(fa) lim
α′!∞

φ̂EYM−,n;2
ˆ̃φ
EYM

+,n;2

=

∫
M0,n+2

dµn+2

n+2∏′

a=1

δ(fa)
PfΨ2

∣∣
ζl !ζl

Pf ′Ψn+2

(z1 − z2)(z2 − z3) . . . (zn − z1)
.

(B.2.33)

B.2.2 Twisted form and intersections for amplitudes of n gluons
and r gravitons

Finally, in this subsection we extend our results for EYM amplitudes to the all multiplicity
case. We shall consider the EYM amplitude involving n gluons and r gravitons. We start
with the correlator (6.4.45) on the sphere, which can be expressed in terms of Graßmann
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variables as given in (6.4.51). Performing the Wick contractions on the sphere we obtain
for the integrand:

I(n; r) =
∫ n+2r∏

i=1

θ1θ2
ζ1 − ζ2

dθidθ̄i exp

{
α′2

( ∑
i,j,∈S
i ̸=j

(θ̄iθjξi · pj)
ζi − ζj ∓ α′−1θiθj

+
∑
i,j,∈S
i ̸=j

(θiθ̄iξi · pj)
ζi − ζj ∓ α′−1θiθj

+
∑
i,j,∈S
i>j

(θ̄iθ̄jξi · ξj)
ζi − ζj ∓ α′−1θiθj

+
∑
i,j,∈S
i>j

(θiθjpi · pj)
ζi − ζj ∓ α′−1θiθj

+
∑

j∈{1,...,n}∪Sr
i∈Sr

(θiθ̄iξi · pj)
ζi − ζj ∓ α′−1θiθj

+
∑

i,j∈Sr
i ̸=j

(θ̄iθjξi · pj)
ζi − ζj ∓ α′−1θiθj

+
∑

i,j∈Sr
i>j

(θ̄iθ̄jξi · ξj)
ζi − ζj ∓ α′−1θiθj

+
∑

i,j∈Sr
i>j

(θiθjpi · pj)
ζi − ζj ∓ α′−1θiθj

)}

× C(1, 2, . . . , n)×KN ·KN .
(B.2.34)

In (B.2.34) we have introduced the two sets S and Sr, given by:

S := {1, 2, 3, ..., n, n+ 1, n+ 3, ..., n+ 2r − 1} ,
Sr := {n+ 2, n+ 4, ..., n+ 2r} .

(B.2.35)

Here, Sr represents the set of indices accounting for the anti–holomorphic parts of the r
graviton vertex operators (A.2.4), while S is the set of indices labelling the holomorphic
parts of both gluons and gravitons. Furthermore, in the exponential of (B.2.34) the sums
run over indices denoting fermionic variables θi, θi, the set of the generalized momenta
pi, polarizations ξj, and positions ζj defined in (B.2.15). As in (B.2.16) the first four
terms in the exponential account for the holomorphic field contractions, while the last
four terms represent the anti–holomorphic field contractions subject to the map (6.4.43).
Additionally, KN ·KN is the Koba–Nielsen factor (6.3.11) for n+ r closed strings.

We shall follow similar steps as in the previous subsection to extract from (B.2.34) a
pair of twisted forms suitable for describing the multi–leg EYM amplitude. Let us first
look at the CHY integral introduced in (4.3.15) for this general case

In+r(n; r) = C(1, 2, . . . , n) PfΨr Pf
′Ψn+r(ka, qa, ε, σ) , (B.2.36)

with C(1, 2, . . . , n) being the Parke–Taylor factor (6.3.9). As in our constructions above
the latter is to be identified with the gauge current factor C in (B.2.34) which enters the
definition of φ̃EYM±,n;r .

Again, by using (B.2.28) in the exponential of the integrand (B.2.34) we may disen-
tangle quadratic from linear orders in α′. As a consequence the eight sums accounting for
the quadratic order α′2 can compactly be written as∑

i,j∈S

(θi θ̄i)Ψn+r

(
θj
θ̄j

)
+
∑
i,j∈Sr

(θi θ̄i)Ψr

(
θj
θ̄j

)
, (B.2.37)

with the (2n+2r)× (2n+2r) matrix Ψn+r and the 2r× 2r matrix Ψr both assuming the
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form of (4.2.11) with entries (4.2.12)

Ψn+r = ΨS =

(
Aij −Cji
Cij Bij

)∣∣∣∣
σl=ζl, l=1,...,n

σn+k=ζn+2k−1, k=1,...,r

, S = {1, . . . , n, n+ 1, . . . , n+ r} ,

(B.2.38)

Ψr = ΨSr =

(
Aij −Cji
Cij Bij

)∣∣∣∣
σl=ζ̄l, l=1,...,n

σn+k=ζ̄n+2k, k=1,...,r

, Sr = {n+ 2, . . . , n+ 2r} , (B.2.39)

respectively. After taking into account the linear order in α′ originating from the expansion
(B.2.28) with the above matrices (B.2.38) and (B.2.39) the integrand (B.2.34) can be cast
into:

I(n; r) =
∫ n+2r∏

i=1

dθidθ̄i
θ1θ2
ζ1 − ζ2

exp

{
1

2
α′2

∑
i,j∈S

(
θi
θ̄i

)t
Ψn+r

(
θj
θ̄j

)
± 1

2
α′
∑
i,j∈S

θiθjθiθj(ξi · ξj)
(ζi − ζj)2

}

× exp

{
1

2
α′2

∑
i,j∈Sr

(
θi
θ̄i

)t
Ψr

(
θj
θ̄j

)
± 1

2
α′
∑
i,j∈Sr

θiθjθiθj(ξi · ξj)
(ζi − ζj)

2

}

× C(1, 2, . . . , n)×KN ·KN .
(B.2.40)

Again, our integrand (6.4.55) furnishes a KLT like structure factorizing holomorphic and
anti–holomorphic terms. In addition, to this factorized form in lines of (B.2.37) the two
sets of fermionic variables

⋃
j∈S

{θj, θ̄j} and
⋃
i∈Sr

{θi, θ̄i} can be attributed, respectively.

Now, we are prepared to construct the pair of twisted forms φEYM±,n;r and φ̃EYM±,n;r . As
first differential form we define:

φEYM±,n;r = dµn+r

∫ ∏
i∈S

θ1θ2
ζ1 − ζ2

dθidθ̄i

× exp

{
1

2
α′2
∑
i,j∈S

(
θi
θ̄i

)t
Ψn+r

(
θj
θ̄j

)}
exp

{
± 1

2
α′
∑
i,j∈S

θiθjθiθj(ξi · ξj)
(ζi − ζj)2

}
.

(B.2.41)
In this form φEYM±,n;r , as we mentioned in the chapter 5, can be identified with the twisted
gauge form (6.3.27), i.e.:

φEYM±,n;r ≡ φgauge±,n+r (B.2.42)

For the second twisted form φ̃EYM±,n;r we take the anti–holomorphic part of (B.2.34) and
apply the isomorphism (6.4.71):

φ̃EYM±,n;r = dµn+r C(1, 2, . . . , n)
∫ ∏

i∈Sr

dθidθ̄i exp

{
1

2
α′2

∑
i,j∈Sr

(
θi
θ̄i

)t
Ψr

(
θj
θ̄j

)}∣∣∣∣∣
ζl!ζl

× exp

{
± 1

2
α′
∑
i,j∈Sr

θiθjθiθj(ξi · ξj)
(ζi − ζj)2

}
. (B.2.43)
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With these two twisted forms (6.4.57) and (B.2.43) we can compute the EYM amplitude
through the expression for the intersection number (6.3.23) in the α′ !∞ limit. For this
we determine the following limits:

lim
α′!∞

φ̂EYM±,n;r =

∫ ∏
i∈Sr

dθidθ̄i
θ1θ2
ζ1 − ζ2

exp

{
1

2
α′2

∑
i,j∈S

(
θi
θ̄i

)t
Ψn+r

(
θj
θ̄j

)}
+O(α′−1)

=
PfΨ12

n+r

ζ1 − ζ2
+O(α′−1) = Pf ′Ψn+r +O(α′−1) ,

lim
α′!∞

ˆ̃φ
EYM

±,n;r = C(1, 2, . . . , n)
∫ ∏

i∈Sr

dθidθ̄i exp

{
1

2
α′2

∑
i,j∈Sr

(
θi
θ̄i

)t
Ψr

(
θj
θ̄j

)}∣∣∣∣∣
ζl!ζl

+O(α′−1)

= C(1, 2, . . . , n) PfΨr

∣∣
ζl!ζl

+O(α′−1) . (B.2.44)

Putting the limits (B.2.44) into (6.3.23) subject to the choice φ+ = φ̃EYM+,n;r and φ− =
φEYM−,n;r yields the EYM amplitude for n gluons and r gravitons:

A(n; r) = lim
α′!∞

⟨φ̃EYM+,n;r , φ
EYM
−,n;r ⟩ω =

∫
M0,n+r

dµn+r

n+r∏′

a=1

δ(fa) lim
α′!∞

φ̂EYM−,n;r
ˆ̃φ
EYM

+,n;r

=

∫
M0,n+r

dµn+r

n+r∏′

a=1

δ(fa)
PfΨr

∣∣
ζl!ζl

Pf ′Ψn+r

(z1 − z2)(z2 − z3) . . . (zn − z1)
.

(B.2.45)

This is the integral formula for the Einstein Yang-Mills amplitude (4.3.15) formulated in
the CHY formalism for the generic case of n gluons and r gravitons.



Appendix C

Massive string amplitudes

In this appendix we are going to provide some detail on the results and calculations we
discussed in chapter 6 for the string amplitude with massive external legs.

C.1 Calculations for A(2, 1)

C.1.1 Sample contractions

Using the disk correlators (5.1) and Wick’s theorem we perform the contractions in
(7.3.66). The formulae are long and here we only present one of the shorter examples:
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−α′2

4
⟨: ∂Xκ(x1)e

ik1X(x1) : : ∂Xρ(x2)e
ik2X(x2) : : eiqX̃(z) : : eiqX(z) :⟩

× ⟨: e−ϕ(x1) : : e−ϕ(x2) :⟩ ⟨ψλ(x1)ψσ(x2) :
(
qψ̃(z)

)
ψ̃µ(z) : :

(
qψ(z)

)
ψν(z) :⟩ =

α′3

8
E
{
−
[
2α′kκ2 k

ρ
1g

λσ−gκρgλσ
]
lνµ

(x1−x2)4(z−z)2 − α′kρ1q
κgλσlνµ

(x1−x2)3(x1−z)(z−z)2 −
α′(Dq)κkρ1g

λσlνµ

(x1−x2)3(x1−z)(z−z)2

+
α′kκ2 q

ρgλσlνµ

(x1−x2)3(x2−z)(z−z)2 +
α′kκ2 (Dq)

ρgλσlνµ

(x1−x2)3(x2−z)(z−z)2

−
[
2α′kκ2 k

ρ
1−gκρ

]
[qλf̃σνµ+gλν h̃σµ

]
(x1−x2)3(x1−z)(x2−z)(z−z) −

[
2α′kκ2 k

ρ
1−gκρ

][
qσfλνµ+gσνhλµ

]
(x1−x2)3(x1−z)(x2−z)(z−z)

+1
2

α′qκqρgλσlνµ

(x1−x2)2(x1−z)(x2−z)(z−z)2 +
1
2

α′qκ(Dq)ρgλσlνµ

(x1−x2)2(x1−z)(x2−z)(z−z)2

+1
2

α′(Dq)κqρgλσlνµ

(x1−x2)2(x1−z)(x2−z)(z−z)2 +
1
2

α′(Dq)κ(Dq)ρgλσlνµ

(x1−x2)2(x1−z)(x2−z)(z−z)2

+
α′kκ2 (Dq)

ρqλf̃σνµ+α′kκ2 (Dq)
ρgλν h̃σµ

(x1−x2)2(x1−z)(x2−z)2(z−z) − α′kρ1q
κqλf̃σνµ+α′kρ1q

κgλν h̃σµ

(x1−x2)2(x1−z)2(x2−z)(z−z)

+
α′kκ2 q

ρqσfλνµ+α′kκ2 q
ρgσνhλµ

(x1−x2)2(x1−z)(x2−z)2(z−z) −
α′(Dq)κkρ1q

σfλνµ+α′(Dq)κkρ1g
σνhλµ

(x1−x2)2(x1−z)2(x2−z)(z−z)

− α′kρ1q
κqσfλνµ+α′kρ1q

κgσνhλµ

(x1−x2)2(x1−z)(x1−z)(x2−z)(z−z) −
α′(Dq)κkρ1q

λf̃σνµ+α′(Dq)κkρ1g
λν h̃σµ

(x1−x2)2(x1−z)(x1−z)(x2−z)(z−z)

+
α′kκ2 (Dq)

ρqσfλνµ+α′kκ2 (Dq)
ρgσνhλµ

(x1−x2)2(x1−z)(x2−z)(x2−z)(z−z) +
α′kκ2 q

ρqλf̃σνµ+α′kκ2 q
ρgλν h̃σµ

(x1−x2)2(x1−z)(x2−z)(x2−z)(z−z)

+1
2
α′qκ(Dq)ρqλf̃σνµ+α′qκ(Dq)ρgλν h̃σµ

(x1−x2)(x1−z)2(x2−z)2(z−z) + 1
2
α′(Dq)κqρqσfλνµ+α′(Dq)κqρgσνhλµ

(x1−x2)(x1−z)2(x2−z)2(z−z)

+1
2

α′qκqρqλf̃σνµ+α′qκqρgλν h̃σµ

(x1−x2)(x1−z)2(x2−z)(x2−z)(z−z) +
1
2
α′(Dq)κ(Dq)ρqλf̃σνµ+α′(Dq)κ(Dq)ρgλν h̃σµ

(x1−x2)(x1−z)(x1−z)(x2−z)2(z−z)

+1
2

α′qκqρqσfλνµ+α′qκqρgσνhλµ

(x1−x2)(x1−z)(x1−z)(x2−z)2(z−z) +
1
2
α′(Dq)κ(Dq)ρqσfλνµ+α′(Dq)κ(Dq)ρgσνhλµ

(x1−x2)(x1−z)2(x2−z)(x2−z)(z−z)

+1
2
α′(Dq)κqρqλf̃σνµ+α′(Dq)κqρgλν h̃σµ+α′qκ(Dq)ρqσfλνµ+α′qκ(Dq)ρgσνhλµ

(x1−x2)(x1−z)(x1−z)(x2−z)(x2−z)(z−z)

}
.

(C.1.1)

In the above contraction we have introduced lµν , hµν , h̃µν and fµνλ, f̃µνλ, that we define
as follows

lµν ≡ −q ·DqDµν + (Dq)ν(Dq)µ , (C.1.2)

hµν = −h̃µν ≡ (Dq)µ(Dq)ν −Dµνq ·Dq , (C.1.3)

fµνλ = −f̃µνλ ≡ −(Dq)µDνλ +Dµλ(Dq)ν . (C.1.4)

For convenience, we also define the objects

cσνλ ≡ −gσνqλ + gλνqσ , dσµλ ≡ −Dσµ(Dq)λ +Dλµ(Dq)σ , (C.1.5)

that will appear within certain kinematic packages.
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C.1.2 The kinematic packages

Here, we list our resulting expressions for all kinematic packages. They are exact in α′

(i.e. no truncation), with their constituent terms ordered from the highest power (α′3) to
the lowest (α′1).

Packages for A1

Θµνκλρσ = 1
8
α′3
[
− (Dk2)

µqκ(Dq)ρgσνqλ + (Dk2)
µqκ(Dq)ρgλνqσ

+kν1q
κ(Dq)ρDσµ(Dq)λ − kν1q

κ(Dq)ρDλµ(Dq)σ
]

+1
8
α′2
[
Dρµqκgσνqλ −Dρµqκgλνqσ

−gκν(Dq)ρDσµ(Dq)λ + gκν(Dq)ρDλµ(Dq)σ
]

(C.1.6)

Λµνκλρσ = 1
8
α′3
[
− kν2(Dq)

κqρDσµ(Dq)λ + kν2(Dq)
κqρDλµ(Dq)σ

+(Dk1)
µ(Dq)κqρgσνqλ − (Dk1)

µ(Dq)κqρgλνqσ
]

+1
8
α′2
[
+ gρν(Dq)κDσµ(Dq)λ − gρν(Dq)κDλµ(Dq)σ

−Dκµqρgσνqλ +Dκµqρgλνqσ
]

(C.1.7)

Ξµνκλρσ = 1
8
α′3
[
− kν2q

κ(Dq)ρDσµ(Dq)λ + kν1q
κqρDσµ(Dq)λ − kν1q

κqρDλµ(Dq)σ

−(Dk2)
µ(Dq)κ(Dq)ρgσνqλ − (Dk2)

µqκqρgσνqλ + (Dk1)
µqκ(Dq)ρgσνqλ

+(Dk2)
µ(Dq)κ(Dq)ρgλνqσ + (Dk2)

µqκqρgλνqσ − (Dk1)
µqκ(Dq)ρgλνqσ

+kν2q
κ(Dq)ρDλµ(Dq)σ + kν1(Dq)

κ(Dq)ρDσµ(Dq)λ

−kν1(Dq)κ(Dq)ρDλµ(Dq)σ
]
+ 1

8
α′2
[
− gκνqρDσµ(Dq)λ + gκνqρDλµ(Dq)σ

+Dρµ(Dq)κgσνqλ −Dρµ(Dq)κgλνqσ
]

(C.1.8)

Σµνκλρσ = 1
8
α′3
[
− kν2(Dq)

κ(Dq)ρDσµ(Dq)λ + kν2q
κqρDλµ(Dq)σ − kν2q

κqρDσµ(Dq)λ

+kν2(Dq)
κ(Dq)ρDλµ(Dq)σ + (Dk2)

µ(Dq)κqρgλνqσ − (Dk1)
µqκqρgλνqσ

−(Dk1)
µ(Dq)κ(Dq)ρgλνqσ − kν1(Dq)

κqρDλµ(Dq)σ + (Dk1)
µqκqρgσνqλ

−(Dk2)
µ(Dq)κqρgσνqλ + kν1(Dq)

κqρDσµ(Dq)λ

+(Dk1)
µ(Dq)κ(Dq)ρgσνqλ

]
+ 1

8
α′2
[
+ gρνqκDσµ(Dq)λ − gρνqκDλµ(Dq)σ

−Dκµ(Dq)ρgσνqλ +Dκµ(Dq)ρgλνqσ
]

(C.1.9)
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Γµνκλρσ = 1
8
α′3
[
qκ(Dq)ρqλ(Dq)σDνµ − qκ(Dq)ρqλDσµ(Dq)ν

−qκ(Dq)ρgλν(Dq)σ(Dq)µ + qκ(Dq)ρgλνDσµ qDq
] (C.1.10)

∆µνκλρσ = 1
8
α′3
[
− (Dq)κqρqσ(Dq)λDνµ + (Dq)κqρqσDλµ(Dq)ν

+(Dq)κqρgσν(Dq)λ(Dq)µ − (Dq)κqρgσνDλµ qDq
] (C.1.11)

Φµνκλρσ = 1
16
α′3
[
(Dq)µqκ(Dq)ρgσνqλ − (Dq)µqκ(Dq)ρgλνqσ

+(Dq)νqκ(Dq)ρDλµ(Dq)σ + qκqρqλ(Dq)σDνµ − qκqρqλDσµ(Dq)ν

−qκqρgλν(Dq)σ(Dq)µ + qκqρgλνDσµ qDq + (Dq)κ(Dq)ρqλ(Dq)σDνµ

−(Dq)κ(Dq)ρqλDσµ(Dq)ν − (Dq)κ(Dq)ρgλν(Dq)σ(Dq)µ

+(Dq)κ(Dq)ρgλνDσµ qDq − (Dq)νqκ(Dq)ρDσµ(Dq)λ
]

(C.1.12)

Ψµνκλρσ = 1
16
α′3
[
(Dq)µ(Dq)κqρgσνqλ − (Dq)µ(Dq)κqρgλνqσ

+(Dq)ν(Dq)κqρDλµ(Dq)σ − qκqρqσ(Dq)λDνµ + qκqρqσDλµ(Dq)ν

+qκqρgσν(Dq)λ(Dq)µ − qκqρgσνDλµ qDq − (Dq)κ(Dq)ρqσ(Dq)λDνµ

+(Dq)κ(Dq)ρqσ2D
λµ(Dq)ν + (Dq)κ(Dq)ρgσν(Dq)λ(Dq)µ

−(Dq)κ(Dq)ρgσνDλµ qDq − (Dq)ν(Dq)κqρDσµ(Dq)λ
]

(C.1.13)

Ωµνκλρσ = 1
16
α′3
[
− (Dq)νqκqρDσµ(Dq)λ − (Dq)ν(Dq)κ(Dq)ρDσµ(Dq)λ

−(Dq)µqκqρgλνqσ + (Dq)νqκqρDλµ(Dq)σ + (Dq)µ(Dq)κ(Dq)ρgσνqλ

−(Dq)µ(Dq)κ(Dq)ρgλνqσ + (Dq)κqρqλ(Dq)σDνµ + (Dq)µqκqρgσνqλ

−(Dq)κqρgλν(Dq)σ(Dq)µ + (Dq)κqρgλνDσµ qDq
+qκ(Dq)ρqσDλµ(Dq)ν + qκ(Dq)ρgσν(Dq)λ(Dq)µ

+(Dq)ν(Dq)κ(Dq)ρDλµ(Dq)σ − qκ(Dq)ρgσνDλµ qDq

−qκ(Dq)ρqσ(Dq)λDνµ − (Dq)κqρqλDσµ(Dq)ν
]

(C.1.14)
and

Γ ≡ α1
κλα

2
ρσεµν

[
Γµνκλρσ +Θµνκλρσ

]
, ∆ ≡ α1

κλα
2
ρσεµν

[
∆µνκλρσ − Λµνκλρσ

]
(C.1.15)

Θ ≡ α1
κλα

2
ρσεµν

[
Θµνκλρσ − Φµνκλρσ − Ξµνκλρσ

]
(C.1.16)

Λ ≡ α1
κλα

2
ρσεµν

[
Λµνκλρσ +Ψµνκλρσ − Σµνκλρσ

]
(C.1.17)

Ξ ≡ α1
κλα

2
ρσεµν

[
Λµνκλρσ +Ψµνκλρσ − Ωµνκλρσ + Ξµνκλρσ − 2Σµνκλρσ

]
(C.1.18)
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Σ ≡ α1
κλα

2
ρσεµν

[
Θµνκλρσ − Φµνκλρσ + Ωµνκλρσ − 2Ξµνκλρσ + Σµνκλρσ

]
(C.1.19)

Ω+ ≡ α1
κλα

2
ρσεµν

[
− Λµνκλρσ +Θµνκλρσ − Φµνκλρσ −Ψµνκλρσ + 2Ωµνκλρσ

−3Ξµνκλρσ + 3Σµνκλρσ
] (C.1.20)

Ω− ≡ α1
κλα

2
ρσεµν

[
− Λµνκλρσ +Θµνκλρσ − Φµνκλρσ −Ψµνκλρσ + 2Ωµνκλρσ

−3Ξµνκλρσ + 3Σµνκλρσ
] (C.1.21)

Packages for A2

P µνκρ = 1
4
α′3[kν1(Dk2)µqκ(Dq)ρ]− 1

4
α′2[Dρµkν1q

κ + gκν(Dq)ρ(Dk2)
µ] + 1

4
α′gκνDρµ

(C.1.22)

P̃ µνκρ = 1
4
α′3[(Dk1)µkν2(Dq)κqρ]− 1

4
α′2[(Dk1)

µgρν(Dq)κ +Dκµqρkν2 ] +
1
4
α′Dκµgρν

(C.1.23)

Qµνκρλσ = 1
4
α′3
[
[−kν1qκ(Dk1)µ(Dq)ρ + kν1q

κ(Dk2)
µqρ + (Dk2)

µ(Dq)ρkν1(Dq)
κ

−(Dk2)
µ(Dq)ρkν2q

κ]gλσ − kν1k
κ
2 (Dq)

ρDλµ(Dq)σ +Dσµ(Dq)λkν1k
κ
2 (Dq)

ρ

+(Dk2)
µkκ2 (Dq)

ρgλνqσ + (Dk2)
µqκkρ1g

λνqσ + kν1q
κkρ1D

σµ(Dq)λ

−(Dk2)
µkκ2 (Dq)

ρgσνqλ − kν1q
κkρ1D

λµ(Dq)σ − gσνqλ(Dk2)
µqκkρ1

]
+1

4
α′2
[
[gκν(Dq)ρ(Dk1)

µ − gκνqρ(Dk2)
µ +Dρµkν2q

κ −Dρµkν1(Dq)
κ]gλσ

+gκνkρ1D
λµ(Dq)σ −Dσµ(Dq)λgκνkρ1 −Dρµkκ2g

λνqσ + gσνqλDρµkκ2

]
(C.1.24)

Q̃µνκρλσ = 1
4
α′3
[
[−(Dk1)

µ(Dq)κkν1q
ρ − (Dk1)

µ(Dq)κkν2q
ρ + (Dk1)

µ(Dq)κkν2(Dq)
ρ

+(Dk1)
µkν2q

κqρ]gλσ +Dλµ(Dq)σkν2k
κ
2q

ρ +Dλµ(Dq)σkν2(Dq)
κkρ1

−Dσµ(Dq)λkν2k
κ
2q

ρ −Dσµ(Dq)λkν2(Dq)
κkρ1 − gλνqσ(Dk1)

µ(Dq)κkρ1

−gλνqσ(Dk1)µkκ2qρ + gσνqλ(Dk1)
µ(Dq)κkρ1 + gσνqλ(Dk1)

µkκ2q
ρ
]

+1
4
α′2
[
[Dκµqρkν1 −Dκµ(Dq)ρkν2 + gρν(Dk2)

µ(Dq)κ − gρν(Dk1)
µqκ]gλσ

−Dλµ(Dq)σgρνkκ2 +Dσµ(Dq)λgρνkκ2 + gλνqσDκµkρ1 − gσνqλDκµkρ1

]
(C.1.25)
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Rµνκρλσ = 1
4
α′3
[
[−(Dk1)

µkν1q
κqρ − (Dk1)

µkν1(Dq)
κ(Dq)ρ + (Dk1)

µkν2q
κ(Dq)ρ

−(Dk2)
µkν2q

κqρ − (Dk2)
µkν2(Dq)

κ(Dq)ρ + (Dk2)
µkν1(Dq)

κqρ]gλσ

−Dλµ(Dq)σkν1(Dq)
κkρ1 −Dλµ(Dq)σkν1k

κ
2q

ρ +Dλµ(Dq)σkν2q
κkρ1

+Dλµ(Dq)σkν2k
κ
2 (Dq)

ρ +Dσµ(Dq)λkν1(Dq)
κkρ1 +Dσµ(Dq)λkν1k

κ
2q

ρ

−Dσµ(Dq)λkν2q
κkρ1 −Dσµ(Dq)λkν2k

κ
2 (Dq)

ρ − gλνqσ(Dk1)
µqκkρ1

−gλνqσ(Dk1)µkκ2 (Dq)ρ + gλνqσ(Dk2)
µ(Dq)κkρ1 + gλνqσ(Dk2)

µkκ2q
ρ

+gσνqλ(Dk1)
µqκkρ1 + gσνqλ(Dk1)

µkκ2 (Dq)
ρ − gσνqλ(Dk2)

µ(Dq)κkρ1

−gσνqλ(Dk2)µkκ2qρ
]

+1
4
α′2[+gκνqρ(Dk1)

µ +Dκµ(Dq)ρkν1 + gρν(Dk2)
µqκ +Dρµkν2(Dq)

κ]gλσ

(C.1.26)

Sµνκρλσ = −1
8
α′3
[
− [(Dq)νqκ(Dk2)

µ(Dq)ρ + (Dq)µ(Dq)ρkν1q
κ]gλσ

+kρ1q
κqλ(Dq)σDνµ − kκ2 (Dq)

ρqλDσµ(Dq)ν − kκ2 (Dq)
ρgλν(Dq)σ(Dq)µ

−kρ1qκqλDσµ(Dq)ν + kκ2 (Dq)
ρqλ(Dq)σDνµ − kρ1q

κgλν(Dq)σ(Dq)µ

+kκ2 (Dq)
ρgλνDσµ qDq + kρ1q

κgλνDσµ qDq
]

−1
8
α′2[(Dq)νqκDρµ + (Dq)µ(Dq)ρgκν ]gλσ

(C.1.27)

S̃µνκρλσ = 1
8
α′3
[
(Dq)µ(Dq)κkν2q

ρ + (Dq)νqρ(Dk1)
µ(Dq)κ]gλσ

+[kκ2q
ρ + (Dq)κkρ1

][
− qσ(Dq)λDνµ + qσDλµ(Dq)ν + gσν(Dq)λ(Dq)µ

−gσνDλµ qDq
]]

− 1
8
α′2[(Dq)µ(Dq)κgρν + (Dq)νqρDκµ]gλσ

(C.1.28)
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T µνκρλσ = 1
8
α′3
[
[(Dq)ν(Dq)κ(Dk2)

µ(Dq)ρ + (Dq)µ(Dq)ρkν1(Dq)
κ

−(Dq)µ(Dq)ρkν2q
κ − (Dq)νqκ(Dk1)

µ(Dq)ρ + (Dq)νqκ(Dk2)
µqρ

+(Dq)µqρkν1q
κ]gλσ −

[
(Dq)κkρ1 + kκ2q

ρ
] [
qλ
[
(Dq)σDνµ −Dσµ(Dq)ν

]
+gλν

[
− (Dq)σ(Dq)µ +Dσµ qDq

]]
−
[
qκkρ1 + kκ2 (Dq)

ρ
] [

(Dq)ν
[
−Dσµ(Dq)λ +Dλµ(Dq)σ

]
+(Dq)µ

[
− gσνqλ + gλνqσ

]]]
− 1

8
α′2[(Dq)ν(Dq)κDρµ + (Dq)µqρgκν ]gλσ

(C.1.29)

T̃ µνκρλσ = 1
8
α′3
[
[(Dq)µqκkν2q

ρ + (Dq)ν(Dq)ρ(Dk1)
µ(Dq)κ − (Dq)µ(Dq)κkν1q

ρ

+(Dq)µ(Dq)κkν2(Dq)
ρ − (Dq)νqρ(Dk1)

µqκ + (Dq)νqρ(Dk2)
µ(Dq)κ]gλσ

+
[
kρ1q

κ + kκ2 (Dq)
ρ
] [
qσ
[
− (Dq)λDνµ +Dλµ(Dq)ν

]
+ gσν

[
(Dq)λ(Dq)µ

−Dλµ qDq
]]

+
[
− (Dq)µqκkρ1 − (Dq)µkκ2 (Dq)

ρ
] [

− gσνqλ + gλνqσ
]

+
[
(Dq)νkκ2q

ρ + (Dq)νqκkρ1
] [

−Dσµ(Dq)λ +Dλµ(Dq)σ
]]

−1
8
α′2[(Dq)µqκgρν + (Dq)ν(Dq)ρDκµ]gλσ

(C.1.30)

Uµνκρ = 1
16
α′3[qκ2 (Dq)

ρ(Dq)µ(Dq)ν + qκ(Dq)ρqDq Dνµ − qκ(Dq)ρ(Dq)ν(Dq)µ]

−1
8
α′2 qκ(Dq)ρDνµ

(C.1.31)

Ũµνκρ = 1
16
α′3[(Dq)κqρ(Dq)µ(Dq)ν + (Dq)κqρqDq Dνµ − (Dq)κqρ(Dq)ν(qD)µ]

−1
8
α′2 (Dq)κqρDνµ

(C.1.32)

W µνκρ = 1
16
α′3
[
(Dq)µ(Dq)ν(Dq)κ(Dq)ρ + (Dq)µ(Dq)νqκqρ

−
[
qκqρ + (Dq)κ(Dq)ρ

][
− qDq Dνµ + (Dq)ν(Dq)µ

]]
−1

8
α′2[Dνµ(Dq)ρ(Dq)κ −Dνµqρqκ

] (C.1.33)

and

P ≡ α1
κλα

2
ρσεµνg

λσ P µνκρ, P̃ ≡ α1
κλα

2
ρσεµνg

λσ P̃ µνκρ (C.1.34)

S ≡ α1
κλα

2
ρσεµν

[
Sµνκρλσ −Qµνκρλσ

]
(C.1.35)



216 C. Massive string amplitudes

S̃ ≡ α1
κλα

2
ρσεµν

[
S̃µνκρλσ − Q̃µνκρλσ

]
(C.1.36)

U ≡ α1
κλα

2
ρσεµν

[
Uµνκρgλσ −Qµνκρλσ +Rµνκρλσ − T µνκρλσ

]
(C.1.37)

Ũ ≡ α1
κλα

2
ρσεµν

[
Ũµνκρgλσ − Q̃µνκρλσ +Rµνκρλσ − T̃ µνκρλσ

]
(C.1.38)

W ≡ α1
κλα

2
ρσεµν

[
W µνκρgλσ +Qµνκρλσ + Q̃µνκρλσ − 2Rµνκρλσ

+T µνκρλσ + T̃ µνκρλσ
] (C.1.39)

W̃ ≡ α1
κλα

2
ρσεµν

[
W µνκρgλσ +Qµνκρλσ + Q̃µνκρλσ − 2Rµνκρλσ

+T µνκρλσ + T̃ µνκρλσ
] (C.1.40)

Packages for A3

Gµνκρ = α′3

2

[
(Dk2)

µkν1k
κ
2 (Dq)

ρ + (Dk2)
µkν1q

κkρ1
]
− α′2

2

[
Dρµkν1k

κ
2 + gκνkρ1(Dk2)

µ
]

(C.1.41)

Hµνκρ = α′3

2

[
(Dk1)

µkν2k
κ
2q

ρ + (Dk1)
µkν2(Dq)

κkρ1
]
− α′2

2

[
gρν(Dk1)

µkκ2 +Dκµkρ1k
ν
2

]
(C.1.42)

Iµνκρλσ = 1
2
α′3
{[

− (Dk2)
µkν2k

κ
2 (Dq)

ρ − (Dk1)
µkν1q

κkρ1 − (Dk1)
µkν1k

κ
2 (Dq)

ρ

+(Dk2)
µkν1(Dq)

κkρ1 + (Dk2)
µkν1k

κ
2q

ρ − (Dk2)
µkν2q

κkρ1
]
gλσ − kν1k

κ
2k

ρ
1 d

σµλ

+(Dk2)
µkκ2k

ρ
1 c

σνλ
}
+ 1

2
α′2 [Dρµkν2k

κ
2 g

λσ

+gκν(Dk1)
µkρ1 g

λσ + 1
2
gκρkν1 d

σµλ − 1
2
gκρ(Dk2)

µ cσνλ
]

(C.1.43)

Jµνκρλσ = 1
2
α′3
{[

− (Dk1)
µkν1(Dq)

κkρ1 − (Dk1)
µkν1k

κ
2q

ρ + (Dk1)
µkν2q

κkρ1

+(Dk1)
µkν2k

κ
2 (Dq)

ρ − (Dk2)
µkν2(Dq)

κkρ1 − (Dk2)
µkν2k

κ
2q

ρ
]
gλσ

−(Dk1)
µkκ2k

ρ
1 c

σνλ + kν2k
κ
2k

ρ
1 d

σµλ
}
+ 1

2
α′2 [Dκµkρ1k

ν
1 g

λσ

+gρν(Dk2)
µkκ2g

λσ + 1
2
gκρ(Dk1)

µ cσνλ − 1
2
gκρkν2 d

σµλ
]

(C.1.44)

Kµνκρλσ = 1
8
α′3
{[

− (Dk2)
µ(Dq)νkκ2 (Dq)

ρ − (Dq)µkν1q
κkρ1 − (Dk2)

µ(Dq)νqκkρ1

−(Dq)µkν1k
κ
2 (Dq)

ρ
]
gλσ + kκ2k

ρ
1q
λ f̃σνµ + kκ2k

ρ
1g

λν h̃σµ
}

+1
8
α′2 [gκνkρ1(Dq)µ +Dρµ(Dq)νkκ2g

λσ − 1
2
gκρqλ f̃σνµ − 1

2
gκρgλν h̃σµ

]
(C.1.45)
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Lµνκρλσ = 1
8
α′3
{[

(Dq)µkν2k
κ
2q

ρ + (Dk1)
µ(Dq)ν(Dq)κkρ1 + (Dk1)

µ(Dq)νkκ2q
ρ

+(Dq)µkν2(Dq)
κkρ1
]
gλσ + kκ2k

ρ
1q
σ fλνµ + kκ2k

ρ
1g

σν hλµ
}

+1
8
α′2 [−Dκµkρ1(Dq)

ν − gρν(Dq)µkκ2g
λσ − 1

2
gκρqσ fλνµ − 1

2
gκρgσν hλµ

]
(C.1.46)

Mµνκρλσ = 1
8
α′3
{[

− (Dk2)
µ(Dq)ν(Dq)κkρ1 + (Dk1)

µ(Dq)νkκ2 (Dq)
ρ

+(Dq)µkν2q
κkρ1 + (Dk1)

µ(Dq)νqκkρ1 − (Dq)µkν1(Dq)
κkρ1 − (Dq)µkν1k

κ
2q

ρ

+(Dq)µkν2k
κ
2 (Dq)

ρ − (Dk2)
µ(Dq)νkκ2q

ρ
]
gλσ + (Dq)νkκ2k

ρ
1d

σµλ

−(Dq)µkκ2k
ρ
1c
σνλ
}
+ 1

16
α′2 [− gκρ(Dq)νdσµλ + gκρ(Dq)µcσνλ

]
(C.1.47)

Nµνκρ = 1
32
α′3 [− (Dq)µ(Dq)νkκ2q

ρ − (Dq)µ(Dq)ν(Dq)κkρ1 + (Dq)κkρ1l
νµ

+kκ2q
ρlνµ
]
+ 1

16
α′2 [Dνµqρkκ2 +Dνµkρ1(Dq)

κ
] (C.1.48)

Oµνκρ = 1
32
α′3 [− (Dq)µ(Dq)νkκ2 (Dq)

ρ − (Dq)µ(Dq)νqκkρ1

+kρ1q
κlνµ + kκ2 (Dq)

ρlνµ
]
+ 1

16
α′2 [Dνµ(Dq)ρkκ2 +Dνµkρ1q

κ
] (C.1.49)

and

G = α1
κλα

2
ρσεµνg

λσ Gµνκρ , H = α1
κλα

2
ρσεµνg

λσHµνκρ

K ≡ α1
κλα

2
ρσεµν

[
Kµνκρλσ + 1

2
Iµνκρλσ

]
, L = α1

κλα
2
ρσεµν

[
Lµνκρλσ − 1

2
Jµνκρλσ

]
N ≡ α1

κλα
2
ρσεµν

[
4Nµνκρgλσ + 2Mµνκρλσ − Iµνκρλσ + Jµνκρλσ

]
O ≡ α1

κλα
2
ρσεµν

[
4Oµνκρgλσ − 2Mµνκρλσ + Iµνκρλσ − Jµνκρλσ

]
(C.1.50)

Packages for A4

Aµνκρ = 1
16
α′3 [lνµ − (Dq)µ(Dq)ν

]
kκ2k

ρ
1

+1
8
α′2
[
Dνµkρ1k

κ
2 − 1

4

(
lνµ − (Dq)µ(Dq)ν

)
gκρ
]
− 1

16
α′Dνµgκρ

(C.1.51)

Bµνκρ = −α′3 [(Dk1)µkν1 + (Dk2)
µkν2
]
kκ2k

ρ
1 +

1
2
α′2 [(Dk1)µkν1 + (Dk2)

µkν2
]
gκρ

(C.1.52)

Cµνκρ = α′3 (Dk1)
µkν2k

κ
2k

ρ
1 − 1

2
α′2 (Dk1)

µkν2g
κρ (C.1.53)

∆̃µνκρ = α′3 (Dk2)
µkν1k

κ
2k

ρ
1 − 1

2
α′2 (Dk2)

µkν1g
κρ (C.1.54)

Eµνκρ = −α′3

2

[
(Dk1)

µ(Dq)ν + (Dq)µkν2
]
kκ2k

ρ
1 +

α′2

4

[
(Dk1)

µ(Dq)ν + (Dq)µkν2
]
gκρ

(C.1.55)
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F µνκρ = α′3

2

[
(Dk2)

µ(Dq)ν + (Dq)µkν1
]
kκ2k

ρ
1 − α′2

4

[
(Dk2)

µ(Dq)ν + (Dq)µkν1
]
gκρ

(C.1.56)
and

A ≡ α1
κλα

2
ρσεµνg

λσ Aµνκρ , C = α1
κλα

2
ρσεµνg

λσ Cµνκρ , ∆̃ = α1
κλα

2
ρσεµνg

λσ ∆̃µνκρ

E ≡ α1
κλα

2
ρσεµν g

λσ
[
2Eµνκρ +Bµνκρ

]
, F = α1

κλα
2
ρσεµν g

λσ
[
2F µνκρ −Bµνκρ

]
(C.1.57)

C.1.3 Computation of the relevant integrals

To calculate the integrals of x that appear in our calculation, we first observe that∫ +∞
−∞ dx|x|s+2(x2 + 1)−s (x+i)(x−i)

x4
= 2

∫ +∞
0

dx xs−2(x2 + 1)−s(x+ i)(x− i)

= 2
2−s√π sΓ

(
s−1
2

)
Γ
(

s
2
+1
) if ℜ(s) > 1 .

(C.1.58)

Similarly,∫ +∞
−∞ dx|x|s+2(x2 + 1)−s (x+i)(x−i)

x4(x+i)2
=
∫ +∞
−∞ dx|x|s+2(x2 + 1)−s (x+i)(x−i)

x4(x−i)2 = IC + IC
(C.1.59)∫ +∞

−∞ dx|x|s+2(x2 + 1)−s (x+i)(x−i)
x4(x+i)

= −
∫ +∞
−∞ dx|x|s+2(x2 + 1)−s (x+i)(x−i)

x4(x−i) = IE − IE
(C.1.60)

∞∫
−∞

dx |x|s+2(x2 + 1)−s (x+i)(x−i)
x3(x−i)3 =

∞∫
−∞

dx |x|s+2(x2 + 1)−s (x+i)(x−i)
x3(x+i)3

= IG + IG (C.1.61)

∞∫
−∞

dx |x|s+2(x2 + 1)−s (x+i)(x−i)
x3(x−i)2 = −

∞∫
−∞

dx |x|s+2(x2 + 1)−s (x+i)(x−i)
x3(x+i)2

= IK − IK

(C.1.62)
∞∫

−∞
dx |x|s+2(x2 + 1)−s (x+i)(x−i)

x3(x−i) =
∞∫

−∞
dx |x|s+2(x2 + 1)−s (x+i)(x−i)

x3(x+i)
= IO + IO (C.1.63)

∞∫
−∞

dx |x|s+2(x2 + 1)−s (x+i)(x−i)
x2(x−i)4 =

∞∫
−∞

dx |x|s+2(x2 + 1)−s (x+i)(x−i)
x2(x+i)4

= IP + IP (C.1.64)

∞∫
−∞

dx |x|s+2(x2 + 1)−s (x+i)(x−i)
x2(x−i)3 = −

∞∫
−∞

dx |x|s+2(x2 + 1)−s (x+i)(x−i)
x2(x+i)3

= IS − IS

(C.1.65)
∞∫

−∞
dx |x|s+2(x2 + 1)−s (x+i)(x−i)

x2(x−i)2 =
∞∫

−∞
dx |x|s+2(x2 + 1)−s (x+i)(x−i)

x2(x+i)2
= IU + IU (C.1.66)

∞∫
−∞

dx |x|s+2(x2 + 1)−s (x+i)(x−i)
x2(x−i) = −

∞∫
−∞

dx |x|s+2(x2 + 1)−s (x+i)(x−i)
x2(x+i)

= IW − IW

(C.1.67)
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∞∫
−∞

dx |x|s+2(x2 + 1)−s (x+i)(x−i)
x(x−i)4 = −

∞∫
−∞

dx |x|s+2(x2 + 1)−s (x+i)(x−i)
x(x+i)4

= IΓ − IΓ

(C.1.68)
∞∫

−∞
dx |x|s+2(x2 + 1)−s (x+i)(x−i)

x(x−i)3 =
∞∫

−∞
dx |x|s+2(x2 + 1)−s (x+i)(x−i)

x(x+i)3
= IΘ + IΘ (C.1.69)

∞∫
−∞

dx |x|s+2(x2 + 1)−s (x+i)(x−i)
x(x−i)2 = −

∞∫
−∞

dx |x|s+2(x2 + 1)−s (x+i)(x−i)
x(x+i)2

= IΣ − IΣ

(C.1.70)
∞∫

−∞
dx |x|s+2(x2 + 1)−s (x+i)(x−i)

x(x−i) =
∞∫

−∞
dx |x|s+2(x2 + 1)−s (x+i)(x−i)

x(x+i)
= IΩ− + IΩ−

(C.1.71)
where

IC ≡ −1
2

[
2−s√πΓ

(
s−1
2

)
Γ
(

s
2
+1
) + i

Γ
(

s
2

)2
Γ(s)

]
if ℜ(s) > 1 (C.1.72)

IE ≡ Γ
(

s
2

)2
2Γ(s)

− i
(s−1)Γ

(
s−1
2

)2
4Γ(s)

if ℜ(s) > 1 (C.1.73)

IG ≡ −π3/22−s−1 sec(πs
2 )

Γ( 1
2
− s

2)Γ(
s
2
+1)

+
iπ(s−1) csc(πs

2 )Γ(
s
2)

Γ(− s
2
−1)Γ(s+3)

if ℜ(s) > 0 (C.1.74)

IK ≡ i
√
π2−sΓ( s+1

2 )
Γ( s

2
+1)

if ℜ(s) > 0 (C.1.75)

IO ≡ Γ( s−1
2 )Γ( s+1

2 )+iΓ( s
2)

2

2Γ(s)
if ℜ(s) > 1 (C.1.76)

IP ≡ −2−s−2√πsΓ( s+1
2 )

Γ( s
2
+2)

if ℜ(s) > −1 (C.1.77)

IS ≡ (1−s)Γ( s
2
+1)Γ( s

2)+2iΓ( s+1
2 )Γ( s+3

2 )
2Γ(s+2)

if ℜ(s) > 0 (C.1.78)

IU ≡ Γ( s−1
2 )Γ( s+1

2 )+2iΓ( s
2
+1)Γ( s

2)
2Γ(s+1)

if ℜ(s) > 1 (C.1.79)

IW ≡ −π csc(πs
2 )Γ(

s
2
+1)

2Γ(2− s
2)Γ(s)

− iπ3/22−s sec(πs
2 )

Γ( 3
2
− s

2)Γ(
s
2)

if ℜ(s) > 2 (C.1.80)

IΓ ≡ (1−s)Γ( s
2
+2)Γ( s

2)+2iΓ( s+1
2 )Γ( s+3

2 )
Γ(s+3)

if ℜ(s) > 0 (C.1.81)

IΘ ≡
√
π2−s−2

(
π(s−3) sec(πs

2 )
Γ( 3

2
− s

2)Γ(
s
2
+1)

+
i(s+3)Γ( s

2)
Γ( s+3

2 )

)
if ℜ(s) > 1 (C.1.82)

IΣ ≡
√
π2−sΓ( s

2
−1)

Γ( s+1
2 )

+
iΓ( s−1

2 )Γ( s+3
2 )

Γ(s+1)
if ℜ(s) > 2 (C.1.83)

IΩ− ≡
π

(
sec(πs

2 )Γ( s+3
2 )

Γ( 5
2− s

2)
− i csc(πs

2 )Γ( s2+1)
Γ(2− s

2 )

)
2Γ(s)

if ℜ(s) > 3
(C.1.84)



220 C. Massive string amplitudes

C.1.4 Expansions

A1 = (Γ−∆)
[
π
4
+ 1

2
π α′ k1 · k3 + 1

6
π (6 + π2) α′2 (k1 · k3)2 +O (α′3)

]
−(Θ + Λ)

[
3π
8
− π α′ k1 · k3 + 1

4
π(16 + π2)α′2 (k1 · k3)2 +O (α′3)

]
+(Ξ + Σ)

[
π
8
− π α′ k1 · k3 + 1

12
π(48 + π2)α′2 (k1 · k3)2 +O (α′3)

]
+(Ω+ − Ω−)

[
− 1

12
π α′ k1 · k3 + 7

9
π α′2 (k1 · k3)2 +O (α′3)

]
= π α′2

16

[
Tr(ε · α1)α2

µνq
µqν + Tr(ε · α2)α1

µνq
µqν − 2(α1 · ε · α2)µνq

µqν
]
+O (α′3)

(C.1.85)

A2 = (P + P̃ )
[
1
2
π α′ k1 · k3 + π α′2 (k1 · k3)2 +O (α′3)

]
+(S + S̃)

[
− π

8
− 1

12
π3 α′2 (k1 · k3)2 +O (α′3)

]
+(U + Ũ)

[
π
8
− 1

2
π α′ k1 · k3 + 1

12
π(24 + π2)α′2 (k1 · k3)2 +O (α′3)

]
+(W + W̃ )

[
− π

4
α′ k1 · k3 + π α′2 (k1 · k3)2 +O (α′3)

]
= π

8
α′2 [Tr(ε · α1 · α2) k1 · q + (ε · α1 · α2)µνk

µ
1 q

ν + (ε · α2 · α1)µνk
µ
2 q

ν
]

+O(α′3)

(C.1.86)

A3 = (G+H)
[
− π

8
− 1

12
π3 α′2 (k1 · k3)2 +O (α′3)

]
+(K − L)

[
π
4
+ 1

6
π3 α′2 (k1 · k3)2 +O (α′3)

]
+(N +O)

[
1
4
π α′ k1 · k3 − πα′2 (k1 · k3)2 +O (α′3)

]
= π

8
α′2 [(ε · α2 · α1)µνk

µ
1k

ν
2 + (ε · α1 · α2)µνk

ν
1k

µ
2

]
+O(α′3)

(C.1.87)

A4 = A
[
π α′ k1 · k3 − 4π α′2(k1 · k3)2 +O (α′3)

]
+(C + ∆̃)

[
π
8
− 1

2
π α′ k1 · k3 + 1

12
π(24 + π2)α′2 (k1 · k3)2 +O (α′3)

]
+(E − F )

[
1
4
π α′ k1 · k3 − π α′2 (k1 · k3)2 +O (α′3)

]
= −π

8
α′2Tr(α1 · α2) εµνk

µ
1k

ν
2 +O(α′3) ,

(C.1.88)

where q is related to k3 and k4 via the definitions (7.3.70) on the disk and in the special
case (7.3.60).
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C.2 Calculations for the A(3, 0) amplitude

C.2.1 Contractions for the supersymmetric case

Performing the contractions in (7.3.64) using the disk correlators in table (5.1) we obtain

X1 = iẼ 1
x212x

2
13x

2
23

[
(2α′)2

[
gν1ν2gµ1µ3gµ2ν3 + gν1ν2gµ1ν3gµ2µ3

]
+(2α′)3

[
gν1ν2gµ1µ2kµ31 k

ν3
1 − gν1ν2gµ1µ3kν31 k

µ2
1 − gν1ν2gµ1ν3kµ31 k

µ2
1

+gν1ν2gµ2µ3kµ12 k
ν3
1 + gν1ν2gµ2ν3kµ12 k

µ3
1

]
− (2α′)4 gν1ν2kµ31 k

ν3
1 k

µ2
1 k

µ1
2

] (C.2.89)

X2 = iẼ 1
x212x

2
13x

2
23

[
(2α′)2 gν1µ3gµ1µ2gν2ν3 − (2α′)3gν1µ3gν2ν3kµ21 k

µ1
2

]
(C.2.90)

X3 = iẼ 1
x212x

2
13x

2
23

{
(2α′)3

[
− gµ1µ2gν2ν3kµ31 k

ν1
3 + gµ1µ2gν1ν3kµ31 k

ν2
3 + gµ1µ3gν2ν3kµ21 k

ν1
3

−gµ1µ3gν1ν3kµ21 kν23 − gµ2µ3gν2ν3kµ12 k
ν1
3 + gµ2µ3gν1ν3kµ12 k

ν2
3

]
+(2α′)4

[
gν2ν3kν13 k

µ3
1 k

µ2
1 k

µ1
2 − gν1ν3kν23 k

µ3
1 k

µ2
1 k

µ1
2

]}
,

(C.2.91)
where we have used momentum conservation (7.3.63) and the on–shell conditions. For X2

we have also used the fact that the polarization tensors are symmetric in particular for
the case of α3

µ3ν3
. This was necessary for both the term with no momenta and the one

with two momenta in order to extract the overall x–dependence of X2.

C.2.2 Contractions for the bosonic case

−⟨: ∂Xµ1
1 ∂Xν1

1 e
ik1X1 : : ∂Xµ2

2 ∂Xν2
2 e

ik2X2 : : ∂Xµ3
3 ∂Xν3

3 e
ik3X3 :⟩

= (2α′)3 Ẽ
x212x

2
13x

2
23

{[
gµ1µ2gν1µ3gν2ν3 + gµ1µ2gν1ν3gν2µ3 + gµ1ν2gν1µ3gµ2ν3 + gµ1ν2gν1ν3gµ2µ3

+gµ1µ3gν1µ2gν2ν3 + gµ1µ3gν1ν2gµ2ν3 + gµ1ν3gν1µ2gν2µ3 + gµ1ν3gν1ν2gµ2µ3
]

+4α′
[
gµ1µ3gν1ν3kµ21 k

ν2
1 + gµ1µ2gν1ν2kµ32 k

ν3
2 + gµ2µ3gν2ν3kµ13 k

ν1
3

+gµ1µ2gν2µ3kν31 k
ν1
2 + gµ1µ2gν2ν3kµ31 k

ν1
2 − gµ1µ2gν1µ3kν31 k

ν2
1 − gµ1µ2gν1ν3kµ31 k

ν2
1

−gµ1ν2gν1µ3kν31 k
µ2
1 − gµ1ν2gν1ν3kµ31 k

µ2
1 − gµ1µ3gµ2ν3kν21 k

ν1
2 − gµ1µ3gν2ν3kµ21 k

ν1
2

+gν1µ2gν2µ3kν31 k
µ1
2 + gν1µ2gν2ν3kµ31 k

µ1
2 − gν1µ3gµ2ν3kν21 k

µ1
2 − gν1µ3gν2ν3kµ21 k

µ1
2

]
−16α′2

[
gµ1µ2kµ31 k

ν3
1 k

ν2
1 k

ν1
2 − gµ1µ3kµ21 k

ν2
1 k

ν3
1 k

ν1
2 + gµ2µ3kµ12 k

ν1
2 k

ν3
1 k

ν2
1

]
+8α′3 kµ21 k

ν2
1 k

µ3
2 k

ν3
2 k

µ1
3 k

ν1
3

}
.

(C.2.92)
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Notice that (C.2.89)–(C.2.92) are valid strictly when contracted with the polarization
tensors within the amplitude and that we are able to factorize their x–dependence and
write it as the overall prefactor 1

x212x
2
13x

2
23
.

C.3 Picture changing operator with Tint

In this section we show how to we calculated the picture zero vertex operators in (7.3.57),
(7.3.58), and (7.3.59). After the compactification, TF (z) is given in three different forms
(7.3.45), (7.3.47), and (7.3.51) associated to each comapctification and SUSY. For all cases
N = 1, 2, 4, since TF,int(z) is decoupled from matter fields we only need to look at the in-
ternal current J ⋆ contractions with the internal energy momentum tensor. Consequently,
we look at each case individually:

• N = 1 case the picture (−1) is given by:

V
(−1)
A (z, a, p) = go

√
α′

6
T a e−ϕ(z) aµ ψ

µ(z)J (z) eipX(z) (C.3.93)

As we discussed in the (5.5.88), we should calculate the following limit:

V
(0)
A (z, a, p) = go T

a aµ

× lim
w!z

eϕ(z)
1√
2

[
T+
F,int(z) + T−

F,int(z)
]{ i

2
√
2α′

ψ∂X (z)× e−ϕ(w) ψµ(w)J (w) eipX(w)

}
(C.3.94)

from which, using the the OPE (7.3.46), we find

V
(0)
A (z, a, p) = go T

aaµ

{
i

2
√
α′

[
i∂Xµ(z) + 2α′ (p · ψ)ψµ(z)

]
J (z)

+ψµ
[
T+
F,int − T−

F,int

]}
eipX(z) .

(C.3.95)

Here we can directly observe that the internal contribution to the vertex operator
(the last term) involves one space time fermion whose odd-point contraction is
always zero and therefore it decouples from out three-point calculations.

• N = 2 case we had the following picture zero vertex operator with the internal
current J A:

V
(−1)
A (z, a, p) = go

√
α′

6
T a e−ϕ(z) aAµ ψ

µ(z)J A(z) eipX(z) (C.3.96)

Using the TF,int in (7.3.47) and OPEs in (7.3.50) we have the action of the picture
changing operator as:

V
(0)
A (z, a, p) = go T

a aAµ lim
w!z

eϕ(z)

(
T c=3
F,int(z) +

1√
2
λi(z) gi(z)

)

×
{

i

2
√
2α′

ψ∂X (z)× e−ϕ(w) ψµ(w)J A(w) eipX(w)

} (C.3.97)
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Noticing that T c=3
F,int and gi are decoupled from the rest of the fields present in

V
(−1)
A (z, a, p), we find that

V
(0)
A (z, a, p) = go T

aaAµ

{
i√
2α′

[
i∂Xµ(z) + 2α′ (p · ψ)ψµ(z)

]
J A(z)

+ψµ gi (τ
A)ij λ

j

}
eipX(z) .

(C.3.98)

• Finally, for the N = 4 case, the picture zero vertex operator was:

V
(−1)
A (z, a, p) = go

√
α′

6
T a e−ϕ(z) aMN

µ ψµ(z)JMN(z) eipX(z) (C.3.99)

and therefore we have the limit:

V
(0)
A (w, a, p) =go T

a aMN
µ

× lim
z!w

eϕ(z)TF,int(z)

[
i

2
√
2α′

ψ∂X (z)× e−ϕ(w) ψµ(w)JMN(w) eipX(w)

]
(C.3.100)

Upon using the energy momentum tensor (7.3.51) and the OPEs (7.3.52) we find

V
(0)
A (z, a, p) = go T

aaMN
µ

{
i√
2

[
i∂Xµ(z) + 2α′ (p · ψ)ψµ(z)

]
JMN(z)

+ψµΨ[M∂ZN ]

}
eipX(z) .

(C.3.101)
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