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Zusammenfassung

In the past, fluid dynamicists obtained analytical solutions for simplified versions of the
equations governing mantle flow. However, in recent times, numerical solutions of these
equations as well as their graphical representation have been enabled by computational
and visualization advances. These developments have led to the construction of high reso-
lution, time-dependent models capable of simulating realistic mantle convection scenarios
and creating time trajectories of mantle flow. Two main modelling approaches have been
so far employed: mantle circulation models (MCMs) which simulate mantle flow forward
in time starting from a randomly chosen past state of the mantle, and the adjoint method
which reconstructs past mantle flow starting from an estimate of the mantle present-day
state as derived from seismic tomography. In both cases, the starting (initial) conditions
are not well known. On the other hand, the mantle is in a category of systems that exhibit
chaotic behaviour. The implication of this behaviour is that uncertainties in the initial
condition of a time-dependent mantle model grow and propagate through the entire model
thus leading to the construction of incorrect mantle flow trajectories. This is referred to
as the butterfly effect. However, geodynamicists have learned that if knowledge of the sur-
face velocity field is available and if this information is assimilated into a mantle model,
it is possible to overcome the butterfly effect and construct robust trajectories. A key
geologic observation against which such trajectories can be tested is the Earth’s dynamic
topography that is increasingly well-mapped by geologists. There is, however, a dearth of
high-quality metrics that allow one to compare dynamic topography effectively. Meteorol-
ogists have extensively studied forecast verification methods including the Taylor diagram,
power ratio, scale-separation techniques and object-based verification and it is possible to
adapt these metrics to dynamic topography.

In this work, I verify, using synthetic forward models of mantle flow, that velocity assim-
ilation leads to the construction of robust, accurate mantle flow trajectories. I then compute
dynamic topography responses from the constructed trajectories and I adapt a number of
meteorological forecast verification tools to assess dynamic topography. Importantly, I
develop and object-based, image processing metric with which dynamic topography maps
can be evaluated. Finally, I apply these metrics to results from a set of state-of-the-art,
recently published adjoint simulations of mantle flow. In a twin experiment setup, I use
these metrics to explore model performance for a case study focused on the dynamic to-
pography high located in southern Africa. The results of the study show that these metrics



x Summary

provide a powerful way of analysing dynamic topography behaviour of global geodynamic
models.



Chapter 1

Introduction

In life, one moves on from the past. In the geosciences, one has only the past to look at.
— Ayodeji Taiwo

The Earth is comprised of distinct layers, that have been formed from planetary accre-
tion and differentiation. The outermost layer, known as the crust, has formed over millions
of years (Myrs) through continuous melting and reworking of the underlying mantle. This
crustal layer is rich in silica and has an average thickness of 38 km beneath continents and
7–8 km beneath oceans. The Earth’s mantle, located at a depth of ≈ 30 - 3000 km below
the surface, is composed mostly of magnesium silicates and is stronger than steel. Beneath
the mantle, and extending down to the Earth’s center, lies the core — the innermost layer
of Earth. It is assumed to be composed primarily of iron and nickel (Jeanloz, 1990). The
core is further sub-divided into a liquid outer and solid inner core. The outer core is in
convective motion and is responsible for generating the Earth’s magnetic field. The bound-
ary between the outer core and mantle is known as the core-mantle boundary (CMB) (see
Fowler, 2004, for a detailed description of the various layers of the inner Earth). Via a va-
riety of geophysical observations such as the advance and retreat of glaciers (Haskell 1935;
Mitrovica 1996; Cathles 1975; Kaufmann and Lambeck 2002), satellite observations of sec-
ular changes in the gravity field coupled with measurements of sea level changes (Paulson
et al., 2007), the effective viscosity of the mantle has been inferred to be in the range of
1020 − 1023 Pa s. Such a high value may lead one to assume that the mantle is solid; this
is true on short time scales, where the mantle transmits seismic shear waves. But over
geologic time scales of Myrs, the mantle acts as a fluid and convects in a creeping motion
in response to internal density variations. The mantle’s convective motion is the cause for
the large-scale horizontal movement of tectonic plates (Davies and Richards, 1992). Im-
portantly, the stresses associated with mantle convection induce vertical motions (Pekeris,
1935) in addition to driving the horizontal component of plate movement. These verti-
cal motions manifest themselves as a so-called dynamic topography (Hager et al., 1985)
which is the vertical deflection of the Earth surface away from its isostatically compen-
sated state. Dynamic topography differs from isostatic topography which owes majorly to
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crustal density variations (see Braun, 2010, for a recent review on dynamic topography).
Mantle convection takes its energy from internal, radioactive sources, secular cooling and
heat supplied through the CMB from the core beneath. Heat from the core enters the
mantle by thermal diffusion, so that the lowermost mantle is characterized by a thermal
boundary layer. The latter can undergo gravitational (Rayleigh-Taylor) instabilities, when
hot buoyant material rises from the CMB through the mantle as a so-called mantle plume
(Morgan, 1971), characterized by a mushroom-shaped head. As hot plume material moves
upward, the convective process is reinforced by the sinking (subduction) of cold material
from the top of the mantle, comprised of oceanic plates. Rising and sinking motions to-
gether induce large convective cells in the Earth’s interior, which have been imaged by
seismic tomography (e.g., Ritsema et al. (2011); Simmons et al. (2007)) akin to medical
tomography, but from the passage of seismic waves. Despite advances in the imaging of
the Earth’s interior, important uncertainties related to the compositional nature of mantle
plumes and the rheology (deformation and flow under stress) of the deep Earth still exist.
As such, quantitative, computational modelling of mantle flow is essential. Mantle con-
vection lends itself to a quantitative description through the physics of hydrodynamics. In
essence, one solves conservation equations for mass, momentum and energy respectively.
In the simplest case, the so-called Boussinesq approximation is applied; thus, the mantle is
assumed to be an incompressible Newtonian fluid, implying that all density terms except
those in the buoyancy field are ignored and thus the conservation of mass breaks down to
a conservation of volume. Since the mantle is of a high viscosity, the acceleration terms
in the conservation of momentum can be neglected and the conservation of momentum
simplifies to an instantaneous balance of buoyancy and viscous stresses.

∇ · (v) = 0 (1.1)

η(∇2v) − ∇P + ρg = 0 (1.2)

∂tT + v · ∇T − κ∇2T + H = 0 (1.3)

subject to a set of appropriate boundary conditions. In the above equations κ, ρ, η, v, P ,
T , g, t and H denote the local, thermal diffusivity, density, viscosity, velocity, pressure,
temperature, gravitational acceleration, time and internal heat sources, respectively.

Several non-dimensional numbers describe mantle flow. Among them are the Rayleigh
number, Prandtl number and Reynolds number. The Rayleigh number measures the ratio
of the heat carried by the convecting mantle to that carried by conduction and is on the
order of 108. The high Rayleigh number implies that the mantle is in a state of vigorous
convection. The Prandtl number is a measure of the relative importance of viscous forces
in diffusing momentum of the mantle compared with heat and is on the order of 1024. Due
to the high value of the mantle’s Prandtl number, the mantle is typically taken to have
infinite Prandtl number. The Reynolds number is a ratio of inertial to viscous forces and
is on the order of 10−20 for the mantle. The very low Reynolds number of the mantle
explains why inertia effects are negligible in mantle convection, unlike in the atmosphere.
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This absence of inertia also gives the mantle its characteristic creeping flow.

Over the past two decades, there has been much progress in understanding mantle
convection through high resolution, computationally intensive, scenario simulations (e.g
Kronbichler et al. 2012; Burstedde et al. 2013; Heister et al. 2017; Bauer et al. 2020).
Mantle convection modeling is a computationally intensive application, requiring large
numerical grids and many time steps to represent the system with spatial and temporal
resolutions fine enough to allow for the use of Earth-like physical parameters. Currently
a number of 3D spherical mantle convection software are in use, two of which are the
CitcomS (Zhong et al., 2000) and the TERRA (Bunge et al., 1997) codes. The latter is
maintained by the geodynamics group at LMU Muenchen. The Terra code uses nodal first
order finite elements, employs an icosahedral mesh for geometry representation, is MPI
(Message Passing Interface) parallel and applies an advanced multigrid algorithm with line
smoothers to achieve good algorithmic scalability and a high hardware efficiency. It is thus
now feasible to create realistic models of mantle convection.

An initial condition for modelling mantle flow comes from present-day state estimates
pertaining to the mantle volume as derived from a combination of global 3-D seismic to-
mography (e.g., Ritsema et al. 2011; Simmons et al. 2007) with mantle mineralogy models
(Piazzoni et al. 2007; Stixrude and Lithgow-Bertelloni 2011; Chust et al. 2017). There are,
however, uncertainties in the interpretation of tomographically imaged mantle structure.
On the one hand, arguments have been made for both purely thermal and thermochemical
interpretations of mantle seismic structure (Trampert et al. 2004; McNamara and Zhong
2005; Simmons et al. 2009; Schuberth et al. 2009a,b; Davies et al. 2012) with each approach
producing different convective flow scenarios. On the other hand, the seismic inversion pro-
cess is subject to its own uncertainties. Specifically, limited data coverage in seismic studies
implies that the tomographic inverse problem is ill-posed. Thus, regularization methods
typically have to be applied. These methods, however, impact the shape and amplitude
of imaged seismic anomalies (Trampert and Spetzler, 2006), which hinders their interpre-
tation. The current limits of seismic tomography thus imply that dynamically significant
structures are either smeared or completely absent (Schuberth et al. 2009a; Ritsema et al.
2011). These effects generate errors in the initial condition field of mantle models.

The chaotic nature of mantle convection (Stewart and Turcotte, 1989) at its high
Rayleigh/infinite Prandtl number implies that the mantle is sensitive to these initial con-
dition errors. This behaviour is termed the butterfly effect — two mantle models that are
otherwise identical except for a slight altering in their initial conditions will diverge in their
trajectories over time and become uncorrelated (Bello et al., 2014). Given the butterfly
effect, one may be tempted to conclude that it is impossible to construct robust, reliable
trajectories of mantle flow. However, geodynamicists have shown (Vynnytska and Bunge
2015; Colli et al. 2015; Bocher et al. 2016, 2018) that by assimilating state estimates of the
surface velocity field produced by a mantle convection system, the butterfly effect can be
mitigated.



4 1. Introduction

By exploiting this development, it is possible to create trajectories of mantle flow that
link a given mantle state at one time to its state at a different time. Through such time tra-
jectories, mantle convection models can be effectively tested against observations gleaned
from the geologic record. In theory, one could construct a mantle flow trajectory by tak-
ing the mantle state at present-day and modelling it forward in time. However, given that
mantle flow evolves on a timescale of Myrs, as mentioned earlier, it is unreasonable to do so,
if one wanted to test these models against the geologic record. To overcome this hindrance,
two key modelling techniques have been developed. The first, referred to as mantle circula-
tion models (MCMs), starts off with a randomly chosen past state of the mantle (e.g. at the
Mesozoic (252 - 60 Million years ago (Ma)) or Cenozoic (60 Ma)) and models mantle flow
forward in time while assimilating plate motions and subduction histories over the entire
time (Ricard et al. 1993; Bunge et al. 1998; McNamara and Zhong 2005; Bower et al. 2013;
Flament et al. 2014). The second, known as the adjoint method (Bunge et al. 2003; Ismail-
Zadeh et al. 2004; Horbach et al. 2014; Ghelichkhan and Bunge 2016; Price and Davies
2017), is another data assimilation procedure in which a present-day estimate of the mantle
is obtained from seismic tomography (Simmons et al. 2007; Ritsema et al. 2011; French
and Romanowicz 2014) and past mantle flow is reconstructed via optimization of a misfit
function, in a process referred to as retrodiction (Colli et al. 2018; Ghelichkhan et al. 2021).

As noted earlier, mantle convection produces significant vertical deflections of the
Earth’s surface, away from its isostatically compensated state (Pekeris, 1935). These de-
flections, termed dynamic topography (Hager et al., 1985), have been extensively studied
by geoscientists. Information on the scale, amplitude and temporal evolution of dynamic
topography have been inferred through calculations of oceanic residual bathymetry (Hog-
gard et al. 2017; Holdt et al. 2022), studies of river profiles (Roberts and White, 2010),
sediment compaction (Japsen, 2018) and provenance (Meinhold 2010; Şengör 2001), land-
form analysis (Guillocheau et al., 2018) based on planation surfaces (King, 1955), estimates
of palaeoaltimetry (Kohn and Dettman, 2018), constraints from thermochronological data
(Ehlers and Farley, 2003) or quantifications of sediment budgets at the scale of continental
margins (Guillocheau et al. 2012; Said et al. 2015a,b). Additional inferences have been
drawn from geological hiatus maps (Friedrich et al. 2018; Vibe et al. 2018; Carena et al.
2019; Hayek et al. 2020, 2021), palaeobiological and palaeoenvironmental data (Fernandes
and Roberts, 2020), past sea-level markers (DiCaprio et al. 2009; Matthews et al. 2011;
Stephenson et al. 2019) and sequence stratigraphy (Czarnota et al. 2013; Richards et al.
2016; Hartley et al. 2011). These observations provide a glimpse into the surface expres-
sions of geologically recent mantle convection over the past 100 Myrs.

The African continent presents an exceptional opportunity to explore the interaction
between dynamic topography and mantle convection. An interesting attribute of the con-
tinent is its distinct Basin and Swell topography which has long been suggested to result
from convective processes in the underlying mantle (e.g. Burke and Gunnell, 2008). Fur-
ther evidence for the interaction between African dynamic topography and mantle flow
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comes from river profile studies (Paul et al., 2014) which also suggest that the modern
African topography developed since the Oligocene (33 - 23 Ma). In a seminal work, Bond
(1978, 1979) analysed continent-scale sediment distributions to argue for substantial uplift
of continental platforms. He concluded that Africa experienced late Tertiary (66 - 2 Ma)
uplift relative to other continents (Bond, 1978), in agreement with Burke et al. (1973).
The African plate has moved slowly North-eastward within a hot spot frame of reference
since the early Oligocene (Burke, 1996), implying that the analysis of the vertical motions
of Africa is not complicated by horizontal plate motions (Lithgow-Bertelloni and Silver,
1998). Turning to southern Africa, there is a complete absence of marine sediments in
both the Oligocene and Pleistocene (2.5 Ma - 11 thousand years ago), suggesting that this
part of the continent reached a high elevation in the Oligocene, subsided in the Miocene-
Pliocene (23 - 5 Ma), and has been on the rise again since the latest Pliocene (5 - 2.5 Ma)
or Pleistocene (Carena et al., 2019).

The essential role of dynamic topography has long been recognized by geodynamicists
in their studies of the geoid. They realized that the mass anomalies associated with sur-
face deflections yield gravity anomalies of comparable amplitude with the driving mantle
density contrasts, thus accounting for the existence of dynamic topography (Richards and
Hager 1984; Ricard et al. 1984; Forte and Peltier 1991). This explains why the dynamic
topography of Earth represents a crucial geological observation against which mantle con-
vection models can be tested. Another reason for testing mantle models against dynamic
topography is that mantle convection, as expressed in terms of time-dependent flow, cannot
be directly observed. As such, one must link mantle models to their surface manifestations,
including dynamic topography. To this end, one can construct time trajectories of mantle
flow and use them to obtain predictions of dynamic topography. These predictions would
then be compared to the real Earth dynamic topography (see Flament et al., 2013, for a
recent comparison of dynamic topography maps) and the model parameters can be thus
adjusted until a best fit between model and observation is found.

In comparing model-predicted dynamic topography to the observed dynamic topogra-
phy, several approaches are possible. Qualitative comparisons by visually identifying areas
of (dis-)agreement on predicted and observed dynamic topography maps (e.g. Colli et al.
2018) are an option. On the other hand, quantitative gridpoint analyses of dynamic to-
pography fields, such as root-mean-square (rms) errors/amplitudes (Flament et al., 2013)
and spectral decompositions/correlations (Davies et al., 2019) offer a first order measure
of model performance in numerical terms. These quantitative measures, however, suffer
from a key drawback that has been explored extensively by meteorologists in the context
of weather models (Baldwin and Kain 2006; Casati et al. 2008; Wilks 2011; Jolliffe and
Stephenson 2012): it is often difficult to infer a physical interpretation of their numeri-
cal output. This is because these measures do not offer information regarding the exact
manner in which a model prediction (dis-)agrees with the observation. Also, the results of
these measures are often different from what one would infer based on a visual examination
of the predicted and observed data. For instance, it is possible for a predicted dynamic
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topography field to match observed data in terms of timing, intensity and pattern of uplift
(or subsidence) but to be wrong in location. An informed visual observation would classify
this as a good prediction and separately account for the location error. A gridpoint-based
rms error or correlation score, however, would penalize the prediction and classify it as
poor. This is a known concept in meteorology, where it is appropriately termed the double
penalty problem (e.g. Anthes 1983; Mass et al. 2002). By double penalty, it is meant that
a prediction which closely matches an observation in all other respects except in location
is penalized twice; first at the points in the prediction that do not overlap the observation,
and at those points in the observation that do not overlap the prediction. As such, new
approaches for the comparison of model-predicted with real Earth dynamic topography
need to be investigated.

One such approach is the usage of object-based verification techniques (see Gilleland
et al., 2009, for a recent summary). Such techniques have been applied by meteorologists
to assess forecasts of extratropical and lee cyclones (Wernli and Schwierz 2006; Smith and
Mullen 1993), sea breezes (Case et al., 2004), precipitation (Ebert and McBride 2000; Davis
et al. 2006a,b, 2009) as well as deep, moist convection (Fowle and Roebber 2003; Done
et al. 2004). These object-based methods decompose 2-D weather fields of prediction and
observation into their distinct objects and compare prediction with observation based on
the properties of identified objects. Since the dynamic topography field is also a 2-D field,
it is instructive to investigate if, and to what extent, such object-based measures can be
applied in comparing model-predicted to real Earth dynamic topography. It is, however,
necessary, as a first step, to test such measures on purely synthetic dynamic topography
maps so that they are properly understood, without the additional complexities that arise
while dealing with real Earth dynamic topography. It is worth recalling a few scaling rules.
Mantle convection is often expressed in terms of a transit time for which one divides the
mantle depth (≈ 3000km) by a characteristic velocity (3cm/yr) to obtain a transit time
of ≈ 100 Myrs. On the other hand, weather patterns would have a velocity scale of 1-50
m/s (Cushman-Roisin and Beckers, 2011). If we assume a synoptic lengthscale of 5000
km, and a velocity scale of 50 km/h, this translates into a transit time of a few days in the
atmosphere. Given that key observables of the mantle convection system are coming into
focus for 100 Myrs, equivalent to a few days of weather in the atmosphere, it is attractive
to use these object-based metrics in the evaluation of mantle convection models.

In this thesis, I investigate the construction of robust mantle flow trajectories and their
link to dynamic topography. I also delve into the meteorological literature and probe to
what extent metrics for assessing the accuracy of meteorological model predictions can be
applied to dynamic topography predictions. In this process, I adapt and develop metrics
suitable for dynamic topography. Furthermore, I explore the evolution of the southern
Africa dynamic topography high as produced by the adjoint-based reconstruction of Ghe-
lichkhan et al. (2021) and apply the developed metrics in comparing multiple predictions of
this dynamic topography. I arrange my thesis as follows: Chapter 2 addresses the question:
given the butterfly effect, can reliable mantle flow trajectories even be constructed? Here,
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I employ 3-D spherical synthetic mantle convection models via twin experiments (Lorenz,
1965) and make links to dynamic topography. I show that it is possible to construct robust,
accurate mantle flow trajectories if the horizontal component of the surface velocity field
of one twin is assimilated into the other twin, despite uncertainties associated with the
initial heterogeneity state of the mantle, thus confirming earlier results (Colli et al. 2015;
Vynnytska and Bunge 2015; Bocher et al. 2016, 2018). I also introduce the Taylor Diagram
(Taylor, 2001), originally developed in meteorology, and apply it to the comparison of dy-
namic topography maps. In Chapter 3, I explore object-based meteorological metrics and
their applicability in the assessment of dynamic topography predictions. Here, I show that
these metrics are well-suited to the study of dynamic topography, albeit with some modi-
fications. In this regard, I develop a metric that separately assesses uplift and subsidence
regions on dynamic topography maps based on a shape comparison of the boundaries sur-
rounding these regions. The results in this chapter also reinforce my earlier findings that
velocity assimilation leads to reliable mantle flow trajectories. In Chapter 4, I apply the
developed metrics to study the evolution of the southern Africa uplift based on synthetic
dynamic topography predictions obtained from multiple mantle flow reconstructions (Ghe-
lichkhan et al., 2021) via the adjoint method. I also do a comparison of global and regional
assessment metrics. The results of this chapter display the power of these object-based
metrics and open the door to their application in the more complex real Earth. Finally, in
Chapter 5, I provide an outlook into the future of constructing mantle flow trajectories.
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Chapter 2

Robust Global Mantle Flow
Trajectories and their Validation via
Dynamic Topography Histories

This chapter was entirely written by A. Taiwo. On 11. April 2023, this chapter was
accepted for publication by Geophysical Journal International. It addresses the problem
whether reliable trajectories of global mantle flow can be constructed despite the butter-
fly effect and explores the usage of model-predicted dynamic topography as a proxy for
assessing mantle flow trajectories.
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ABSTRACT
The ability to construct time-trajectories of mantle flow is crucial to move from studies of instantaneous
to time-dependent Earth models and to exploit geologic constraints for mantle convection modelling. But
mantle convection is chaotic and subject to the butterfly effect: the trajectories of two identical mantle
convection models initialized with slightly different temperature fields diverge exponentially in time until
they become uncorrelated. Because one may use seismic inferences about the mantle state as a starting or
terminal condition to project mantle flow forward or backward in time, and because the seismic inference
is invariably subject to uncertainties, this seemingly would rule out any construction of robust mantle flow
trajectories. Here we build upon earlier work which showed that assimilation of the horizontal component
of the surface velocity field from a known reference model allows one to overcome the butterfly effect and
to construct robust mantle flow trajectories, regardless of the choice of the initial state perturbation. To
this end, we use high resolution 3-D spherical mantle convection models in four end-member configura-
tions: an isoviscous purely internally heated model, an isoviscous purely bottom heated model, a model
with a radial increase in viscosity along with pure internal heating as well as a model that combines the
effects of radial viscosity increase, internal and bottom heating. In order to capture the impact of seismic
filtering, we perturb the initial temperature fields of these end-member models through either radial or
horizontal smoothing of the temperature field or the application of the tomographic filter of seismic model
S20RTS. We assess the quality of the constructed model trajectories via a number of statistical measures
as well as comparisons of their dynamic topography histories. The latter is an essential step since mantle
flow cannot be directly observed but has to be inferred via its surface manifestations. Importantly, linking
mantle flow to surface observations yields patterns representable on a latitude-longitude grid similar to
meteorological observables such as precipitation. This invites the application of meteorological quality
metrics, such as the power ratio and Taylor diagram, to assess the quality of mantle flow trajectories.
We introduce these metrics for the first time in the context of mantle convection and demonstrate their
viability based on the compact manner in which they summarize model performance.
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1 INTRODUCTION
Mantle convection provides the driving forces that support plate tectonics, earthquakes, mountain build-
ing and a host of other geological activities. Numerical models that simulate mantle convection have
seen great improvement in the last couple of decades (Zhong et al. (2015); Coltice et al. 2017). And
coupled with increasing computational power, these parallelized, highly scalable and progressively more
sophisticated models are simulating mantle convection at very high numerical resolutions (e.g Kronbichler
et al. 2012; Burstedde et al. 2013; Heister et al. 2017; Bauer et al. 2020). A number of mantle properties,
such as its rheology and chemical composition are, however, only poorly known. There is thus a need
to test mantle convection models against geological observables. One way of doing this is by using these
models along with our best guess for mantle parameters to make predictions over time about a geological
observable, such as the convectively-maintained topography, known as dynamic topography (e.g. Hager
et al. 1985). One would then compare how well these predictions match the actual observable. Models of
mantle flow can in theory be allowed to evolve into the future. However, given the very long timescales
over which mantle flow evolves (millions of years), it is unreasonable to do so if one wanted to test them
against the geological observables. To mitigate this fundamental problem, a data assimilation method has
been developed that links the present day state of the mantle to its past states. It does so by constructing
so-called retrodictions (Colli et al. 2018; Ghelichkhan et al. 2021) which, in essence, are time trajectories
of geodynamic Earth models from the present day into the past. These retrodictions are then compared
with constraints gleaned from the geological record. In fact, over the last few decades, geophysicists have
devised various techniques to assimilate geophysical data into models of the mantle including backward
advection (Steinberger and O’Connell, 1997), sequential assimilation (Bunge et al., 1998), the adjoint
method (Bunge et al. 2003; Liu and Gurnis 2008) and the (ensemble) Kalman filter (Bocher et al. 2015,
2018).

Convection in the Earth’s mantle is chaotic. This was demonstrated by Stewart and Turcotte (1989) who
showed that the mantle’s chaotic convection, which arises as a result of boundary layer instabilities, is a
consequence of its high Rayleigh number/infinite Prandtl number. Two main features of chaotic systems
are sensitivity to initial conditions — i.e. butterfly effect, — as well as ergodicity (Nikolaevsky, 1969), —
i.e. rapid mixing of model solutions or phase trajectories. Earth scientists have for several decades studied
the impact of initial condition errors on the predictability limit of other chaotic systems including the
atmosphere, oceans as well as the geodynamo. Using a simple atmospheric model, Lorenz (1963, 1965)
showed that chaotic circulation in the atmosphere ensured that small initial condition errors grow rapidly
with time until they become intolerable. Exploiting modern computing power, Zhang et al. (2019) per-
formed high-resolution ensemble twin experiments which suggested a predictability limit for midlatitude
weather of around 10 days. Hulot et al. (2010) performed similar twin experiments for the geodynamo
and suggested a predictability limit of one century. In geodynamics, Bello et al. (2014) studied the impact
of small, random initial condition errors on the predictability limit of mantle convection and suggested a
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predictability limit of around 95 million years (Myrs).

The predictability limit of mantle convection models can be extended by the assimilation of estimates
pertaining to the state of the mantle convection system. An estimate of the present-day state can be
derived from seismic tomography (Nolet, 1987). But information on the temporal evolution of the under-
lying mantle convection system is also present in the surface velocity field. The surface velocity field of
the Earth is known over time from past plate motion models (e.g. Müller et al. 2016). Geodynamicists
have learned that knowledge of this surface velocity field is key in minimising the growth of initial uncer-
tainties in a chaotically convecting mantle and enabling a robust reconstruction of past mantle structure.
Vynnytska and Bunge (2015) showed that assimilating the horizontal component of the surface veloc-
ity field into mantle convection model was necessary for restoration of past mantle structure. This was
validated by Colli et al. (2015) who showed that assimilating the horizontal surface velocity field over
time even led to convergence between two mantle models started from slightly different initial conditions.
Also, Bocher et al. (2015) found it necessary to assimilate the horizontal surface velocity field in their
Kalman-filter-based reconstruction approach. To sum up, horizontal surface motions are a key input to
construct trajectories of past mantle flow. The implication of this is that they can therefore not be used
as an independent test of the correctness of a mantle model.

However, in addition to horizontal motions, mantle convection also produces significant vertical deflec-
tions of the Earth’s surface, away from its isostatically compensated state (Pekeris, 1935). Referred to
as dynamic topography, as mentioned before (Hager et al., 1985), these deflections have received renewed
attention (Braun 2010; Hoggard et al. 2016; Davies et al. 2019; Valentine and Davies 2020) including in
passive margin environments (Bunge and Glasmacher, 2018), where the proximity to a base-level allows
one to gauge topographic changes better than at other places. There has been much improvement in the
amount and quality of dynamic topography inferences in recent years. Through calculations of oceanic
residual bathymetry (Hoggard et al. 2017; Holdt et al. 2022), new information has been obtained on
the present-day scale and amplitude of dynamic topography. Moreover, a wealth of geological indicators
provide constraints on the temporal evolution of dynamic topography. Amongst these are studies of river
profiles (Roberts and White, 2010), sediment compaction (Japsen, 2018) and provenance (Meinhold 2010;
Şengör 2001), landform analysis (Guillocheau et al., 2018) based on planation surfaces (King, 1955), esti-
mates of palaeoaltimetry (Kohn and Dettman, 2018), constraints from thermochronological data (Ehlers
and Farley, 2003) or quantifications of sediment budgets at the scale of continental margins (Guillocheau
et al. 2012; Said et al. 2015a,b). Further inferences are drawn from geological hiatus maps (Friedrich
et al. 2018; Vibe et al. 2018; Carena et al. 2019; Hayek et al. 2020, 2021), palaeobiological and palaeoen-
vironmental data (Fernandes and Roberts, 2020), past sea-level markers (DiCaprio et al. 2009; Matthews
et al. 2011; Stephenson et al. 2019) or sequence stratigraphy (Czarnota et al. 2013; Richards et al. 2016;
Hartley et al. 2011). In a technical way, the vertical surface deflections are governed by kernels that relate
dynamic topography to a unit mass anomaly of given wavelength and mantle depth (Richards and Hager
1984; Colli et al. 2016). The convolution of mass anomalies with the kernels over time thus provides an
independent means of comparing retrodictions with the time evolution of Earth’s dynamic topography
field as inferred from geological observations. It should be noted that while kernels are appropriate for
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horizontally-constant viscosity profiles, evidence from geoid studies (e.g. Ghosh et al. 2010) suggests that
lateral viscosity variations may not affect results very much at the larger scales.

A prerequisite for performing mantle flow retrodictions is an estimate of the present-day state of the
mantle which can be inferred from the heterogeneity structure imaged by global 3-D seismic tomography
(Simmons et al. 2007; Ritsema et al. 2011; French and Romanowicz 2014). One approach to translat-
ing from seismic velocity to temperature, involves assuming a homogeneous pyrolitic mantle composition
which implies a predominantly thermal origin for large-scale mantle seismic anomalies. The stable min-
eral assemblage and its average mechanical and thermodynamical properties at each p-T point can then
be computed from thermodynamically self-consistent models of mantle mineralogy (Piazzoni et al. 2007;
Stixrude and Lithgow-Bertelloni 2011; Chust et al. 2017). There are, however, uncertainties in the inter-
pretation of tomographically imaged structures. On the one hand, arguments have been made for both
purely thermal as well as thermochemical interpretations of mantle seismic heterogeneities (Trampert
et al. 2004; McNamara and Zhong 2005; Simmons et al. 2009; Schuberth et al. 2009a,b; Davies et al.
2012) with each approach producing different convective flow scenarios. On the other hand, the seismic
inversion process is subject to its own uncertainties. Specifically, limited data coverage in seismic studies
implies that the tomographic inverse problem is ill-posed. Thus, regularization methods in form of damp-
ing and smoothing typically have to be applied. These methods, however, impact the shape and amplitude
of imaged seismic anomalies (Trampert and Spetzler, 2006), which hinders their interpretation. In fact,
tomographic models of the Earth show similarity on large scales, on the order of thousands of km but have
significant differences over short length scales, on the order of ≈ 100 km (equivalent to a thermal boundary
layer thickness) (Becker and Boschi, 2002). These small-scale structures, however, play an active role in
generating buoyancies responsible for convection within the mantle. The current limits of seismic tomog-
raphy thus imply that these dynamically significant structures are either smeared or completely absent
(Schuberth et al. 2009a; Ritsema et al. 2011). Recently Zaroli et al. (2013) proposed certain objective
measures for setting a threshold on model damping, based on data noise and measurement errors. Yet,
the range of acceptable damping values is still large enough to result in a factor of ≈ 2 uncertainty in
the root-mean-square (rms) amplitude of seismic anomalies. To sum up, the state estimate of the vol-
ume, derived from seismic tomography, has uncertainties related to interpretation as well as regularization.

As noted earlier, geodynamicists have investigated the construction of time trajectories for mantle flow
with the aid of twin experiments (Bello et al. 2014; Colli et al. 2015; Bocher et al. 2015, 2018). How-
ever, metrics for measuring the accuracy of the constructed trajectories have focused so far on assessing
the similarities of the structures generated within the mantle, which, in real-Earth applications, are not
directly observable, particularly for the geological past. The dynamic topography field of the Earth,
instead, is accessible and trackable over time, through a variety of proxy observables, and reflects the
mantle heterogeneity structure as mediated by viscous stresses. It is therefore paramount to measure
model accuracy via comparisons of predicted dynamic topography — a field that can be represented on a
latitude-longitude grid. To this end, attention must be paid to work done in neighbouring disciplines such
as meteorology, oceanography and hydrology amongst others. Some metrics have already been developed
in meteorology for assessing the accuracy of model predictions representable on a latitude-longitude grid.
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These methods range from grid-point comparisons (Taylor 2001; Roebber 2009) to object-based verifica-
tion metrics (Ebert and McBride 2000; Davis et al. 2006a,b, 2009) as well as optical flow methods (Keil
and Craig 2007, 2009; Marzban and Sandgathe 2010) where one field is deformed and morphed until it
best matches a specified reference field.

In this paper, we build on previous work in constructing mantle convection trajectories and present
trajectories for simple end-member mantle convection models with different initial heterogeneity structures
as well as model parameterizations (i.e. radial viscosity profiles and heating modes). We follow the
twin experiment approach (Lorenz, 1965) and introduce tomographically-relevant perturbations to the
temperature field of a reference mantle. We then track their trajectories over time for cases with and
without the assimilation of the horizontal component of the surface velocity field of the reference mantle
model. The surface velocity field is assimilated with a gain of 1 and we assume that there are no
measurement errors and that the assimilated information is perfectly known. Importantly, we begin to
explore the link to dynamic topography and apply some of the previously mentioned techniques from
neighbouring research disciplines to the comparison of predicted dynamic topography. We organize our
paper as follows: Section 2 lists the methodology used for this study. We specify the exact nature of
tomographic smoothing that we perform, describe the forward mantle convection equations and detail a
number of metrics with which our twin experiments are assessed. In Section 3, we present the main results
of our study. We start by showing slices of the mantle temperature field for all twin experiments. Next we
display several grid-point metrics to test the efficacy of our horizontal surface velocity field assimilation
scheme. Finally, we present maps of dynamic topography computed from all twin experiments and
compare them. In Section 4, we discuss these results in the context of the broader geoscience literature
and we draw conclusions in Section 5.

2 METHODS
We follow the twin experiment approach (Lorenz, 1965), where a reference (true state) and a perturbed
mantle model are allowed to evolve forward in time and their trajectories are tracked. The true state is
obtained by allowing a mantle model to evolve until a statistical steady-state is reached, in which model
quantities such as the rms velocity field are quasi-steady. Perturbations of the true mantle model are then
generated in such a way as to reflect the effects of seismic filtering on the structure of the deep Earth.
Tomography images differ from each other in part depending on the extent to which horizontal and radial
smoothing have been applied (Trampert and Spetzler, 2006). To this end, we mimic radial smoothing
by performing a radial averaging of the temperature field of the reference model throughout the mantle,
averaging up to depths of 200 km at a time. To mimic horizontal smoothing, we expand the temperature
field of the reference case into its spherical harmonic components and truncate at degree 20. This serves
to keep the large scale structures, on the order of 1000 km, while discarding the details. In both radial
and horizontal smoothing, we do not alter the temperature field of the uppermost 120 km of the reference
mantle model corresponding to a boundary layer thickness in our models. Finally, we perform a more
realistic comparison with seismic tomography by applying the S20RTS resolution operator (Ritsema et al.
2004; Schuberth et al. 2009b) to modify our reference temperature field. This approach accounts not only
for the finite resolution of tomographic models, but also for the effects of heterogeneous data coverage and
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damping. We allow the reference and perturbed mantle models (with and without velocity assimilation)
to evolve over the course of a vertical transit time (described later, and thereafter referred to simply as
transit time) and track their trajectories. To account for uncertainty in rheology and heating modes,
we consider several end-members namely: Isoviscous Internal Heating (uniform viscosity, heated entirely
from within), Isoviscous Bottom Heating (uniform viscosity, heated purely from the core-mantle boundary
(CMB)), Radial Viscosity Internal Heating (increasing viscosity with depth, heated entirely from within)
and Radial Viscosity Mixed Heating (increasing viscosity with depth, 10% bottom heating). All model
parameters are listed in Table 1.

We solve the forward mantle convection equations that comprise the principles of conservation of mass,
momentum and energy. To this end, we model three-dimensional (3-D) time-dependent incompressible
mantle convection via the Boussinesq approximation (Chandrasekhar, 1961) and solve the equations using
the finite element TERRA code (Bunge et al. 1996, 1997) on a cluster optimized for geophysics-capacity
simulations (Oeser et al., 2006). The equations are presented below:

∇ · (v) = 0 (1)

η(∇2v)−∇P + ρg = 0 (2)

∂tT + v · ∇T − κ∇2T +H = 0 (3)

subject to a set of appropriate boundary and initial conditions. κ, ρ, η, v, P , T , g, t and H denote
the thermal diffusivity, density, viscosity, velocity, pressure, temperature, gravitational acceleration, time
and internal heat sources, respectively. Note the absence of the inertial term in the momentum equation,
reflective of the infinitesimally low Reynolds number (on the order of 10−20) creeping flow of the mantle.
Our choice of values for the simulations are presented in Table 1.

Since our mean radial velocities are significantly lower than in the real Earth (Butterworth et al., 2014),
we rescale model time to Earth time. For convenience, we express time in terms of a vertical transit time
(Bunge et al., 1998), which is the time it takes for material to traverse the mantle depth and is thus
a relevant timescale to observe changes in the large scale buoyancy structure of the mantle. It is also
the timescale for which a dynamic mantle model completely decorrelates from its initial state. Following
Iaffaldano and Bunge (2015), we take a transit time of 150 Myrs for the mantle. We rescale model time
to Earth-time based on the radial velocities within the models. To allow for cross-model comparison, all
simulations are allowed to run for one transit time at which point they are stopped.

To ensure adequate numerical resolution, the computational domain is discretized with a mesh, derived
from the regular icosahedron, with ≈ 80 million finite element grid nodes. For this mesh size, the horizon-
tal grid point resolution is 30 km at the surface and decreases to half that value at the CMB, while the
radial grid spacing is 22 km throughout the mantle. All plots of the temperature field show temperatures
normalized between 0 (surface temperature) and 1 (CMB temperature). To guarantee that all models
have similar convective vigor, we set the CMB temperature of the isoviscous bottom heating case to
4200 K. While this value is high for an incompressible mantle, it represents our approach to achieving a
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 True
State

a) Isoviscous Internal Heating

b) Isoviscous Bottom Heating

   Radial
Smoothing

Horizontal
Smoothing

S20RTS

c) Radial Viscosity Internal Heating

d) Radial Viscosity Mixed Heating

0 1Temperature

Figure 1: Slices through the 3-D temperature field of four global mantle convection models ((a) Isoviscous, Internal Heating
Only; b) Isoviscous, Bottom Heating Only; c) Radial Viscosity Increase, with Internal Heating Only; d) Radial Viscosity
Increase, with Mixed Bottom and Internal Heating, see Table 1 for details) that serve as the initial conditions of mantle
flow trajectories, where temperatures (blue=cold, red=hot) are normalized to range between 0 (cold) and 1 (hot). Red/blue
structures represent upwellings/downwellings. First column: True (Reference) state; Second column: Radial smoothing,
obtained by radially averaging the thermal field of the true state over 200 km at each layer; Third column: Horizontal
smoothing, obtained via a spherical harmonic expansion of the true state and truncated at degree 20; 4th column: S20RTS
filtering, obtained via applying the seismic resolution operator of S20RTS (Ritsema et al. 2004; Schuberth et al. 2009b) to
the thermal field of the true state. Note that radial smoothing preserves most of the true state field while horizontal and
S20RTS smoothing smear out significant portions of the true state field.
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Rayleigh number for this class of models that yields a comparable convective vigor to the internal heat-
ing models. For the purely internal heating case, we apply a no-heat-flux boundary condition at the CMB.

Fig. 1 shows cross-sections through the initial 3-D temperature fields for all mantle models. Each row
represents a different assumed mantle parameterization and the columns show the reference mantle model
along with the 3 perturbed models (radial smoothing, horizontal smoothing, S20RTS filtering). In general,
the radial smoothing preserves most of the original structure of the true state while horizontal smoothing
and S20RTS filtering smear away most of the structure in the true state.

Table 1: Assumed Simulation Parameters for the Mantle Models

Parameter Value Units
Density 4500 kgm−3

Outer Core Radius (RCMB) 3480 km
Earth Radius (REarth) 6370 km

Gravitational Acceleration 10 ms−2

Thermal Expansivity 2.5× 10−5 K−1

Thermal Conductivity 3 Wm−1K−1

Specific Heat Capacity 1000 Jkg−1K−1

Surface Temperature 300 K
Internal Heating Rate 2× 10−12 Wkg−1

CMB Temperature (pure bottom heating) 4200 K
CMB Temperature (mixed heating) 2300 K

Reference Viscosity (Isoviscous models) 3× 1022 Pa s
Reference Viscosity (Layered viscosity models, upper mantle) 3× 1020 Pa s
Reference Viscosity (Layered viscosity models, lower mantle) 3× 1022 Pa s

Rayleigh Number (Isoviscous Bottom Heating models) 5× 106

Rayleigh Number (Isoviscous Internal Heating models) 3× 107

Rayleigh Number (Radial Viscosity models) 5× 107

2.1 Measures of Model Similarity

2.1.1 Absolute Difference Fields and Histograms

After one transit time, a first-order analysis of the similarities (and differences) between the reference
models and their perturbed twins with and without velocity assimilation can be obtained by simply
subtracting the temperature values of the perturbed fields from the reference field at every grid point and
visualizing this difference field as follows:

Table 2: End-Member Cases and their Properties. For each case, the ”X” symbol shows the relevant
properties for that model. Cases 1, 2, 3 represent the base cases with varying properties, while case 4 is
a combination of the properties of all three base cases.

Case Name Internal Heating Bottom Heating Radial Viscosity
1) Isoviscous Internal Heating X
2) Isoviscous Bottom Heating X
3) Radial Viscosity Internal Heating X X
4) Radial Viscosity Mixed Heating X X X
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D(x) = |T (x)− Tp(x)| (4)

where

D(x) is the absolute value of the pointwise difference between reference and perturbed twin,

Tp(x) is the temperature field of the perturbed twin,

T (x) is the temperature field of the reference twin

Such a visualization provides, however, only a qualitative description of the similarities and differences
among models. Therefore, we group the difference values obtained via eqn. 4 into bins of equal sizes,
compute the frequencies of occurrence for each bin and then plot the results as histograms.

2.1.2 Model Correlations

In the following, we describe a number of statistical measures to compare the twin experiments. We define
the spectral power of the temperature field per spherical harmonic degree ` as:

σ2
` =

∑̀

m=0
(a2
`m + b2

`m) (5)

where a`m and b`m are the fully normalized (Stacey, 1992) coefficients of the spherical harmonic expansion
at degree ` and order m.

The rms amplitude is then given by:

σrms =

√√√√
`max∑

`=1
σ2
` (6)

To evaluate the similarity of reference and perturbed models at every depth, we calculate the correlation
between the spherical harmonic expansions of the corresponding temperature fields at every wavelength
` up to ` = 40 (Eckhardt, 1984). We calculate the cross-model correlation for every degree as:

r` =
∑`
m=0(a`mc`m + b`md`m)√∑`

m=0(a2
`m + b2

`m)
√∑`

m=0(c2
`m + d2

`m)
(7)

where a`m, b`m are the coefficients of the spherical harmonic expansion for the reference field and c`m,
d`m are the expansions for the perturbed field.

The total correlation up to `max = 40 is given by:

rtot`max
=
∑`max
`=1

∑`
m=0(a`mc`m + b`md`m)

σ
{a`m,b`m}
rms σ

{c`m,d`m}
rms

(8)

where σ{a`m,b`m}
rms and σ

{c`m,d`m}
rms are the rms amplitudes for reference and perturbed models respectively.
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Equation 8 is applied repeatedly from the beginning of the evolution of the manle flow system up until
one transit time.
Proceeding according to Puster et al. (1995), we compute the radial correlation matrix between the lateral
structures of the reference model and the perturbed models at any two depths, known as the Two-Point
Radial Correlation Function (TPRCF):

R(r1, r2) = 1
4πσ1(r1)σ2(r2)

∫

S
δT1(r1,Ω)δT2(r2,Ω)dΩ (9)

where δT1(r1,Ω) and δT2(r2,Ω) are the angular temperature deviations of the reference and perturbed
fields from their respective horizontal means at radii r1 and r2 and σ1(r1) and σ2(r2) are the total rms
temperature variations of the reference and perturbed fields respectively over the spherical surface S at
radii r1 and r2.

To serve as basis of comparison for other TPRCF computations, we first compute the TPRCF of the
reference model with itself (in which case T1 = T2 = T , δT1(r,Ω) = δT2(r,Ω) = δT (r,Ω)). In this case,
the TPRCF achieves a maximum value of 1 for equal depths (i.e. on the diagonal, since the field is
identical to itself at equal depths) and decreases outwards. We then compute the TPRCF between the
reference model and all perturbed models according to equation 9. We superimpose the contour lines of
the TPRCF of the reference model on the other TPRCF plots in order to better present the similarities
(and differences) between the true states and the (un-)assimilated perturbed states.

2.2 Power Ratio
In the field of meteorology, Surcel et al. (2015) recently introduced the power ratio — a metric for the
comparison of an ensemble of precipitation forecasts, but which can equally be applied to our mantle
convection problem. It provides a decorrelation scale for model ensembles, which separates the correlated
from the uncorrelated scales, and, in essence, is a lengthscale beyond which models become uncorrelated.
Given Ti, Tj , (i, j = 1, ..., N) mantle temperature fields and assuming their variance is defined, the following
holds:

V ar

( N∑

i=1
Ti

)
=

N∑

i=1
V ar

(
Ti
)

+
∑

i 6=j
Cov

(
Ti, Tj

)
(10)

where V ar(Ti) is the variance for the ith temperature field and Cov(Ti, Tj) are the pairwise covariances.
We perform a spherical harmonic expansion of the temperature fields and for each harmonic degree, we
compute a variance V arλ at the lengthscale corresponding to that harmonic degree.

The power ratio for each lengthscale λ is then defined as:

R(λ) =
∑N
i=1 V ar

(
Ti
)
λ

V ar

(∑N
i=1 Ti

)

λ

(11)

If the fields are fully decorrelated, it follows that their pairwise covariance Cov(Ti, Tj) = 0 for all i 6= j.
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We therefore have that

R(λ) = 1 (12)

And for perfectly correlated ensembles, we have:

R(λ) = 1/N (13)

For negatively correlated ensembles, the power ratio exceeds 1 and for anti-correlated ensembles, the
power ratio is undefined.

2.3 Dynamic Topography
Mantle flow, as expressed here in terms of time-dependent temperature fields, cannot be directly observed,
as noted before. Yet, the surface dynamic topography field is, however, an expression of mantle convection.
We compute dynamic topography from the propagator matrix technique (Richards and Hager, 1984). The
problem is solved via a spherical harmonic expansion of all necessary quantities and the semi-analytical
solutions are presented as sensitivity kernels, Kl(r). These kernels can be interpreted as impulse-response
functions which relate dynamic topography to a unit density anomaly of given wavelength and depth.
Each spherical harmonic coefficient δhlm for surface dynamic topography is computed in the spectral
domain by

δhlm =
∫ REarth

RCMB

δρlm(r)Kl(r)dr (14)

In equation 14, r is the radius, REarth and RCMB are the radii of the Earth at the surface and the CMB,
respectively, and δρlm is the density anomaly of spherical harmonic degree l, and order m. Following
Colli et al. (2018), we disregard all density anomalies shallower than 200 km during the computation
of dynamic topography, as they are related to either the thermal cooling of the oceanic lithosphere or
compositional heterogeneity of the continental lithosphere (Lithgow-Bertelloni and Silver, 1998). The
final dynamic topography values are obtained by a resummation of the spherical harmonic coefficients
computed from equation 14 truncated at `max = 20.

2.4 Taylor Diagram
A commonly employed measure in meteorology and hydrology for comparing multiple predictions of the
same observation is the Taylor diagram (Taylor, 2001). It provides a concise way of displaying the degree
of correspondence between reference and perturbed fields. The diagram shows the Pearson correlation
coefficient (i.e. the covariance between two variables divided by the product of their standard deviations)
and centered rms error (i.e. mean-removed rms difference) between the two fields, along with their
respective standard deviations all at once. The benefit of plotting all 3 variables on the same figure is
seen in the fact that each metric complements the rest. For example, the correlation coefficient provides
information about the pattern of variation between the two fields but doesn’t offer any information
regarding the amplitude of their variations. This second, important, information can be gleaned from
the centered rms error. Therefore, in combination, the correlation coefficient and the centered rms error
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provide information about pattern and amplitude of variations between two fields but do not provide
information on how much variation is due to differences in structure and phase. In combination with the
standard deviations of the fields, a summary of the important aspects of the differences between the two
fields can thus be obtained. These 3 quantities are related by the following error propagation formula:

E2 = σ2
r + σ2

p − 2σrσpρ (15)

where ρ and E are the correlation coefficient and centered rms difference between the reference and
perturbed fields respectively and σr and σp are their respective standard deviations. We first obtain
spherical harmonic expansions of the fields using SHTOOLS (Wieczorek and Meschede, 2018) after which
we calculate correlations and standard deviations according to eqns. 8 and 6 respectively. By comparing
with the law of cosines, a geometrical relationship between the four quantities in equation 15 is formed
and thus we obtain the Taylor Diagram, which in our case is plotted by adapting code from Copin (2012).

3 RESULTS
3.1 Evolution of Mantle Flow Trajectories across Models
Fig. 2 shows the model states after a transit time. We group the results according to models with
and without velocity assimilation. For isoviscous internal heating models (Fig. 2a), the cases without
velocity assimilation show a clearly different pattern from the true state. The positions and extents of
their downwellings are uncorrelated with those in the true state. With velocity assimilation, however,
the models are able to reproduce the dimensions, extents and positions of the downwellings. A visual
comparison between panel 2a and the other panels shows that velocity assimilation has the most effect on
isoviscous internal heating models. Fig. 2b shows isoviscous bottom heating models. Due to heating from
the CMB, these bottom heated models present a lower thermal boundary layer that leads to the generation
of plumes that actively ascend through the mantle. As seen from Fig. 2b, the models with no assimilation
evolve plumes and downwellings whose behavior is uncorrelated with the true state. The bottom row, on
the other hand, more closely resembles the true state and the locations and extents of downwellings are
predicted for all cases with a high accuracy. For example, the double downwellings seen on the eastern
side of the true state are reproduced to varying degrees by all cases with velocity assimilation (Fig. 2b,
lower row) but are completely absent from the models without velocity assimilation (Fig. 2b, upper row).
Similarly, the two downwellings as well as the two upwellings adjacent to them in the northern part of the
true state are also reproduced by the models with velocity assimilation but are completely absent in the
models of the upper row. For the radial viscosity internal heating case with velocity assimilation (Fig.
2c, lower row), the clusters of downwellings in the northern, eastern and western regions of the true state
are very well reproduced by the models with velocity asssimilation but are absent in the models without
velocity asssimilation. Finally, for the radial viscosity mixed heating case, we observe the evolution shown
in Fig. 2d. Due to the very small amount of bottom heating, these models do not develop as many plumes
as in the pure bottom heated cases of Fig. 2b. In fact all models develop at most 3 significant plumes
in the cross-section shown. Without velocity assimilation, the models again develop structures that are
different from the true state. With velocity assimilation, the downwelling patterns are almost exactly like
the true state. The plume locations are well replicated but their dimensions differ. For example, the thick
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Figure 2: Slices through the 3-D temperature field of four global mantle convection models ((a) Isoviscous, Internal
Heating Only; b) Isoviscous, Bottom Heating Only; c) Radial Viscosity Increase, with Internal Heating Only; d) Radial
Viscosity Increase, with Mixed Bottom and Internal Heating, see Table 1 for details) after one transit time (see text), where
temperatures (blue=cold, red=hot) are normalized to range between 0 (cold) and 1 (hot). Red/blue structures represent
upwellings/downwellings. For each panel, the upper/lower row shows the temperature field in the absence/presence of the
assimilation of the horizontal component of the surface velocity field of the true state. Note that models with velocity
assimilation show up- and downwellings with similar form and location as in the true state while models without velocity
assimilation differ significantly from the true state.
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plume on the eastern side of the true state appears much thinner in the other 3 models.

3.2 Absolute Difference Fields
Fig. 3 summarizes the results of an absolute grid-point subtraction of the temperature field of the
perturbed twins from the reference twin after a transit time. A visual inspection shows that in all
cases (with and without velocity assimilation), most of the mantle has a blue color, implying that most
temperature differences are close to zero everywhere in the mantle except for the regions that are near
the up- and downwellings. For isoviscous internal heating models (Fig. 3a), the cases without velocity
assimilation show the largest differences from the true state. These differences are concentrated around
the areas with subducting slabs while the rest of the mantle is again close to zero difference. The isoviscous
bottom heating models (fig 3b) show differences both in the upper and lower thermal boundary layers
close to subducting slabs and upwelling plumes. In the case of radial viscosity internal heating models
(Fig. 3c), the differences are again confined majorly to areas close to the subducting slabs. In this case,
however, these differences occupy more volume due to the thickness of these slabs. For the radial viscosity
mixed heating scenario (Fig. 3d), the thickness of the up- and downwellings means that the differences
occupy more volume similar to the case in Fig. 3c. Away from the plumes and subducting material,
however, the differences are close to zero. In all model types shown in Fig. 3a, b, c, d, the models with
velocity assimilation show more areas close to zero temperature difference than models without velocity
assimilation. In general, we also observe that the radial smoothing case has the smallest amount of
temperature differences for all models. To aid visualization, we bin the differences from Fig. 3a, b, c, d
into histograms as shown in the lower panel of Fig. 3. The isoviscous internal heating case of Fig. 3f
shows the largest contrast between models with and without surface velocity assimilation. For this case,
over 90% of all grid points for models with velocity assimilation have temperature differences between
0 and 0.04 and the histogram bins rapidly decrease in size, indicating higher similarity with the true
state. The models without velocity assimilation, however, have only 50% of grid points with temperature
differences between 0 and 0.04. For the isoviscous bottom heating case of Fig. 3g, we observe again that
the case with velocity assimilation have around 70% of grid points with temperature differences between
0 and 0.04 while cases without velocity assimilation have around 60% of grid points in this range. Fig.
3h shows the histograms for the radial viscosity internal heating case. For this class of models, the case
with velocity assimilation has 80% of all grid points with temperature differences between 0 and 0.04
while the case without velocity assimilation has around 50% of grid points in this range. In the radial
viscosity mixed heating case (Fig. 3i), the case with velocity assimilation has 80% of grid points with
temperature differences between 0 and 0.04. For the case without velocity assimilation, 60% of grid points
have temperature differences between 0 and 0.04.

3.3 Total Correlations
Fig. 4 shows the total correlation between the true state and each one of the perturbed models over a
transit time for all cases. At 1/2 of a transit time, the isoviscous internal heating models (Fig. 4a) show
correlation values very close to 1 for all cases with velocity assimilation suggesting that assimilation of
surface velocities leads to a convergence between the true and perturbed states in less than a transit time.
The cases without velocity assimilation, however, already show correlation values close to 0 at 1/2 of a
transit time. In the isoviscous bottom heating case of Fig. 4b, the radial smoothing model with velocity
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Figure 3: (Top panel) Temperature absolute difference field (true minus perturbed state, see Fig. 2) of four global mantle
convection models ((a) Isoviscous, Internal Heating Only; b) Isoviscous, Bottom Heating Only; c) Radial Viscosity Increase,
with Internal Heating Only; d) Radial Viscosity Increase, with Mixed Bottom and Internal Heating, see Table 1 for details)
after one transit time (see text). The left side of the panel shows the temperature differences for radial, horizontal smoothing
as well as the seismic filter of S20RTS for case (a). The right side shows the temperature differences only for S20RTS
for cases (b, c, d). Temperature differences are shown as absolute values between 0 and 1. Red/blue structures represent
large/small deviations from the true state. The upper/lower row shows the temperature differences in the absence/presence
of the assimilation of the horizontal component of the surface velocity field of the true state. Note that models with/without
velocity assimilation show lower/higher differences. Also note that across all models, the largest temperature differences
are concentrated close to up- and downwellings. Fig. 3e highlights the strong temperature difference close to the plume
region, which is a consequence of the double penalty problem (see text). (Bottom panel) 3-D histograms of the absolute grid
point temperature differences shown in top panel. Histograms in Fig. 3f, g, h, i correspond to Fig. 3a, b, c, d respectively.
Red/blue colors represent models without/with the assimilation of the horizontal component of the surface velocity field of
the true state. Note that models with velocity assimilation have longer bars at the 0 temperature difference as well as longer
tails compared to models without velocity assimilation, meaning that they have overall lower differences to the true state
than models without velocity assimilation.
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Figure 4: Total correlations of the temperature fields for four models ((a) Isoviscous, Internal Heating Only; b) Isoviscous,
Bottom Heating Only; c) Radial Viscosity Increase, with Internal Heating Only; d) Radial Viscosity Increase, with Mixed
Bottom and Internal Heating, see Table 1 for details) after one transit time (see text). For every model class, correlations
are calculated between the true state and the radial, horizontal and S20RTS smoothings respectively. Red/blue colors
represent models without/with the assimilation of the horizontal component of the surface velocity field of the true state.
1/0 represents perfect positive correlation/no correlation. Note that models with velocity assimilation (blue) generally show
better correlation over time while models without velocity assimilation (red) show decreasing correlation.
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assimilation shows a decrease in correlation values while the horizontal smoothing and S20RTS cases show
a roughly constant correlation value and all cases converge to a value of ≈ 0.6 within 1/2 a transit time
before finally setling at 0.5 after a full transit time. The models without velocity assimilation, however,
are already completely decorrelated from the true state by 1/2 of a transit time. In the radial viscosity
internal heating case of Fig. 4c, cases with velocity assimilation show a peak correlation of 0.8 at around
1/2 of a transit time suggesting strong positive correlation. Cases with no velocity assimilation decorrelate
from the true state in about 1/4 of a transit time and settle between 0.2 and 0.4 suggesting weak positive
correlation. In Fig. 4d, we see for the radial viscosity mixed heating case that the correlation values
for models with velocity assimilation saturate at ≈ 0.8 while the models without velocity assimilation
decrease in correlation over time. Without velocity assimilation, the radial smoothing case saturates close
to 0.6, the S20RTS case to 0.4 and the horizontal smoothing case close to 0.2.

3.4 Two-Point Radial Correlation Functions
The TPRCF of the true state shows a symmetrical pattern with the highest correlations occuring along
the diagonal and gradually decreasing outwards. For the models without velocity assimilation in Fig.
5, this symmetrical pattern is absent and there is an observed decorrelation to the true state even at
identical depths where a correlation value of 1 is expected. In the isoviscous internal heating case, the
models without velocity assimilation (Fig. 5a (i)) are uncorrelated with the true state across all depths
and are even negatively correlated at certain depths. With velocity assimilation (Fig. 5a (ii)), however,
the radial smoothing, horizontal smoothing and S20RTS models all correlate well with the true state
across depth as evidenced by the good fit of the dotted lines in these models. For the bottom heating
case without velocity assimilation (Fig. 5b(i)), correlation values everywhere for the S20RTS model are
close to zero and at certain depths, this model is even negatively correlated with the true state. With
velocity assimilation (Fig. 5b(ii)), the model is only slightly correlated with the true state. In the radial
viscosity internal heating as well as radial viscosity mixed heating without velocity assimilation (Figs.
5c(i), d(i)), the S20RTS models show slightly positive correlations to the true state with correlation
coefficients between 0.2 and 0.4 even though the contour patterns from the true state are absent. With
velocity assimilation (Figs. 5c(ii), d(ii)), however, the contour patterns are more similar to the true state.

3.5 Power Ratio
Fig. 6 shows the power ratio for all models. As noted before, the power ratio takes a value of 1/N for N
perfectly correlated fields and a value of 1 for zero correlation. We see that in general, without velocity
assimilation, the amount of decorrelation increases with increasing time while for models with assimilation,
correlation increases with increasing time. The black circle shows the decorrelation scale after a transit
time. In the isoviscous internal heating case (Fig. 6a), the models without assimilation completely
decorrelate from the true state around spherical harmonic degree 5. The models with assimilation,
however, show very strong correlations with the true state evidenced by their closeness to the solid black
line at 0.25 (i.e. 1/N which for 4 fields is 1/4 = 0.25). In the unassimilated isoviscous bottom heating
case (Fig. 6b), the models completely decorrelate already at spherical harmonic degree 1 while the models
with velocity assimilation lie much closer to the 0.25 line and show a general increase in decorrelation
with decreasing scale. For the radial viscosity internal heating case (Fig. 6c), the unassimilated models
completely decorrelate at a wavelength around spherical harmonic degree 28. The assimilated models also
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Figure 5: Two-Point Radial Correlation Functions (TPRCF) for four models ((a) Isoviscous, Internal Heating Only; b)
Isoviscous, Bottom Heating Only; c) Radial Viscosity Increase, with Internal Heating Only; d) Radial Viscosity Increase, with
Mixed Bottom and Internal Heating, see Table 1 for details) after one transit time (see text) with and without assimilation
of the horizontal component of the surface velocity field of the true state. The TPRCF is a radial correlation matrix that
shows the correlation between any two layers of a mantle model. Dotted black lines show the correlation contours for the
true state (first column) superposed on all other plots to aid comparison. Contours decrease in increments of 0.2 away from
the axis of symmetry. On the plot, S/C stand for surface/CMB. For the isoviscous internal heating scenario (a), we show
TPRCF plots for radial, horizontal smoothing and the seismically filtered S20RTS. For the other scenarios (b, c, d) we show
only the case for S20RTS. Note that without/with velocity assimilation, the correlation contours of the true state (dotted
black lines) cannot/can be fitted onto the contour patterns of the perturbed states.
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Figure 6: Power Ratio for four models ((a) Isoviscous, Internal Heating Only; b) Isoviscous, Bottom Heating Only; c) Radial
Viscosity Increase, with Internal Heating Only; d) Radial Viscosity Increase, with Mixed Bottom and Internal Heating, see
Table 1 for details) across different fractions of a transit time, T, shown after one half (1/2 T) and a full transit time (1 T).
The vertical axis shows the power ratio, which is a ratio of variances that points to the lengthscales (or spherical harmonic
degrees) at which an ensemble of mantle models begin to decorrelate. The exact decorrelation degree after a full transit time
is given by the black circle. The horizontal black/green line denotes perfect/zero correlation. The horizontal axis shows the
spherical harmonic degree. Models without/with assimilation of the horizontal component of the surface velocity field of the
true state are shown in red/blue. Note that models without/with the assimilation of the horizontal component of the surface
velocity field of the true state generally approach a power ratio of 1/0.25.
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lie close to the 0.25 line and their decorrelation increases slightly with a decrease in scale. For the radial
viscosity mixed heating case (Fig. 6d), the models without velocity assimilation never fully completely
decorrelate and therefore do not reach the solid green line at 1. There is still, however, an increase in
decorrelation with decreasing scale. The models with assimilation lie very close to the perfect correlation
line with only a very slight deviation from the line at very small scales.

3.6 Dynamic Topography
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Figure 7: Global dynamic topography maps for four models ((a) Isoviscous, Internal Heating Only; b) Isoviscous, Bottom
Heating Only; c) Radial Viscosity Increase, with Internal Heating Only; d) Radial Viscosity Increase, with Mixed Bottom and
Internal Heating, see Table 1 for details) after one transit time (see text) with and without the assimilation of the horizontal
component of the surface velocity field of the true state. Red/blue colors represent uplift/subsidence. Uplift/subsidence refer
to positive/negative dynamic topography. For the isoviscous internal heating scenario (a), we show maps for the cases of
radial, horizontal smoothing and the seismically filtered S20RTS. For the other scenarios (b, c, d), we show only maps for
S20RTS. Note that without/with velocity assimilation, perturbed models are generally unable/able to reconstruct the uplift
and subsidence patterns seen in the true state.

Fig. 7 shows dynamic topography maps for all models after a transit time. In all cases, we observe
that in the absence of velocity assimilation, models generally show a poor resemblance to the dynamic
topography of the true state. For the no-assimilation isoviscous internal heating case of Fig. 7a(i), the
strong dynamic topography high at latitude 0◦ between longitudes 0◦ and 50◦ in the true state is absent
in all other cases. In fact, the other cases predict the opposite signal — a dynamic topography low —
at the same point. Also the broad dynamic topography low at latitude 80◦ between longitudes −100◦
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Figure 8: Dynamic topography evolution for a chosen latitude-longitude pair for four models ((a) Isoviscous, Internal
Heating Only; b) Isoviscous, Bottom Heating Only; c) Radial Viscosity Increase, with Internal Heating Only; d) Radial
Viscosity Increase, with Mixed Bottom and Internal Heating, see Table 1 for details) over one transit time (see text). For all
cases, the true state is shown in dotted black lines. Red/blue curves show models without/with assimilation of the horizontal
component of the surface velocity field of the true state. Time is given in terms of a transit time, T. Note that by 1/2T,
models without/with velocity assimilation already converge/diverge to/from the true state and remain so until a full transit
time is reached.

and 50◦ in the true state are absent in the radial smoothing model, and only very weakly predicted in
both horizontal smoothing and S20RTS models. In the isoviscous bottom heating cases with no velocity
assimilation (Fig. 7b), we see that the expected dynamic topography low present in the true state at
latitude 80◦ between longitudes −50◦ and 50◦ is not correctly predicted by the S20RTS model, which in
fact, predicts a dynamic topography high. A similar phenomenon is observed at latitude −80◦ where a
dynamic topography high extending across longitudes −180◦ and 180◦ in the true state is not seen in
the S20RTS case. In the radial viscosity internal heating case (Figs. 7c), all models show much broader
dynamic topography patterns and extend over longer regions than in the isoviscous cases. One notable
discrepancy between the true state and the S20RTS model without velocity assimilation can be seen at
latitude 80◦ between longitudes 50◦ and 150◦. In this region, the true state (Fig. 7c) predicts a dynamic
topography low, but the S20RTS case predicts a very strong dynamic topography high in that region.
The radial viscosity mixed heating cases (Figs. 7d) also show broad patterns similar to the radial viscosity
internal heating cases. The true state predicts a strong uplift at latitude 80◦ between longitudes −150◦

and −50◦. Without velocity assimilation, the S20RTS case shows a much weaker uplift pattern than the
true state.

With velocity assimilation, the isoviscous internal heating case (Fig. 7a(ii)), shows the same pattern
of dynamic topography highs and lows as in the true state. For example, the dynamic topography low
between latitudes 80◦ and 40◦ and longitudes −50◦ and 50◦ are well reproduced by the radial, horizontal
and S20RTS cases. In the isoviscous bottom heating case with velocity assimilation (Fig. 7b(ii)), we
see that the strong dynamic topography low at latitude −40◦ and longitude −150◦ is reproduced by the
S20RTS case. The dynamic topography low present at latitude 80◦ between longitudes −50◦ and 50◦

in the true state is also correctly reproduced by this case. For the radial viscosity internal heating case
with velocity assimilation (Fig. 7c(ii)), the S20RTS model also predicts very similar dynamic topography
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signals to the true state. For example, the overall dynamic topography pattern of lows and highs observed
at between −40◦ and −80◦ latitude and between longitudes −100◦ and 150◦ in the true state are correctly
replicated by this model. Finally, in the radial viscosity mixed heating models with velocity assimilation
(Fig. 7d(ii)), the dynamic topography high of the true state at latitude −40◦ and between longitudes
−100◦ and −50◦ are well reproduced by the S20RTS model.

Fig. 8 shows the evolution of dynamic topography over the entire simulation time for a randomly chosen
location. We observe that for all cases, the models with velocity assimilation closely resemble the true
state after a transit time. On the other hand, models without velocity assimilation show patterns that are
completely uncorrelated with respect to the true state. For example, in the isoviscous internal heating case
(Fig. 8a) all models without velocity assimilation predict uplift after 1/2 of a transit time while the true
state predicts a subsidence. In Fig. 8b, the S20RTS models of the isoviscous bottom heating case without
velocity assimilation show significant subsidence around 1/2 of a transit time while the true state predicts
an uplift signal. The radial and horizontal smoothing models perform better in this regard. In the radial
viscosity internal heating case (Fig. 8c), after 1/2 of a transit time, the horizontal smoothing models
predict subsidence while the true state predicts uplift. For this case, even though the radial smoothing
models predict uplift at this time, the signal is much stronger than in the true state. The S20RTS is the
best model here with a pattern somewhat following the true state. In the radial viscosity mixed heating
case (Fig. 8d), the models without velocity assimilation closely follow the true state until shortly after 1/2
of a transit time after which they all diverge, with the horizontal smoothing model showing the largest
divergence after a transit time.

3.7 Taylor Diagram
In the Taylor diagrams of Fig. 9 all models with velocity assimilation lie closer to the reference case than
those without assimilation. In the isoviscous internal heating case (Fig. 9a), all models with velocity
assimilation have correlation values close to 0.99 and their standard deviations are also close to that of
the reference field. Their centered rms differences are also generally less than 20 m. In contrast, the
models without velocity assimilation have correlations close to zero and their centered rms errors are
more than 5 times higher than the models with velocity assimilation. In the isoviscous bottom heating
case (Fig. 9b), all models with velocity assimilation have a correlation of about 0.7 and an centered rms
error of about 240 m. For models without velocity assimilation, the horizontal smoothing model has a
correlation of 0 and a centered rms error more than 400 m. The radial smoothing and S20RTS cases
have correlations of 0.2 and centered rms errors slightly less than 400 m. For the radial viscosity internal
heating case (Fig. 9c), the models with velocity assimilation have correlations close to 0.95 and centered
rms errors around 30 m. Among the models without velocity assimilation, the radial smoothing model
performs better than the others and has a correlation close to 0.9 and a centered rms error close to 40
m. The horizontal smoothing and S20RTS cases have correlations of 0.6 and 0.4 respectively. They also
show higher centered rms errors around 75 m and 100 m respectively. With radial viscosity mixed heating
cases (Fig. 9d), the models with velocity assimilation are clustered around the 0.95−0.99 correlation lines
and have centered rms error values around 30 m. Among models without velocity assimilation, the radial
smoothing model has a correlation around 0.9 and a centered rms error of 60 m. The S20RTS model has
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Figure 9: Taylor Diagram showing centered rms errors and Pearson correlations between the true dynamic topography field
and the dynamic topography field of perturbed states for four models ((a) Isoviscous, Internal Heating Only; b) Isoviscous,
Bottom Heating Only; c) Radial Viscosity Increase, with Internal Heating Only; d) Radial Viscosity Increase, with Mixed
Bottom and Internal Heating, see Table 1 for details) after one transit time (see text). It also shows the normalized (with
respect to the largest standard deviation of that case) standard deviations for each field. Blue/red icons represent models
with/without assimilation of the horizontal component of the surface velocity field of the true state. The reference (true)
state is shown as the black star. The centered rms errors (in metres, m) are represented by contours. Correlation lines are
drawn in increments of 0.1 except after 0.9 where the last 3 values are 0.95. 0.99 and 1.0. Note that models with velocity
assimilation (blue) lie close to the true state (black star) thus depicting similar standard deviations, higher correlations and
lower centered rms errors with the true state while models without velocity assimilation (red) lie farther away from the true
state.
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a correlation around 0.7 and centered rms error slightly less than 90. The horizontal smoothing model
has a correlation of 0.5 and a centered rms error of about 100 m.

4 DISCUSSION
Creating trajectories of mantle flow and linking the present-day mantle state with its past states is crucial
for testing geodynamic models against observations. In principle, methods for linking mantle states are
available. One such method for constructing trajectories is the adjoint optimization approach (Bunge et al.
2003; Ismail-Zadeh et al. 2004; Horbach et al. 2014; Ghelichkhan and Bunge 2016; Price and Davies 2017)
which seeks to reduce the misfit between the model-generated final state temperature and the reference
temperature field representative of the current mantle state. However, the presence of the butterfly effect
raises the question: can a reliable trajectory be created? Several studies (Colli et al. 2015; Vynnytska and
Bunge 2015; Colli et al. 2018; Bocher et al. 2015, 2018) have shown that this is possible if one assimilates
the horizontal component of the surface velocity field. Here, using forward simulations, we revisit this
problem with the aid of simple end-member models and apply more realistic model perturbations rather
than pointwise errors, where random perturbations of the initial temperature field, uniformly distributed
in space, are performed, as in previous work.

4.1 Convective Vigor at High Rayleigh Numbers
We note that while the mantle has a high Rayleigh number, it is difficult to accurately infer this from
surface symptoms, such as plate velocities, in particular due to poorly known plate boundary forces. For
example, the South American plate slowed down in speed by about 30% in the Miocene. This velocity
change is commonly attributed to the rise of Altiplano, unrelated to the convective vigor of the mantle
(Iaffaldano et al., 2006).

The high Rayleigh number of the mantle, in turn, makes it possible to understand mantle convection in
terms of boundary layer behaviour (Turcotte and Oxburgh 1967; Davies 1999). At high Rayleigh numbers,
plumes and slabs are typically thin and occupy a small portion of the volume. Therefore away from up-
and downwellings, the rest of the model volume is near mean temperature. This implies that for models
with different initial conditions, the heterogeneity difference away from up- and downwellings is close to
zero. Our results in this study confirm this and we observe that across all models (with and without
velocity assimilation), the differences between the true state and perturbed models are around 0 (blue
colors) everywhere in the mantle except in the areas close to subduction or plume activity (Fig. 3e). This
phenomenon is referred to as the double penalty problem. Double penalty arises when two models make
similar predictions about an observable, but the location of the observable in one model is slightly offset
from that in the other model. This then results in large differences and rms errors in the region where the
model predictions do not overlap. This also explains why for every class of models in our experiments,
those with velocity assimilation saturate to roughly the same high correlation value while those without
velocity assimilation incur larger errors close to up- and downwellings. As pointed out by Colli et al.
(2015), once initial condition perturbations are propagated within a mantle model and memory of the
initial state is lost, perturbed mantle models are merely a different expression of the underlying physical
system of the true state and are thus statistically similar.
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4.2 Performance of End-Member Models
We have used a combination of different end-member models to account for various model parameteri-
zations (i.e. viscosity, heating mode). The heat budget of the mantle is dominated by internal heating
(from the decay of radioactive nuclides), secular cooling (which, for our present discussion, is analogous
to an additional volumetric heat source) and heating from the bottom by the core. However, the relative
magnitude of internal heating versus bottom heating remains under investigation (Lay et al. 2008; Bellini
et al. 2022). The viscosity profile of the mantle is also under debate. Estimates of mantle viscosity have
been previously obtained via inversions of postglacial rebound observations (Haskell 1935; Mitrovica 1996;
Cathles 1975; Kaufmann and Lambeck 2002) as well as via the long-wavelength anomalies of the geoid
(Ricard et al. 1984; Richards and Hager 1984; Hager and Richards 1989). Satellite observations of secular
changes in the gravity field coupled with measurements of sea level changes have also been used recently
to infer mantle viscosity (Paulson et al., 2007). All these studies have inferred an increase in viscosity
with mantle depth. Recently, Colli et al. (2018) and Ghelichkhan et al. (2021) tested the impact of various
viscosity profiles on the reconstruction of mantle thermal structure.

In this study, we selected three end-member models summarized in Table 2. The most realistic model —
radial viscosity mixed heating — is then a combination of all three end-members. In all our experiments,
the isoviscous internal heating case, which represents the base scenario, provided the best results for
velocity assimilation. This class of models has a very simple thermal profile with only an upper thermal
boundary layer, a flow pattern dominated by active downwellings (Bunge et al., 1997) and structures rising
and sinking at relatively uniform velocity. The absence of a lower thermal boundary layer in this class of
models means that there are no actively rising plumes whose locations would be unconstrained because,
by nature of the geophysical problem, velocity assimilation cannot happen at the CMB. These properties
ensure that as soon as the exact positions of downwellings are constrained by the assimilated surface ve-
locity field, the information is propagated uniformly within the mantle and the perturbed systems quickly
converge to the true state as seen in the final flow fields (Fig. 2a) and the difference fields/histograms
(Figs. 3a, f). This class of models also achieves maximum corrrelation very quickly (by 1/2 of a transit
time) with the true state if velocity assimilation is done (Fig. 4a) and also quickly decorrelates (again by
1/2 of a transit time) from the true state in the absence of velocity assimilation.

In the isoviscous purely bottom heated case, which represents another end member, a second thermal
boundary layer forms around the CMB in addition to the thermal boundary layer at the surface. This
implies that a number of upwelling plumes are generated at the lower boundary layer and the flow pattern
is a complex interaction between the sinking and rising structures (Houseman 1988; Bercovici et al. 1992).
Since the surface velocity field is assimilated only at the upper thermal boundary layer, we inherently
leave the lower thermal boundary layer unconstrained and free to evolve in response to the downwellings.
The impact is a tendency for this class of models to converge more slowly and less completely to the true
state as seen in Figs. 2b and 3b, g. These models decorrelate quickly (by 1/2 of a transit time) from
the reference model in the absence of velocity assimilation (Fig. 4b) and with velocity assimilation the
correlation settles at half the value of their isoviscous internal heating counterparts.
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Models with radial viscosity increase develop very large-scale structures (Bunge et al., 1996). It is these
large-scale structures that are readily influenced by velocity assimilation, leaving out the small scales.
We observed that after a transit time, the extent and shapes of the downwellings in the true state were
recovered in the perturbed models with assimilation, as seen in Figs. 2c and 3c, h while models without
velocity assimilation diverged from the true state.

The radial viscosity mixed heating case is perhaps the most realistic of all cases considered and as men-
tioned previously, is a combination of the model parameterizations of the previous 3 cases. In this class of
models, the plumes are stably anchored in the lower mantle due to the increase in viscosity, reminiscent of
the hotspot reference frame (Duncan and Richards, 1991). This explains why the model correlations, even
without velocity assimilation (Fig. 4d), remain higher than the isoviscous bottom heating case (where
plumes move readily, see Fig. 4b) and the radial viscosity internal heating case (where there are no plumes
at all, see Fig. 4c).

4.3 Seismic Resolution
Accurately linking the present-day state of the mantle with its past states and constructing trajectories
depends on our ability to image the state of the interior of the Earth via seismic tomography. This is,
however, not a trivial problem. Limited data coverage available for seismic studies makes tomographic
inverse problems ill-posed. In solving these linearized ill-posed inverse problems, as is done in seismic to-
mography, the regularization parameter (λ) controls the balance between minimising residual data misfit
and model norm. However, due to our poor knowledge of data uncertainties, the choice of values for the
regularization parameter is unknown to a certain extent. Tomographers typically consider two regular-
ization approaches: radial smoothing and horizontal smoothing. The former is typically implemented in
seismic tomography as λ times an operator which describes a radial derivative while the latter is imple-
mented as λ times an operator describing a horizontal gradient on the sphere (Trampert and Spetzler,
2006). In essence, the tomographic image is a filtered version of the real Earth interior. In our work, we
considered two smoothing approaches as well as a tomographic filtering. We chose to implement radial
smoothing as a radial averaging of the mantle temperature field and horizontal smoothing as a spheri-
cal harmonic expansion and truncation of the mantle temperature field. Both implementations serve as
simple analogues to the actual tomographic smoothing process. We also implemented a more realistic
representation of the seismic filtering process via the resolution operator of S20RTS (Ritsema et al. 2004;
Schuberth et al. 2009a). Recently, other resolution operators have also been introduced (Zaroli 2016;
Zaroli et al. 2017; Koelemeijer et al. 2018; Freissler et al. 2020; Simmons et al. 2019). In all experiments,
the radial smoothing case introduced the lowest amount of initial discrepancy as evidenced by the very
high starting correlations (Fig. 4). This is an expected consequence of the boundary layer nature of man-
tle convection resulting in radial sinking and rising of structures. In contrast the horizontal smoothing
and S20RTS cases start off poorly correlated with the true state. This is because both smoothing types
act across instead of along, the original ascending and descending structures. After a transit time, we
find that regardless of the type of smoothing performed, all twin experiments diverge without velocity
assimilation and converge with velocity assimilation. In the difference fields (upper panel of Fig. 3), we
see large differences in radial, horizontal and S20RTS smoothings without velocity assimilation and much
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smaller differences with velocity assimilation. This observation is reiterated in the histograms (lower panel
of Fig. 3) where cases without velocity assimilation have shorter histogram bars at the 0 temperature
difference compared to the cases with velocity assimilation. All correlation plots, regardless of smoothing
type, show increasing/constant (decreasing) correlation over time with (without) velocity assimilation as
evidenced from Fig. 4.

4.4 TPRCF
The TPRCF computations shown here were performed in line with Puster et al. (1995) but with slight
differences. While they compute the TPRCF as an autocorrelation function of a model with itself at
every depth, we first compute the TPRCF of the true state with itself and then compute the TPRCFs of
the true state with the perturbed states. The logic is that if velocity assimilation drives the trajectory
of the perturbed model back toward the true state, then after a period of assimilation, the perturbed
system should resemble the true state enough so that the TPRCF of the true state with itself is similar
to the TPRCF of the true state with the perturbed state. We find from Fig. 5 that this is the case for all
models with velocity assimilation and that for models with no velocity assimilation, the mantle layers in
the true state are completely uncorrelated with those of the perturbed states. In the isoviscous internal
heating case with velocity assimilation (Fig. 5a(ii)), there is extremely high correlation between the true
states and other models. This is expected since both the total correlation plots and power ratio for this
class of models already show extremely high correlations with velocity assimilation. For the isoviscous
bottom heating models, the somewhat poor correlation observed in Fig. 4b despite velocity assimilation
are again obvious in the TPRCF plots (Fig. 5b(ii)) which is because the lower thermal boundary layer
is unconstrained and allowed to evolve freely. For both the radial viscosity internal heating as well as
mixed heating cases, the TPRCF patterns align closely with the true state in the presence of velocity
assimilation (Figs. 5c(ii), d(ii)). The TPRCF is a measure of radial mass flux. These mass fluxes and
their associated radial stresses are a driving force for the uplift and subsidence patterns in the form of
dynamic topography observed on Earth’s surface. As such, models with a TPRCF contour pattern similar
to the true state are also expected to produce a similar global dynamic topography pattern and vice-versa.

4.5 Links to Dynamic Topography
All measures considered so far assess model performance in terms of the heterogeneity throughout the
volume. However, the actual heterogeneity structure of the mantle in past times is, in practice, not ac-
cessible. In essence, trajectories for the real Earth can only express themselves through surface geological
information. The consequences of mantle convection on the geological record have become much clearer
in recent years. It is thus necessary to focus on linking geodynamic models with geological observations.
One such observation is the uplift and subsidence pattern of the Earth, away from its isostatically com-
pensated state and referred to as dynamic topography (Hager et al., 1985).

There are various ways of comparing numerical predictions of dynamic topography as has been demon-
strated in this work. Evolution plots (Fig. 8), which show how dynamic topography at a given location
evolves over time, provide a first-order visualization of the similarities and differences across various geo-
dynamic models. However, it is not succinct enough, as one would have to make several thousand of
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such plots to cover every location on Earth. Other alternatives for comparing dynamic topography maps
include histograms of point-wise differences between any two model predictions of dynamic topography as
well as spherical harmonic correlations. Such histograms provide a summary of the distribution of model
differences across an entire map, albeit at a single time. One would therefore have to make histogram plots
for every time period, which can be cumbersome. On the other hand, spherical harmonic correlations
can be useful in providing information about model similarity across lengthscales, and one readily sees
the exact scales at which model-predicted dynamic topography maps become more or less similar. All of
these grid-point methods have the advantage that they are quite straightforward to implement and often
provide a single number as an output. However, each approach measures model properties in isolation
and their results cannot be readily interpreted together. To overcome these limitations, several model
comparison methods have been developed in neighbouring disciplines. One such method is the Taylor
diagram (Fig. 9) which simultaneously displays correlation, centered rms error and standard deviations
in a single plot. In essence, the Taylor diagram has the advantage of showing amplitude and phase in-
formation all at once. Since its introduction (Taylor, 2001), it has been used extensively in meteorology
(e.g. Pierce et al. 2009; Helmert and Hellmuth 2001; Achberger et al. 2003), hydrology/soil science (e.g.
Maurer et al. 2002; Challinor et al. 2004) as well as oceanography (e.g. Gnanadesikan et al. 2004; Bing-
ham and Haines 2004). Most meteorological and oceanographic applications of the Taylor diagram have
focused on small, regional domains, where the assumption of a flat Earth is reasonable. As such, their
computations of correlations and standard deviations follow the standard approach used in statistics. For
global fields, however, the flat Earth assumption is inaccurate. Close to the equator, lines of longitude are
further apart and at the poles lines of longitude are much closer to each other. To account for this in the
Taylor diagram, we computed correlations and standard deviations via a spherical harmonic expansion of
the dynamic topography fields. We learn from the Taylor diagram (Fig. 9) that the dynamic topography
predictions of assimilated models correlate well with the true state and also have low centered rms errors
compared to predictions of unassimilated models. In addition, their standard deviations are very similar
to those of the true state. On the other hand, dynamic topography predictions for models without veloc-
ity assimilation poorly correlate, have higher centered rms errors and much different standard deviations
compared to the true state. Thus, the Taylor diagram is a highly succinct way of summarizing the much
better performance of models with velocity assimilation compared to models without velocity assimila-
tion. In addition, it paves the way for much more sophisticated metrics that overcome the limitations of
common grid-point measures.

The need to shift away from traditional grid-point metrics is also motivated by the so-called double penalty
problem, well known in the meteorological community (e.g. Anthes 1983; Mass et al. 2002): a forecast
of an observable (e.g. precipitation) that is correct in terms of intensity, size, and timing, but incorrect
concerning location, results in very large rms errors and poor correlations. It is unrealistic for model
forecasts to exactly match the observations one-to-one and thus metrics that reward models for making
correct predictions in terms of intensity, shape and timing, even if location differences exist, should be
adopted in the study of dynamic topography. It is also important to be able to identify coherent, con-
tiguous uplift and subsidence areas on dynamic topography maps and compare such identified areas with
respect to location, amplitude and volume. As such, object identification as well as image processing tech-
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niques are an attractive tool for studying dynamic topography as well as other geological observations.
Meteorologists have already applied several of these techniques to study precipitation patterns, cyclones
and storms (Ebert and McBride 2000; Davis et al. 2006a,b, 2009) representable on 2-D latitude-longitude
grids and a summary is provided by Gilleland et al. (2009).

4.6 Model Limitations
It is important to address the limitations of our study. Firstly, we assume an incompressible mantle
where there are no radial density variations from the surface to the CMB. However, compressibility is
significant in mantle convection as density increases with mantle depth (Dziewonski and Anderson, 1981).
In a compressible mantle, the flow slows down with depth but has faster velocities close to the surface in
comparison to an incompressible mantle (Bunge et al., 1997). This is necessary in order to maintain con-
stant mass flux (Panasyuk et al., 1996). As such, a density anomaly in the lower mantle will generate less
viscous stresses and make a lower contribution to dynamic topography while a density anomaly close to
the surface would make a higher contribution to dynamic topography in comparison to an incompressible
mantle. A second limitation is that the Rayleigh numbers based on internal heating (on the order of 107)
used in this study are below Earth-like values. As such, we had to rescale model time to Earth time via the
transit time. A lower Rayleigh number implies a reduction in the overall vigor of convection and results
in volumetrically larger thermal boundary layers in comparison to a high Rayleigh number flow. Thus at
higher Rayleigh number, the smaller bouyancies would result in a lower amplitude of dynamic topography
when compared to a low Rayleigh number convective flow. Thirdly, our assumptions for mantle rheology
are very simple and the temperature-dependence of mantle viscosity is ignored. Coltice and Shephard
(2017) showed that tectonic predictions of mantle convection models for periods over 10Myrs are highly
sensitive to assumed rheological parameters even though the latter are not well known. Bello et al. (2015)
further showed that a temperature-dependent mantle viscosity profile enhances vertical and lateral co-
herence of slabs. Vertical and lateral coherence would presumably enhance transfer of information from
assimilated surface velocity field to the depth of the mantle. Fourthly, all our calculations assume no
error in the assimilated surface velocity field. In reality, our knowledge of actual past plate motions has
a level of uncertainty associated with it. This is particularly evident in regions completely surrounded by
subduction zones (Wu et al., 2016) although developments in slab unfolding techniques may help alleviate
this problem (Wu and Suppe, 2017). The work of Iaffaldano et al. (2012) also shows that it is possible
to reduce finite-rotation noise and improve the temporal resolution of plate motions via a hierarchical
Bayesian framework. The choice of an appropriate reference frame is another source of uncertainty in past
plate motion models (Shephard et al., 2012) and should be accounted for in order to extend retrodiction
times. With respect to tomographic filtering of geodynamic models, an important aspect is the source
location of actual earthquakes. These locations are obviously tied to source-receiver distributions which,
in the real Earth, are different than in our models. Also, since we do not assimilate actual plate velocity
information, our surface velocity fields do not account for continents and slabs. We note that future
experiments should be done with assimilation of plate-like surface velocities. Finally, we assume perfect
knowledge of the dynamic topography and its evolution in time. While there are improvements in linking
past dynamic topography to mantle convection models (Müller et al., 2018), further work is needed in
constraining the amplitude, areal extent and temporal change of dynamic topography.
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5 CONCLUSION
Constructing robust time trajectories of mantle flow and linking them to surface observables is crucial to
properly constrain poorly known mantle parameters. However, the butterfly effect seemingly constitutes
a hindrance. In this work, we have shown the results of an ensemble of model calculations aimed at un-
derstanding how the effects of assimilating the horizontal component of the surface velocity field strongly
minimize the butterfly effect. Through the introduction of tomographically relevant perturbations com-
bined with different model parameterizations, we followed the trajectories of several end-member mantle
convection models and found that the assimilation of surface velocities seems to be crucial in limiting the
butterfly effect and enabling the construction of reliable trajectories. In particular, we have assessed the
quality of model trajectories through the use of their predicted dynamic topography as a proxy, because
this constitutes a crucial geological observable. This focus on dynamic topography, which, in essence, is
a 2-D field, allows us to use the Taylor diagram - a metric from atmospheric and oceanic sciences – to
evaluate model performance. Further, object-based metrics, which assess spatial patterns of 2-D fields,
could be adopted for future use.
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for Neutron Science) and George Craig (Meteorological Institute Munich) for their fruitful discussions.
Numerical simulations were undertaken on the TETHYS-2G machine at LMU Munich, Germany. Many
thanks to Jens Oeser for excellent maintenance of the machine.

7 DATA AVAILABILITY
The 2-D and 3-D rendering of the temperature field visualizations are done in Paraview software (Ahrens
et al., 2005). For formatting of the figures and other type of visualizations, we have used Matplotlib
(Hunter, 2007). All the data and softwares in this study are properly referenced. Model results can be
made available upon request.

8 Collaborator Contribution
1. H.-P. Bunge supervised the research and corrected the manuscript

2. B.S.A. Schuberth provided help with seismic filtering

3. L. Colli supported with dynamic topography calculations

4. B. Vilacis supported with verification of dynamic topography results

References
Achberger, C., Linderson, M.-L., and Chen, D. (2003). Performance of the Rossby Centre regional atmospheric model

in Southern Sweden: comparison of simulated and observed precipitation. Theoretical and Applied Climatology,
76(3):219–234.

30

2.9 REFERENCES 49



REFERENCES REFERENCES

Ahrens, J., Geveci, B., and Law, C. (2005). 36 - paraview: An end-user tool for large-data visualization. In Hansen,
C. D. and Johnson, C. R., editors, Visualization Handbook, page 717–731. Butterworth-Heinemann, Burlington.

Anthes, R. A. (1983). Regional Models of the Atmosphere in Middle Latitudes. Monthly Weather Review, (6):1306–
1335.

Bauer, S., Bunge, H.-P., Drzisga, D., Ghelichkhan, S., Huber, M., Kohl, N., Mohr, M., Rüde, U., Thönnes, D., and
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Chapter 3

A New Approach To Assessing
Dynamic Topography Predictions
Using Object-Based Image
Processing Methods

This chapter was entirely written by A. Taiwo. It is currently under review in Geophysical
Research Letters. It links to work done in meteorology and introduces an image-processing
approach for the assessment and verification of dynamic topography maps.
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Induced Dynamic Topography Using Object-Based

Image Processing Methods

A. Taiwo1

1 Department of Earth and Environmental Sciences, University of Munich, 80333 Munich,
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Key Points
• Linking mantle flow trajectories to their dynamic topography responses is critical in

constraining poorly known mantle properties

• However currently applied methods for assessing dynamic topography maps are limited
by double penalty

• Meteorological forecast assessment approaches that have been applied to weather maps
can overcome this limitation

1 Abstract
The construction and assessment of model trajectories that link multiple mantle states is
essential to constrain poorly known mantle convection parameters. Previously, volumetric
approaches have been applied to assess the quality of constructed mantle flow trajectories.
However, there is a need to assess these trajectories based on their dynamic topography pre-
dictions because mantle convection cannot be directly observed and must be inferred via its
surface geological expressions. Typical metrics for assessing dynamic topography suffer from
the double penalty problem — a prediction that is correct in intensity, size, and timing, but
incorrect in location, results in large root-mean-square errors when compared to an obser-
vation. Here, we introduce metrics, gleaned from meteorology, that decompose any number
of dynamic topography fields into their distinct objects after which the similarity between
objects is compared. We find that this object-based approach overcomes double penalty and
assesses models in a robust manner.

2 Plain Language Summary
Our knowledge of the amplitude, scale and temporal evolution of Earth’s dynamic topography,
which is steadily improving, holds important information on mantle dynamics. It is now
possible to test mantle model predictions of dynamic topography against the real Earth and
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thereby constrain poorly known mantle parameters. In order to properly assess dynamic
topography predictions, there is a need to move away from straightforward but non-robust
metrics, such as root-mean-square (rms) errors, that are unable to capture the full extent
of model performance. In this paper, we introduce easily interpretable, object-based metrics
which assess model performance in a way similar to what an informed human would do.
We find that these object-based metrics are flexible enough that they can be used to score
multiple aspects of model quality simultaneously.

3 Introduction
Over the past years, our understanding of the surface expressions of mantle convection has
much improved. One such expression is the dynamic topography (Hager et al., 1985) of the
Earth, which represents Earth’s uplift and subsidence, away from its isostatically compensated
state (see Braun, 2010, for a recent review). In attempting to compare mantle flow trajectories
against the real Earth, it is necessary to assess the fit between an actual geological observable
and a mantle flow prediction of the same observable. Recently, dynamic topography has been
extensively studied both for the present-day (Hoggard et al. 2016; Richards et al. 2020; Holdt
et al. 2022) and the past (Bunge and Glasmacher, 2018). For instance, information on its
scale, amplitude and temporal evolution has been gleaned via sediment provenance (Şengör,
2001) and river profile studies (Roberts and White, 2010). The most recent effort to obtain
proxy constraints about its temporal evolution is the analysis of hiatus maps (Friedrich et al.
2018; Vibe et al. 2018; Carena et al. 2019; Hayek et al. 2020, 2021). These observations
provide insight into the rapidly evolving nature of geologically recent mantle convection. In
other words, they offer a lens into the mantle convection system.

Parallel to this, geodynamicists have made progress in computing mantle flow trajectories
for the geological past. To this end, two main computational approaches have been devel-
oped. The first, referred to as mantle circulation models (MCMs), starts off with a randomly
chosen past state of the mantle and models mantle flow forward in time while assimilating
plate motions and subduction histories (Bunge et al. 2002; McNamara and Zhong 2005). The
second is the adjoint method (Bunge et al. 2003; Ismail-Zadeh et al. 2004; Horbach et al.
2014; Price and Davies 2017) in which a present-day estimate of the mantle state, obtained
from seismic tomography (Simmons et al. 2007; Ritsema et al. 2011; French and Romanowicz
2014) is retrodicted in such a way as to improve the unknown past structure. Because of
the chaotic nature of mantle convection (Stewart and Turcotte, 1989), mantle flow is sub-
ject to the so-called butterfly effect — the trajectories of two identical mantle convection
models initialized with slightly different temperature fields diverge exponentially in time un-
til they become uncorrelated as demonstrated by Bello et al. (2015). This effect seemingly
rules out the construction of reliable mantle flow trajectories. However, geodynamicists have
learned (Colli et al. 2015; Vynnytska and Bunge 2015; Bocher et al. 2016, 2018) that by
assimilating the horizontal component of the surface velocity field into a mantle model, the
butterfly effect can be overcome and robust mantle flow trajectories can be constructed. For
the real Earth, these horizontal surface velocity motions are now available through past plate
motion reconstructions over a period of at least 230 million years (Myrs) (Müller et al., 2016).

These developments necessitate an exploration of ways in which mantle models can be com-
pared via their dynamic topography responses. One approach involves qualitative compar-
isons that visually identify areas of (dis-)agreement on multiple dynamic topography maps
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(e.g. Colli et al. 2018). Another approach — quantitative gridpoint analyses, such as root-
mean-square (rms) errors/amplitudes and spectral decompositions/correlations (e.g. Davies
et al. 2019) — offers a numerical measure of model performance. This approach, however,
suffers from a key drawback that has been explored extensively by meteorologists study-
ing weather models (Baldwin and Kain 2006; Casati et al. 2008; Wilks 2011; Jolliffe and
Stephenson 2012), namely: it is often difficult to give a physical interpretation to their nu-
merical output. Also, the results of these measures often differ from, rather than complement,
inferences based on a visual examination of the prediction and observation. For instance, it is
possible for a predicted dynamic topography field to match observations in terms of timing,
intensity and pattern of uplift (or subsidence) but to be wrong in location. An informed visual
observation would classify this as a good prediction and separately account for the location
error. A gridpoint-based rms quality measure, however, would penalize the prediction and
classify it as poor. This is termed the double penalty problem (e.g. Anthes 1983; Mass et al.
2002). By double penalty, it is meant that a prediction which matches an observation in all
respects except in location is penalized twice; first at the gridpoints in the prediction that do
not overlap the observation, and at those gridpoints in the observation that do not overlap
the prediction. It is thus imperative, in the use of dynamic topography as an indicator for
mantle convection trajectories, to introduce object-based verification metrics which overcome
the double penalty problem.

Though new to geodynamics, object-based verification (see Gilleland et al., 2009, for a recent
summary) has been routinely performed in meteorology to evaluate forecasts of extratropical
and lee cyclones (Smith and Mullen, 1993), sea breezes (Case et al., 2004), as well as deep,
moist convection (Fowle and Roebber, 2003). One of the more prominent object-based tech-
niques is the Method for Object-based Diagnostic Evaluation (MODE) (Davis et al. 2006a,b,
2009) applied to precipitation forecasts. The method uses a convolution-thresholding proce-
dure to identify precipitation objects on forecast and observation maps and compares statistics
(centroid, grid points, bounding contours, area, total rainfall etc.) for every matched pair of
objects, thus allowing one to focus on regions of interest on a map.

In this paper, we link to meteorology and introduce object-based tools for assessment of
dynamic topography. To this end, we use a multi-level approach as follows: the first level
assesses the ability of the prediction to match objects in the observation (Roebber, 2009). The
second level compares the structure, amplitude and location differences among all predicted
and observed objects without matching them (Wernli et al., 2008). The final level compares
the statistics of matched objects and performs a Procrustes shape analysis (Micheas et al.
2007; Lack et al. 2010) to produce a final score that represents the accuracy of a prediction.
Our paper is arranged as follows: Section 3.1 describes the models used in this study. Section
4 outlines the methodology of our study. Here we describe the details of our multi-level
approach. In Section 5, we present the results of our study and in Section 6, we discuss the
results and draw conclusions.
3.1 Models
Our dynamic topography maps (Fig. 1) are a result of standard incompressible isoviscous,
pure internal heating mantle convection simulations (e.g. Bunge and Richards 1996) at an
internal heating Rayleigh number of 3×107 and a radial grid spacing of 22km and 30 km tan-
gentially at the surface, decreasing to half that value at the CMB. We allow a dynamic mantle
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model to evolve until it reaches a statistical steady-state at which point model quantities such
as the rms velocity field are quasi-steady (see True State of Fig. 1a). This reference field
is then perturbed in a manner analogous to seismic tomographic regularizations (Trampert
and Spetzler, 2006). Three types of perturbations were introduced namely: radial smoothing
(see Radial Smoothing in Fig. 1a), which is a radial averaging (over an interval of 100km
above and below each gridpoint) of the reference field; horizontal smoothing (see Horizontal
Smoothing in Fig. 1a), which is a spherical harmonic expansion and truncation of the refer-
ence field at degree 20; S20RTS smoothing (see S20RTS in Fig. 1a), which is a filtering of
the reference field via the resolution operator of seismic model S20RTS (Ritsema et al. 2004;
Schuberth et al. 2009). All four models, that is the reference model and the three perturbed
models, are allowed to evolve freely without velocity assimilation over a transit time (≈ 150
Myrs), which is the time it takes for material to traverse the mantle depth and is thus a
relevant time standard to observe the surface effects of changes in the large scale buoyancy
structure of the mantle. Since, as mentioned earlier, velocity assimilation helps alleviate the
butterfly effect, thus leading to robust trajectories, we repeat the simulations of the perturbed
models and assimilate the surface velocity field of the reference model.
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Figure 1: a) Initial temperature field (blue=cold, red=hot) for a purely internally heated isoviscous mantle
convection model (True State) together with perturbed states (Radial Smoothing, Horizontal Smoothing and
S20RTS), see text. b) Dynamic topography response of the mantle models in (a) after one transit time, with-
out/with assimilation of the horizontal component of the velocity field of the true state. c) Object identification
workflow shown as an example for the true state dynamic topography field in (b). The field is first convolved
(ii) with a disk of radius 20 gridpoints, then a threshold (iii) is set to remove weak regions after which the
filtered field (iv) is obtained. Note that the convolution-thresholding procedure filters out weak uplift and
subsidence areas while preserving significant dynamic topography. See Section 4 for details.
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4 Methodology
We present an object-based method for comparing any number of dynamic topography fields.
Following the twin experiment approach (Lorenz, 1965), we refer to the true state (see True
State in Fig. 1b) as the observation/reference and the the other fields (see Radial Smoothing,
Horizontal Smoothing and S20RTS in Fig. 1b) as predictions.
4.1 Object Detection Algorithm
Using the convolution-thresholding approach (Davis et al., 2006a), we identify distinct ob-
jects on both prediction and observation fields and extract their statistics using scikit-image
(van der Walt et al., 2014). We first separate each field into its uplift and subsidence parts
and extract objects in each part as follows: we apply a convolution filter to smooth the field
and remove small-scale variations. The smoothing is performed by convolving the field with
a disk (see Fig. 1c(ii)). This convolution replaces the data value at every gridpoint with the
average of the data values at all other gridpoints contained within a disk centered at that
gridpoint. In our case we employ a disk radius of 20 gridpoints for fields on a 1° grid resolu-
tion. A smaller radius leads to the identification of smaller objects and vice-versa. Next, we
threshold the smoothed field at every gridpoint to allow for the detection of object boundaries
and to remove weak uplift/subsidence regions (see Fig. 1c(iii)). The thresholded field results
in a mask of 1s and 0s (with 1s at grid points beyond the threshold and 0s otherwise). This
mask is then placed on the original field and results in local, isolated, patches of uplift and
subsidence objects surrounded by regions of zero values (see Fig. 1c(iv)). Since we place the
mask on the original field and not on the smoothed field, we retain the original topography
values for later analyses. We then match prediction and observation objects. In order to
overcome the double penalty problem (see Section 3), we remove the requirement for perfect
overlap of prediction and observation objects. As such, a pair of objects is matched if they
share ≥ 25% of grid points and have an area ratio (areamin/areamax) ≥ 0.4. These choices
were found, in our case, to produce accurate matches.

4.2 Level 1: Performance Diagram
In constructing a performance diagram (Roebber, 2009), we define a hit, miss and false alarm.
An object in the observation that is also present in the prediction is called a hit. An object in
the observation that is not in the prediction is called a miss. Objects not in the observation
but in the prediction are false alarms. We follow Schaefer (1990) and calculate the critical
success index (CSI), probability of detection (POD), false alarm ratio (FAR), success ratio
(SR) and bias as measures of prediction skill:

CSI = A/(A + B + C) (1)

POD = A/(A + B) (2)

FAR = C/(A + C) (3)

SR = 1 − FAR (4)
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Bias = (A + C)/(A + B) (5)

where A, B, C represent total hits, misses and false alarms respectively.

The CSI measures the ability of the prediction to produce objects that match observation
objects. The POD is the percentage of objects that are correctly predicted while the FAR
is a measure of the failure of the prediction to exclude the no-event/false cases. The bias
is the degree of correspondence between the average prediction and the average observation.
By exploiting the geometrical relationship between these measures, a performance diagram,
connecting all measures, can be plotted. For accurate predictions, CSI, POD, SR and bias
all approach 1, so that a perfect prediction lies at the upper right corner of the diagram (see
Fig. 2a,b).

4.3 Level 2: SAL Score
In order to compare object statistics without matching object pairs, we apply the Struc-
ture, Amplitude and Location (SAL) score (Wernli et al., 2008), originally introduced for the
verification of precipitation forecasts. The structure (S) score compares the scaled dynamic
topographies (i.e. scaled with respect to the maximum topography within an object) of all
objects in the prediction with those in the observation. This score takes on large positive
values if large, flat objects are predicted relative to the observation. Negative values of S arise
if smaller, strongly peaked objects are predicted relative to the observation. The amplitude
(A) score compares the average dynamic topography of the prediction with that of the ob-
servation and is a measure of the amplitude deviation of the prediction from the observation.
This score takes on positive values if the prediction overestimates total topography while neg-
ative values indicate underestimation. The location (L) score is split into two components.
The first component measures the distance between the centers of mass of the prediction and
observation fields and the second component measures the averaged distance between the
center of mass of the entire field and the centers of mass of the individual objects. The final
location score is a sum of both scores.

We compute the structure score as follows. For every object, a scaled intensity is defined as

In =
∑

i

Ti/T max
n = Tn/T max

n (6)

where Ti is the topography value at gridpoint i within an object, n, and T max
n represents the

maximum/minimum topography for uplift/subsidence regions within the object. The scaled
intensity is calculated separately for all objects in the observation and prediction after which
the weighted mean of all objects’ scaled intensity is determined:

I(T ) =
∑M

n=1 TnIn∑M
n=1 Tn

(7)

Finally, the S score is defined as

S = I(Tfcst) − I(Tobs)
0.5[I(Tfcst) + I(Tobs)] ∈ [−2, 2] (8)
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The amplitude score is calculated as the normalized topography difference between the ob-
servation and prediction averaged over the entire field, F :

A = D(Tfcst) − D(Tobs)
0.5[D(Tfcst) + D(Tobs)] ∈ [−2, 2] (9)

F (T ), the field average of the topography field, T , is defined as:

F (T ) = 1
N

∑

i∈F

Ti (10)

where the Ti are the gridpoint values in the entire field.

The first component of the location score measures the normalized distance between the
centers of mass of the prediction and observation:

L1 = |x(Tfcst) − x(Tobs)|
d

∈ [0, 1] (11)

where d is the largest distance between any two points in the field and x(T ) is the center of
mass of the entire topography field.

The second component considers the averaged distance between the centers of mass of the total
topography field and individual objects. For each object we calculate the total topography
within it as

Tn =
∑

i

Ti (12)

where the Ti are the gridpoint values in that object.

The weighted averaged distance between the centers of mass of the individual objects, xn,
and the center of mass of the total topography field, x, is then given by

r =
∑M

n=1 Rn |x − xn|
∑M

n=1 Rn

(13)

and the second location score is given as

L2 = 2
[ |r(Tfcst) − r(Tobs)|

d

]
∈ [0, 1] (14)

4.4 Level 3: Procrustes Shape Analysis
To compare matched object pairs, we apply a Procrustes analysis (Micheas et al. 2007; Lack
et al. 2010). For every matched pair, we attempt to fit, as close as possible, the geometry of
the boundary of the prediction object to that of the observation. The object boundaries are
extracted using a marching squares algorithm (Maple, 2003). Given matrices O and P which
represent the latitude-longitude coordinates of the object boundaries of any matched pair of
observation and prediction objects respectively, the Procrustes method finds an orthogonal
transformation matrix Ω that closely maps P to O by minimizing a Frobenius norm as follows:
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arg min
Ω

(||O − ΩP ||F ) = arg min
Ω

(||O − ΩP ||2F ) (15)

= arg min
Ω

(tr((O − ΩP )T (O − ΩP ))) (16)

= arg min
Ω

(tr(OT O + P T ΩT ΩP − 2OT ΩP )) (17)

= arg min
Ω

(tr(OT O) + tr(P T P ) − 2tr(OT ΩP )) (18)

= arg max
Ω

(tr(OT ΩP )) (19)

= arg max
Ω

(tr(POT Ω)) (20)

= arg max
Ω

(tr((UΣV T )Ω)) (21)

= arg max
Ω

(tr(Σ(V T ΩU))) (22)

= V UT (23)

subject to ΩT Ω = I, where I is the identity matrix, U and V are the left and right singular
vectors respectively and Σ is the singular value matrix after a singular value decomposition
of POT .

Apart from the transformed matrix ΩP, the procedure also outputs the sum of squared errors
(SSE) between matrices O and ΩP normalized between 0 (best score) and 1 (worst score). We
also compute the difference in average topography for each matched object pair and normalize
this value between 0 (best score) and 1 (worst score). This normalized difference is denoted
as θ. The preliminary score per matched object pair is given as

Sprel = SSE + θ (24)

such that for a perfect match, Sprel = 0 and for an imperfect match, Sprel = 2. For N matched
object pairs, the average preliminary score is given by

Sprelave =
∑N

i=1 Spreli

N
(25)

The final score combines Sprelave with the CSI defined in Section 4.2:

Stotal = Sprelave + (1 − CSI) (26)

The inclusion of the CSI helps to penalize predictions that produce few object matches with
the observation even if these matches are highly accurate. In the case where there are no
matches between the prediction and observation objects, CSI = 0 and Sprelave is simply a sum
of the worst SSE and θ scores. The final score then becomes

Stotal = 1 + 1 + 1 = 3 (27)
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5 Results
5.1 Performance Diagram
The Performance Diagrams for uplift and subsidence areas are shown in Figs. 2a/b. For uplift
regions (Fig. 2a) the models have the following scores without/with velocity assimilation:
radial smoothing has POD = 0/1, SR = 0/1, CSI = 0/1. Horizontal smoothing has POD =
0.18/1, SR = 0.22/1 and CSI = 0.1/1. S20RTS has POD = 0/1, SR = 0/1 and CSI = 0/1.
For subsidence regions (Fig. 2b), radial, horizontal and S20RTS smoothing all have POD =
0/1, SR = 0/0.8 and CSI = 0/0.8.

Figure 2: Performance Diagram and SAL scores (see Sections 4.2 and 4.3 respectively) between identified
objects in the true state dynamic topography field and the perturbed cases (see Section 3.1 for detailed
description of the various cases). Top panel (a)/(b): Performance Diagram for uplift/subsidence areas of
dynamic topography. Vertical/horizontal axis denotes probability of detection/success ratio. Dotted contours
represent Critical Success Index and outwardly extending solid lines represent bias scores. In both (a) and
(b), figure markers plot on top of each other. Note that models with/without velocity assimilation lie close
to the upper right/lower left corner, indicating good/poor similarity to the true state. Also note that the
subsidence scores are slightly lower than the uplift scores. Bottom panel (c)/(d): Structure, Amplitude and
Location (SAL) scores for the uplift/subsidence areas of dynamic topography. L/S scores are on the y/x
axis. The amplitude (A) score is displayed adjacent to each marker on the plot. SAL scores close to 0 imply
high similarity to the true state. Note that SAL scores are generally closer/farther to/from 0 for models
with/without velocity assimilation. Also note that the subsidence scores are slightly higher than the uplift
scores
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5.2 SAL Score
Figs. 2c/d show the SAL scores for uplift and subsidence regions. In the uplift regions (Fig.
2c) the scores are as follows without/with velocity assimilation: radial smoothing has S =
-0.38/0.03, A = -0.14/0.04 and L = 0.18/0.02. Horizontal smoothing has S = -0.38/0.07,
A = -0.14/0.04 and L = 0.16/0.016. S20RTS has S = 0.56/0.07, A = -0.14/0.05 and L =
0.06/0.01. For the subsidence regions (Fig. 2d), the scores are as follows without/with ve-
locity assimilation: radial smoothing has S = -0.26/0.04, A = 0.01/0.07 and L = 0.07/0.004.
Horizontal smoothing has S = -1.30/-0.01, A = -0.20/0.11 and L = 0.12/0.06. S20RTS has
S = -0.77/-0.03, A = -0.11/0.11 and L = 0.25/0.07. To consolidate the SAL score into a
single number, we sum the absolute values of S, A and L and obtain a combined SAL score.
Fig. 3a shows the combined SAL score for uplift and subsidence areas across all models.
For cases without/with velocity assimilation , we have the following scores for uplift areas:
radial smoothing (0.70/0.09), horizontal smoothing (0.67/0.12), S20RTS (0.76/0.13). For
the subsidence regions, the scores without/with velocity assimilation are: radial smoothing
(0.34/0.12), horizontal smoothing (1.62/0.19), S20RTS (1.12/0.21).

Figure 3: Total Structure, Amplitude and Location (SAL) (top panel) and Procrustes scores (bottom panel)
for uplift (filled circle) and subsidence (unfilled circle) areas of dynamic topography with and without velocity
assimilation, see text. Scores are calculated between the true state dynamic topography field and perturbed
cases respectively (see Section 3.1 for detailed description of the various cases). Also see Sections 4.3 and
4.4 for details on SAL and Procrustes scores respectively. Note that the total SAL and Procrustes scores for
uplift and subsidence regions are lower/higher with/without the assimilation of the horizontal component of
the surface velocity field of the true state implying good/poor similarity to the true state.
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5.3 Procrustes Score
The Procrustes skill score for all models is shown in Fig. 3b. The scores are as follows
without/with velocity assimilation: radial smoothing has an uplift score of 3/0.76 and a
subsidence score of 3/1.30. Horizontal smoothing has an uplift score of 1.96/0.66 and a
subsidence score of 3/1.31 while S20RTS has an uplift score of 3/0.70 and a subsidence score
of 3/1.27.

Figure 4: Procrustes shape fitting of the boundaries of matched objects in the reference dynamic topography
field (see True State in Fig. 1b) shown in blue and the tomographically-filtered S20RTS field with velocity
assimilation (see S20RTS in lower row of Fig. 1b) shown in red. Plots are shown separately for uplift and
subsidence regions. (a)/(c) Uplift/subsidence boundaries before Procrustes fitting. (b)/(d) Uplift/subsidence
boundaries after Procrustes fitting. Note that the boundaries of the S20RTS objects are displaced from those
in the reference field before Procrustes fitting. After fitting, however, object boundaries align.

6 Discussion and Conclusion
In assessing mantle flow trajectories, it is imperative to use dynamic topography predictions
as a proxy. This is because mantle flow, as expressed in terms of time-dependent fields, can-
not be directly observed but must be inferred via its surface effects. Using an object-based
approach, we here verify earlier results (Colli et al. 2015; Vynnytska and Bunge 2015; Bocher
et al. 2016, 2018) on the efficacy of velocity assimilation. Our assessment of mantle flow trajec-
tories via their dynamic topography predictions shows that models with velocity assimilation
outperform those without (see Figs. 2a,b, Figs. 2c, d, 3a and Fig. 3b). The object-based
approach allows us to probe the properties of identified dynamic topography objects. For
instance, Figs. 2a,b show that models with velocity assimilation predict dynamic topography
objects that match those in the reference twin. Furthermore, they show the difference be-
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tween uplift and subsidence areas of dynamic topography. One sees in both figures that uplift
areas are better predicted (as evidenced by all models lying on the upper right corner) than
subsidence areas (as seen by the models lying slightly to the left of the upper right corner).
This is superior to traditional assessment approaches such as correlation, which hide a great
deal of model information behind a single number. The ability of our approach to separate
the dynamic topography field into its uplift and subsidence regions makes it appropriate for
comparisons with geological observations. Subsidence areas of dynamic topography are well
constrained via past shorelines (Smith et al., 2004) while uplift areas are coming into focus
via hiatus mapping (Friedrich et al. 2018; Vibe et al. 2018; Carena et al. 2019).

In extracting objects from the dynamic topography field, our convolution radius of 2000km
was chosen to represent the size of hiatus surfaces on a continental scale (Hayek et al., 2020,
2021). We also chose to match objects between fields if they shared at least 25% of gridpoints.
This was a subjective choice which, in our case, produced realistic matches between fields.
However, other objective criteria (e.g. Davis et al. 2006a,b) could be applied in future work.

Apart from the approaches introduced here, another verification method, known as optical
flow (Keil and Craig, 2007, 2009), has been developed in meteorology to compare precipitation
patterns and this can be considered for dynamic topography. Additionally, shape comparison
approaches such as optimal mass transport (Monge 1781; Villani 2003, 2008) can be applied
to compare the boundaries of uplift and subsidence areas on dynamic topography maps.
The latter has been newly applied in seismology to compare synthetic seismograms against
observed data (Sambridge et al., 2022). It is clear that these object-oriented/optical flow
methods are well-suited to link the growing body of geological observations to geodynamic
models.

7 Open Research
The data used in this study were generated via numerical simulations by the authors as
described in Section 3.1. We have used Paraview (Ahrens et al., 2005), Matplotlib (Hunter,
2007) and PyGMT (Uieda et al., 2022) for visualizations.
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Chapter 4

Assessing Dynamic Topography
Histories of Geodynamic Models
using Object-based Image Processing
Tools: Verification through Synthetic
Adjoint Predictions of Southern
African Uplift

This chapter was entirely written by A. Taiwo. It builds off of the previous chapter and ap-
plies a number of global gridpoint and regional object-based metrics to assess adjoint-based
dynamic topography predictions. Here I compare global and regional metrics against each
other and argue that regional metrics are better suited for dynamic topography studies.



Assessing Dynamic Topography Histories of
Geodynamic Models using Object-based Image

Processing Tools: Verification through Synthetic
Adjoint Predictions of Southern African Uplift

A. Taiwo1

1 Department of Earth and Environmental Sciences, University of Munich, 80333 Munich,
Germany

1 ABSTRACT
In comparing model-predicted dynamic topography to the real Earth, two approaches can be
employed. The first, a global analysis, assesses an entire dynamic topography field at once.
This approach is useful because it summarises global information contained on thousands of
gridpoints into a few numerical values. On the other hand, such an approach suffers not only
from the double penalty problem — a prediction which closely matches an observation in all
other respects except in location is penalized twice; once as a miss and once as a false alarm
— but also from the fact that global coverage of dynamic topography is non-uniform. Some
areas of dynamic topography are better mapped than others. As such, any model assessment
using these methods may suffer from inaccurate results. The second approach involves a
regional analysis on so-called limited-area domains via object-based image processing tools.
This approach has the ability to separate a global dynamic topography map into its different
uplift and subsidence regions. By so doing, it allows to focus on regions of interest or regions
with good dynamic topography information. In this paper, we explore a number of global and
regional metrics for assessing dynamic topography. To this end, we introduce an object-based
image processing method and test it on four synthetic adjoint predictions of the southern
African uplift. We show that while global analysis provides first-order information on model
performance, the ability of the object-based regional analysis approach to focus on specific
regions of interest offers an advantage in terms of the final quality of model information
obtained. Such object-based methods are already applied in meteorological studies and we
introduce them for the first time in the context of dynamic topography.

2 INTRODUCTION
Computational advances have now made it possible to create parallelized, highly scalable and
high resolution models of mantle convection (e.g Zhong et al. 2015; Kronbichler et al. 2012;
Burstedde et al. 2013; Heister et al. 2017; Bauer et al. 2020). Through the use of mantle
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circulation models, referred to as MCMs (Ricard et al. 1993; Bunge et al. 2002; McNamara
and Zhong 2005; Bower et al. 2013; Flament et al. 2014) and the adjoint method (Bunge et al.
2003; Ismail-Zadeh et al. 2004; Horbach et al. 2014; Ghelichkhan and Bunge 2016; Price and
Davies 2017), geodynamicists can now construct forward and inverse trajectories respectively
of mantle flow. MCMs simulate mantle flow forward in time by assuming a random past state
of the mantle and assimilating plate motion and subduction histories. The adjoint method, on
the other hand, starts off with a best guess of the present-day state of the mantle as obtained
from seismic tomography (Simmons et al. 2007; Ritsema et al. 2011; French and Romanowicz
2014) and reconstructs its past state whilst also assimilating information on plate motion
history. The ability of the adjoint method to combine volume and surface information offer
it an advantage over MCMs. This advantage is clearly seen when mantle flow trajectories are
linked to their surface manifestations, such as dynamic topography (Pekeris 1935; Hager et al.
1985). In the case of MCMs, dynamic topography is reasonably well predicted for subsidence
regions since these models, by definition, assimilate subduction histories. For uplift regions,
however, MCMs are generally unable to produce correct patterns because they have incorrect
information on the locations of plumes within the mantle volume (Müller et al., 2018). The
adjoint method, on the other hand, is able to better predict uplift and subsidence patterns
of dynamic topography due to its ability to combine surface and volume information. The
availability of powerful tools like the adjoint method necessitate the testing of constructed
mantle flow trajectories against real Earth dynamic topography.

Africa is an exceptional continent to explore the interaction between continental topography
and mantle convection. The continent is characterized by a distinct Basin and Swell topog-
raphy which has long been suggested to result from convective processes in the underlying
mantle (e.g. Burke and Gunnell, 2008). Africa’s hypsometry (i.e., its land elevation relative
to sea level) is also highly anomalous, with about 1/2 of the continent standing at elevations
of greater than 500 m. Moreover, the African plate has moved slowly North-eastward within
a hot spot frame of reference since the early Oligocene (33-23 million years ago (Ma)) (Burke,
1996). This implies that the analysis of the vertical motions of Africa is not complicated by
horizontal plate motions or subduction (Lithgow-Bertelloni and Silver, 1998). Drawing on
a host of observations, including soil weathering, fission-track studies, volcanic activity and
offshore sediment deposition, Burke and Gunnell (2008) concluded that the southern Africa
topography is comparatively young, suggesting that much of the present-day relief developed
during the Cenozoic (≈ 60 Ma) in response to subcontinental mantle convection processes.
Despite the evidence for this young topography over southern Africa, there are other argu-
ments, based on thermochronology, that argue for a Cretaceous (145 Ma) age of southern
Africa topography (Gallagher and Brown 1999; Tinker et al. 2008).

Given the advances in the construction of mantle flow trajectories, it is paramount to link
mantle models to dynamic topography. Once a model prediction of dynamic topography has
been made, there are several ways in which one can compare the extent to which the prediction
matches the actual observed dynamic topography. Qualitative comparisons, which visually
identify areas of (dis-)agreement on multiple dynamic topography maps (e.g. Colli et al. 2018;
Flament et al. 2013) represent a quick, first-order method. On the other hand, quantitative
analyses of dynamic topography, such as root-mean-square (rms) errors/amplitudes (Flament
et al., 2013) and spectral decompositions (Davies et al., 2019) offer a numerical measure of
model performance. These quantitative metrics, however, suffer from the double penalty
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problem (e.g. Anthes 1983; Mass et al. 2002). By double penalty, it is meant that a predic-
tion which closely matches an observation in all other respects except in location is penalized
twice; first at the gridpoints in the prediction that do not overlap the observation, and at
those gridpoints in the observation that do not overlap the prediction. To overcome this prob-
lem, it is imperative to apply object-based verification methods which not only account for
location differences but also provide more robust information regarding model performance.

These object-based verifications have already been applied in meteorology to evaluate fore-
casts of extratropical and lee cyclones (Wernli and Schwierz 2006; Smith and Mullen 1993),
sea breezes (Case et al., 2004), deep, moist convection (Fowle and Roebber 2003; Done et al.
2004) and precipitation (Davis et al. 2006a,b, 2009; Ebert and McBride 2000). One of the
more prominent object-based techniques was introduced by Ebert and McBride (2000) who
verified precipitation forecasts via definition of contiguous rain areas (CRAs), which are areas
of overlap between forecast and observation. They identified CRAs by superposing forecast
onto the observation and computed an rms error for every identified CRA. This rms error was
then decomposed according to its various contributions (displacement, pattern and volume of
rain) to clearly isolate the various sources of prediction error.

In this paper, we introduce an object-based image processing method for the assessment of
dynamic topography and investigate to what extent this approach can be used for regional,
small-scale or subcontinental analysis. As mentioned earlier, the timing of the southern Africa
uplift is hotly contested. As such we focus our analysis on model-predicted uplift of this re-
gion. The model predictions used in this study come from recent adjoint simulations by
Ghelichkhan et al. (2021). These simulations use a mesh that discretizes the Earth’s mantle
with ≈ 670 million finite element nodes. This value corresponds to a grid point resolution
of 11 km radially, and 14 km tangentially at the surface, decreasing to half that value at
the Core-Mantle Boundary (CMB) and allows one to resolve global mantle flow at Earth-
like convective vigor. The calculations were performed on 2048 computational cores of the
SuperMUC facility at the Leibniz Supercomputing Centre (LRZ) in Munich (Germany) and
a local computer cluster dedicated to capacity geophysical modelling (Oeser et al., 2006).
Our paper is arranged as follows: Section 3 outlines the methodology of our study. Here we
describe the Taylor diagram, power ratio, two-time correlation function, as well as our object
identification approach. In Section 4, we present the results of our study. We end our paper
with a discussion in Section 5 and draw some conclusions in Section 6.

2.1 Dataset
The dynamic topography maps (Fig. 1) used in this paper are a result of adjoint-based simu-
lations obtained from a combination of two seismic tomography state estimates of the mantle
with two viscosity profiles resulting in a total of 4 end-member models. The two tomography
state estimates are based on the whole-mantle tomography models LLNL-G3D-JPS (Sim-
mons et al., 2015) and SEMUCB-WM1 (French and Romanowicz, 2014). Both models were
supplemented with SL2013sv (Schaeffer and Lebedev, 2013) for depths shallower than 400
km and are referred to in this paper as SL and SS respectively. The viscosity profiles used in
this study were derived by inverting for geoid and CMB topography constraints in a manner
consistent with the chosen mantle heterogeneity structure obtained from the tomographic
models. Both viscosity profiles (mu1 and mu2 ) start off with values of 1.4 × 1020 Pa s in
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the asthenosphere, increasing by an order of magnitude in the lower upper mantle. In the
lower 200 km, however, mu1 has a viscosity of 2 × 1022 Pa s while mu2 has a viscosity of
2×1023Pa s. The four model end-members are named mu1-SL, mu1-SS, mu2-SL and mu2-SS,
reflecting the combination of seismic tomography and viscosity profile. Of all these models,
model mu2-SL is entirely unable to produce the southern African uplift (see Fig. 1c).

Figure 1: Global dynamic topography maps for four end-member models ((a) mu1-SL; b) mu1-SS; c) mu2-
SL; d) mu2-SS, see Section 2.1 for details) shown over a time span of 50 million years (Ma). 00 Ma/50
Ma represents present-day/50 million years ago. Blue/red colors represent subsidence/uplift. The maps are
centered to reveal the evolution of the southern African uplift. Note that models mu1-SL and mu1-SS, both
with overall lower viscosity, produce strong uplift in southern Africa while models mu2-SL and mu2-SS, both
with overall higher viscosity, either do not produce or only produce a weak uplift in southern Africa.

3 METHODS
We follow the twin experiment approach (Lorenz, 1965) and select model mu1-SL as the
reference (observation) twin against which other twins are compared. The other models,
mu1-SS, mu2-SL and mu2-SS are referred to as perturbed (prediction) twins. We proceed
to first compute a number of global gridpoint metrics such as the Taylor diagram, power
ratio and two-time correlation function (TTCF). Next we perform a regional scale analysis
focusing only on southern Africa. Here, we compute the TTCF for only the southern Africa
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uplift after which we apply the object-based method to extract this uplift and then rank the
perturbed twins based on their ability to reproduce the uplift as seen in the reference twin.

3.1 Taylor Diagram
The Taylor diagram (Taylor, 2001) is a commonly employed metric in meteorology for com-
paring multiple predictions of the same observation. It provides a concise way of displaying
the degree of correspondence between reference and perturbed fields. The diagram shows
the Pearson correlation coefficient (i.e. the covariance between two variables divided by the
product of their standard deviations) and rms error between the two fields, along with their
respective standard deviations all at once. The benefit of plotting all 3 variables on the same
figure is seen in the fact that each metric complements the rest. For example, the correla-
tion coefficient provides information about the pattern of variation between the two fields
but doesn’t offer any information regarding the amplitude of their variations. This second,
important, information can be gleaned from the rms error. Therefore, in combination, the
correlation coefficient and the rms error provide information about pattern and amplitude of
variations between two fields but do not provide information on how much variation is due
to differences in structure and phase. In combination with the standard deviations of the
fields, a summary of the important aspects of the differences between the two fields can thus
be obtained. These 3 quantities are related by the following error propagation formula:

E2 = σ2
r + σ2

p − 2σrσpρ (1)

where ρ and E are the correlation coefficient and centered rms difference between the refer-
ence and perturbed fields respectively and σr and σp are their respective standard deviations.

To obtain ρ, σr and σp, we perform spherical harmonic expansions of the respective fields
using SHTOOLS (Wieczorek and Meschede, 2018). After obtaining the spherical harmonic
coefficients, we compute the spectral power of each field per spherical harmonic degree ℓ as:

σ2
ℓ =

ℓ∑

m=0
(a2

ℓm + b2
ℓm) (2)

where aℓm and bℓm are the fully normalized (Stacey, 1992) coefficients of the spherical har-
monic expansion at degree ℓ and order m.

The rms amplitude is then given by:

σrms =

√√√√
ℓmax∑

ℓ=1
σ2

ℓ (3)

Next, we calculate the correlation between reference and perturbed fields for every harmonic
degree as:

rℓ =
∑ℓ

m=0(aℓmcℓm + bℓmdℓm)√∑ℓ
m=0(a2

ℓm + b2
ℓm)

√∑ℓ
m=0(c2

ℓm + d2
ℓm)

(4)
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where aℓm, bℓm are the coefficients of the spherical harmonic expansion for the reference field
and cℓm, dℓm are the expansions for the perturbed field.

The total correlation up to ℓmax = 40, ρ, is given by:

ρ =
∑ℓmax

ℓ=1
∑ℓ

m=0(aℓmcℓm + bℓmdℓm)
σ

{aℓm,bℓm}
rms σ

{cℓm,dℓm}
rms

(5)

where σ
{aℓm,bℓm}
rms and σ

{cℓm,dℓm}
rms are the rms amplitudes for reference and perturbed models

respectively.

By comparing eqn. 1 with the law of cosines, a geometrical relationship between the four
quantities (E, σr, σp and ρ) is formed and thus we obtain the Taylor Diagram, which in our
case is plotted by adapting code from Copin (2012).
3.2 Power Ratio
Following Surcel et al. (2015), we compute a ratio of variances to study the scales at which
our dynamic topography maps begin to decorrelate. Given Di, Dj , (i, j = 1, ..., N) dynamic
topography maps and assuming their variance is defined, the following holds:

V ar

( N∑

i=1
Di

)
=

N∑

i=1
V ar

(
Di

)
+

∑

i ̸=j

Cov
(
Di, Dj

)
(6)

where V ar(Di) is the variance for the ith dynamic topography field and Cov(Di, Dj) are the
pairwise covariances.

We perform a spherical harmonic expansion of the dynamic topography maps and for each
harmonic degree, we compute a variance V arλ at the lengthscale corresponding to that har-
monic degree.

The power ratio for each lengthscale λ is then defined as:

R(λ) =
∑N

i=1 V ar
(
Di

)
λ

V ar

( ∑N
i=1 Di

)

λ

(7)

If the fields are fully decorrelated, it follows that their pairwise covariance Cov(Di, Dj) = 0
for all i ̸= j. We therefore have that

R(λ) = 1 (8)

And for perfectly correlated ensembles, we have:

R(λ) = 1/N (9)

For negatively correlated ensembles, the power ratio exceeds 1 and for anti-correlated ensem-
bles, the power ratio is undefined.

4.3 METHODS 81



3.3 Two-Time Correlation Function (TTCF)
Apart from comparing model performance instantaneously, it is also possible to compare over
time. The two-time correlation function (TTCF) allows the construction of a time correlation
matrix between the reference and perturbed dynamic topography fields. Here, we compute
global as well as regional TTCFs.

3.3.1 Global TTCF
We first obtain spherical harmonic expansions of all dynamic topography fields at each time
using SHTOOLS (Wieczorek and Meschede, 2018). We then compute the correlations between
reference and perturbed twins at any two times, t1 and t2:

R(t1, t2) =
∑ℓmax

ℓ=1
∑ℓ

m=0(at1
ℓmct2

ℓm + bt1
ℓmdt2

ℓm)

σ
{a

t1
ℓm

,b
t1
ℓm

}
rms σ

{c
t2
ℓm

,d
t2
ℓm

}
rms

(10)

where

l, m, lmax = 40 are the harmonic degree, harmonic order and maximum harmonic degree,

at1
ℓm, bt1

ℓm are the fully normalized (Stacey, 1992) coefficients of the spherical harmonic expan-
sion of the reference dynamic topography field at time, t1

ct2
ℓm, dt2

ℓm are the fully normalized coefficients of the spherical harmonic expansion of the
perturbed dynamic topography field at time, t2

σ
{a

t1
ℓm

,b
t1
ℓm

}
rms is the rms amplitude of the reference field at time, t1

σ
{c

t2
ℓm

,d
t2
ℓm

}
rms is the rms amplitude of the perturbed field at time, t2

3.3.2 Regional TTCF
In order to focus the analysis on southern Africa, we compute regional TTCFs with the aid
of the discrete cosine transform (DCT) (Ahmed et al. 1974; Denis et al. 2002) which is an
alternative to spherical harmonics when one performs an analysis not on the entire globe
but on a regional scale or on so-called limited-area domains. In principle, a Fast Fourier
Transform (FFT) could be used in place of the DCT. However, the superiority of the DCT
over FFT is that it eliminates problems associated with discontinuities at the boundaries of
our limited-area domain. For a 2-D field f(i, j) with Ni by Nj grid points, the DCT is defined
(Denis et al., 2002) as:

F (m, n) = β(m)β(n)Σi=Ni−1
i=0 Σj=Nj−1

j=0 f(i, j)

×cos

[
πm

(i + 1/2)
Ni

]
cos

[
πn

(j + 1/2)
Nj

] (11)

where

β(m) =





√
1

Ni
, m = 0√

2
Ni

, m = 1, 2, ..., Ni − 1
(12)
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β(n) =





√
1

Nj
, n = 0√

2
Nj

, n = 1, 2, ..., Nj − 1
(13)

and F (m, n) is the spectral coefficient corresponding to the (m, n) adimensional wavenum-
bers. Note that F (m, n) is also an array of Ni by Nj real spectral coefficients.

The total rms apmplitude is obtained as:

σrms =
√

ΣNi−1
n=0 ΣNj−1

m=0
F (m, n)2

NiNj

(m, n) ̸= (0, 0)
(14)

Finally, the correlation between a reference and perturbed twin at any two times, t1 and t2
is given as:

R(t1, t2) =
ΣNi−1

n=0 ΣNj−1
m=0 F t1

ref (m, n) × F t2
pert(m, n)

σref t1
rms × σpertt2

rms × Ni × Nj

(m, n) ̸= (0, 0)
(15)

where σref
rms and σpert

rms are the rms amplitudes of the reference and perturbed twins respectively.

Observe that in the computation of σrms as well as R, we do not consider F (0, 0) as this
component is related to the domain average.

To serve as a basis of comparison for other TTCF computations, we first compute the TTCF
of the reference field with itself. For the global TTCF, this implies that at

ℓm = ct
ℓm and

bt
ℓm = dt

ℓm for any one time, t. For the regional TTCF, this means that F t
ref = F t

fcst = F for
any one time t. For two identical fields at time t1 = t2 = t, the TTCF achieves a maximum
value of 1 along its diagonal and this value decreases away from the diagonal implying lower
correlations with increasing time lag.

3.4 Object Detection Algorithm
We present the object detection algorithm with which we isolate the southern Africa uplift.
This approach can equally be applied to other fields (e.g. hiatus maps, precipitation, radar
reflectivity) that can be represented on a latitude-longitude grid. Using the convolution-
thresholding approach (Davis et al., 2006a,b, 2009), we isolate this uplift on each dynamic
topography field at 00 Ma (present-day) and extract its statistics via image-processing tools
from the Python package, scikit-image (van der Walt et al., 2014). To this end, we separate
the field into its uplift and subsidence parts and extract the southern Africa uplift as follows:
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Figure 2: Object identification workflow shown in 3-D but only for model mu1-SL at 00 Ma (see Fig. 1 for
details). The field is first convolved (Fig. 2b) with a disk to smooth out small-scale variations. A threshold
(Fig. 2c) is then set such that regions with dynamic topography below the threshold are set to zero while
those above the threshold are preserved (see filtered field in Fig. 2d). Note how the convolution-thresholding
procedure filters out weak uplift and subsidence areas while preserving significant dynamic topography. See
Section 3.4 for details.
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we first apply a convolution filter to smooth the field and remove small-scale variations (see
Fig. 2b). The smoothing is performed by convolving the field with a disk. This convolution
replaces the data value at every gridpoint with the average of the data values at all other
gridpoints contained within a disk centered at that gridpoint. The choice of disk radius im-
pacts the size of identified objects. A smaller radius leads to the identification of smaller
objects and vice-versa. In our case we employed a radius of 25 gridpoints for data on a 1°
grid resolution. Next, we threshold the smoothed field at every gridpoint to allow for the
detection of object boundaries and to remove weak uplift/subsidence regions (see Fig. 2c).
For this we applied a threshold of 800 m. The thresholded field results in a mask of 1s and
0s (with 1s at grid points beyond the threshold and 0s otherwise). This mask is then placed
on the original field and results in an isolated patch representing the uplift (see Fig. 2d). It
is this uplift patch that is referred to as an object. Since we place the mask on the original
field and not on the smoothed field, we retain the original topography values for later analyses.

3.5 Procrustes Shape Analysis with Time Penalty
The perturbed dynamic topography differs from the reference dynamic topography not only
in space but in time. In order to account for this, we introduce a score that compares the
models in terms of spatial accuracy as well as time. As a first step, we apply a Procrustes
shape analysis to compare the southern Africa uplift objects based on their geometry, location
and average topography. In this regard, we attempt to fit, as close as possible, the geometry
of the boundary of the perturbed southern Africa object to that of its match in the reference.
The object boundaries are extracted using a marching squares algorithm (Maple, 2003). To
this end, both reference and perturbed fields are transformed to gray-scale images (where
the gridpoint values of every object are 1 and those of empty areas are 0) and the algorithm
searches for constant-valued contours at the interface between the 1s and 0s. Given matrices
O and P which represent the latitude-longitude coordinates of the object boundaries of any
matched pair of reference and perturbed objects respectively, the Procrustes method finds
an orthogonal transformation matrix Ω that closely maps P to O by minimizing a Frobenius
norm as follows:

arg min
Ω

(||O − ΩP ||F ) = arg min
Ω

(||O − ΩP ||2F ) (16)

= arg min
Ω

(tr((O − ΩP )T (O − ΩP ))) (17)

= arg min
Ω

(tr(OT O + P T ΩT ΩP − 2OT ΩP )) (18)

= arg min
Ω

(tr(OT O) + tr(P T P ) − 2tr(OT ΩP )) (19)

= arg max
Ω

(tr(OT ΩP )) (20)

= arg max
Ω

(tr(POT Ω)) (21)

= arg max
Ω

(tr((UΣV T )Ω)) (22)

= arg max
Ω

(tr(Σ(V T ΩU))) (23)

= V UT (24)
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Table 1: Boundary values of the skill score. Best possible score is 0 and this occurs in the
event of perfect match with perfect timing. Worst possible score is 4 which occurs in the
event of imperfect match and imperfect timing.

Perfect Timing Imperfect Timing
Perfect Match 0 + 0 = 0 0 + 2 = 2
Imperfect Match 2 + 0 = 2 2 + 2 = 4

subject to ΩT Ω = I, where I is the identity matrix, U and V are the left and right singular
vectors respectively and Σ is the singular value matrix after a singular value decomposition
of POT .

Apart from the transformed matrix ΩP, the procedure also outputs the sum of squared errors
(SSE) between matrices O and ΩP normalized between 0 (best score) and 1 (worst score). We
compute the difference in average topography between the reference and perturbed object and
normalize this value between 0 (best score) and 1 (worst score). This normalized difference
is denoted as θ and is computed as:

θ = |Dpert − Dref |
Dpert + Dref

∈ [0, 1] (25)

where Dpert and Dref are the average dynamic topography values for the southern African
uplift in the perturbed and reference twin respectively.

The preliminary score is then given by:

Sprel = SSE + θ (26)

such that for a perfect match, Sprel = 0 and for an imperfect match, Sprel = 2.

Next we define the time penalty as the normalized difference between the times at which the
southern Africa uplift first appears in reference and perturbed twins and scale by a factor of
2 to ensure that this penalty is comparable to the preliminary score:

T = 2|tref − tpert|
tref − 0 ∈ [0, 2] (27)

where tpert and tref are the times at which the southern Africa uplift first appears in perturbed
and reference twins respectively. Observe that the denominator of eqn. 27 is the maximum
possible time difference between the onset of the uplift in reference and perturbed twins.

The final score combines Sprel with T as follows:

Stotal = Sprel + T (28)

so that the lowest (best) score is 2 and the highest (worst) score is 4.

We can also calculate the area (in km2) enclosed by the uplift as follows. Consider that an
object or region on the Earth surface is enclosed by the boundary made up of λ0, λ1, ...., λN
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longitude points and ϕ0, ϕ1, ...., ϕN corresponding latitude points, the area of the irregular
polygon bounded by these coordinates is given by Chamberlain and Duquette (2007) as:

Area = −R2

2 ΣN−1
i=0 (λi+1 − λi−1).sinϕi (29)
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Figure 3: Global dynamic topography maps for model mu1-SL (see Section 2.1 for details) displayed on
a Robinson projection from 50 million years ago (50 Ma) to present-day (00 Ma). Blue/red represent sub-
sidence/uplift. The essence of displaying this figure is to emphasize that the results of the Taylor diagram,
power ratio and global two-time correlation function (see Section 3 for details on the three methods) were
obtained from a global analysis of the dynamic topograhy maps.
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4 RESULTS
As mentioned in Section 3, we show the Taylor diagram, power ratio and global TTCF for
the entire dynamic topography field as shown in Fig. 3. We also show a regional TTCF for a
limited-area domain covering only southern Africa as seen in Fig. 6. The difference between
Figs. 1 and 3 is that the former shows the entire globe at once while the latter shows only a
hemisphere centered on Africa.

4.1 Taylor Diagram
Fig. 4 shows the Taylor diagrams for all models at various times, with model mu1-SL as the
reference. At 50 Ma, mu1-SS has a correlation with the reference of 0.31 and an rms error of
820 m. Model mu2-SL has a correlation of 0.6 with the reference and an rms error of 590 m
while mu2-SS has a correlation of 0.31 with the reference and an rms error around 700 m. At
40 Ma, mu1-SS has a correlation of 0.38 with the reference and an rms error of 620 m while
mu2-SL has a correlation of 0.58 and an rms error of 490 m. Model mu2-SS has a correlation
of 0.38 and an rms error of 590 m. At 30 Ma, mu1-SS has a correlation of 0.4 and an rms error
of 500 m and mu2-SL has a correlation of 0.55 and an rms error of 460 m. Model mu2-SS
has a correlation of 0.5 and an rms error of 465 m. At 20 Ma, mu1-SS has a correlation of
0.5 and an rms error of 465 m while mu2-SL has a correlation of 0.57 and an rms error of
445 m. Model mu2-SS has a correlation of 0.6 and an rms error of 420m. By 10 Ma, mu1-SS
has a correlation of 0.65 and an rms error of 510m while mu2-SL has a correlation of 0.6 and
an rms error of 520m. Model mu2-SS has a correlation of 0.68 and an rms error of 455m.
At 00 Ma, mu1-SS has a correlation of 0.75 and an rms error of 450 m while mu2-SL has a
correlation of 0.62 and an rms error of 450 m. Model mu2-SS has a correlation of 0.7 and an
rms error of 445 m.

4.2 Power Ratio
Fig. 5 shows the power ratio, that is the ensemble correlation, for all time periods. At 50
Ma (red line in Figs. 5g,h,i), the models show very low correlation at spherical harmonic de-
gree 4 where the power ratio is around 0.8. This poor correlation is maintained until degree
27 when the power ratio gets very close to the 0.25 line. However, again at degree 40, the
models become anti-correlated as evidenced by the power ratio exceeding a value of 1. A
similar trend can be seen at 40 Ma (blue line in Figs. 5g,h,i), although the models correlate
better than at 50 Ma. By separating the power ratio to its uplift and subsidence components,
we see that at both 40 Ma and 50 Ma, the decreasing correlation is generally due to areas
of subsidence. Overall in this time period, the subsidence areas show a higher power ratio
(poorer correlation) than the uplift areas. At 20 Ma and 30 Ma (Figs. 5d,e,f), the models
correlate strongly across all spherical harmonic degrees and the power ratio hovers around
0.5. However at degree 37, there is a sharp increase in the subsidence power ratio at 30 Ma
(red line in Fig. 5f) implying that the subsidence areas of dynamic topography across all
models become anti-correlated at this degree. At 0 Ma and 10 Ma (Figs. 5a,b,c), the models
have a power ratio hovering around 0.5 except at degree 31, where the 0 Ma power ratio
exceeds 0.6. This increased power ratio is a result of the poor correlations in the uplift areas
of dynamic topography across the models at that spherical harmonic degree, as can be seen
from Fig. 5b). Overall, across all times and degrees, the models are highly correlated and
in cases where uplift regions are less correlated, this effect is counterbalanced by stronger
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Figure 4: Taylor Diagram showing rms errors and Pearson correlations between model mu1-SL and models
mu1-SS, mu2-SL and mu2-SS (see Section 2.1 for details) from present-day (00 Ma) to 50 million years ago
(50 Ma). It also shows the normalized (with respect to the largest standard deviation of that case) standard
deviations for each field at a particular time. Model mu1-SL (reference twin) is shown as the black star. The
rms errors (in metres, m) are represented by contours. Correlation lines are drawn in increments of 0.1 except
after 0.9 where the last 3 values are 0.95. 0.99 and 1.0. Note that the correlations/rms errors increase/decrease
the closer one gets to present-day.
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Figure 5: Power Ratio for the model ensemble comprising mu1-SL, mu1-SS, mu2-Sl and mu2-SS shown for
total fields (1st column of figure), uplift regions (second column of figure) and subsidence regions (third column
of figure) across different times from present day (00 Ma) to 50 million years ago (50 Ma). The vertical axis
shows the power ratio, which is a ratio of variances that points to the lengthscales (or spherical harmonic
degrees) at which an ensemble of dynamic topography maps begin to decorrelate. The horizontal green lines
at 0.25/1 denote perfect/zero correlation. The horizontal axis shows the spherical harmonic degree. Note
that the power ratio is highest (i.e. least correlation) at 40 Ma and 50 Ma and progressively decreases until
present-day.
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correlations in subsidence areas and vice-versa.

Figure 6: Limited-area domain map of model mu1-SL (see Section 2.1 for details) at present-day (00 Ma)
showing the analysis region used in the calculation of the regional two-time correlation function (TTCF) (see
Section 3.3.2). In this case, the entire globe is ignored and the TTCF computes two-time correlations only for
the area covered by the southern African uplift.

4.3 Global and Regional TTCF
Fig. 7 shows the TTCF across models globally (Fig. 7i) and specifically for the southern
African uplift (Fig. 7ii). As seen from Fig. 7a, the TTCF of the reference model with itself
shows a symmetrical pattern with the highest correlation occurring along the diagonal and
gradually decreasing outwards. Here, the correlation length, which is a measure of the time
duration for which the model is perfectly correlated with itself, is around 10 million years
(Myrs). We superpose the contour lines of the reference model (mu1-SL) onto the other
TTCF plots to aid comparison. Looking globally, we observe from Fig. 7i(b,c,d), that the
best correlation between the reference and the other models occurs at 0Ma. Model mu1-SS
(Fig. 7i(b)) shows the poorest correlation with the reference as evidenced by the fact that
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Figure 7: Two-time correlation functions (TTCF) for global (see Fig. 1 for all models at all times) and
limited-area domain (see Fig. 6 for an example of model mu1-SL at present-day (00 Ma)). The TTCF is a
time correlation matrix that shows the correlation between any two time slices of a dynamic topography map.
Dotted black lines show the correlation contours for model mu1-SL (first column) superposed on all other plots
to aid comparison. Contours decrease in increments of 0.2 away from the axis of symmetry. i) Global TTCF
across models mu1-SL, mu1-SS, mu2-SL and mu2-SS. ii) Regional TTCF for the same models.
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the zero correlation contour is closer to the diagonal than in the other figures. Model mu2-SL
(Fig. 7i(c)) shows the best TTCF and in this case, the contour lines of the true state have
the best fit compared to the other models. Model mu2-SS (Fig. 7i(d)) also performs better
than model mu1-SS but the contour lines of the reference model do not fit it as well as model
mu2-SL. Focusing on the regional TTCF of Fig. 7ii, we see that model mu1-SS has the best
correlations at present-day (lower left corner in Fig. 7ii(b)) and at 50 Ma (upper right corner
of Fig. 7ii(b)). Amongst all perturbed models (Fig. 7ii(b,c,d)), this model has the best
correlations along the diagonal. Model mu2-SL (Fig. 7ii(c)) is poorly correlated with the
reference except at 50 Ma, where there is a slight positive correlation. Finally, model mu2-SS
(Fig. 7ii(d)) shows slight positive correlation between 0 Ma and 10 Ma and this is due to
the fact that this model only begins to produce the southern Africa uplift in this time window.

4.4 Procrustes Analysis

Figure 8: Illustration of the Procrustes shape fitting of the boundaries of the southern African uplift where
in models mu1-SS and mu2-SS are fit to model mu1-SL (see Section 2.1 for details). Panels a)/c) show the
boundaries of models mu1-SS/mu2-SS before Procrustes fitting. Panels b)/d) show the boundaries of models
mu1-SS/mu2-SS after Procrustes fitting. Observe how the boundaries of mu1-SS and mu2-SS are displaced
from that of mu1-SL before Procrustes fitting. After fitting, however, object boundaries align. Note the
absence of model mu2-SL. As noted in Section 2.1, this model is unable to produce the southern African uplift.
As such, no boundary comparison can be made.

Fig. 8 shows the boundaries of the southern Africa uplift region for models mu1-SL, mu1-SS
and mu2-SS before and after the application of the Procrustes algorithm. Since the southern
Africa uplift is absent in model mu2-SL, we do not apply the object detection algorithm to this
model. As before, model mu1-SL is the reference model. We see that in model mu1-SL, the
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Figure 9: Total Procrustes score for the southern African uplift with and without the time penalty, shown for
models mu1-SS, mu2-SL and mu2-SS. The time penalty is introduced to penalise models that have a different
appearance time for the southern African uplift compared to model mu1-SL. Open/filled circles represent
scores without/with time penalty. Higher/lower scores represent worse/better performance in comparison to
model mu1-SL. Note that model mu2-SL has the worst scores with/without time penalty because this model
is entirely unable to produce the southern African uplift.
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southern Africa uplift is centered at 22°N,32°E. Before the Procrustes analysis, model mu1-SS
(Fig. 8a) is centered at 21°N,39°E while model mu2-SS has its centroid at 17°N,33°E (Fig.
8c). After applying the Procrustes procedure (see Section 3.5), again with model mu1-SL as
the reference, we observe that models mu1-SS and mu2-SS are shifted, scaled and rotated
until they best align with model mu1-SL at which point their centroids coincide with that of
mu1-SL as seen in Figs. 8b and d respectively. Fig. 9, shows the results of scoring models
mu1-SS, mu2-SL and mu2-SS with respect to mu1-SL (reference). The figure shows the final
scores with and without application of the time penalty. Model mu1-SS has the best score
of 0.17 without the time penalty. With time penalty, the score remains unchanged. This
is because this model produces the southern Africa uplift at the same time as the reference
mu1-SL model. Without time penalty, model mu2-SL has a score of 2 due to the absence of
the southern Africa uplift in this model. With time penalty, the final score for this model is
4. For model mu2-SS, the score without time penalty is 0.39 but with time penalty, the final
score is 2.

5 DISCUSSION
Our constantly improving understanding of the amplitude, scale and temporal evolution of
Earth’s dynamic topography (Braun 2010; Hoggard et al. 2016; Bunge and Glasmacher 2018;
Davies et al. 2019; Valentine and Davies 2020; Hoggard et al. 2017; Holdt et al. 2022; Friedrich
et al. 2018; Vibe et al. 2018; Carena et al. 2019; Hayek et al. 2020, 2021) necessitate a compar-
ison of mantle flow trajectories against dynamic topography histories. To this end, two key
approaches can be employed. The first approach involves the usage of global gridpoint met-
rics such as rms errors and spatial/spectral/time correlations. However, the double penalty
problem as well as the abstract nature of such metrics imply that much model information
is lost during their computation and interpretation. By combining any two of these grid-
point metrics, more sophisticated model information can be obtained. The Taylor diagram
(Taylor, 2001), power ratio (Surcel et al., 2015) and TTCF represent combinations of much
simpler metrics. For instance, by displaying rms errors, correlations and standard deviations
simultaneously, the Taylor diagram provides phase, scale and amplitude information at once.
The power ratio is also a measure of model correlation. Its advantage over Pearson corre-
lation (Freedman et al., 2007) or spectral correlation is that unlike the latter where only a
pair of models can be correlated at once, the power ratio allows for the correlation of an
ensemble of models and provides information about the lengthscales over which the ensemble
(de-)correlates. The TTCF is a measure of temporal correlation. However, unlike typical ap-
proaches that correlate models at any two times, the TTCF computes a correlation of models
between all times and displays the result in a single plot. It is clear that metrics such as
these represent a significant step in the search for robust and succinct methods of assessing
model accuracy. Despite the advantages of these metrics, they still do not overcome the dou-
ble penalty problem and thus penalize reasonably good models based on location differences.
This is crucial because the dynamic topography of Earth is better known at some locations
than at others. For example, the disappearance of the Western Interior Seaway at the end
of the Cretaceous (145-66 Ma) has been well mapped and linked to surface depressions in-
duced by mantle downwellings in this region (Burgess et al., 1997). However, other areas,
particularly in the oceans, remain poorly known. The gridpoint metrics we have applied
in this paper cannot distinguish between well-known and poorly known areas on a dynamic
topography map. Such metrics simply score models based on comparisons at every gridpoint
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so that for poorly known areas of dynamic topography, a model continuously accumulates
penalties. Additionally, the results of these global gridpoint metrics are influenced, in prin-
ciple, by information across the entire globe. An example can be seen in the results of the
Taylor diagram (Fig. 4). Here, model mu2-SL, which does not produce the southern African
uplift, shows a similar correlation value with the other models (mu1-SS and mu2-SS) and
this model even has the highest correlations to the reference case at 40 Ma (Fig. 4e) and
50 Ma (Fig. 4f). This is an initially surprising result. However, the ambiguity is resolved
when one realises that the Taylor diagram is computed globally. As such, gridpoints far away
from southern Africa contribute positively to the correlation score for this model. In essence,
the results of these global gridpoint metrics are at best not easily interpretable and at worst,
inaccurate. A way to overcome this problem is to compute these gridpoint metrics for re-
gions of the Earth where reliable dynamic topography information exists. As an example,
one could ignore the oceans, where dynamic topography information is sparse and perform a
sub-continental/continental analysis as we showed with the regional TTCF (Fig. 7ii). The
power ratio can also be computed on a continental or sub-continental scale via the application
of Fourier transforms (Errico, 1985) or discrete cosine transforms (Ahmed et al. 1974; Denis
et al. 2002) on limited-area domains. However, for ensembles comprising only a small number
of models, the power ratio becomes noisy, especially on limited-area domains (Surcel et al.,
2015). Overall, despite the persistence of the butterfly effect, such local/regional scale usage
of these gridpoint metrics still provide better model assessment than their usage on a global
scale.

Meteorologists have long understood the challenges involved with gridpoint metrics and this
has led to the introduction of object-based verification methods (Wernli and Schwierz 2006;
Smith and Mullen 1993; Case et al. 2004; Fowle and Roebber 2003; Done et al. 2004; Davis
et al. 2006a,b, 2009; Ebert and McBride 2000). These methods are able to overcome the
double penalty problem whilst also allowing for regional/sub-continental analysis. In this
paper, we built upon their innovative work and adapted the object-based methods to dy-
namic topography. Using southern Africa as a case study, we demonstrated the ability of
the object-based method to identify small regions on global maps, extract their properties
and assess the similarities between a reference and perturbed twin. With the object-based
method, one can compare regions based on the area they occupy (Chamberlain and Duquette,
2007), the total topography contained within them, their orientation and their average center
of mass. We also went one step further and introduced a time component to our object-based
method. As mentioned earlier (see Section 2), the timing of uplift and subsidence across
various locations on Earth is strongly debated and southern Africa is an example (Gallagher
and Brown 1999; Tinker et al. 2008). The usage of a time component in these metrics allows
for the ranking of models based on our best estimate of the actual timing of an uplift or subsi-
dence. However, as noted here, the knowledge on timing of dynamic topography is non-trivial.

A current limitation of our study lies in our choice of time penalty. We chose the time
penalty as the time difference between the appearances of the uplift in the reference and
perturbed twins respectively. While this is an analytical convenience, it is a harsh penalty
as it does not take into account the existing geological knowledge of dynamic topography
timing. Geologists typically consider time intervals and series rather than absolute times. A
more geophysically meaningful penalty would classify the appearance of dynamic topography
into time series so that if the timing of model-predicted dynamic topography falls within a
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series that also contains the observed dynamic topography, such a model is not penalized.
Inferences on the temporal evolution of dynamic topography are currently being gathered
via studies of river profiles (Roberts and White, 2010), sediment compaction (Japsen, 2018)
and provenance (Meinhold 2010; Şengör 2001), landform analysis (Guillocheau et al., 2018)
based on planation surfaces (King, 1955), estimates of palaeoaltimetry (Kohn and Dettman,
2018), constraints from thermochronological data (Ehlers and Farley, 2003) or quantifications
of sediment budgets at the scale of continental margins (Guillocheau et al. 2012; Said et al.
2015a,b). The availability of robust timing information for dynamic topography represents a
key input in the usage of objct-based metrics.

6 CONCLUSION
Geodynamicists are now able to construct robust trajectories of mantle flow and a logical next
step is the assessment of the constructed trajectories. By focusing on the surface manifesta-
tions of mantle flow, such as dynamic topography, it is possible to compare model-predicted
geology with the real Earth observation. In doing so, spatial verification methods can play an
important role. In this paper, using twin experiments, we explored two categories of spatial
verification namely, gridpoint metrics and object-based metrics. We showed that the former
provide first-order information about model performance globally. However, outside of purely
synthetic experiments, our knowledge of dynamic topography is not perfect globally and some
regions are better understood than others. Thus, such metrics are prone to providing inaccu-
rate model insight. The object-based metrics, by their ability to focus on regions of interest,
are able to circumvent this obstacle. We showed in this paper, that such methods can be com-
bined with information on timing to create performance scores that rank models with respect
to their similarity to a chosen reference. Meteorologists have long understood the impor-
tance of regional/limited-domain analysis and so, it is instructive to look into meteorological
verification methods and adapt such tools to the study of dynamic topography.
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Chapter 5

Outlook

It is now clear that by assimilating estimates pertaining to the surface velocity field into a
mantle model, robust, reliable and accurate trajectories of mantle flow can be constructed,
despite the butterfly effect. On the other hand, it has long been thought difficult to observe
mantle convection, because the flow is concealed by the overlying plates. However, two key
surface manifestations of mantle convection are becoming better known. One is the horizon-
tal surface velocity field, which is represented in the form of past plate motion models. The
other is the dynamic topography field, which is a representation of convectively-maintained
radial stresses in the mantle. Over the last years, global past plate motion models have been
constructed for a time period of 100-200 million years. These models have now reached a
high level of sophistication. At the same time, innovative techniques like hiatus mapping
are bringing dynamic topography variations into focus. Through such techniques, the dy-
namic topography field of Earth has now been mapped for a time period of 100 million
years. The fact that the horizontal and vertical surface velocity field of the Earth surface
is now known over this timeframe implies that a threshold has been crossed. It means that
key observational constraints exist for the mantle convection system over a time period of
about one transit time. Translated into meteorology, this timescale corresponds to a few
days of weather evolution, referred to in meteorology as transport times, as mentioned in
the introduction of this thesis. Given these developments in observational geodynamics,
we are fast approaching the plateau that meteorology comfortably sits on. The latter is a
discipline that combines sophisticated models with abundant data. In this regard, geody-
namicists can learn from meteorologists, how best to exploit these observational constraints
in the context of computational models of the Earth. Meteorologists have also developed
innovative methods for comparing model output with observations. Such methods include
spectral comparisons on global and regional scales, gridpoint analysis such as the Taylor
diagram and power ratio and object-based methods. The latter compare specific regions
of model output against their counterparts in the observations. By focusing on local re-
gions, this allows one to assess model performance in a highly succinct manner, without
interference from other scales. In my thesis, I have shown that the horizontal velocity
field, i.e. past plate motion models, must be used as an input to assure robust mantle
flow trajectories. But my thesis suggests that key regions should be identified in the global
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dynamic topography field to test model trajectories of past mantle flow. Potential target
regions could include the late Mesozoic southern African uplift, as shown in this thesis,
the late Cretaceous disappearance of the Western Interior Seaway, early Cenozoic uplift of
western Australia and the Miocene subsidence of southeast Asia. For these regions, the
model assessment methods that I have developed would be particularly useful.
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