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A. Maier, Stefano Vezzoli, Riccardi Sapienza
Saturable Time-Varying Mirro Based on a n Epsilon-Near-Zero Material
Physical Review Applied 18(5), 054067 (2022)

• Thomas Possmayer, Benjamin Tilmann, Lauro J.Q. Maia, Stefan A. Maier, Leonardo
de S. Menezes
Second to fifth harmonic generation in individual β-barium borate nanocrystals
Optics Letters 47(7), 1826 (2022)



Contents

Zusammenfassung xxi

Abstract xxiii

1 Introduction 1

2 Fundamentals 9
2.1 Theory of electrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.1 Maxwell’s equations in nonmagnetic media . . . . . . . . . . . . . . 9
2.1.2 The linear refractive index . . . . . . . . . . . . . . . . . . . . . . . 11

2.2 Optical properties of materials . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Metals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.2 Dielectric materials . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.3 Two-dimensional materials . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.4 Weyl semimetals . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3 Light interaction at the nanoscale . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.1 Mie theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.2 Optical resonances and the anapole excitation . . . . . . . . . . . . 19

2.4 Concepts of nonlinear optics . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.1 High-harmonic generation . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.2 The nonlinear refractive index . . . . . . . . . . . . . . . . . . . . . 25

2.5 Basics of ultrafast optics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.5.1 Transform-limited pulses and chirp . . . . . . . . . . . . . . . . . . 27
2.5.2 Dispersion effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5.3 Multiphoton intrapulse interference phase scan . . . . . . . . . . . 30

2.6 Optical Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.6.1 Finite-difference time-domain simulations . . . . . . . . . . . . . . . 33
2.6.2 The finite-element method . . . . . . . . . . . . . . . . . . . . . . . 35

3 Methodology 39
3.1 Nanofabrication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.1.1 Thin film deposition . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1.2 Electron beam lithography . . . . . . . . . . . . . . . . . . . . . . . 41



xii CONTENTS

3.1.3 Reactive ion etching . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2 Material characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3 Optical characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.3.1 Spectral ellipsometry . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3.2 Nonlinear optical measurements and HHG . . . . . . . . . . . . . . 48

3.4 Pump-probe spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.1 White-light generation and pulse compression . . . . . . . . . . . . 50
3.4.2 Optical delay line and signal detection . . . . . . . . . . . . . . . . 53

4 Amorphous and crystalline gallium ghosphide nanostructures 55
4.1 Nonlinear characterization of GaP thin films . . . . . . . . . . . . . . . . . 57

4.1.1 Structural characterization of GaP thin films . . . . . . . . . . . . . 58
4.1.2 SHG from crystalline GaP . . . . . . . . . . . . . . . . . . . . . . . 58
4.1.3 Extraction of χ(2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.1.4 THG from GaP films and extraction of χ(3) . . . . . . . . . . . . . 64
4.1.5 Tuning of the nonlinear signal . . . . . . . . . . . . . . . . . . . . . 66
4.1.6 High-harmonic generation from GaP thin films . . . . . . . . . . . . 67
4.1.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.1.8 Experimental details and supplementary material . . . . . . . . . . 68

4.2 Amorphous gallium phosphide nanopatches . . . . . . . . . . . . . . . . . . 71
4.2.1 Nanofabrication and structural analysis . . . . . . . . . . . . . . . . 71
4.2.2 Enhanced SHG from a-GaP nanopatches . . . . . . . . . . . . . . . 74
4.2.3 Nondegenerate pump-probe spectroscopy . . . . . . . . . . . . . . . 77
4.2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.2.5 Experimental details and supplementary material . . . . . . . . . . 80

4.3 Crystalline gallium phosphide nanostructures . . . . . . . . . . . . . . . . . 83
4.3.1 Nanodiscs at the anapole excitation . . . . . . . . . . . . . . . . . . 83
4.3.2 All-optical switching with c-GaP nanodiscs . . . . . . . . . . . . . . 85
4.3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.3.4 Experimental details and supplementary material . . . . . . . . . . 89

5 Nanofilms of the Weyl semimetal niobium phosphide 93
5.1 Fabrication of niobium phosphide thin films . . . . . . . . . . . . . . . . . 94
5.2 Third-harmonic generation boosted by topological surface states . . . . . . 95
5.3 Ultrafast optical response influenced by the Weyl cone . . . . . . . . . . . 99
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.5 Experimental details and supplementary material . . . . . . . . . . . . . . 104

6 Ferroelectric semiconductor nanoflakes 107
6.1 Fabrication and structural characterization . . . . . . . . . . . . . . . . . . 108
6.2 Second-harmonic generation of NbOI2 nanoflakes . . . . . . . . . . . . . . 112
6.3 Manipulation of the nonlinear optical response . . . . . . . . . . . . . . . . 119
6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123



Table of Contents xiii

6.5 Experimental details and supplementary material . . . . . . . . . . . . . . 123

7 Summary and Outlook 127
7.1 Outlook: frequency conversion at the nanoscale . . . . . . . . . . . . . . . 129
7.2 Outlook: all-optical switching . . . . . . . . . . . . . . . . . . . . . . . . . 130

A Supplementary Information 133
A.1 Fabrication - parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
A.2 Fabrication of c-GaP nanostructures . . . . . . . . . . . . . . . . . . . . . 133

B Supplementary works 135
B.1 Hybrid nanostructures made of GaP and ITO . . . . . . . . . . . . . . . . 135

B.1.1 From classic to photonic gap antenna . . . . . . . . . . . . . . . . . 136
B.1.2 Comparison and discussion of the photonic gap antenna . . . . . . . 139
B.1.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

B.2 Time-varying experiments with indium tix oxide metasurfaces . . . . . . . 145
B.2.1 Saturable time-varying mirror based on an ENZ material . . . . . . 145
B.2.2 Double-slit time diffraction at optical frequencies . . . . . . . . . . 153

C Publisher Permissions 163

Bibliography 167

Acknowledgements 196



xiv Table of Contents



List of Figures

1.1 A nonlinear mirror . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Applications of nonlinear optics . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Range of optical radiation . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.4 Ultrafast time scales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1 Reflection at an interface between two materials . . . . . . . . . . . . . . . 11

2.2 Differentiation of different material classes . . . . . . . . . . . . . . . . . . 13

2.3 Dielectric function of silicon and gold . . . . . . . . . . . . . . . . . . . . . 14

2.4 Sketch of Mie theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.5 Simulation of scattering according to Mie theory . . . . . . . . . . . . . . . 20

2.6 Simulation of the anapole in a silicon nanodisc . . . . . . . . . . . . . . . . 21

2.7 Sketch of HHG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.8 Sketch of TPA and subsequent 2PPL . . . . . . . . . . . . . . . . . . . . . 26

2.9 Illustration of linear chirp . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.10 Overview over an ultafast pulse train . . . . . . . . . . . . . . . . . . . . . 28

2.11 Spatial and temporal dispersion . . . . . . . . . . . . . . . . . . . . . . . . 29

2.12 Autocorrelation and FROG . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.13 Working principle of MIIPS . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.14 Yee cell in one dimension . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.15 Visualization of the TFSF source . . . . . . . . . . . . . . . . . . . . . . . 35

2.16 Mesh of FDTD and FEM . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.1 Thin film fabrication techniques . . . . . . . . . . . . . . . . . . . . . . . . 41

3.2 Fabrication work flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.3 Sketch of the ICP-RIE process . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.4 X-ray characterization methods . . . . . . . . . . . . . . . . . . . . . . . . 44

3.5 Sketch of ellipsometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.6 The ultrafast laser setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.7 Sketch of pump-probe spectroscopy . . . . . . . . . . . . . . . . . . . . . . 50

3.8 The nondegenerate pump-probe setup . . . . . . . . . . . . . . . . . . . . . 51

3.9 Supercontinuum light spectrum . . . . . . . . . . . . . . . . . . . . . . . . 51

3.10 Realization of MIIPS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53



xvi LIST OF FIGURES

4.1 Transmission measurement of a GaP and silicon wafer . . . . . . . . . . . . 55
4.2 The GaP thin film system . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3 SHG and transmission from GaP . . . . . . . . . . . . . . . . . . . . . . . 60
4.4 Measured polarization dependence of SHG . . . . . . . . . . . . . . . . . . 62
4.5 Extracted second-order susceptibility values for GaP . . . . . . . . . . . . 63
4.6 Transmission of a 400 nm thick a-GaP thin film . . . . . . . . . . . . . . . 64
4.7 Extraction of the third-order nonlinear susceptibility . . . . . . . . . . . . 65
4.8 Simulation of SHG/ THG thickness dependence . . . . . . . . . . . . . . . 66
4.9 Power dependence of SHG and THG from GaP . . . . . . . . . . . . . . . 67
4.10 HHG from GaP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.11 XPS measurement of a-GaP thin films . . . . . . . . . . . . . . . . . . . . 72
4.12 XRD measurements of GaP . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.13 Refractive index and extinction coefficient for different semiconductors . . 73
4.14 SHG from a-GaP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.15 Multipole analysis of resonant nanopatches . . . . . . . . . . . . . . . . . . 75
4.16 Comparison of SHG measurements and simulation . . . . . . . . . . . . . . 76
4.17 SHG of the a-GaP nanords under vertical polarization . . . . . . . . . . . . 77
4.18 Ultrafast response of a-GaP nanorods . . . . . . . . . . . . . . . . . . . . . 78
4.19 Ultrafast response with exchanged pump and probe pulses . . . . . . . . . 79
4.20 Single time traces for exchanged pump and probe pulses . . . . . . . . . . 80
4.21 c-GaP nanodiscs at the anapole . . . . . . . . . . . . . . . . . . . . . . . . 84
4.22 Ultrafast response under excitation at the anapole . . . . . . . . . . . . . . 85
4.23 Simulated electric energy of the nanodiscs . . . . . . . . . . . . . . . . . . 86
4.24 Pump-probe temporal traces . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.25 Experimental and simulated nonlinear responses . . . . . . . . . . . . . . . 87
4.26 Modulation performance at different pump powers . . . . . . . . . . . . . . 88

5.1 Fabrication of NbP thin films . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.2 Optical characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.3 THG from NbP thin films . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.4 Theoretically calculated thickness dependence of the THG signal . . . . . . 97
5.5 Polarization dependence of the THG signal . . . . . . . . . . . . . . . . . . 98
5.6 Extracted THG efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.7 Ultrafast pump-probe reflective spectroscopy of NbP . . . . . . . . . . . . 99
5.8 Ultrafast dynamics in NbP crystal and thin film . . . . . . . . . . . . . . . 100
5.9 Single pump-probe traces at short and long timescales . . . . . . . . . . . . 101
5.10 Power dependence of the change in reflectivity . . . . . . . . . . . . . . . . 101
5.11 Simulation of the refractive index change . . . . . . . . . . . . . . . . . . . 102
5.12 Ultrafast dynamics in NbP crystal and thin film . . . . . . . . . . . . . . . 103

6.1 Atomic structure of ferroelectric layered NbOI2 . . . . . . . . . . . . . . . 108
6.2 DFT calculations for bulk and monolayer NbOI2 . . . . . . . . . . . . . . . 109
6.3 ARPES measurements and GW calculated band structure . . . . . . . . . 110



LIST OF FIGURES xvii

6.4 Linear optical characterization of NbOI2 . . . . . . . . . . . . . . . . . . . 111
6.5 NbOI2 under varying polarization angle . . . . . . . . . . . . . . . . . . . . 112
6.6 Characterization of ShG in NbOI2 . . . . . . . . . . . . . . . . . . . . . . 113
6.7 Nonlinear optical processes in NbOI2 . . . . . . . . . . . . . . . . . . . . . 114
6.8 Intensity dependence of SHG on the fundamental wavelength . . . . . . . . 115
6.9 Calculated single particle SHG susceptibility for NbOI2 . . . . . . . . . . . 115
6.10 Nonlinear optical response of NbOI2 as a function of thickness . . . . . . . 116
6.11 Ferroelectric domain walls in NbOI2 . . . . . . . . . . . . . . . . . . . . . . 117
6.12 Polarization dependence of SHG from NbOI2 . . . . . . . . . . . . . . . . . 118
6.13 Characterization of ShG in NbOI2 . . . . . . . . . . . . . . . . . . . . . . 118
6.14 Polarization-resolved SHG in NbOI2 . . . . . . . . . . . . . . . . . . . . . . 119
6.15 Effects of strain on SHG in NbOI2 . . . . . . . . . . . . . . . . . . . . . . . 120
6.16 Characterization of wrinkled NbOI2 flake . . . . . . . . . . . . . . . . . . . 120
6.17 Effects of temperature and electric field on SHG in NbOI2 . . . . . . . . . 121
6.18 Electric field dependent SHG of NbOI2 nanosheet . . . . . . . . . . . . . . 122

A.1 Scheme of the fabrication for c-GaP nanostructures . . . . . . . . . . . . . 134

B.1 Nanogap antennas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
B.2 Characterisation of the nanodisk’s nonlinear signals . . . . . . . . . . . . . 140
B.3 Mechanisms reducing harmonic generation from the ITO layer . . . . . . . 142
B.4 Ellipsometry of the nanogap film . . . . . . . . . . . . . . . . . . . . . . . 143
B.5 Concept of a purely time-varying mirror . . . . . . . . . . . . . . . . . . . 147
B.6 Sketch of a pump-probe experiment . . . . . . . . . . . . . . . . . . . . . . 148
B.7 Experimental evolution of the probe reflection . . . . . . . . . . . . . . . . 149
B.8 Measured evolution with pump/probe delay of the FWM signal . . . . . . 151
B.9 Concept and realization of the double-slit diffraction experiment in time . . 154
B.10 Observation of a spectral diffraction pattern from temporal double-slits . . 156
B.11 Characterization of the temporal double slit with a short probe pulse . . . 158
B.12 Modelled reflection coefficient . . . . . . . . . . . . . . . . . . . . . . . . . 159
B.13 Comparison of the models against experimental data . . . . . . . . . . . . 161



xviii LIST OF FIGURES



List of Tables

3.1 Parameters of the laser system . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.1 Second-order nonlinear susceptibilities . . . . . . . . . . . . . . . . . . . . 64
4.2 Third-order nonlinear optical susceptibilities . . . . . . . . . . . . . . . . . 66
4.3 All-optical switching of various nanomaterials . . . . . . . . . . . . . . . . 90

6.1 Transitions of the SHG susceptibility . . . . . . . . . . . . . . . . . . . . . 116
6.2 SHG efficiencies for different materials . . . . . . . . . . . . . . . . . . . . 124
6.3 Crystal data and structure refinement for NbOI2 at 298 K and 100 K . . . . 125

A.1 Parameters for sputter deposition . . . . . . . . . . . . . . . . . . . . . . . 133
A.2 Parameters for PECVD . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
A.3 Parameters for ICP-RIE . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133



xx LIST OF TABLES



Zusammenfassung

Die nichtlineare Optik im Nanometerbereich ist ein wichtiger Teil der Nanophotonik mit
potenziellen Anwendungen in der Quantenoptik und zur Kommunikation und dem Schalten
in optischen Schaltkreisen. Allerdings sind die Anforderungen hier anders als in etablierten
nichtlinearen optischen Systemen. Anstelle des Kriteriums der Phasenanpassung, müssen
geeignete nichtlineare Nanomaterialien einen großen Brechungsindex zusammen mit ho-
hen nichtlinearen Koeffizienten und idealerweise geringen optischen Verlusten aufweisen.
Diese Arbeit bietet eine umfassende Studie über drei verschiedene Materialien in Bezug
auf ihre linearen und nichtlinearen optischen Eigenschaften und insbesondere ihre Eignung
für nichtlineare nanophotonische Anwendungen.
Beginnend mit Galliumphosphid (GaP), einem indirekten Halbleiter mit Bandlücke, wer-
den amorphe und kristalline Dünnschichten untersucht, wobei gezeigt wird, dass sie die
ausgezeichneten optischen Eigenschaften des Kristalls besitzen, mit einem großen Trans-
parenzbereich und hohen nichtlinearen Koeffizienten. Darüber hinaus ermöglicht die Nanos-
trukturierung und Anregung spezifischer optischer Resonanzen eine Verstärkung der nicht-
linearen Prozesse um mehrere Größenordnungen, insbesondere für die nichtlineare Frequen-
zumwandlung und das ultraschnelle optische Schalten.
Das zweite Material ist Niobphosphid (NbP), ein Mitglied der Familie der Weyl-Halbmetalle
einer Gruppe von Kristallen, die topologische Oberflächenzustände und eine elektronische
Struktur aufweisen, die mit der von Graphen vergleichbar ist. Hier wird gezeigt, dass ein
Nanofilm des Materials eine hohe Effizient bei der nichtlinearen Frequenzumwandlung und
eine ultraschnelle optische Antwort aufweist, in beiden Fällen stärker als beim Kristall.
Darüber hinaus ermöglicht die Analyse des nichtlinearen Signals die Identifikation der
Ursache für die verbesserten Eigenschaften in der einzigartigen elektronischen und topolo-
gischne Struktur des Materials.
Schließlich werden exfolierte Nanoflocken des Halbleiters Nioboxid-Diiodid (NbOI2) hin-
sichtlich ihrer anisotropen Struktur und Ferroelektrizität analysiert. Es wird gezeigt, dass
die intrinsische Polarisation zu effizienten nichtlinearen Prozessen führt, wobei die Effizienz
der Effekte durch das Absenken der Temperatur, das Anlegen eines elektrischen Feldes oder
mechanischer Spannung weiter gesteigert werden kann. Mit letzterem wird ein Rekordwert
in der Umwandlungs-Effizienz von mehr 10−2 % bei nur zwanzig Nanometern des Materials
erreicht.
Die in dieser Arbeit präsentierten Ergebnisse zeigen, dass etablierte Materialien wie GaP
sowie kürzlich realisierte Materialien wie NbP und NbOI2 ausgezeichnete lineare und nicht-
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lineare optische Eigenschaften im Nanobereich aufweisen. Sie vereinen die Notwendigkeit
hoher nichtlinearer Koeffizienten mit den Anforderungen der Nanotechnologie und sind
daher vielversprechende Kandidaten für zukünftige nichtlineare nanophotonische Anwen-
dungen.



Abstract

Nonlinear optics at the nanoscale are an important part of nanophotonic research with
potential applications in on-chip quantum optics and optical switching, computing and
communication. However, the material requirements at the nanoscale are different than
that for established bulk optics. Instead of the crucial phase-matching condition, suitable
nonlinear nanomaterials need to have a large refractive index together with high nonlinear
coefficients and ideally low losses. This thesis provides the comprehensive study of three
different materials regarding their linear and nonlinear optical properties and particularly
their suitability for nonlinear nanophotonic applications.
Starting with amorphous and crystalline thin films of the indirect bandgap semiconduc-
tor gallium phosphide (GaP), it is shown that the nanofilms inherit the excellent optical
properties of the bulk crystals, with a large transparency window and high nonlinear co-
efficients. Furthermore, the nanostructuring and excitation of specific optical resonances
allows to enhance the nonlinear performance by orders of magnitude with is particularly
shown for nonlinear frequency conversion and all-optical switching.
The second material is niobium phosphide (NbP), member of the Weyl semimetal family,
which is a group of bulk crystals that has topological surfaces states and an electronic
structure that is comparable to the one of graphene. Here, it is shown that a nanofilm of
the material exhibits a high nonlinear frequency conversion efficiency and ultrafast optical
response, both more pronounced than for the bulk crystal. Moreover, the analysis of the
nonlinear signal allows to attribute the enhanced response to the unique electronic and
topological structure of the material.
Finally, exfoliated nanoflakes of the semiconductor niobium oxide di-iodine (NbOI2) are
thoroughly analyzed with respect to their anisotropic structure and ferroelectricity. It is
presented that this intrinsic polarization leads to efficient second-order nonlinear processes
with the possibility to further enhance the nonlinear conversion efficiency by lowering the
temperature, applying an electric field or by introducing strain. With the last, a record-
value conversion efficiency of more 10−2 % is achieved with only twenty nanometers of the
material.
The results presented in this thesis show that the established materials as GaP as well
as recently realized systems like NbP and NbOI2 exhibit excellent linear and nonlinear
optical properties at the nanoscale. They collectively merge the need for high nonlinear
coefficients with the requirements for nanophotonic engineering which proposes them as
promising candidates for future nonlinear nanophotonic applications.
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Chapter 1

Introduction

The basic principles of optics are well-known for centuries, with first discoveries being dated
back to the ancient Egyptians and Greeks [1]. Our daily life is fundamentally defined by
the ability so see the world around us and therefore the propagation of light and its inter-
action with matter. This gives us generally a good intuition for many optical phenomena,
for example the refraction of light at the surface of water or the reflection from a mirror.
These effects are well understood and described in terms of linear optics which include
the fundamental properties of the light and which are the basis for the design of lenses,
mirrors or objectives. These everyday optical systems are casually changing the direction
of light, but never the color (or frequency) of light. In fact, it would appear very disturbing
if the reflected image of an object would suddenly appear in different colors (see Fig. 1.1).
The reason for this is that light follows the superposition principle which implies that light
waves are not interacting with each other. Although they can locally overlap and can for
example add up constructively or destructively, there is no energy transfer from one to
another light wave. In the realm of nonlinear optics, this is no longer guaranteed. Inside a
nonlinear optical material, light waves can interact with each other and energy transfer can
take place. For example, the light of two different frequencies can combine to generated
light which has a frequency which is equally to the sum of their individual frequencies, a
process called sum-frequency generation. Typically, these processes are scaling with higher
powers of the incident intensity.

nonlinear mirrorlinear mirror

Figure 1.1: Sketch of a linear and
a nonlinear Mirror

Although this might sound like an exotic field of
physics, nonlinear optical processes are a fundamen-
tal building block of today technologies and are part
of extensive research (see Fig. 1.2). Examples in-
clude multi-photon microscopy, which allows to mea-
sure biological samples (e.g. tumor cells in Fig. 1.2a)
in a label-free and non-destructive way [2] or cur-
rent laser sources that make use of nonlinear para-
metric amplification to extent the usable wavelength

range [3]. Furthermore, nonlinear effects enable the control and modulation of light with
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Figure 1.2: Applications of nonlinear optics. a.) Nonlinear microscopy image of a tumor
cell. Adapted from ref. [2]. b.) Demonstration of the generation of light at new frequencies.
Adapted from ref. [3]. c.) Example for a waveguide system that realizes nonlinear optical
switching. Adapted from ref. [4]. d.) Sketch of an optical network that makes use of
nonlinear multiplexing. Adapted from ref. [7]. e.) Demonstration of the generation of
entangled photons with a nonlinear metasurface. Adapted from ref. [9].

light which is a requirement for logical operations and optical computing [4]. A major part
of the modern high-speed communication technology is based on optical systems, where ele-
ments such as wavelength-division-multiplexing [5] or optical signal processing devices [6,7]
are based on and make use of nonlinear optics effects. Recently, more attention is growing
towards quantum computing and quantum optics, where nonlinear optical interaction can
be a conventient source of entangled photon pairs [8, 9].

Nonlinear optics below the diffraction limit

Nevertheless, nonlinear optical interactions have one fundamental drawback, which is that
they are intrinsically weak due to small nonlinear coefficients of materials. In current sys-
tems, this is compensated by bulk elements, where the light can travel over a long distance
to achieve the needed interaction strength. However, this works against the trend of cur-
rent miniaturization and the possiblities that are proposed by photonic integrated circuits
and nanoscale systems. One way to approach this problem is to utilize the methodology
of nanophotonics and the principles of optical antennas.
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Figure 1.3: Frequency range of the optical radiation, having longer wavelength than
X-ray and γ-radiation but shorter than micro- and radio waves. The visible spectrum is
illustrated at the respective wavelengths.

Analogous to classical antennas for radio frequency (RF) or microwave technologies, optical
antennas are built on the possibility to transfer energy from far field radiation to the near
field, and vice versa. Hereby, the size of the structures is related to the wavelength which,
in case of optical radiation, is ranging from 10−7 m to 10−3 m (Fig. 1.3). In particular
for the technically relevant visible and near infrared part of the spectrum, this requires
nanometer size structures as antennas [10]. Enabled by the advance of nanofabrication
techniques, first results towards the realization were done with metallic (mostly gold and
other noble metals) structures. Here, for optical frequencies, the electric field of incident
light can induce an oscillation the negatively charged electrons of the material [11]. For
small nanoparticles, this can lead to distinct resonances that can efficiently couple to the
far field and that can be tailored to exhibit electric field hotspots with extreme intensities,
confined into sub-wavelength volumes [12]. Alongside a wide range of applications, for
example in the field of photocatalysis [13], optical sensing [12] or as active optical mate-
rial [14], these hotspots present a promising way to boost nonlinear interactions. Since
they scale in powers of the incident intensity, there were great advances, both with single
metallic structures [15, 16] or large-scale periodic arranged metasurfaces [17].
Albeit the strong optical resonances of metallic nanostructure, the oscillating electrons are
accompanied by a few drawbacks. First, this corresponds to the movement of electrons
through a material with finite resistance which therefore experience Ohmic losses and heat-
ing. This reduced the efficiency of processes and gives metallic nanostructures a typically
low damage threshold [18]. Furthermore, the direct response of the free electrons to the
incident electric field means that all fields inside the metal will immediately be compen-
sated. As a consequence, the light will not translate through the material and (nonlinear)
light-matter interactions are limited to the surface region of metallic nanostructures.
An alternative approach that circumvents this problem is to use high-refractive index di-
electric materials for the fabrication of nanostructures. Here, electromagnetic fields are
allowed to propagate and losses are reduced to optical absorption of the respective ma-
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terial. Instead of oscillating electrons, the light induces currents to the bound electrons
which lead to a wealth of Mie resonances with electric and magnetic character [19]. Par-
ticularly semiconductors with high refractive indices show excellent optical properties for
light wavelengths longer than their respective bandgap, leading to a wide range of results
for example on energy conversion [20], surface enhanced fluorescence [21] or biosensing [22].
Particularly for nonlinear optical applications, dielectric nanostructures outperform their
metallic counterparts because tailored resonances can generate electric field hotspots inside
the volume of the structure [23].
Unfortunately, materials that are used in current bulk nonlinear optical systems are note
necessarily promising choices at the nanoscale. Particularly for frequency conversion, clas-
sical nonlinear crystals are chosen by mainly two parameters:

• The phase matching condition needs be fulfilled: ~k0 − ~knew = ~0. This is usually
achieved by having birefrigence which strongly limits the pool of possible materials.

• the material should be transparent to avoid any absorption process.

If these conditions are fulfilled, the magnitude of the actual nonlinear coefficient is less
critical, and the nonlinear signal can efficiently be built up [24].
At the nanoscale, the appearing structures are typically small enough such that the phase
matching requirement can be lifted [25,26]. Although the losses of a material should still be
small, it is less critical than in the bulk case, where the light travels through the material
over a long distance. However, for efficient nanophotonics, the following requirements move
into the foreground [27]:

• Accessibility: Obviously, a suitable material should be accessible for common (or
new) nanofabrication techniques. Moreover, an ideal material would be compati-
ble with current silicon technologies which is the industry standard for electronic
integrated circuits.

• High nonlinear coefficients: On the macroscopic scale, high nonlinear coefficients
are beneficial, but can be in principle be compensated by more material. For a
nanophotonic system however, the increase of the particle size would change the
resonant behavior. As a consequence, higher nonlinear coefficients are a good strategy
to account for the small interaction volumes.

• High refractive index: The refractive index can generally be seen as a measure
for the optical interaction strength of a material. Consequently, a higher refractive
index allows stronger Mie resonances with more control over the electric near field
and hotspots. Typically, the intensity of the electric field that can be associated with
specific resonances scales with the refractive index of the material.

Consequently, the search for new nanomaterials to boost nonlinear interactions must divide
into two aspects. First, suitable materials have to be identified and is has to be ensured that
they fulfill the aforementioned requirements. Moreover, additional restrictions might apply
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for different nonlinear effects. As an example, any second-order nonlinear process requires
a material with no inversion symmetry, which immediately excludes popular materials as
silicon or germanium. The second aspect is the development and exploitation of optical
resonance that allow control over the nonlinear processes, ideally with the possibility to
boost efficiencies. This opens the field to extensive possibilities, ranging from different
geometries as single structures, large-scale periodic metasurfaces or photonic crystals.
This is the main topic of this thesis, which is built as follows. It starts with a brief in-
troduction to the theoretical background in Chapter 2, including fundamentals of linear,
nonlinear and ultrafast optics and basic concepts of nanophotonics. It is followed by Chap-
ter 3 and the discussion of the main methodology that is used to fabricate, analyze and
characterize the different nanomaterials. Furthermore, the chapter includes the description
of the ultrafast laser setup which builds the basis for a large part of the used experiments.
In Chapter 4 of this thesis, both of these aspects will be thoroughly discussed for the
semiconductor gallium phosphide (GaP) and particularly thin films of the material. First,
it is shown that its structure enables efficient second and third-order nonlinear processes,
whereas the thin films perform comparable or even better than the bulk crystal. This is
followed by the realization of GaP nanostructures and their application for nanoscale fre-
quency conversion. It is shown that this allows a broad control over the nonlinear process,
e.g. by tuning the nanostructures size or orientation and that is enhances the nonlinear
signal by more than two orders of magnitude.
The following two chapters are focused the identification of new suitable materials for non-
linear optics at the nanoscale. It starts with Chapter 5, where a thin film of the Weyl
semimetal niobium phosphide (NbP) is discussed. This newly discovered class of materials
is characterized by a linear electron dispersion and topological surface states which lead
to a plethora of new and exciting properties [28]. In this thesis, it is shown that this
furthermore enables efficient third-order nonlinear effects and that the thin film allows an
enhanced interaction with the topological surfaces states.
The second material in Chapter 6 is the two-dimensional semiconductor niobium oxide
di-iodine (NbOI2). It is shown that its ferroelectric character enables efficient frequency
conversion with single, nanometer thin flakes of the material.
Finally, Chapter 7 concludes the thesis and provides and outlook for possible applications
of the investigated materials, particularly for nonlinear frequency conversion and all-optical
switching.

Beyond the Speed of Electronics

A second aspect of this thesis to apply nonlinear nanophotonics to boost the speed of all-
optical switching. The motivation for this lies in the continuous miniaturization of current
electronic components, which already allows millions of transistors to fit onto a micrometer
scaled chip [29]. However, the industry is approaching a size limit where smaller electronic
elements are physically no longer possible, which would fundamentally be reached at the
scale of single atoms [30]. As a consequence, new technologies are required to satisfy the
demand for high-speed data processing and computing.
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Figure 1.4: Overview over the processes at ultrafast timescales.

One popular approach is the development of optical systems, where photons instead of
electrons would carry and process the information [31, 32]. Hereby, one of the basic re-
quirements is the modulation (or switching) of light with light, which could efficiently be
realized by making use of nonlinear optics and the light-induced changes to the optical
properties of a material. For this, optical nonlinearities can be divided into two main cat-
egories, the parametric or non-parametric interactions, see Fig. 1.4. The first happen only
via virtual electron transitions which means that the energy of the photons is conserved
and the quantum mechanical states in the system are not changed [24]. Here, the optical
modulation occurs as the displacement of bound electrons in anharmonic regions of the
elecctronic potential and therefore a deformation of the material’s potential [33], see Fig.
1.4 most left sketch. As a consequence, these processes happen virtually instantaneous
and are temporally limited only by the duration of the incident pulse. The most popular
example are self-phase modulation and the optical Kerr effect [34], which modulate the
linear refractive index by adding an intensity dependent term.
The non-parametric nonlinearities include processes where the interaction of light and mat-
ter involve an actual change of the states in the material. They typically happen at slower
timescales and parts of the light’s energy are transferred to the material. An example is
where incident photons get absorbed by electrons of the system, which can happen via
direct or nonlinear processes (e.g. two-photon absorption) [35]. Hereby, the absorbing
electron is promoted in the electronic bandstructure, either inter- or intraband transitions,
and is followed by a sequence of relaxation processes, sketched in Fig. 1.4, points I-III.
Typically, the excitation of electrons and first ultrafast relaxation processes (e.g. Landau
damping [36]) happen within the first 100 fs after the arrival of the light pulse. This is
followed by the slower relaxation via electron-electron or electron-phonon scattering (II
in Fig. 1.4), which typically have the shape of exponential decay functions with separate
decay constants. The relevant time scales depend on the respective system and can vary
over a wide range but are typically in the range of below one picosecond [37]. Finally, the
consecutive build-up of phonons leads to the heating of the crystal lattice, which will the
slowly cool down again, what can take up to a few nanoseconds. In contrast to the ’fast’
modulation, these thermal modulations are a modification to the bonding energy itself
(by introducing energy to the system) and have generally a larger impact on the optical
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response [38].
Evidently, the fastest optical switching requires a material with high nonlinear coefficients
to boost the ’fast’ processes while carrier and thermal effects should be as small as pos-
sible. As a consequence, the most promising results that were achieved at the nanoscale
are based on large bandgap semiconductors with illumination below their bandgap energy.
As an example, a silicon metasurface achieved a 65 fs full-width half maximum switch-
ing timewith a change of transmittance in the range of 50 % [35] or GaP crystals where
below 30 fs response times with up to 60 % change in transmittance were reported [39].
Another possibility to improve all-optical switching is to work with the thermal response
of materials but to minimize the relaxation time of the ’slow’ processes. Examples here
are indium tin oxide (ITO) at its epsilon near-zero (ENZ) wavelength which was shown to
exhibit below 1 ps and about 20 % change of transmittance [40,41]. Although this has the
advantage of the inherently larger modulation of the refractive index, the time scales are
still magnitudes larger than the pure nonlinearity driven reports.
In this thesis, all-optical switching is investigated in parts of Chapter 4, where the ultra-
fast response of amorphous and crystalline nanostructures investigated. It is shown that
the response can be tune to be dominated by a nonlinear refractive index modulation and
that it can be enhanced by more than one order of magnitude by excited a specific resonant
condition. With this, a modulation depth of more than 40 % and below-100 fs relaxation
can be achieved.
In Chapter 5 the ultrafast optical response of the previously discussed NbP thin film is
investigated using below 10 fs resolution. Again it is shown that the ultrafast response of
the film is highly enhanced compared to the bulk crystal and that the thermal response
can be tuned by changing of the probe wavelength. The latter is explained to be a direct
consequence of the unique band structure of the material.
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Chapter 2

Fundamentals

This chapter introduces the theoretical fundamentals of nanophotonics which are the basis
for the experimental results of this thesis. It starts with an introduction to the theory of
electromagnetism, optical properties of materials and nanostructures before it continues
with the basics of nonlinear photonics and ultrafast laser physics.

2.1 Theory of electrodynamics

The principles of optics and optical systems are defined by the theory of electromagnetism,
which describes the wave nature of light and associated phenomena. Unless differently
stated, the following sections are based on common textbooks on these topics, mainly
[26,42,43].

2.1.1 Maxwell’s equations in nonmagnetic media

Maxwell’s equations are a set of four differential equations that are the foundation for
the theory of electromagnetic waves and their propagation through arbitrary media. They
connect the electric ( ~E) and magnetic ( ~H) fields with material properties such as the charge
density ρ and sources of electromagnetic fields as the current density ~j.

∇ · ~D = ρ (2.1)

∇ · ~B = 0 (2.2)

∇× ~E = −∂t ~B (2.3)

∇× ~H = ∂t ~D +~j (2.4)

Here, ~D corresponds to the electric displacement field and ~B is referred to as magnetic
induction, which describe the electric and magnetic fields inside a medium, respectively.
Assuming nonmagnetic materials (which is true throughout this thesis), the magnetization
~M vanishes such that the magnetic induction is simply defined by

~B = µ0
~H + µ0

~M = µ0
~H (2.5)
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Analogue, the displacement field ~D is the combination of the electric field ~E and the
induced polarization ~P inside a material.

~D = ε0 ~E + ~P (2.6)

Hereby, ~P is the net alignment of microscopic charges to the electric field, i.e. the density
of induced electric dipole moments. As such it is connected to the charge and current
densities of the respective material.

∇ · ~P = −ρ (2.7)

~j = ∂t ~P (2.8)

In the linear optical regime (the nonlinear case will be part of section 2.4), ~P presents a
linear response to the electric field, connected by the susceptibility χ.

~P = ε0χ~E (2.9)

Here, χ is generally a rank-2 tensor that can depend on space and frequency and can be
complex valued. As such, it comprises the properties that determine how a material is
responding to electromagnetic radiation. It is convenient to define the dielectric function
or permittivity ε = 1 + χ such that the displacement field can be expressed as

~D = ε0ε ~E (2.10)

One important application of Maxwell’s equations is the derivation of the so-called wave
equations, which fully describe the propagation of electromagnetic fields in arbitrary media.
Assuming a material without free charges (ρ = 0;~j = ~0), the homogeneous wave equations
can be calculated to be

(c2∆− ∂2
t ) ~E = 0 (2.11)

(c2∆− ∂2
t ) ~B = 0 (2.12)

with the Laplace operator ∆ = ∇ · ∇. Additionally, the speed of light c = (µε)−(1/2)

was introduced, dependent on the permeability µ and dielectric function ε of a material.
This implies that the vacuum speed of light c0 = (µ0ε0)−(1/2) is modified (in case of a
nonmagnetic material):

c = c0/
√
ε (2.13)

The solutions to equations 2.11 and 2.11 are fully transversal waves, where electric and
magnetic field are perpendicular while both are normal to the direction of propagation k̂.
In its most general form, a solution reads as ~E(~r, t) = ~g(ωt±~k ·~r), where ~g is an arbitrary

function and the wave’s angular frequency ω and wave vector ~k = k̂k were introduced.
The quantity k is referred to as wavenumber and is proportional to the inverse of the
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wavelength λ = 2π
k

, which defines the wave’s oscillation period in space. From this, the
well-know dispersion relation follows, which relates the velocity of a wave to its wavelength
and frequency.

c =
ω

|~k|
= λf (2.14)

where, f is the frequency, i.e. the inverse of the wave’s oscillation period T in time:
f = ω

2π
= 1

T
. When light travels through a material with the dielectric function ε, the

modification of the velocity leads to a change of the wavelength and wavenumber, accord-
ingly.

λ = λ0/
√
ε (2.15)

k = k0 ·
√
ε (2.16)

Here, the quantities indexed with 0 correspond to the respective values in vacuum, where
the dielectric function is unity ε = 1. The frequency on the other hand can be associated
to the energy of the wave and is therefore conserved for light traveling through a material:
E ∝ f = const. It should be noted that this is only true for time-translation invariant
systems, examples where this is not the case are discussed in the Appendix B.2.

2.1.2 The linear refractive index

qi qr

qt

E0 E0,r

E0,t

ni

nt

z

Figure 2.1: Reflection at an inter-
face between two materials.

A common way to express the optical properties of
a material is by using the complex refractive index

ñ = n− ik (2.17)

Here, n is called the linear refractive index while
k corresponds to the extinction coefficient and de-
scribes the optical losses of a system. The complex
refractive index is defined as the square root of the
dielectric function that was introduces in the previ-
ous section, or consequently

ε = ñ2 = n2 + k2 − i(2nk) (2.18)

Evidently, ε and ñ can be used interchangeably to describe the same physics, however
it is historically grown to use ñ for classical optics and the phenomena discussed in the
following.
Examples for all-day optical processes are the reflection, refraction and transmission at the
interface between two materials. Assuming a situation as sketched in Fig. 2.1, where an
arbitrary polarized plane wave is incident on an interface between two media with the com-
plex refractive indices ñ1 and ñ2, respectively. Without loss of generality, in the following
two lossless materials are considered such that ñi = ni for i = 1, 2. For convenience, this
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wave can be split into two plane waves with the electric field being aligned perpendicular
and parallel to the plane of incidence, called (s) and (p) polarized, respectively.

~E(~r, t) = ~E0e
i~k·~r−iωt = ( ~E(s) + ~E(p))ei

~k·~r−iωt (2.19)

The different materials act on the plane wave by modifying the wavevector ~ki = ~k0 · ni,
where i = 1, 2 refers to the two materials and the index 0 to vacuum. By positioning the
interface in the z = 0 plane, three different waves can be identified. The incident wave (i)
and transmitted wave (t), both traveling in negative z-direction, and the reflected wave
(r) that moves in positive z-direction. By solving for applicable boundary conditions (the
full calculation can e.g. be found in [1]), the following relations can be derived.

θi = θr (2.20)

ni sin θi = nt sin θt (2.21)

The first equation is known as the law of reflection and the second is commonly called Snell’s
law and the collectively allow to determine the angles that are present in Fig 2.1. Further-
more, the so-called Fresnel equations express the ratio of the reflected (r = E0,r/E0,i) and
transmitted (t = E0,t/E0,i) wave. For the (s) polarized part of a wave, they read

r(s) =
ni cos θi − nt cos θt
ni cos θi + nt cos θt

(2.22)

t(s) =
2ni cos θi

ni cos θi + nt cos θt
(2.23)

and for the (p) polarized light

r(p) =
nt cos θi − ni cos θt
ni cos θt + nt cos θi

(2.24)

t(p) =
2ni cos θi

ni cos θt + nt cos θi
(2.25)

If now a material has a nonzero imaginary part of ñ, from equation 2.19 it follows that the
amplitude of the plane wave will decrease exponentially. Evidently, the imaginary part k
describes the optical losses of a material what is commonly expressed in terms of Beer’s
law which describes the exponential decrease of the wave’s intensity I.

I(l) = I0e
−αl (2.26)

with the traveled distance l. Here, the absorption coefficient α was introduced, which is
related to k as follows:

α =
4πk

λ
(2.27)
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Figure 2.2: A sketch of the electronic band structure for three classes of materials. The
states below the Fermi energy are occupied by electrons (indicated in orange) while the
remaining bands are empty (purple color). For the dielectric material, the direct bandgap
Eg and indirect bandgap Ein are indicated.

Without discussing the mathematical details here, it can be shown that the real and
imaginary part of the refractive index have a fixed relationship which is called the Kramers-
Kronig relation [43]. It can be expressed as

n(ω) = 1 +
c

π
P
∫ ∞

0

dΩ
α(Ω)

Ω2 − ω2
(2.28)

Here, P corresponds to the Cauchy principal value. It should be noted that this integral is
not trivial to evaluate, but the Kramers-Kronig relation imply that the imaginary part of
the refractive index can always be calculated from the real part and vice versa. This is a
general relation that holds for any complex function, in particular as well for the dielectric
function ε.

2.2 Optical properties of materials

This section discusses the optical properties of materials, which can differ significantly
and which are a direct consequence of the respective electronic structure. Therefore it is
convenient to divide materials into categories according to their electronic band structure as
sketched in Fig. 2.2. It should be noted that this section focuses on the optical frequency
range that is in the focus of the remaining thesis. For significantly smaller or larger
frequencies, the optical response of materials can differ.

2.2.1 Metals

Starting with metals, their optical response is fundamentally determined by the presence of
free electrons and their high conductivity. When a light wave impacts on a metal’s surface,
the oscillating electric field will affect the free electrons, which will follow the oscillation at
the same frequency, but with a phase shift. As a consequence, the electromagnetic wave
inside the conductor interferes destructively and it will not propagate throughout the bulk
of the metal. At the same time, the free electrons efficiently backscatter the incident ra-
diation which leads to the high reflectivity of metals at optical frequencies. This behavior
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Figure 2.3: Optical constants for a.) amorphous silicon and b.) gold. Shown are the
refractive index in purple and the dielectric function in orange with the respective real part
as solid and the imaginary part as dashed line.

is described by a large negative real part of the dielectric function that together with the
positive imaginary part leads to comparably low refractive indices as examplary shown for
gold in Fig. 2.3a.
This is true for radiation frequencies that are below the material specific plasma frequency
ωp. If the oscillation becomes faster, the electrons can no longer respond to the oscillating
electric field and the metal becomes transparent. Typically, ωp lies in the ultraviolet to
extreme ultraviolet regime for metals. However, it should be noted that this is not neces-
sarily true for other conductive materials, for example highly doped semiconductors. The
group of transparent conductive oxides (TCOs) can have plasma frequencies in the visible
to near-infrared regime [40], what makes them transparent in the visible but reflective in
the infrared.
The characteristic colors exhibited by certain metals, such as copper appearing orange or
gold’s characteristic yellow, can be attributed to interband transitions within their elec-
tronic band structures. These transitions enable an increased absorption of the incident
radiation, resulting in reduced reflection and the manifestation of the specific colors. Fur-
thermore, it is important to mention that although light cannot propagate through a metal,
there are evanescent fields that exponentially decay at the surface. Under certain condi-
tions, this can give rise to a set of phenomena, including the emergence of surface plasmon
polaritons. These guided surface waves exhibit subwavelength confinement and play a fun-
damental role for an entire branch of optics, called plasmonics. For more details on this
topic, the reader is referred to [11].

2.2.2 Dielectric materials

Most materials that are discussed throughout this thesis are dielectrics, which refers to
matter without free carriers such as intrinsic semiconductors and insulators. Their opti-
cal properties are fundamentally determined by a finite bandgap in the electronic band
structure as sketched in Fig. 2.2. For light with photon energies Eγ = ~ω smaller than
the gap energy Eg, electrons cannot absorb the incident photons which leads to a small
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imaginary part of the refractive index. If the band energy is large enough to cover all of the
visible spectrum, the materials appear transparent and colorless. Popular examples are all
kinds of different glasses, quartz or diamond. Materials with smaller bandgap energies are
transparent for light with Eγ below the respective Eg, while the absorption significantly
increases after this point. Consequently, they appear only semi-transparent and have a
generally higher refractive index.
Hereby, two kinds of bandgap have to be differentiated (see solid and dashed line in Fig.
2.2). If the minimum of the conduction band and the maximum of the valence band are
at similar positions in momentum space, the bandgap is called direct. Then the opti-
cal absorption is particularly high because one photon can be absorbed by one electron
to promote the latter into the conduction band. Then the total energy of momentum is
conserved with the electron/ photon system. This is usually accompanied by a strong pho-
toluminescence emission that is a consequence of the inverse process and where a photon is
emitted with a wavelength that corresponds to the bandgap energy. Prominent examples
of direct bandgap semiconductors are indium arsenide of gallium arsenide. Contrarily, if
the minimum of the conduction band is shifted with respect to the maximum of the valence
band (dashed lines in Fig. 2.2), optical absorption is possible but must be accompanied
by the transfer of momentum to the crystal lattice (the emission of a phonon) in order
to conserve the total momentum in the system. As a consequence the absorption of a so-
called indirect bandgap material is typically lower without significant photoluminescence.
As an example, Fig. 2.3a shows the refractive index and the dielectric function of silicon,
an indirect bandgap semiconductor. It has the typical shape with real and imaginary part
that show a peak around the bandgap wavelength.

2.2.3 Two-dimensional materials

Since the realization of monolayer graphene in 2004 [44] and the associated Nobel prize
(2010), the group of low-dimensional materials is constantly growing. Hereby, the electronic
structure can vary from metallic, over semimetallic (e.g. graphene) to semiconductors (e.g.
transition metal-dichalgonides - TMDs) or even organic compounds [45]. As such, they
generally have the optical properties that were previously introduced for the respective
material group. However, due to their low-dimensional nature, these materials also exhibit
unique behaviors resulting from electron confinement and quantum effects. For example
the semimetal graphene has a reported ultrafast optical response [46] and resonantly en-
hanced nonlinear effects [47]. TMDs on the other hand, are semiconductors and behave
accordingly. However, the position of their electronic bandgap and even the character (di-
rect or indirect gap) can be influenced by changing the number of layers. A consequence
are exceptionally strong optical transition and strongly bound excitons [48]. Additionally,
it was shown that TMDs can exhibit extremely strong nonlinear optical responses with
large nonlinear coefficients [49]. Altogether, the discovery of low-dimensional materials
opened up a vast playground with new and unique electronic and optical properties. Two
dimensional materials will be addressed in chapter 6 of this thesis in more detail. Further-
more, the publications [50] and [51] which are not part of this thesis discuss this topics in
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more detail.

2.2.4 Weyl semimetals

A group of materials that were recently experimentally realized are Weyl semimetals
(WSM) [52], which are often described as the three dimensional analogue of graphene.
Similar to the monolayer of carbon atoms, WSMs have a single touching point of conduc-
tion and valence bands in the electronic band structure and a linear dispersion relation in
the vicinity of these points [53]. This is the so-called Weyl cone, in which the electrons
behave quasi-relativistic and are described by the name-giving Weyl equation, a solution
to the three dimensional Dirac equation [54]. These touching points in the band struc-
ture always appear in pairs which are separated in momentum space and which can be
associated with opposite chiralities. If these pairs of nodes are projected to the surface of
the material, they are connected by so-called Fermi-arcs which are topologically protected
surface states [55]. This peculiar electronic structures gives WSM some outstanding prop-
erties which makes them part of extensive research. While their optical properties will
be discussed in chapter 5 of this thesis, other popular examples will be given here. The
Adler-Bell-Jackiw anomaly is a characteristic effect of WSM, where the chirality of the
Weyl nodes are not preserved [56] and it was shown that materials of the family exhibit
huge magnetoresistance [57] together with a strong anomalous Hall effect [28].

2.3 Light interaction at the nanoscale

A first approach to solve the interaction of light with small structures was already de-
scribed by Lord Rayleigh in the 19th century, where he could explain the scattering off
particles that are much smaller than the wavelength. With his derived relation of an inverse
proportionality, [11]

σscat ∝ λ−4 (2.29)

this could explain phenomena as the blue color of the sky or the red light at the sun set
or sun rise. This concept was expanded in the early 20th century by the physicist Gustav
Mie, who evolved the theory to include structures that are in the same order of magnitude
as the wavelength of light [58]. This so-called Mie theory is discussed in the following
as it builds the foundation to solve scattering problems at the nanoscale. The section is
followed by the introduction of optical resonances which are the fundamental toolbox of
nanophotonics.

2.3.1 Mie theory

The following derivation is based on the clear and comprehensive book from Bohren and
Huffmann [59], to which the reader is referred for more details. The goal is to solve the
situation sketched in Fig. 2.4, where a plane wave Ein illuminates a sphere of material
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e ,m2 2
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Figure 2.4: Sketch of a spherical
homogeneous sphere (ε1, µ1) with
radius R in an arbitrary medium
(ε2, µ2). Three domains of elec-
tric field can be identified as indi-
cated, the incident field Ein, the
internal field Eint and the scat-
tered field Escat.

(ε1, µ1) with radius R, embedded in the surrounding (ε2, µ2). The electric (and magnetic)
fields will separate into the internal field Eint inside the sphere and the scattered field Escat
outside. For this, two general vector fields ~M and ~N are constructed.

~M = ∇× (~cψ) (2.30)

~N =
∇× ~M

k
(2.31)

Here, ~c is a constant vector, ψ is a scalar function and k is a constant number. It can be
shown that both functions are divergence free (∇ · ~M = ∇ · ~N = ~0) and they respectively
satisfy the homogeneous wave equation 2.11, under the condition that ψ fulfills the scalar
wave equation.

∆ψ + k2ψ = 0 (2.32)

This trick reduces the problem to a one dimensional, homogeneous differential equation,
which can be further simplified by symmetries that are present in a particular geometry.
For a spherical particle, as sketched in Fig. 2.4, it is advantageous to switch into polar
coordinates (r, ϑ, ϕ) with the constant vector ~c equal to the space vector ~r. Thus, the
rewritten (scalar) wave equation reads

1

r2
∂rr∂rψ +

1

r2 sinϑ
∂ϕ sinϕ∂ϕψ +

1

r2 sinϑ
∂2
ϕψ + k2ψ = 0 (2.33)

That can be solved by separation of variables, which finally leads to a series of independent
solutions

ψmneven = cos(mϕ)Pm
n (cosϑ)zn(kr) (2.34)

ψmnodd = sin(mϕ)Pm
n (cosϑ)zn(kr) (2.35)
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where Pm
n are the associated Legendre polynomials, zn are Bessel functions and n,m are

positive integer values. From this, the so-called vector spherical harmonics can be con-
structed:

~Mmn
even = ∇× (~rψmneven) ~Nmn

even =
∇× ~Mmn

even

k
(2.36)

~Mmn
odd = ∇× (~rψmnodd) ~Nmn

odd =
∇× ~Mmn

odd

k
(2.37)

As mentioned previously, the vector functions ~M and ~N are solenoidal and solutions to
the wave equation. Since they form an orthogonal basis of functions, they can be used as
expansion for an arbitrary incident plane wave.

~Ein =
∞∑
m=0

∞∑
n=m

(
Bmn
even

~Mmn
even +Bmn

odd
~Mmn
odd + Amneven

~Nmn
even + Amnodd

~Nmn
odd

)
(2.38)

with the expansion coefficients Amnodd, A
mn
even, Bmn

odd and Bmn
even. If we now return to the original

problem the goal was to solve for the incident Ein, internal Eint and scattered fields Escat
(see Fig. 2.4). For each, different boundary conditions and physical restrictions can be
applied, such that the expansions in terms of spherical harmonics simplify to:

~Ein = E0

∞∑
n=1

in
2n+ 1

n(n+ 1)
( ~Mmn

odd − i ~Nmn
even) (2.39)

~Eint = E0

∞∑
n=1

in
2n+ 1

n(n+ 1)
(cn ~M

mn
odd − idn ~Nmn

even) (2.40)

~Escat = E0

∞∑
n=1

in
2n+ 1

n(n+ 1)
(ian ~N

mn
even − bn ~Mmn

odd ) (2.41)

With this, the scattered and internal field can be seen as the superposition of normal modes
(= spherical harmonics) that are respectively weighted by the coefficients an and bn or cn
and dn. For the evaluation of the scattering, an and bn are the relevant parameters that
can be further simplified by introducing the so-called Riccati-Bessel functions:

ψn(x) = xjn(x) ζn(x) = xh(1)
n (x) (2.42)

where jn(x) are spherical Bessel functions, h
(1)
n are spherical Henkel functions and the

parameters x = k2a = 2πñ2R
λ

and m = ñ1/ñ2 were introduced. The coefficients then read

an =
mψn(mx)ψ′(x)− ψn(x)ψ′(mx)

mψn(mx)ζ ′n(x)− ζn(x)ψ′(mx)
(2.43)

bn =
ψn(mx)ψ′(x)−mψn(x)ψ′(mx)

ψn(mx)ζ ′n(x)−mζn(x)ψ′(mx)
(2.44)
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It can be shown that the ~N normal modes describe fields without a radial ~H component,
while ~M fields appear without ~E in radial direction. Therefore, an is commonly referred to
as electric and bn consequently as magnetic mode coefficient, where n describes the order
of the so-called multipole expansion. As macroscopic quantity, the scattering is commonly
as cross section σscat, where the scattered energy flow is considered. This is done by
integrating the Poynting vector ~Sscat of the scattered field ~Escat over a closed surface that
encloses the particle of interest, which is then weighted by the incident intensity I0.

wscat =

∮
A

d ~A · ~Sscat (2.45)

σscat =
wscat
I0

(2.46)

With the knowledge of the multipole expansion, this can be rewritten as

σscat =
wscat
I0

=
2π

k2

∞∑
n=1

(2n+ 1)
(
|an|2 + |bn|2

)
(2.47)

A common way to express the scattering of a nanoparticle is by normalizing it to its
geometrical cross section, which is referred to as scattering efficiency.

Qscat =
σscat
σgeom

(2.48)

Although the finding of an analytic solution for more complex structures becomes challeng-
ing, the advance of simulation techniques allows the numerical solving scattering problems
for arbitrary geometries (more Details on the simulations can be found in section 2.6.1).
Then, the knowledge of the electric and magnetic near fields enable a multipole expansion
that can be calculated by evaluating the associated scattering current densities [43,60,61].

2.3.2 Optical resonances and the anapole excitation

Starting with analytical solution of the spherical particle, the difference between metallic
and dielectric particles can be explored, using the simplification if a lossless and nonmag-
netic material. For a metal (ε < 0), magnetic multipole contributions (∝ bn) are negligible
such that the response is dominated by the electric coefficients (∝ an), see Fig. 2.5a. This
is a consequence of the fact that electromagnetic fields are not penetrating the volume of
the nanoparticle [19], which as discussed in section 2.2 is caused by the free electrons that
only allow evanescent fields in the vicinity of the surface. Dielectric particles on the other
hand (ε > 0) exhibit both electric (∝ an) and magnetic (∝ bn) contributions. Fig. 2.5b
shows the multipole composition for a sphere of a lossless dielectric material (ñ = 4), which
exhibits clear distinct resonances that can be associated to the respective Mie coefficients.
For a real material, as shown in Fig. 2.5c for silicon, similar peaks can be identified, how-
ever, the wavelength dependence of the refractive index and particularly the absorption
at smaller wavelengths lead to damping and shifting of the resonances. All apparent peak
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Figure 2.5: FDTD simulations of the scattering efficiency according to Mie theory for a
sphere with radius r = 100 nm. a.) For a sphere made of gold. b.) For a lossless sphere
with refractive index ñ = 4. c.) For a silicon sphere. The surrounding medium for all
simulations was set to vacuum. The multipole coefficients were extracted using the code
provided in reference [60]. d.) Simulated near field distributions for the respective peaks
of the Mie sphere in b, taken at the center of the sphere.

show scattering efficiencies that are larger than one, what indicates the concentration of
electromagnetic energy. Fig. 2.5d shows the magnetic (blue) and electric (red) near field
distribution at the respective peak wavelengths of the first four multipole coefficients. Ev-
idently, the field distribution differ significantly with hotspots inside and outside of the
sphere. This is an important difference to the gold sphere (inset in Fig. 2.5a), where the
electric field is only concentrated at the surface of the structure, as expected.

The ability of dielectric nanoparticles to have strong electric and magnetic resonances
enables a wide range of possibilities and a versatile playground to explore [23]. Different
shaped structures made of various materials can have a multitude of resonances that can
overlap spectrally with complex radiation patterns and interference phenomena. Conse-
quences are Fano-like line shapes [62] and the possibilities to control the farfield emission
patterns [63] as well as the electric and magnetic near field distribution [19]. One popular
example is the so-called anapole resonance that is a combination of electric and toroidal
dipole moments. While the first corresponds to the lowest order of the electric multipole
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Figure 2.6: FDTD simulations of the anapole state for a silicon disc with height 50 nm
and radius 310 nm. a.) Multipole decomposition of the scattering efficiency. For better
visibility, only the electric (ED) and toroidal (TD) modes are shown, together with the
total scattering in gray. b.) Simulation of the corresponding phase, where the anapole can
be identified by the wavelength where both phases are similar. c.) Magnetic (blue) and
electric (red) near field simulation under the anapole condition.

coefficients, the second is generated by a bound current flow along the cross-section of a
torus structure, leading to a radiation pattern that is very similar to the electric dipole [64].
As a consequence, if a nanostructure is designed carefully such that electric and toriodal
dipole are out-of phase with a phase difference of exactly π, the two far field emission pat-
terns interfere destructively and no energy is radiated into the far field. This is a so called
dark-mode condition and therefore a non-radiating photonic state. These are particularly
interesting as their low far-field scattering losses are typically accompanied by a strong
energy confinement in the near field of the system [65].
An exemplary simulation of a the anapole is shown for silicon nanodisc with a height of

50 nm and radius 310 nm in Fig.2.6. The condition is met where electric (ED - red line) and
toroidal (TD - blue line) have a similar contribution to the scattering efficiency (∼ 640 nm
in Fig.2.6a) which is evidently accompanied by a minimum in the total scattering, shown
by the dashed gray line in Fig.2.6. The additional requirement for the anapole resonance is
that ED and TD are out-of phase such that they interfere destructively. This is confirmed
by the simulation of their respective phase factors, shown in Fig. 2.6b. As a result, the
electric and magnetic fields are strongly concentrated inside the volume of the nanodisc as
shown by the simulated near field distribution in Fig. 2.6c.
It was shown that the anapole condition can be realized with a wide range of different mate-
rials and structures, including silicon [64], titanium di-oxide [20] or gallium phosphide [66]
nanodiscs. Hereby, the concentrated electric field was, among others, used to the enhance
the photocatalytic activity [67] or to significantly boost the efficiency of nonlinear optical
frequency conversion [68,69].
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2.4 Concepts of nonlinear optics

This section will introduce the principles of nonlinear optics and is generally based on the
standard textbooks on this topic, for example [24] and [70]. As described in section 2.1,

the polarization of a material can be expressed in terms of the electric field ~E and the
material’s response function χ. For conventional optics, this relation is linear as described
in equation 2.9. However, if the field strength is strong enough, this is no longer true and
higher orders have to be considered. Then it is convenient to express the polarization in
terms of a power series of the incoming electric field:

~P/ε0 = χ(1) · ~E + χ(2) : ~E ~E + χ(3)... ~E ~E ~E + ... (2.49)

Here, the (non)linear susceptibilities χ(i) were introduced, where i = 1, 2, 3, ... refers to the
order of the nonlinear process. Generally, χ(i) is a tensor of rank-(i+1) that can depend on
space and frequency. Altogether, equation 2.49 covers a multitude of nonlinear phenomena
with a plethora of technical and fundamental applications of which a few will be discussed
in the following.

2.4.1 High-harmonic generation

High-harmonic generation (HHG) is among the most recognized phenomena in the realm
of nonlinear optical interactions. It can be shown that for a nonlinear material that is
illuminated with a plane wave of frequency ω0, there is a term for each order i = 2, 3, ... in
equation 2.49 that oscillates at the frequency i · ω0. This corresponds to a self-interaction
of the electromagnetic wave, where i incident photons with energy ~ω0 get converted into a
single new photon with the energy i ·~ω0, a process that is therefore energy conserving (see
Fig. 2.7). As a consequence, the interaction with the electrons in the nonlinear material
can only happen via ”virtual” energy states. This means that no classical absorption
process takes place and the electron is not promoted to a higher energy state in the band
structure, which makes the HHG process to happen virtually instantaneous. In contrast,
multi-photon absorption processes are nonlinear effects where the multiple incident photons
are actually absorbed to finally promote an electron in the bandstructure, which will be
discussed in section 2.4.2.

Second-harmonic generation

Second-harmonic generation (SHG) describes the case of i = 2, where two incident photons
of frequency ω0 convert to a new photon with 2ω0 and is described by the elements of the
second-order nonlinear polarization

P
(2)
i = ε0χ

(2)
ijkEjEk (2.50)

where the indices ijk are the directions of space (xyz) and Einstein notation is used. In

general, this leads to a total of 27 elements for χ
(2)
ijk that can depend on space and frequency.
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However, numerous symmetries can be used to simplify the general tensor, particularly for
specific crystal structures. Most importantly, χ(2) vanishes completely for any material
with a center of inversion, which is the case for 11 out of the 32 crystal classes or for any
isotropic material. Any other spatial symmetry that is present in a crystal leads to further
constraints to the χ(2) tensor, for example the zinc blende (zb) crystal (4̄3m symmetry
class). Here, all elements of the tensor vanish, except of

χ(2)
xyz = χ(2)

xzy = χ(2)
yzx = χ(2)

yxz = χ(2)
zxy = χ(2)

zyx (2.51)

that are all identical. Similar relations are true for all other crystal classes, a full list can
be found in [24].
For SHG, equation 2.50 can be further simplified by applying the so-called Kleinmann
symmetry. It is based on the assumption of a dispersion-free χ(2) and vanishing losses of
the nonlinear material. This is approximately true for illumination away from electronic
resonances. Then, full permutation symmetry applies such that the rank-3 tensor can be
rewritten in terms of a new defined 3× 6 matrix.

PxPy
Pz

 = 2ε0

d11 d12 d13 d14 d15 d16

d11 d12 d13 d14 d15 d16

d11 d12 d13 d14 d15 d16




E2
x

E2
y

E2
z

2EyEz
2ExEz
2ExEy

 (2.52)

The elements dil translate to χ
(2)
ijk as follows:

jk : 11 22 33 23, 32 31, 13 12, 21
l : 1 2 3 4 5 6

(2.53)

Returning to the zinc blende crystal structure with the elements from equation 2.51, the
contracted notion simplifies to only three nonzero elements of the d matrix, d14 = d25 =
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d36 ≡ dzb and consequently P
zb
x

P zb
y

P zb
z

 = 2ε0dzb

2EyEz

2ExEz

2ExEy

 (2.54)

It should be noted that at the surface of a material, the local symmetry differs from the
bulk and is naturally broken. Consequently, the χ(2) tensor differs, again exemplary for
the zinc blende structure the surface nonlinear polarization reads [70]:

~P
(2)
(S) = ε0

 2d15ExEz + 2d14EyEz
2d15EyEz − 2d14ExEz
2d13(E2

x + E2
y) + d33E

2
z

 (2.55)

Not only the structural symmetry of a material is broken at the surface. Additionally, the
electric field exhibits a discontinuity of the component normal to the surface that gives
rise to a non-local response inside the bulk of the material. This can be the source of a
nonlinear response (even for materials with inversion symmetry) that is beyond the dipole
approximation on which the previous analysis was based. Mathematically, this can be
expressed as [71]:

~P
(2)
hot = α( ~E · ∇) ~E + β ~E(∇ · ~E) + iγ

(
2ω

c

)
( ~E × ~B) (2.56)

with three material dependent constants α, β, γ. The first two terms (α, β) can be
attributed to an electric quadrupole excitation while the γ part refers to the magnetic
dipole. For most parts of this thesis, the bulk SHG is the dominating effect while higher-
order and surface contributions will be neglected.

Phase matching

For SHG (or in general processes where new frequencies are generated) the efficiency is
limited by the so-called phase matching condition. To understand this, the total SHG
intensity I2ω after traveling through a material of length L can be calculated. It reads

I2ω ∝ L2

(
sin(x)

x

)2

(2.57)

with the newly defined variable x = ∆kL
2

and the phase-mismatch ∆k = k2ω − 2kω, which
is the difference of the wavenumber at the fundamental kω and new k2ω frequency. It
follows that for any nonlinear material, the conversion efficiency drops significantly for a
nonzero phase mismatch. Then, if ∆k 6= 0, the generated SHG waves have a varying phase
factor which eventually leads to destructive interference and dropping nonlinear signal. On
the other hand, if the phase matching condition ∆k = 0 is met, the generated ways can
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interfere constructively to build a growing SHG signal. With the know relations, this can
be reformulated in terms of the refractive index

ñ(2ω) = ñ(ω) (2.58)

Since this is typically not possible for materials with dispersion, the most common way to
realize this is by using birefrigent crystals. For example. in beta barium borate (BBO), the
refractive index differs along the different crystal axes and therefore equation 2.58 can be
fulfilled. It should be mentioned that there are other techniques to achieve phase-matching,
e.g. by using periodically poled crystals, for more details on this topic, the reader is referred
to [24]. As mentioned in the introduction to this thesis, the phase matching condition is
less relevant at the nanoscale, or in general for materials that are thinner than the so-called
coherence length lcoh, which is the first root for the (sin(x)/x) term.

Third- and higher-harmonic generation

Third-harmonic generation (THG) is the logical continuation of SHG where three instead
of two photons with frequency ω0 convert into a new photon of frequency 3ω0. With the
third-order nonlinear susceptibility χ(3), the components of the polarization can be written
as

P
(3)
i = ε0χ

(3)
ijklEjEkEl (2.59)

Besides this, all properties that were discussed for SHG are valid for THG as well. The
process is energy conserving, happens via virtual electron states and (at the macroscale)
needs to fulfill the phase matching condition to happen efficiently. The χ(3) tensor depends
generally on space, frequency and has 81 independent elements and can be simplified by
spatial symmetries of a crystal. However, THG does not necessarily vanish in centrosym-
metric materials.
In a similar fashion, nth-harmonic generation can be defined for any integer n. As previ-
ously mentioned, the process is determined by the nonlinear susceptibility χ(n), which is
a rank-(n + 1) tensor. A general restriction to χ(n) is, that for even n, the (bulk) contri-
bution to the nonlinear process will always vanish in centrosymmetric materials, whereas
odd-orders are generally allowed under any symmetry condition. It should furthermore be
noted that phase matching has to be guaranteed for any nonlinear frequency conversion
process to occur efficiently.

2.4.2 The nonlinear refractive index

When multiplying out the term of third-order nonlinear effects (cubic term in equation
2.49), it contains a part that oscillates with the frequency ω of the fundamental beam. It
can be shown that this corresponds to a nonlinear modification ñ2 of the (complex) linear
refractive index ñ0 which scales with the intensity of the fundamental beam.

ñ = ñ0 + ñ2I(ω) (2.60)
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In case of a modification to the real part of the refractive index and therefore a real valued
ñ2 = n2, this is commonly referred to as the optical Kerr effect (OKE), which generally
describes the change of the refractive index in dependence of an electric field. As such it
is the nonlinear equivalent of the Pockels effect, where the change of the refractive index
is linearly dependent on the electric field strength. The Kerr coefficient n2 can be related
to the nonlinear susceptibility by [23]

n2 =
3

4c2n2
0ε0
<χ(3) (2.61)

If n2 is positive, high intensity laser beams can induce a refractive index profile into a
nonlinear material which acts like a focusing lens for the beam itself, leading to a process
called self-focusing. Since focusing leads to an increase of the intensity, this process will
theoretically cascade until the beam collapses [72] or the medium is optically damaged.
Nevertheless, the Kerr effect has important technical applications such as Kerr-lens mod-
elocking or parametric amplification [73]. Self-focusing occurs after the incident intensity
exceeds a threshold power Pth, defined as [74]

Pth = α
λ2

4πn0n2

(2.62)

where α is a constant that depends on the beam profile.
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Figure 2.8: Sketch of TPA
and subsequent 2PPL.

An additional contribution to the nonlinear refractive in-
dex is induced by two-photon absorption (TPA), where two
photons get absorbed via a virtual energy state (see Fig.
2.8). In contrast to the Kerr effect, this corresponds to
a modification of the absorption coefficient α0, is propor-
tional to the imaginary part of χ(3) and similarly scales
with the beams intensity.

α = α0 + βI(ω) (2.63)

with the TPA coefficient β. In case of a suitable band
structure of the material, TPA can be accompanied by a
photoluminescence (2PPL) as sketched in Fig. 2.8. Hereby,
the excited TPA electron relaxes towards the bandgap and

can then recombine with a hole in the valence band by emitting a photon of frequency
ω2PPL. Since there are relaxation processes (via electron-electron or electron phonon-
scattering), the emission of the 2PPL photon happens with a time delay and there is
energy transferred to the material. Consequently, the following inequality must be true:

ω2PPL < 2 · ω0 (2.64)

This is an important difference to the previously discussed SHG process where the energy
of the photons is conserved.
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2.5 Basics of ultrafast optics

In contrast to continuous wave (CW) radiation, many modern laser systems employ a series
of consecutive light pulses, each with a finite duration (see Fig. 2.9a). This approach
offers distinct advantages, particularly in nonlinear optical experiments, as it allows for
higher peak intensities by confining the laser energy to much smaller time scales. The
generation of laser pulses involves the superposition of monochromatic plane waves with
varying frequencies and a fixed phase relationship. Unless differently stated, the following
section is based on ref. [75], to which the reader is referred for more details. For simplicity,
in the following Gaussian shaped pulses in one spatial dimension are considered, however,
the principles discussed can be extended to encompass pulse shapes of any profile.

2.5.1 Transform-limited pulses and chirp

The time-dependent electric field of a Gaussian pulse at a fixed position in space can be
described as the product of the function e−γt

2
and the oscillating electric field. For a real

valued γ = γ1, this corresponds to a Gaussian envelope A(t) that modulates the electric
field as shown in Fig. 2.9a. This leads to an intensity I(t) ∝ |E(t)|2 that can be expressed
as

I(t) ∝ e−2γ1t2 (2.65)

It has a pulse length defined as the full-width half-maximum (FWHM) of τ 2
p = 2 ln 2/γ1.

If instead γ = γ1 − iγ2 becomes a complex parameter, γ2 introduces an additional phase
term. By defining the instantaneous frequency ω as the derivative of the total phase
φ(t) = ω0t+ γ2t

2, this leads to an additional time dependence.

ω(t) =
dφ(t)

dt
= ω0 + 2γ2t (2.66)

If this so-called ’chirp’ is positive, the instantaneous frequency will grow with time, if it
is negative it will decrease. Fig. 2.9 shows the comparison of a pulse without and with a
positive chirp, where the growing frequency is clearly visible.
As a pulse is achieved by the superposition of monochromatic waves with different frequen-
cies, the associated frequency spectrum can be calculated by applying a Fourier transform
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Figure 2.10: Overview over an ultafast pulse train. The pulses are separated in time
by the period T . A single pulse is characterized by its temporal width τFWHM , the peak
power Ppeak and the pulse energy Epulse, which corresponds to the integral over the dashed
area. Additionally, the connection between the temporal shape and frequency spectrum of
a pulse via Fourier transform (FT) is shown.

to the temporal function of the pulse. For the Gaussian example from equation 2.65, this
reads

Ĩ(ω) ∝ e−4 ln(2)(ω−ω0
∆ω )

2

(2.67)

In contrast to the temporal width of the pulse, it can be shown that the spectral width
∆ω depends on real and imaginary part of γ and is given by

(∆ω)2 = 8 ln(2)γ1

(
1 +

(
γ2

γ1

)2
)

(2.68)

A common quantity to describe the quality of ultashort pulses is the time-bandwidth
product (TBP), which is simply defined as

TBP = τp∆f = τp∆ω/2π (2.69)

From this follow a few points that are generally true for an arbitrary pulse shape and
spectrum. First, the bandwidth ∆ω and pulse length τ are inversely proportional, a conse-
quence of the Heisenberg uncertainty principle. This means that when reducing the pulse
length in time, a broadening of the spectrum is needed, and vice versa. Furthermore, from
equation 2.68 it follows for a nonzero chirp γ2 6= 0, the spectral bandwidth of the pulse
is larger than for γ2 = 0. Therefore, the TBP is minimized for vanishing chirp, which is
called a transform-limited (TL) or bandwidth-limited pulse. This minimum TBP depends
on a given pulse shape/ envelope function, for of a Gaussian pulse it can be calculated to
be TBPmin = 0.4413.

In the work with pulsed laser systems, it is convenient to introduce the following quan-
tities that are sketched in Fig. 2.10.

• The pulse train refers to the laser beam, consisting of the series of laser pulses.
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Figure 2.11: a.) Spatial dispersion experienced by a white-light beam that is caused
by traveling through a prism with normal dispersion (∂λn < 0). b.) Sketch of temporal
dispersion that an ultrashort pulse experiences when traveling through a dispersive medium
with length L.

• The temporal distance T between two pulses. The inverse is the so-called repetition
rate frep = 1/T , which describes the number of pulses per second, i.e. the frequency
of the pulse train.

• The average power Pav is defined as the power that is delivered by a pulse train,
integrated over 1 s.

• The pulse energy Epulse is the energy contained in a single pulse, defined as Epulse =
Pav/frep.

• The peak power Ppeak is defined as the peak of the energy that is reached by a
pulse. Therefore it depends on the time duration and is typically approximated as
Ppeak = Epulse/τ .

2.5.2 Dispersion effects

In section 2.2 it was introduced that the refractive index of materials depends on the fre-
quency and therefore the light’s wavelength and velocity can be seen as functions of the
frequency. This leads to well-known effects when working with multi-wavelength light,
prominent examples are the formation of rainbows or the color separation in a prism,
sketched in Fig. 2.11a. When dealing with short laser pulses, which consequently have a
large spectral bandwidth, this phenomenon becomes a fundamental challenge. In a dis-
persive medium, each frequency component will travel with a slightly different velocity
(c = c0/n) and the pulse will slowly loose its confinement in time (Fig. 2.11b). Mathemat-
ically, his can be derived by expanding the wavenumber k = ω/c for small deviations ∆ω
around the center frequency ω0

k(ω) = k(ω0) +
dk

dω
∆ω +

1

2

d2k

dω
(∆ω)2 + ... (2.70)
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The term linear in ∆ω corresponds to the dispersion of a material and is defined as the
inverse of the group velocity vg.

vg =
1

∂ωk(ω)
(2.71)

While the earlier introduced, so-called phase phase velocity c(ω) = c0/n(ω) describes the
speed of each individual, single frequency wave in a pulse, vg is the resulting velocity of
the envelope function. Consequently, the term in 2.70 describes a temporal shift that the
pulse experiences when traveling through a material and is commonly referred to as group
delay .
The quadratic term in 2.70 on the other hand, which is called group delay dispersion
(GDD), leads to a temporal broadening of the pulse, i.e. it introduces a chirp into the
phase. Assuming a Gaussian, TL-pulse with a temporal width of τ0, traveling through a
dispersive material of length L leads to a broadening by

τp(L)

τp(0)
=

√
1 +

(4 ln(2)Ld)2

τ 4
p (0)

(∂2
ωk)2 (2.72)

This affects the pulse only in the time domain while the frequency spectrum doesn’t change.
Furthermore, 2.72 shows that it depends on the original pulse length τp(0), why (for com-
mon glasses) the effect is negligible and becomes only relevant for laser pulses that are
shorter than 100 fs. Typically, the GDD ∂2

ωk is expressed in terms of the accumulated
phase shift ∂2

ωφ(ω) = ∂2
ω(kn(ω)L), which then has the unit fs2. It should be noted that

there can be higher order dispersion processes that can affect the pulse shape when trav-
eling though a material which will not be discussed in more detail here.

2.5.3 Multiphoton intrapulse interference phase scan

The work with ultrafast pulsed lasers naturally raises the question of how to resolve and
measure their temporal extent and shape. Ultrashort pulses are the fastest events generated
by humanity and after their duration became shorter than picoseconds, a measurement of
the pulses based on traditional detectors is no longer possible. Therefore, other techniques
had to be invented which were not based on (slow) electronic components.

Autocorrelation and frequency-resolved optical gating

It turns out that an easy way to investigate ultrafast pulses is to measure their self-
interaction. This can be done by implementing a setup that measures the autocorrelation
(AC) as sketched in Fig. 2.12a. The laser is divided into two beams which are then
send through two different pathways with a controllable path difference ∆s. With modern
high-precision stages, it is possible to tune the temporal delay τ = ∆s/c0 with below
1 fs precision. The two beams are then recombined and overlapped inside a nonlinear
crystal, where new frequency light is generated and sent to a (slow) photodiode. Before,
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Figure 2.12: a.) Sketch of an optical autocorrelation setup, BS refers to beamsplitter
and NLC to a nonlinear crystal. b.) Exemplary result of an autocorrelation trace for
a τp = 130 fs pulse (orange curve). The results of the same pulse retrieved by a FROG
measurement is shown blue, the phase in gray. c.) measured FROG trace of the pulse
from (b.)

an appropriate filter ensures that no light of the original laser frequency arrives at the
detector. Now, the path difference can be tuned by moving the delay stage and the (time
averaged) intensity of generated light can be recorded accordingly. The result has the
mathematical structure of an autocorrelation function and can be expressed as (in case of
SHG as nonlinear process):

I2ω(τ) ∝
∫ +∞

−∞
dtI(t)I(t− τ) (2.73)

However, since only intensities I ∝ |E|2 are measured in the end, all phase information
of the pulse are lost, for example the the spectral shape and the chirp. Nevertheless, an
autocorrelation measurement allows to extract the temporal FWHM for a known beam
shape with a flat phase. An exemplary measured AC trace is shown by the orange curve
2.12b.
In case that more information are needed, more advanced techniques were invented that
can record phase and envelope function, prominent examples are frequency-resolved optical
gating (FROG) and spectral phase interferometry for direct electric-field reconstruction
(SPIDER). In the following, FROG will be discussed more in detail. The general setup is
identical to the Fig. 2.12a with the difference that the photodiode is replaced by a detector
with spectral sensitivity. Typically, this is realized by a spectrometer and a charge-coupled
device (CCD) camera. This allows to measure the intensity as a function of the pulse
frequency ω and the time delay τ between the two beams (see Fig. 2.12c. If the nonlinear
interaction is again SHG, the measured intensity reads:

IFROG(ω, τ) =

∣∣∣∣∫ ∞
∞

dtE(t)E(t− τ)e−iωt
∣∣∣∣2 (2.74)

The retrieval of the pulse shape in time and frequency from a measured FROG trace
is not trivial and a variety of algorithms exist to perform that task. This thesis uses a
popular variant that is done with the codes provided by Trebino’s group that pioneered
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in that field [76, 77]. The blue line in Fig. 2.12b corresponds to the retrieved pulse from
the FROG trace in subfigure c, together with the extracted phase in gray. Evidently, the
details in the shape are different to the result that was extracted from the autocorrelation
measurement.

Pulse compression and phase retrieval

pulse shaper NLC

filter

Figure 2.13: Working principle of MIIPS.

An alternative technique for the character-
ization of ultrashort pulses is multiphoton
intrapulse interference phase scan (MIIPS),
which not only measures a pulse, but si-
multaneously compensates for phase distor-
tions [78]. Instead of FROG and AC, where
a temporal delay is used to characterize a
pulse, MIIPS is based on spectral phase
functions that can be controlled by an adaptive pulse shaper. The general working prin-
ciple is sketched in Fig. 2.13, whereas the experimental realization is discussed in section
3.4. After leaving the pulse shaper, the setup is similar to FROG, with a nonlinear crystal
(NLC) where nonlinear light (typically SHG) is generated and a filter that removes light
of the original frequency after which the generated light is analyzed with a spectrometer.
The pulse shaper allows to manipulate the phase for each of the frequency components in
the ultrashort pulse. During the MIIPS algorithm, different well-known phase functions
f(ω) are applied to the pulse, such that the measured SHG intensity at frequency 2(ω+∆)
can be expressed as [78]

I(∆) =

∣∣∣∣∫ dΩ|E(∆ + Ω)||E(∆− Ω)|ei(ϕ(∆+Ω)+ϕ(∆−Ω))

∣∣∣∣2 (2.75)

The total phase is now ϕtot(ω) = φ(ω) + f(ω), with the original (unknown) phase φpulse(ω)
of the pulse. By measuring the SHG intensity, which is proportional to φtot, this allows to
extract the phase φpulse. It can be shown that when considering the leading order terms,
the SHG signal is maximized if the the second order derivative of the total phase vanishes.

ϕ′′tot(∆) = ∂2
Ω ϕtot(∆) = φ′′(∆) + f ′′(∆) = 0 (2.76)

A common example is to use functions of the form f(∆) = α cos(γ∆ − δ). Then, the
sweeping of the δ parameter and the collection of the SHG spectra generates a MIIPS data
set and the ideal phase correction δmax can be determined. From this, the original phase φ
can be retrieved and corrected by applying −φ, such that the resulting pulse is transform
limited. In the MIIPS spectrum, this can be seen by parallel lines that are respectively
separated by π. An exemplary measurement and the experimental realization of MIIPS is
part of section 2.5.3. For more details including for example higher order corrections, the
reader is referred to refs. [78–80].
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Figure 2.14: Yee cell in one dimension with
the electric and magnetic fields indicated at the
positions where they are defined and saved.
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2.6 Optical Simulations

Although Maxwell’s equations and the wave equation are solvable for arbitrary geometries,
the process can become very complex and computationally intensive. Particularly at the
nanoscale, interactions are increasingly complex and difficult to predict and solve. Here
optical simulations are a powerful tool that allow to numerically model a nanophotonic
system and to gain insights before fabricating and measuring them in the laboratory. For
this thesis, two different simulation methods were uses that are discussed in the following.

2.6.1 Finite-difference time-domain simulations

The finite-difference time-domain (FDTD) method is a commonly used numerical technique
for simulating the behavior of electromagnetic fields in nanophotonic structures. As the
name indicates, it is a time-domain method, where Maxwell’s equations 2.1 - 2.4 are solved
for every time step ∆t. This allows to solve for many frequencies within one simulation
and it is therefore a convenient choice for cases where a broadband analysis is needed. In
FDTD, the desired structures are divided into small rectangular cells (’mesh’) which all are
associated with values of the electric and magnetic field according to Maxwell’s equations.
These are then updated with each time step iteratively by solving a set of differential
equations that are discussed in the following. For simplicity, the mathematics are limited
to the one dimensional case, the two and three dimensional derivations can for example be
found in [81].

Yee’s algorithm in one dimension

The numerical solution provided by the FDTD method is based on the discretization of
Maxwell’s equations in space and time. This is done by approximating the appearing
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derivatives by the so-called centered difference form which for example reads

∂tf |ni =
fni+1 − fni−1

2∆t
+O(∆t)2 (2.77)

for the time derivative of an arbitrary function f . The index n corresponds to the iteration
number in time and ∆t to the step size. Analogue, the derivative in space can be defined
with the index i which refers to the spatial grid point and ∆x as the distance of mesh cells.
To solve Maxwell’s equations based on this, the FDTD algorithm was invented by Kane
S. Yee and makes use of the so-called interleaved leapfrog method. For this, intermediate
points are introduced into the space-time grid, located at i ± 1/2 and n ± 1/2 (see Fig.
2.14 for a z-polarized wave). Then, the one dimensional wave equations (for y-polarized
electric field) read

Ey|n+1
i = Ey|ni −

∆t

εi∆x

(
Hz|n+1/2

i+1/2 −Hz|n+1/2
i−1/2

)
(2.78)

Hz|n+1/2
i+1/2 = Hz|n−1/2

i+1/2 −
∆t

µi+1/2∆x

(
Ey|ni+1 − Ey|ni

)
(2.79)

with the material parameters ε and µ. As illustrated in Fig. 2.14, the electric field com-
ponent in grid point i and at time step n + 1 is calculated from the previous time step n
and the difference of the magnetic field values at the neighboring, half-integer grid points
i± 1/2 at the time step n+ 1/2. Once starting values are defined, the iterative procedure
allows to solve for the fields over the entire (time and space) grid.

Implementation in Lumerical FDTD

The simulation software that is used for the simulations of this thesis is Lumerical FDTD
from the Ansys software suit. It allows to generate arbitrary structures in two or three
dimensions with a set of different boundary and symmetry conditions. The electric and
magnetic field values can be recorded with monitors that can be freely positioned. The
software allows to choose the simulated wavelength range, spectral resolution of the saved
fields and to implement any material of choice. For this thesis, the materials were defined by
using measured optical properties from ellipsometry measurements, which will be discussed
in section 3.3.1.

In the case of single structure simulations, the total-field scattered-field (TFSF) source
is used, which is particularly convenient to investigate scattering problems. The source
is defined as two or three dimensional cuboid that should be placed inside the simulation
regime. A plane wave ~Ein is then launched from one of the edge faces. Inside the TFSF
borders, the solver will save the total electric field present (see Fig. 2.15), which is ~Etot =
~Escat + ~Ein. For the field outside the TFSF source on the other hand, the launched plane
wave is subtracted such that only the scattered field is present. Exemplary, in Fig. 2.15,
the field outside the border is zero when there is no scatterer. In case of a scattering
object on the other hand, only the scattered field can be seen in that area. This allows
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no scatterer with scatterer

TFSF border

Figure 2.15: Visualization of
the total-field scattered-field
(TFSF) source in Lumerical
FDTD. Inside the borders of the
source, the total field is present,
outside, only the scattered field.
Shown is the case without (left)
and with (right) a scattering
object

to simply extract the scattering cross section by placing a monitor surrounding the TSFS
source which records the outgoing power flux Ps. A similar monitor placed inside the
source boundaries consequently records the power flux of the total field Ptot in the system.
In combination this allows to extract the scattering σs and absorption σa cross section by
simply normalizing with the source intensity Iin.

σs = Ps/Iin (2.80)

σa = Ptot/Iin − Ps/Iin (2.81)

For most simulations, the goal is to simulate the respective particle in an infinite space. To
mimic this, Lumerical FDTD allows the usage of so-called perfectly matched layer (PML)
boundary conditions. These are design to absorb any incident electromagnetic radiation
without causing any reflection at the interface. It should be noted that this far from trivial
and the definition of PMLs is theoretically extensive, for more details the reader is referred
to [81].

2.6.2 The finite-element method

An alternative numerical method is the finite-element method (FEM), which is a widely
used tool for any physical simulation where differential equations are involved, e.g. me-
chanical or fluid flow problems. In contrast to FDTD, where the geometry is always divided
into rectangular elements (see Fig. 2.16a), FEM allows generally arbitrary shapes and ori-
entation what makes it very flexible and practicable for complex structures. A common
example is a tetrahedral mesh which becomes denser in areas where more complex fields
are expected, for example the boundary of the sphere in Fig. 2.16b. In FEM, the solution
to Maxwell’s equations is approximated by minimizing a functional that includes the elec-
tromagnetic wave equations 2.11 and 2.12 and appropriate boundary conditions. Hereby,
the interfaces (’nodes’) between neighboring cells are of particular importance and it is
to be ensured that Maxwell’s equations are fulfilled here. This is done by expanding the
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a.) b.) Figure 2.16: Comparison of the meshing
procedure betweena.) Lumerical FDTD
and b.) COMSOL Multiphysics. The
first contains always a rectangular ele-
ments while FEM allows arbitrary shaped
mesh, in this case tetrahedons.

electric field with a set of suitable functions ~N [82].

~E =
N∑
j=1

Ej ~Nj(~r) (2.82)

where N is the number of nodes. With this, the FEM algorithm rewrites to a linear algebra
problem with the sparse matrix M , the (unknown) electric field ~E and a vector related to

the sources terms of the system ~b.

M ~E = ~b (2.83)

To solve this set of equations, different algorithms are available which will not be discussed
in detail here, prominent examples are Galerkin’s or Ritz’s methods [81]. All this makes
FEM practicable for complex and particularly curved structures, where the rectangular
mesh of FDTD can lead to staircase effects.

The implementation in COMSOL Multiphysics

The FEM simulations in this thesis are performed in COMSOL Multiphysics which is a
powerful software to simulate a wide range of physical problems. More precisely, the radio
frequency (RF) module is used for simulations in the frequency domain, which is convenient
for single-wavelength simulations. The software allows to design arbitrary geometries with
custom material parameters that can be defined by the user. For the simulation of single
scattering objects, COMSOL allows a similar setup to the TFSF source of Lumerical. Here,
a background field is manually defined which should be the solution to Maxwell’s equations
in the case of no scattering object. This can for example. be a simple plane wave in case
of a structure in vacuum or the incident, reflected and transmitted waves according to the
Fresnel equations 2.22-2.25 for an object on a substrate. The COMSOL solver is then set
to only solve for the scattered field, such that the scattering cross section can be calculated
by

σscat =

∫
A

d ~A · ~P/P0 (2.84)

Here, ~A = An̂ is an arbitrary surface A that completely encloses the scattering object, n̂ is
the outwards pointing surface normal. Since the simulation solves for the scattered field,
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the Poynting vector ~P contains only the scattered field and P0 is the power of the source
wave, i.e. by defined in the background field. Similar to the implementation in Lumerical
FDTD, COMSOL allows so limit the simulation volume by PML boundary conditions to
mimic the infinite space.
One advantage of COMSOL is the possibility to straightforward simulate nonlinear optical
processes such as SHG. For this, the simulation is separated into two steps. First, it solves
for the exciting field at frequency ω and the solution is used to calculate the induced
nonlinear polarization as defined by equation 4.1 and hte susceptibility tensor χ(2) of the
respective material. From this, the current density ~J (n) can be extracted by

~J (n) = ∂t ~P
(2) = i(nω)ε0 ~P

(2) (2.85)

This is then used to as the source for the second simulation step, which is done at the SHG
wavelength 2ω. It should be noted that this requires special care when defining the mesh
and constants in the software.
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Chapter 3

Methodology

This chapter describes the methodology used for experiments in this thesis. First, the
nanofabrication workflow and structural analysis are discussed, followed by the different
optical experiments, both in the linear and nonlinear regime.

3.1 Nanofabrication

This section describes the different techniques that are used for the fabrication and struc-
turing of the (nano)materials presented in this thesis. While the details may differ for
the different systems, the general procedure is similar. In general, it can be separated in
three different steps, starting with the substrate cleaning and thin film deposition where
the desired material is prepared, followed by the electron-beam lithography (EBL) that
converts the previously designed geometry as hard mask on the thin film. Finally, in the
etching steps, the design is transferred into the material and remaining masks and un-
wanted materials are removed. This section describes the general methodology of the used
procedures whereas the specific parameters are given after each experimental section and
the appendix A.1.

3.1.1 Thin film deposition

In advance, the substrates of choice are carefully cleaned by an ultrasonic bath first in
acetone, in isopropyl alcohol (IPA) and then in deionized water (DI). Finally, a treatment
in an oxygen plasma (diener elecronic GmbH) at 20 sccm and 100 % power for several
minutes remove small contamination from the surface. Throughout this thesis, different
deposition techniques are used to fabricate thin films of various materials and structure.
Their different working principles are sketched in Fig. 3.1.

Sputter deposition

Sputter deposition is a physical vapor deposition (PVD) method that is based on the
ejection of a material by ion bombardment as sketched in Fig. 3.1a. For this a target of
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the desired materials is placed in a vacuum chamber, where a plasma is ignited in a gas
mixture of oxygen and argon. The sample is placed on a substrate holder and a voltage is
applied with respect to the target. As a consequence, the ions of the plasma are accelerated
towards the latter, where they impact with high velocity such that atoms of the material
are kicked out. The ejected atoms then deposit on the substrate where eventually the
thin film grows. The sputter deposition for this thesis is carried out with an Angstrom
deposition tool and materials as gallium phosphide and indium tin-oxide, with the typical
deposition parameters noted in Table A.1 in the appendix.

Molecular-beam epitaxy

Molecular-beam epitaxy (MBE) is a thin-film deposition technique used to produce high-
quality, thin films of semiconductor materials with a very precise control over the thickness
and composition of the film. It is a process in which atoms or molecules are evaporated
from a heated source, and then allowed to deposit on a substrate under ultra-high vacuum
conditions, typically in the range of 10−9 to 10−11 Torr. The sources are typically so-
called Knudsen or effusion cells providing a stream of single element atoms that is directed
towards the substrate where they condense and form the thin film, which is grown layer-by-
layer. According to the composition of the resulting material, multiple cells are combined
and the process can be controlled by e.g. the temperature of the sources, the substrate
and inside the chamber, which usually are a few hundreds of degree Celsius. Most MBE
machines include a reflection high-energy electron diffraction (RHEED) system inside the
chamber (see Fig. 3.1b). Without going into to much detail here, RHEED makes use of
the diffraction of an electron beam under high angle of incidence. Similar to the techniques
that will be discussed in the following section, this allows to observe the growth and crystal
quality in situ during the process. In this thesis, MBE is used for the fabrication of niobium
phosphide thin films which will be part of chapter 5, with the deposition details noted in
the end of the chapter.

Chemical vapor deposition

Chemical vapor deposition (CVD) summarizes two deposition techniques that were used
in this thesis and that are based on the chemical reaction of elements contrarily to the
physical deposition of layers in the previous methods. Although the details differ, the
general arrangement of a CVD machine is shown in Fig. 3.1c.

Plasma-enhanced chemical vapor deposition (PECVD): In PECVD, the chem-
ical reaction of the precursor gases occur in the state of a plasma which is usually ignited
by high-frequency electric fields. This enables strong chemical reactions of the gas atoms
and eventually the formation of a thin film on the substrate. In this thesis, PECVD is
used for the deposition of SiO2 and amorphous silicon thin films.

Metalorganic chemical vapor deposition (MOCVD): While the previous dis-
cussed technique generally results in an amorphous structure of the deposited film, MOCVD
allows the growth of crystalline thin films. As such, it is comparable to the previously dis-
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Figure 3.1: Overview over the thin film fabrication techniques that were used in this
thesis. a.) Sputter deposition, b.) Moecular-beam epitaxy (MBE) and c.) chemical
vapor deposition (CVD).

cussed MBE, but is instead based on the chemical reaction of different precursor gases.
These are typically combinations of suited metalorganics that are sent into the heated reac-
tion chamber. In the vicinity of the substrate, the gases undergo pyrolysis and divide into
the respective subspecies that then react with each other to form the thin film of the desired
material. The temperature in the chamber is usually ranging between 600 − 1100◦C, de-
pending on the used compounds. For this thesis, MOCVD is used as fabrication technique
for crystalline gallium phosphide thin films, which are part of chapter 4.

3.1.2 Electron beam lithography

The single steps od the EBL process are sketched in Fig. 3.2. As mentioned previously,
EBL is used to define the designed structures in a photoresist, which is done by exposing
selected areas with the electron beam of a scanning electron microscope (SEM). This
thesis uses the polymer polymethylmethacrylat (PMMA) as resist, that is spin coated
on the desired sample and then baked for five minutes at 180 ◦C. Depending on atomic
weight and spin speed, the PMMA thicknesses range between 50− 300 nm. Subsequently,
the sample is coated with an electrically conductive polymer (Espacer 300Z) that ensures
sufficient conductivity and visibility in the SEM.
The actual EBL process is carried out by an ElinePlus (Raith GmbH) system that is built

with a ultra-high vacuum SEM and a laser-controlled sample stage. Based on a structure
design that is prepared beforehand, the electron beam is automatically scanned over the
sample and precisely exposes the areas, where the desired structures are supposed to be.
Where the electrons impact on the PMMA, they break bonds of the polymer and as a
consequence the chemical solubility is locally increased.
After the sample is taken out of the SEM chamber, it is rinsed in DI to remove the Espacer
layer. Following, it is put into a mixture of methylisobutylketon (MIBK) and IPA (ratio
1:3) which is called the development process. Here the exposed areas with higher solubility
get dissolved while the remaining resist stays on the sample. The development is stopped
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Figure 3.2: Scheme of the general fabrication work flow, with (1) the thin film deposition,
(2) the different steps of electron beam lithography and (3) the final etching procedures.

by rinsing in pure IPA such that finally the designed patterns appear as holes in the
continuous PMMA film, as sketched in Fig. 3.2. The timing of this process depends on the
used EBL parameters and are therefore noted in the Experimental details of the respective
chapter.
Next, a gold hard mask is deposited on top by ultra-high vacuum electron-beam evaporation
(Bestec), using an acceleration voltage of 8.5 kV with deposition rates between 0.5−1 Å/s.
The mask thickness ranges from 40 − 60 nm. It should be noted, that depending on the
sample’s material, an adequate adhesion layer is needed to ensure that the gold sticks on
it. For this purpose, a thin layer (∼ 2 nm) of chromium is deposited before the deposition
of the gold using the same machine. Only for SiO2 substrates, a self-assembling monolayer
(SAM) [83] is used instead, consisting of (3-Mercaptopropyl)trimethoxysilan (MPTMS) in
ethanol (80 %). For the preparation of the SAM, the a drop of the MPTMS mixture is
dropped on the thin film and left there for 30 s, before it is rinsed in pure ethanol for 40 s.
Next, the sample is carefully dried in nitrogen flow and then baked at 100 ◦C for fifteen
minutes. Then, the sample is ready for the gold deposition.
Finally, the lift-off process is performed, where the remaining PMMA film is dissolved
such that the designed patterns appear as gold structures on top of the sample. This is
done by emerging the sample into a special solvent (Remover 1165 from Microdeposit) or
equivalently acetone for several hours and heated to 80 ◦C.

3.1.3 Reactive ion etching

In the final fabrication step, the gold structures that result from the EBL process are
transferred into the desired material. This is done by inductively-coupled plasma reactive-
ion etching (ICP-RIE, PlasmaPro 100 from Oxford Instruments), a chemical dry etching
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Figure 3.3: Sketch of the ICP-RIE pro-
cess. The charged particles in the gas
plasma are accelerated towards the sam-
ple by an applied RF bias. Additionally,
a coil generates a magnetic field inside the
chamber to force the particles on a circular
trajectory.

ICP power

gas inlet

~ RF source

gas outlet

technique. The process is based on a combination of different etching gases that are
ignited to a plasma and then accelerated towards the sample. This is done by a applying
a radio frequency (RF) bias and an ICP voltage which drives a magnetic field through a
coil (see Fig. 3.3). This field has the purpose to force the charged particles on circular
trajectories to increase their path and therefor the etching efficiency. Once the particles
arrive at the sample, the plasma enables chemical reactions between the gases and the
atoms of the material such that volatile compounds form that are subsequently pumped
out of the chamber. By changing the reacting gases, ICP-RIE allows to etch with high
material selectivity and a high (vertical) directionality, preserving the shape of the mask
and generating steep sidewalls. Finally, the etch mask is removed by wet etching (Au
etchant from Aldrich), such that only the structures in the desired patterns remain. The
parameters and gases for the dry etching steps are listed in table A.3 in the appendix.

3.2 Material characterization

An important part of the material fabrication is the subsequent characterization and spec-
ification. The following section discusses a set of techniques for the study of structure,
composition and electronic properties of the fabricated materials. They are based on X-
ray radiation, which is beneficial due to the high energy of X-ray photons (> 100 eV) and
correspondingly small wavelengths (< 10 nm) which allows them to measure with resolu-
tions at the atomic scale. Therefore, the source of the systems is typically based on an
X-ray tube, where electric energy gets convert into an continuous beam of X-ray photons.
For this, a cathode is placed in a vacuum where electrons are emitted and then accelerated
towards the anode. Here, the impact of the incident (accelerated) electrons lead to the
emission of high energy photons, with an X-ray spectrum that is specific to the acceleration
voltage (typical in the range of 104 V) and the anode material (typical examples are tung-
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Figure 3.4: Sketch of the X-ray characterization methods. a.) XRD technique, with a
sketch of the X-ray diffraction below. Here, the detector is a standard X-ray detector. b.)
XPS measurement with a sketch of the photoelectric effect below. In this case the detector
requires spectral selectivity. c.) ARPES measurement scheme, which is similar to that of
XPS, but has additional sensitivity towards the emission angle θ of the electrons. Below,
a sketch of the electron’s momentum distribution is shown.

sten or copper). Special X-ray monochromators furthermore allow to specify the energy
and wavelength of the source photons that are then sent to the sample. It should be noted
that this section describes the general working principles, the respective instrument details
are summarized after each experimental section.

X-ray diffraction (XRD): XRD is a technique for the non-destructive investigation
of the atomic arrangement in a material, sketched in 3.4a. It is based on the diffraction
of X-ray photons by the periodically aligned atoms of a crystalline lattice, which happens
due to the similar size of atomic distances and the radiation wavelength. Consequently,
the crystal planes of a material act as a diffraction grating on the X-ray photons such that
they interfere destructively in most directions and therefore low measured intensity. For
certain angles however, constructive interference happens which leads to distinct peaks in
the measured intensity. This condition is known as the Laue equation.

∆~k = ~kout − ~kin = ~G (3.1)

where ~kout and ~kin are the wavevector of the outgoing and incoming X-ray beam (see

sketch in Fig. 3.4a), respectively, and ~G is the reciprocal lattice vector. There exist dif-
ferent techniques on how to extract lattice structure from this condition, which involve
monochromatic or polychromatic source and different relations between incident and col-
lection angle. Nevertheless, they all measure a characteristic diffraction pattern which is
unique for each crystal structure. This makes XRD a powerful technique which allows to
identify the crystalline order of a material.

X-ray photoelectron spectroscopy (XPS): XPS is an analysis technique that al-
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lows to study the elemental composition and chemical state of a material. It is based on
the photoelectric effect, where a high-energy X-ray beam is directed to the sample and the
incident photons ”kick out” electrons at the surface, see 3.4b. By measuring the energy
distribution of the ejected electrons, a spectrum can be recorded which is characteristic for
each element and contains information on the chemical bonding (or state) of the atoms. For
this, usually ultra-high vacuum is needed, together with a monochromatic X-ray source1

that is focused on the sample. The ejected electrons are then analyzed with with respect
to their energy, typically with a hemispherical electron energy detector (Fig. 3.4b). From
the photoelectric effect, one can deduct the measured binding energy Eb of the electrons.

Eb = Eγ − (Ekin + φ) (3.2)

Here, Eγ is the (known) energy of the X-ray photons, Ekin is the (measured) kinetic en-
ergy of the electron and φ corresponds to the work function that is specific for the surface
of a material and contains corrections for the individual instrument. As a consequence,
the measured spectrum will contain a variety of peaks that can be associated to material-
specific electron states. Due to the limited skin depth of electrons, XPS is mostly reduced
to the surface region of a material. Furthermore, it should be noted that the analysis of
XPS data is a complex process where many aspects have to be considered, e.g. the position
and shape/ widths of certain peaks as well as unwanted signal from secondary (so-called
Auger-) electrons.

Angle-resolved photoemission spectroscopy: Finally, angle-resolved photoemis-
sion spectroscopy (ARPES) represents a powerful analysis technique that is related to
XPS. Analogously, it is based on the photoelectric effect and aims to extract the energy
and additionally the momentum of core electrons in the material. For this, the detection
unit is designed to not only measure the energy distribution of the emitted electrons but
additionally their angular spread (Fig. 3.4c). From the angle θ, the (surface parallel)
component of the emitted electron’s moment can be extracted by

~|~k‖| =
√

2meEkin sinϑ (3.3)

Together with the relation from equation 3.2, this allows to fully map the electron’s disper-
sion at the surface of a material and therefore a direct measurement of the electronic band
structure. However, it should be noted that ARPES allows only the precise measurement
of the parallel momentum ~k‖, while the normal component ~k⊥ can only be approximated
(see Fig. 3.4c) [84]. Furthermore, it should be added that ARPES is commonly oper-
ated at lower photon energies (ultraviolet to extreme ultraviolet instead of X-ray) than the
previous techniques, depending on the investigated material.

1This is true for the techniques used in this thesis. It should be noted that in general, there are XPS
techniques that are using broadband X-ray sources.
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Figure 3.5: The working principle of el-
lipsometry. An unpolarized light source
is sent through a polarizer before it is re-
flected off the sample. A second polarizer
(analyzer) filters the light before it enters
the detector.

light source detector

sample
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3.3 Optical characterization

The focus of this thesis lies in the optical characterization of different nanomaterials. The
following sections discuss the used methodology, starting with the linear characterization
which is based on the theory of reflection and transmission that was introduced in section
2.2. The following two sections discuss the nonlinear optical measurement techniques that
are built with ultrafast pulsed laser sources. The majority of the experimental results in
this thesis are based on the setups introduced there.

3.3.1 Spectral ellipsometry

The content of this section is mainly based on the comprehensive and detailed user guide of
the company J.A. Woolam that refers to ref. [85]. Spectral ellipsometry is an experimental
method that allows to determine the complex refractive ñ = n−ik. For this, an ellipsometer
consists of a monochromatic and unpolarized light source that is followed by a linear
polarizer to generate linearly polarized light. After reflection from the sample, the light is
sent to a rotating polarizer (analyzer) and finally measure at a detector. This allows to
investigate the change of the polarization state induced by the reflection off the sample.
With a known rotation frequency Ω of the analyzer, elliptically polarized light generates
an oscillating voltage with a constant offset DC at the detector:

V (t) = DC + a cos(2Ωt) + b sin(2Ωt) (3.4)

This allows to define the two quantities measured by ellipsometry which are α = a/DC
and β = b/DC. To relate these to the optical properties of the material, it is convenient
to introduce the Jones-formalism which is based on the two orthogonal s and p polariza-
tion states, which were introduced in section 2.1.2. Arbitrary polarized light can now be
expressed as a (complex valued) Jones vector

~E =

(
Ẽp
Ẽs

)
(3.5)

With this, any optical component can be expressed as a 2 × 2 matrix that changes the
polarization state of the original wave. Thus, the electric field ~ED arriving at the detector



3.3 Optical characterization 47

can be expressed as

~ED =

(
1 0
0 0

)(
cosA sinA
− sinA cosA

)(
r(p) 0
0 r(s)

)(
cosP − sinP
sinP cosP

)(
1
0

)
(3.6)

Here, the first two matrices correspond to the analyzer with A being the angle between
the polarizer’s axis and the plane of incidence. The third matrix is the reflection off the
sample, defined by the (complex) Fresnel coefficients r(s) and r(p) (see section 2.1.2) for
s and p polarization, respectively2. Finally, the last matrix and vector correspond to the
rotation of the source light, given by the angle P between the polarizer axis and the plane
of incidence. This can be evaluated to

~ED =

(
r(p) cosP cosA+ r(s) sinP sinA

0

)
(3.7)

It is now convenient to introduce the ellipsometric parameters tan Ψei∆ =
r(p)

r(s)
, such that

tanψ is the magnitude of the ratio of the Fresnel coefficients while ∆ corresponds to their
phase difference. With this, the intensity at the detector ID ∝ |ED|2, after normalization
with the term independent of A, reads

ID ∝ 1 +
tan2 ψ − tan2 P

tan2 ψ + tan2 P
cos 2A+

2 tanψ cos ∆ tanP

tan2 ψ + tan2 P
sin 2A (3.8)

Comparing this to the time dependent voltage at the detector that was defined in equation
3.4 and the known time dependence of the angle A, a Fourier analysis of the measured
voltage allows to measure ψ and ∆:

tanψ =

√
1 + α

1− α
|tanP | (3.9)

cos ∆ =
β√

1− α2

tanP

|tanP |
(3.10)

In summary, the time dependent signal at the detector is measured and then Fourier trans-
formed, from which the ellipsometric quantities ψ and ∆ can be calculated. To extract the
complex refractive index however, a model must be constructed and fitted to the measured
data. This model is typically built on known parameters of the material (for example
the electronic structure, bandgap, ...) and allows, if chosen wisely, the extraction of the
complex refractive index and the thickness of the measured thin film(s). Furthermore, the
technique contains information on the surface roughness and imperfections of the measured
material.
Throughout this thesis, varying-angle spectral ellipsometry (VASE) is used to determine
the optical constants of the investigated materials, done with a VASE system by J.A.
Woolam Company. This allows to perform the measurement over a wavelength range from
300−2500 nm and with varying angle of incidence. Accordingly, the generation and fitting
of the model is done with the WVASE software by the same company. It allows a wide
range of models and peak shapes to represent a wide range of materials and structures.

2It should be noted that this definition without off-diagonal elements is only valid for isotropic samples
with low surface roughness.
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Figure 3.6: The experimental setup with both femtosecond laser systems, the Nikon
microscope and the available detectors. FM denotes flip-mirrors that can be flipped in
and out, depending on the demand, NA are the positions of objectives and BS is short for
beamsplitter.

3.3.2 Nonlinear optical measurements and HHG

To observe nonlinear optical effects as discussed in section 2.4 high peak intensities are
needed. Therefore, two different pulsed laser systems are used, implemented in the exper-
imental setup sketched in Fig. 3.6. Both laser sources provide femtosecond laser pulses
that are used to pump two different wavelength extension devices. These are based on
parametric amplification which uses different nonlinear processes to selectively generate
and enhance a wavelength that can be selected by the user.

• kHz system: An ytterbium doped potassium gadolinium tungstate (Yb3+ : KGd(WO4)2

- short Yb:KGW) laser that is provided by Light Conversion Ltd (Pharos). The laser
has an output wavelength of 1030 nm at an average power of about 20 W, a tunable
repetition rate frep < 200 kHz and pulses with 180 fs. It pumps an optical parametric
amplifier (OPA, Orpheus HP from Light Conversion Ltd) that allows to freely tune
the wavelength between 0.3−3µm. In the following this is referred to as kHz system.

• MHz system: A titanium doped sapphire (Ti:sapphire) laser from Coherent Inc.
(Chameleon Ultra II) with a tunable wavelength output λ = 680 − 1080 nm, a rep-
etition rate of frep = 80 MHz and 140 fs short pulses. The laser pumps an optical
parametric oscillator (OPO, from Coherent) that extents the wavelength range from
the visible to mid-infrared. In the following, this is referred to as MHz system.

Table 3.1 summarizes the properties of the two laser systems, according to the formulas
that were introduced in section 2.5. The kHz system is preferable for experiments were
high peak powers are needed and is used throughout most of the experiments in this thesis.
Additionally, the lower repetition rate allows to minimize unwanted thermal effects that
could perturb experiments, particularly when working at higher powers. The MHz laser on
the other hand has the advantage of more pulses per second which can be seen as ”number
of experiments” per second. This generally means a higher signal to noise ratio and is
advantageous for experiments where lower peak energies are needed.
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As depicted in Fig.3.6, both laser systems are aligned to a confocal microscope (Nikon

Laser λ extension rep. rate time width pulse energy peak pulse power

Yb:KGW OPA 200 kHz† 180 fs 500 nJ 2700 kW
Ti:sapphire OPO 80 MHz 140 fs 1.25 nJ 8.9 kW

Table 3.1: Paremeters of the used femtosecond laser systems. †variable, the value cor-
responds to the maximum value. Pulse energy and peak power were calculated with the
laser parameters and an average power of 100 mW.

Eclipse Ti-U) that allows to measure either in transmission or reflection geometry. For
focusing, different objectives are available, all from the Nikon Plan Fluor series. The sample
stage consists of a manual XY micrometer positioner and a XYZ piezo stage (MadCity Labs
Inc, NanoLPS200). A white light source can be flipped in and out which allows to image
samples via a connected camera. When measuring in transmission, the collecting objective
is mounted on an arm with controllable XYZ micrometer screws.
For the data collection, a rotable mirror can direct the light to two different detectors. The
first contains of an avalanche photo diode (APD, MPD-PDM series by Picoquant) which
allows close-to single photon detection but no spectral selectivity. The second detector is a
spectrometer (Princeton Instruments Acton SP2300i ) which is coupled to a CCD camera
(Princeton Instruments, Pixis100 - F). For measurements in this thesis, the spectrometer
is used with a 150 g/mm and a blazing wavelength of 500 nm.
Finally, a selection of optics can be placed in the beam path throughout the experimental
setup and which are changed depending on the specific demands on each experiment. To
filter wavelength ranges, long- and shortpass filters are used which, if not stated differently,
are exclusively from the premium hard coated series from Thorlabs. Both laser systems are
linearly polarized, such that the polarization can be controlled by the implementation of
λ/2 waveplates and polarizers, both from Thorlabs. The power throughout the setup can
be controlled with optical density (OD) filter wheels (Thorlabs) and measured by different
calibrated power sensors (Thorlabs; S120VC, S470C, S122C). For the measurement below
their detection sensitivity, a calibrated silicon detector is used, for example in the case of
SHG signal (Newport 918D-series).
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3.4 Pump-probe spectroscopy

Pump-probe spectroscopy (PPS) is a popular measurements technique and application of
pulsed laser systems. The general scheme is sketched in Fig. 3.7. The principle is based on
two laser pulses that are sent to the specimen of interest. By interacting with the sample,
the higher intensity beam (’pump’) creates a non-equilibrium that is then observed by the
the second, lower intensity beam (’probe’). This is done by comparing the influence of the
sample on the probe beam with and without the presence of the pump. By varying the time
delay between the arrival of the two pulses, the temporal dynamics of the pump-induced
effects can be observed. For this thesis, a nondegenerate pump-probe spectroscopy setup is
used, based on super continuum (SC) generation and pulse compression, which is pumped
by the kHz laser system introduced earlier. The experimental implementation is sketched
in Fig. 3.8 and will be discussed in the following.

3.4.1 White-light generation and pulse compression

Under ideal experimental conditions, the temporal resolution of a pump-probe measure-
ment is fundamentally limited by the length of the used pulses in time. Therefore, in order
to measure processes on a faster timescale, the original 180 fs pulses of the kHz laser system
are compressed in time. As discussed in section 2.5, ultrashort pulses require a sufficiently
broad frequency spectrum.

Supercontinuum generation For this, the wavelength of the laser is set to λ =
1.12µm at an average power between 400 − 600 mW and is focused onto a 3 mm thin
sapphire (Al2O3) plate. Here, the high intensity pulses (Epulse > 1.5µJ) generate a super-
continuum (SC) spectrum that spans over a wide range from the visible to near-infrared,
shown in Fig. 3.9 (grey line). The process of this extreme pulse broadening is quite com-
plex and will therefore no be explained in detail here. It is a combination of multiple and
cascading nonlinear effects, including four-wave mixing and coherent Raman scattering,
for more details the reader is referred to [86,87]. The generated light is then collected and
collimated with a suitable achromatic lens or a parabolic mirror. Typically, the average
power of the generated light lies between 3− 4 mW. Due to later experimental conditions,
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Figure 3.8: Experimental Pump-Probe setup using MIIPS. BS is short for beamsplitter,
NA for an objective, RF the retro-reflector and D-mirror is a D-shaped mirror. The setup
allows as well to measure in transmission geometry, see Fig. 3.6.

the SC spectrum is selectively filtered to a range from 600 nm− 1000 nm with an intended
gap at 750 nm, shown in Fig. 3.9. Two spectral regimes can be identified, shown in yellow
from 600 − 750 nm, referred to as visible beam (VIS), and red the named near-IR beam,
from 750− 1000 nm.

Pulse Compression Next, the SC beam is sent to a MIIPSbox 640-P (Biophotonic
Solutions Inc., BSI) which is based on the MIIPS algorithm for pulse compression that
was introduced in section 2.5.3. Here, the pulse shaper is realized by an optical grating
(Newport Corp. 300g/mm, based on gold) and a spatial light modulator (SLM, Jenoptik
SLM-S640 USB). The beam is guided to the grating first, which splits the SC wavelengths
into an angular distribution that is then send to the liquid crystal based SLM. The el-
ements are aligned in a way such that each pixel of the SLM is illuminated by a small
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Figure 3.9: SC spectrum as generated by pump-
ing with the sapphire crystal. The grey spectrum is
recorded right after the collecting lens. After pass-
ing all optics, the spectrum is shown in yellow and
red, for the visible and near-IR wavelength ranges,
respectively. At around 750 nm an intentional gap
separates the two regimes. This is realized by plac-
ing a hard mask at this position of the SLM.
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spectral compnent of the SC light, respectively, and the optical phase can be modified
individually. The light is then send back from the SLM with an offset in height such that
the same grating that now collimates the wavelengths back into a single beam that then
leaves the MIIPS box. Throughout the following setup, special mirrors (ultrafast enhanced
silver mirrors, Thorlabs UM20-AG) are used to direct the beam that minimize temporal
dispersion effects. Furthermore, two chirped mirrors (Thorlabs UMC10-15FS) are imple-
mented, which are designed to have a negative chirp (compare section 2.5.2) to compensate
for linear dispersion of other optical elements. To perform the actual pulse compression
using MIIPS, a microscope detection unit (from BSI) is placed at the position where later
real samples will be measured. It contains of a thin nonlinear crystal (BBO), an shortpass
filter and a lens that focuses the generated light onto an optical fiber. The SC beam is then
focused on the crystal to generate SHG light which is then collected and sent via fiber to
a spectrometer (Ocean Optics USB4000). Beforehand, the SC spectrum is recorded with
a second spectrometer (Ocean Optics HR4000) that bypasses the microscope.
The MIIPS algorithm is then performed by a software that was provided by BSI, based
on the iterative MIIPS procedure. For the first iteration a quadratic phase function of the
form is used

f(ω − ω0) =
1

2
ϕ′′(ω − ω0)2

Here, the parameter is ϕ′′ which is scanned over a range from −3000 to 1000 fs2. For the
following iterations, a sinosoidal phase function is used that was introduced in section 2.5.3.

f(ω − ω0) = α sin (γ(ω − ω0) + δ)

The amplitude of the function is fixed by the parameter α, usually set between π and 2π,
while the parameter γ is set as the transform-limited bandwidth of the respective spectrum.
Then, the variable δ is varied over a range from 0−2π, leading to an exemplary MIIPS trace
as shown in Fig. 3.10. In the top left, the same figure displays the temporal spread of the
SC light right after the generation process. Clearly, the pulse extends over more than 1 ps,
instead of the 180 fs of the kHz laser system. This leads to the generation of a SHG signal
that is barely visible in the spectrometer (see bottom left of Fig. 3.10). To achieve a reliable
TL pulse, throughout this thesis six iterations of the MIIPS algorithm are performed,
whereas in principle three to five repetitions are sufficient to achieve convergence. The
right hand side of Fig. 3.10 shows the temporal spread of a compressed pulse, having
an approximately Gaussian shape with a FHWM of 5.3 fs. Below, the SHG spectrum
generated by the compressed pulse is shown, clearly showing a strong and clean SHG. The
compression, i.e. the SLM setting for each pixel is then saved such that it can be reloaded
for the actual pump-probe experiments. Here it should be noted that the MIIPS algorithm
depends crucially on the dispersion that a pulse experiences throughout the experimental
beam path. Particularly highly dispersive elements such as objectives or lenses are critical,
such that a compression is always performed for a situation that is as close as possible
to the later experimental conditions. Finally, for the analysis of the measured data, the
instrument response function (IRF) is calculated by determining the convolution of the
two (VIS and near-IR) pulses. In this thesis, the IRF typically lies between 5− 10 fs.
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Figure 3.10: Application of the MIIPS algorithm. Starting with the non-compressed
pulse on the left, finally the compressed pulse shown on the right hand side is reached. In
the center, a MIIPS trace of a single iteration is shown.

3.4.2 Optical delay line and signal detection

Following the MIIPS box, the beam is sent to the optical delay line where the path difference
between pump and probe pulses are can be controlled (bottom left in Fig. 3.8). For
this, dichroic beamsplitters (Semrock BrightLine series) with a 765 nm cut-on wavelength
(longpass) are used. Accordingly, the two spectral regimes are separated into two beams,
whereas the near-IR is transmitted and the VIS reflected. Respective long- and shortpass
filters are placed after the beamsplitters to remove residuals from the individual beam lines.
Next, the near-IR beam is sent to a retroreflector (Newport U-BBR 1-2S100100) that is
placed on a movable stage (Thorlabs DDS300/M) that is controllable with 100 nm (≡ 1 fs
delay) resolution. The VIS beampath on the other hand is designed to have a similar
length as the near-IR one, before the both beams are recombined in a similar dichroic
beamsplitter (Fig. 3.8).

Next, the beam is then sent to the Nikon microscope that was introduced in section
3.3.2, following the beampath that was described for the HHG experiments. Again, dif-
ferent objectives are available to focus and detect the light on the sample. For most ex-
periments in this thesis, a metallic, reverse-Casegrain objective (36×, NA = 0.5, Newport
50102-02) was used to minimize dispersion effects. As discussed earlier, the microscope con-
tains a 50:50 beamsplitter and allows to measure in reflection or transmission geometry. In
the latter case, a suitable objective is used for the collection after the sample. The collected
light is then sent to the spectrometer (section 3.3.2), where instead of going towards the
CCD camera, the light is sent to the side port where a silicon based photodiode is mounted
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(FEMTO PWPR-2K). A manual slit that can be controlled with a micrometer screw and
the optical grating of the spectrometer allow to selectively send specific wavelengths to the
detector with ∼ 5 nm resolution. The unwanted pump light is filtered by respective long-
or shortpass filters in front of the spectrometer’s entrance. Finally, the relative signal is
measured via lock-in amplification, enabled by an optical chopper (Thorlabs MC2000B)
that modulates the pump beam during a pump-probe experiment. A lock-in amplifier
(Stanford Research Systems, SR830) is then synchronized to that frequency (< 1 kHz) and
takes the signal of the photodetector as input. This technique allows to measure at a higher
signal-to-noise ratio, which is particularly beneficial for the small relative changes of the
nonlinear refractive index.

The actual pump-probe experiments are performed with a homemade LabView program
which controls the relevant devices (delay line, spectrometer) and reads the signal from
the lock-in amplifier. A typical pump-probe experiment contains individual time traces,
where the relative change of reflectance (∆R/R) or transmittance (∆T/T ) is recorded
for a single probe wavelength and in dependence of the delay between pump and probe
pulses. By tuning the position of the grating, the entire range of probe spectrum can
be measured individually which additionally maps the signal in dependence of the probe
wavelength. Two OD wheels (Thorlabs) in each of the beam paths in the optical delay line
allow to precisely tune pump and probe power, respectively, and enable power dependent
measurements. Finally, the setup has the possibility to exchange the role of pump and
probe pulses, simply by changing the position of the chopper and the moving direction of
the delay stage.



Chapter 4

Amorphous and crystalline gallium
ghosphide nanostructures

This chapter is focused on the nonlinear optical properties of gallium phosphide (GaP).
The material is a well-known semiconductor from the light-emitting diode (LED) industry,
where it is commonly used as optical materials for green emitting light sources [88]. GaP
has a large optical and indirect bandgap at Eind = 2.22 eV, together with a direct band
transition energy of Edir = 2.78 nm [89], which makes the material ideal for applications
in the visible wavelength range. The fact that direct and indirect transition energies are
that close together leads to a virtually lossless transparency for any wavelength longer than
λind ' 560 nm. As a consequence, GaP crystals appear transparent with a strong orange
to red color (see blue line in Fig. 4.1), contrarily to for example silicon which appears
almost metallic in the visible and is completely opaque (red line in Fig. 4.1). At the same
time, GaP has a linear refractive index that is around three for visible wavelengths: This is
among the highest for materials with such a high transparency and is only slightly smaller
than silicon.
As a whole, these properties make GaP a promising material for nanophotonic applica-
tions, for which however, GaP thin films must be realized to ensure fabrication flexibility.
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Figure 4.1: Transmission measurement of
a GaP and silicon wafer. The inset shows
an optical image of both samples at ambi-
ent illumination and on top of a printed pe-
riodic table. The transparency of GaP allows
to clearly see the text below.
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Therefore, the following sections investigate the suitability and performance of GaP at the
nanoscale. It starts with the fabrication and characterization of crystalline and amorphous
thin films, with a large focus on their nonlinear optical properties. Next, the amorphous
film is discussed in more detail and structured into nanopatches, which are then investi-
gated with respect to their SHG and ultrafast optical response. Finally, nanodiscs made
of the crystalline thin films are fabricated and then used to boost ultrafast all-optical
switching at the nanoscale.
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4.1 Nonlinear characterization of GaP thin films

This work is published in [90]:
Benjamin Tilmann, Tahiyat Huq, Thomas Possmayer, Jakub Dranczewski, Bert Nickel,

Haizhong Zhang, Leonid Krivitsky, Arseniy I. Kuznetsov, Leonardo de S. Menezes,
Stefano Vezzoli, Riccardo Sapienza, Stefan A.Maier

”Comparison of harmonic generation from crystalline and amorphous gallium phosphide
nanofilms”

Advanced Optical Materials 2300269 (2023), DOI: 10.1002/adom.202300269
permission for reprint is granted under the Creative Commons CC BY 4.0 license

As motivated in the introduction of this thesis, efficient nonlinear frequency generation at
the macroscale is mainly determined by low intrinsic optical losses, a small phase-mismatch
between interacting waves and a high intrinsic nonlinear coefficient [70]. Therefore, com-
mon nonlinear crystals are transparent and optically birefrigent, with popular examples
being barium borate (BBO), lithium niobate (LiNbO3) or potassium titanyl phosphate
(KTP). For nanophotonic applications, where the interaction volumes are comparable to
the scale of the operating wavelengths, the material requirements shift due to the relax-
ation of phase matching conditions found in bulk nonlinear optics [25, 26]. Here, a large
linear refractive index is highly beneficial to enable photonic engineering, while large non-
linear susceptibilities are needed to compensate for the small interaction volumes. Finally,
experimental realization and technical applications need ease-of-integration with common
nanofabrication and ideally silicon photonic techniques. Noble metals are one focus of
interest due to their plasmonic resonances and high nonlinear coefficients [15,16,91]. How-
ever, the high ohmic losses and low damage threshold of metallic particles limit their
applications particularly for nonlinear optics [92]. On the other hand, dielectric materi-
als can serve as an alternative and versatile platform with ultralow losses, widely tunable
Mie resonances and a good compatibility with silicon fabrication techniques [92, 93]. As
mentioned in the the beginning of this chapter, GaP is a prominent example in this family
with a large transparency window and high refractive index. First promising results were
reported by nanostructuring bulk GaP crystals for efficient second-harmonic generation
(SHG) [21, 94–96], the coupling to two-dimensional materials [97, 98], surface-enhanced
fluorescence [21] or photonic crystals [99]. However, fabrication from the bulk crystal
naturally limits the refractive index contrast in the substrate direction and additionally
prevents direct on-chip fabrication. An alternative approach utilizes GaP thin films on top
of transparent and low refractive index substrates, which already led to promising results
with nonlinear integrated photonics [100] and nanophotonic engineering for dielectric meta-
surfaces [101–103]. However, so far an in-depth characterization of the nonlinear optical
properties of GaP thin films is still missing and will therefore be covered in this section.
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4.1.1 Structural characterization of GaP thin films

As introduced in section 2.4, optical SHG is the most prominent example of second-order
nonlinear phenomena, where two incident photons of frequency f0 get converted to a new
photon with exactly double the frequency 2 × f0. This process is only allowed if light
travels through a nonlinear medium with non-vanishing second-order susceptibility χ(2)

and is described by (section 2.4 of this thesis)

P
(2)
i = χ

(2)
ijkEjEk (4.1)

with i, j, k running over the spatial coordinates x, y, z. Generally, χ
(2)
ijk is a rank-3 tensor

that is highly sensitive to the symmetries present in the material, e.g. it completely vanishes
in all centro-symmetric materials [24]. GaP can be deposited with different techniques,
resulting in either in a centrosymmetric amorphous phase (a-GaP) with vanishing χ(2) or
in a crystalline zinc blende structure (c-GaP), where second-order nonlinear effects are
possible. To obtain high-quality c-GaP films, our samples are fabricated via MOCVD
growth on top of a gallium arsenide (GaAs) carrier wafer [104]. Subsequently, a direct
bonding to a sapphire (Al2O3) substrate using 2µm layer of SiO2 as buffer layer and the
removal of the carrier wafer results in the material stack sketched in Fig. 4.2a. A high
homogeneity of the layers and the clear distinction of c-GaP to the SiO2 layer below is
confirmed by a SEM cross section, shown in Fig. 4.2b. Moreover, the XRD measurements
that are shown by the green curve in Fig. 4.2c proof the crystalline order of the film.
Although there is an amorphous background generated by the underlying SiO2 layer and a
strong XRD peak from the sapphire substrate, the peak at 2θ ' 24◦ can be attributed to
the c-GaP thin film. This differs markly to the clear amorphous XRD signal of an a-GaP
film, shown by the blue line in Fig. 4.2. It should be noted that in order to minimize the
lattice mismatch, the c-GaP layer is grown with the [001] crystal plane tilted with respect
to the surface normal. Therefore, the peak appears shifted compared to a reference GaP
wafer, cut along the [111] crystal direction and shown in grey in Fig. 4.2c. Here, the peak
positions are in excellent agreement with literature values [105].

4.1.2 SHG from crystalline GaP

The zinc blende structure of the GaP crystal corresponds to the 4̄3m symmetry class. As
it was introduced in section 2.4, the elements of the χ(2) tensor from equation 4.1 reduce
to only the off-diagonal elements for this crystal, which are all identical.

χ
(2)
eff = χ(2)

xyz = χ(2)
xzy = χ(2)

yxz = χ(2)
yzx = χ(2)

zxy = χ(2)
zyx (4.2)

From this follows that a GaP crystal illuminated normal to the [001] crystal surface, does
not generate SHG light and the material behaves as quasi centro-symmetric [63]. This
however changes when the illumination is no longer perpendicular to the crystal axes and
a rotation matrix has to be applied to the tensor in order to describe the system. In case
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Figure 4.2: a.) Scheme of the in-
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of the [111] oriented crystal, an appropriate coordinate transformation must be performed.
This is done by applying a rotation with the matrix given by

R111 =

 1/
√

2 1/
√

6 2/
√

6

−1/
√

2 1/
√

6 1/
√

6

0 −
√

(2/3) 1/
√

3

 (4.3)

which is now applied to the incident electric field

~E ′ = R111
~E (4.4)

Next, this is used to calculate the nonlinear polarization in the crystal reference frame
~P (2ω)′111 which is then converted back to the laboratory coordinate system by applying
the inverse of R111. This leads to a second order nonlinear polarization of the form

~P (2ω)111 =

Px(2ω)111

Py(2ω)111

Pz(2ω)111

 = 2ε0χ
(2)
eff


√

(2/3)(ExEy)

1/
√

6(E2
x − E2

y)

−1/
√

6(E2
x + E2

y)

 (4.5)

This no longer vanishes under normal incidence and SHG signal can be detected for the
c-GaP film and [111] oriented wafer. Fig. 4.3a-b, respectively, show the measured SHG
efficiency η ∝ ISHG

I2
pump

for both materials at fundamental wavelengths ranging from 1.06 −
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Figure 4.3: a.) - b.) Power normalized efficiency ISHG/I
2
pump of the SHG intensity,

extracted from experiments (dots) and simulations (dashed line) for (a.) the bulk [111]
sample and (b.) the c-GaP film. Both datasets are normalized to the respective maximum
value. c.) - d.) Measured (solid line) and simulated (dashed line) transmission spectra
for (c.) bulk and (d.) c-GaP film.

1.37µm. It should be noted that we are using the so-called power normalized efficiency
instead of the absolute conversion efficiency ηtot ∝ ISHG/Ipump, which scales linearly with
the pump intensity. ISHG and Ipump refer to the measured peak intensities of SHG and
pump light, respectively. The collection of the generated light is performed in transmission
geometry while ISHG and Ipump are determined from the measured average powers, the
laser repetition rate and temporal pulse width, normalized by the beam size as measured
with a knife-edge technique. A power dependence measurement that is shown in the next
section shows the expected quadratic behavior and therefore confirms the second-order
nonlinear nature of the measured signal. The SHG efficiency of the c-GaP film (Fig. 4.3b)
shows an oscillatory behavior that peaks around 1.25µm where it compares well to the
values measured for the GaP wafer (Fig. 4.3a). For longer wavelengths, however, the bulk
efficiency can almost double while the thin film reduces to only 10 % of that value. This
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is consequence of the fact that GaP is completely transparent over the relevant spectral
range and both samples are fully penetrated by the pump light. Therefore, one important
property to determine the SHG efficiency is the linear transmission of the samples, shown
in Fig. 4.3c-d. The optically thick GaP wafer (Fig. 4.3c), does not show significant spectral
features, particularly not in the regime of the pump wavelength (top panel). Only in the
SHG regime (bottom panel), the position of the indirect bandgap at 550 nm (lower panel),
leads to a fast drop in the transmission, which however, does not have visible impact on
the observed SHG efficiency. Therefore, the continuous growth that is measured for ηSHG
cannot be attributed to the transmission itself, but can be explained by the coherence
length of the SHG light that scales with the wavelength of the appearing light [106].
For the thin film on the other hand, coherence length and phase-matching in general
are subordinate, and the linear transmission is dominant (Fig. 4.3d). Here, the small
thickness leads to strong thin film Fabry-Perot oscillations, with two observable oscillation
periods. A shorter one is induced by the thick SiO2 spacer while the 410 nm GaP layer
is responsible for the long-period oscillation. Consequently, the recorded SHG efficiency
embodies a product of the transmittance at fundamental and SHG wavelengths leading to
the observed oscillatory course.
The dashed black lines in Fig. 4.3c-d represent numerical simulations of the transmission
based on the transfer matrix method (TMM) [107] with the complex linear refractive
index of GaP as input parameter (as extracted from spectral ellipsometry). It should be
noted that the birefrigence of the sapphire substrate prevents a direct measurement of
the optical constants for the c-GaP film with this method. The nevertheless excellent
agreement between measurement and numerical model underlines the high quality and
optical similarity of the grown thin film to bulk GaP.

4.1.3 Extraction of χ(2)

Based on two linear simulations, a nonlinear model of the SHG process can now be built in
order to extract the second-order nonlinear susceptibility. For this, we use nonlinear scat-
tering theory [107] in conjunction with the TMM. There are two current sources involved
in the modeling of the nonlinear interactions. The first source represents the nonlinear field
at the structure, which is modeled as the collection of nonlinear dipoles on the structure’s
surface, excited by the pump field. The second current source is positioned at the detector
and emits an electromagnetic field towards the structure at the nonlinear wavelength. In
order to model the dipole at the detector as described in nonlinear scattering theory, we use
a plane wave. The simulated SHG electric field ISH(2ω) collected at the detector position
can then be calculated as

ISH(2ω) ∝

∣∣∣∣∣
∫
Vfilm

χ(2)(ω)
...~PSHG(ω) · ~Edet(2ω)dV

∣∣∣∣∣
2

(4.6)

Here ~PSHG(~r, ω) is the second-order nonlinear optical polarisation induced by the incident

electric field and ~Edet(~r, ω) corresponds to the dummy field that is generated by the polar-
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Figure 4.4: Polarization dependence of the SHG signal, for a.) no analyzer and with
horizontal analyzer and b.) the bulk [111] oriented wafer c.) the c-GaP film

isation current at the detector position. The resulting SHG normalized efficiency for the
bulk wafer and c-GaP film are shown by the dashed lines in Fig. 4.3a-b, respectively. The
model reproduces the shape and features of the measured data with very good agreement,
only for the thin film a small deviation can be observed that is probably caused by the
high sensitivity of the model to the exact thickness of the sample. The good agreement
confirms the previous arguments and indicates a flat dispersion of the second-order non-
linear susceptibility.
However, as mentioned before, the structure of the nonlinear susceptibility χ(2) is strongly

dependent on the symmetries of the nonlinear material. After the coordinate transforma-
tion to the [111] crystal orientation, the expected SHG intensity (ISHG ∝ ~P 2) can be
extracted from equation 4.5. In dependence of the polarization angle α (now the angle of
the electric field with respect to the [111] axis) it reads [108]

I(2ω)111 ∝ (
√

2/3 sinα cosα)2 + (
√

1/6/(sin2 α− cos2 α))2 (4.7)

For a normal incident beam (traveling along the z-direction), this SHG intensity is constant
relative to rotations of the excitation beam polarization. This is experimentally verified by
placing a rotable λ/2 waveplate (generator) in the beampath before the sample, see Fig.
4.4a. To further identify the single elements of P (2), a linear polarizer (analyzer) is added
to the beampath after the SHG light collection. For a fixed horizontal analyzer, the GaP
wafer generates a four lobe polarization pattern as shown in Fig. 4.4b. This is in excellent
agreement with the horizontal component of the second-order polarization or the first term
in equation 4.7, shown by the dashed line in Fig. 4.4b. For the c-GaP film, a comparable
pattern is shown in Fig.4.4c (light blue data), however, the lobes in the horizontal direction
appear squeezed. This is caused by the oblique growth direction of the c-GaP film, which
is confirmed by the fact that a 15◦ tilting of the sample plane restores the symmetrical
shape of the [111] wafer (dark blue data in Fig. 4.4c).

With knowledge of the spectral and polarization dependence of the SHG signal, the
value and dispersion of the effective second-order susceptibility χ

(2)
eff can be extracted over

the measured spectral range. This is done by comparing the measured normalized SHG
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intensity with the modelled SHG intensity as defined earlier.

χ
(2)
eff ∝

√
ISHG,exp/I

2
pump,exp

ISHG,model

(4.8)

The results for the GaP crystal (orange) and c-GaP film (blue) are shown in Fig. 4.5, with
the associated error bars resulting from experimental uncertainties, with contribution from
the beam waist and power measurements. For both samples, the extracted values range
between 50 − 80 pm/V and roughly follow a linear trend with negative slope. This is ex-
pected from Miller’s rule [109], that predicts that the nonlinear susceptibility is related to
the dispersion of the linear refractive index, which slowly decreases for longer wavelengths
in the case of GaP. The measured value of the nonlinear susceptibility is in reasonable
agreement with literature, where it is reported to be 74 pm/V at 1.313µm [110]. Table 4.1
summarizes the second-order susceptibility of various nonlinear materials. Remarkably,
in comparison to most common nonlinear crystals, e.g. BBO, (D)KDP or LiNbO3, the

χ
(2)
eff value of GaP exceeds theirs, for the first two by more than one order of magnitude.

Although other III-V semiconductors, like e.g. GaAs can have larger second-order suscepti-
bility, as high as 370 pm/V [24], they always suffer from non-negligible absorption over the
visible regime. As discussed previously, the linear properties are critical for the SHG effi-
ciency, particularly for thin film materials. Another promising group of nonlinear materials
are atomically thin semiconductors, e.g. MoS2 [111] or ReS2 [112], where huge nonlinear
coefficients and nonlinear conversion efficiencies were achieved [113]. However, many of
these materials typically lose their ability for SHG with increasing layer thicknesses [114]
and, due to their unique electronic structure commonly suffer from strong linear absorp-
tion by excitonic effects [115] which limits their applicability for nanophotonic systems. It
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Material Thickness Wavelength (µm) χ(2) (pm/V) Ref.
GaP bulk 1.3 53 *

c-GaP 400 nm 1.05-1.4 55 *
MoS2 bulk 1.56 29 [114]
GaAs bulk 1.55 120 [24]
BBO bulk 1.064 3.7 [110]

LiNbO3 bulk 1.5 20-30 [24,25]
(D)KDP bulk 1.064 0.39 [110]

Al1−xScxN 500 nm 1.54 60 [117]

Table 4.1: Second-order nonlinear susceptibility for several nonlinear materials. Shown
are the largest values reported. *This work.

0.5 1.0 1.5 2.0
wavelength [μm]

0.0

0.2

0.4

0.6

0.8

Tr
an

sm
iss

io
n

Figure 4.6: Transmission of a 400 nm thick a-
GaP thin film.

should be noted that there are cases, for example the 3R-phase of MoS2 where this is not
happening and SHG scales with the number of layers [116].

4.1.4 THG from GaP films and extraction of χ(3)

As mentioned previously, GaP thin films can be alternatively deposited via sputter depo-
sition, which results in an amorphous structure of the material (a-GaP) [118]. The higher
amount of defects lead to a shifted absorption edge and slightly lower transmission of a-
GaP (see Fig. 4.6). Since bulk second-order nonlinear processes are not allowed for the
centrosymmetric a-GaP film, the nonlinear response is dominated by third-order nonlinear
effects. Here, the analogue to SHG is THG, where three incident photons of frequency f0

get converted into a new photon of triple the original frequency 3 × f0. As introduced in
section 2.4, THG is described by the third-order nonlinear optical susceptibility:

P
(3)
i = χ

(3)
ijklEjEkEl (4.9)

As discussed in section 2.4, χ
(3)
ijkl is a rank-4 tensor that contrarily to SHG does not

necessarily vanish in centrosymmetric media. In the following, THG measurements are
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for a pump frequency of f0 = 178.4 THz. b.) Extracted values of χ(2) and χ(3) for the
c-GaP (blue) and a-GaP (green) film as well as the bulk GaP crystal (orange dashed lines).

performed with a pump wavelength of λ0 = 1680 nm (f0 = 178.4 THz), which was chosen
to be larger than triple the value of the electronic bandgap (550 nm) to avoid significant
self-absorption of the generated light. Fig. 4.7a shows the response of the c-GaP (blue)
and a-GaP (green) film under normal incident illumination. Clearly, only the first shows
a SHG peak at double the original frequency 2f0 = 356.8 THz while both samples exhibit
a THG response at 3f0 = 535.2 THz. Interestingly, the THG signal of the a-GaP film
exceeds the THG signal of the c-GaP film by more than a factor of two, which is opposite
to the trend reported for amorphous and crystalline silicon samples [119]. Analogous to
the previous procedure, the nonlinear susceptibilities at λ0 = 1680 nm can be extracted by
performing nonlienar scattering and TMM simulations. Here, the THG intensity, ITH(3ω)
is given by

ITH(3ω) ∝
∣∣∣∣∫
Vfilm

χ(3)(ω)
...~Ppump · ~Edet(3ω)dV

∣∣∣∣2 (4.10)

The resulting values are displayed in Fig. 4.7b, for SHG (left panel) and THG (right
panel), respectively. For the c-GaP film, χ(2) calculates to be 16.9 pm/V, which is slightly
lower than the ∼ 30 pm/V achieved for the bulk wafer. Continuing with the third-order
susceptibility, the c-GaP film and wafer reach values in the range of 10−20 m2/V2 while
a-GaP sample outperforms them both by more than one order of magnitude, reaching a
value of 25 × 10−20 m2/V2. We believe this is mainly caused by two reasons. First, the
generalization of Millers rule [120] would predict a higher nonlinear susceptibility based on
the slightly higher refractive index of a-GaP compared to the c-GaP. Second, the nonzero
absorption coefficient of a-GaP at the pump and the harmonic frequency leads to THG
self-absorption that, on the other hand, increases the effective value of χ

(3)
eff . In comparison

to other nonlinear materials (see Table 4.2), this places a-GaP among the third-order
nonlinear materials with the highest nonlinearities, and at the same order of magnitude
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Thickness Wavelength (µm) χ(3) (10−20m2/V2) Ref.
GaP bulk 1.680 3.015 *

c-GaP 400 nm 1.680 1.0 *
a-GaP 400 nm 1.680 25.6 *
Cuq2 166 nm 1.064 1.85 [121]
Ge 1.6µm 1.650 56.5 [69]
Si bulk 1.650 3.84 [69]

ITO 310 nm 1.24 450 [40]
MoS2 bulk 1.560 24 [114]

Table 4.2: Third-order nonlinear optical susceptibility values for selected materials. *This
work.
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Figure 4.8: Calculated thickness dependence of the transmitted nonlinear signal. a.)
SHG (λ0 = 1200 nm) and b.) THG (λ0 = 1680 nm) signal of the c-GaP film. The fast
period oscillations correspond to Fabry-Perot resonances of the thin film system, while
the slow oscillation is induced by the phase-mismatch and has the period of the coherence
length. c.) THG (λ0 = 1680 nm) of the a-GaP film. The red square marks the thickness
of the thin film that was measured in the main text.

as e.g. amorphous germanium (Ge) films or two-dimensional materials as molybdenum
disulfide (MoS2). Furthermore, it is only one order of magnitude lower than indium-tin-
oxide (ITO) at a very specific condition (epsilon-near zero wavelength at high incidence
angle [40]).

4.1.5 Tuning of the nonlinear signal

In order to estimate the thickness dependence of nonlinear signal from GaP thin films,
thickness dependent simulations are carried out, following the precious procedure. For
simplicity and better comparability of a-GaP and c-GaP, both materials were considered
at air without substrate below. The corresponding thickness dependencies are shown in
Fig. 4.8 for c-GaP and a-GaP films, at a wavelength of 1200 nm for SHG (Fig. 4.8a) and
a wavelength of 1680 nm for THG (Fig. 4.8b-c). For the c-GaP, SHG and THG show very
comparable trends with an oscillatory behavior at the period of the coherence length lc.
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Figure 4.9: Nonlinear signal in dependence of the average excitation power, shown on
double logarithmic scale. A linear fit to the data is shown by the dashed lines with the
respective slope indicated. a.) SHG of the c-GaP thin film with a slope close to the
expected value of two. b.)-c.) THG of the (b.) c-GaP and (c.) a-GaP thin films. Here,
the slopes are in excellent agreement with the predicted value of three.

For the a-GaP film (Fig. 4.8c), this differs as the nonzero absorption reduces the signal
with increasing thickness until it vanishes completely. It should be noted that coherence
length lc = λ/(4(nnl − n0)) and oscillation period of the fast Fabry-Perot oscillations both
are functions of the fundamental wavelength.
Furthermore, it is shown that the nonlinear signal increases in a nonlinear fashion by
performing a power dependence measurements, shown in Fig. 4.9. For this, the average
excitation power is tuned over a range from 0 − 200 mW and a linear fit (at double loga-
rithmic scale) for all three cases is close to the expected slope of two or three, for SHG or
THG, respectively. It should be noted that in the measured range, neither a saturation of
the nonlinear signal nor a damaging of the samples can be observed.

4.1.6 High-harmonic generation from GaP thin films

Finally, we show that all GaP samples even allow the generation of HHG light. Under
illumination with f0 = 149.9 THz (λ0 = 2µm) light, again to reduce self-absorption of the
generated signal, up to the fifth-harmonic (5f0 = 749.5 THz) could be observed (see Fig.
4.10). third- and fifth-harmonic of the original frequency. Thus, the crystalline samples
generate light at multiple harmonic-orders (2nd − 5th) while the inversion symmetry of a-
GaP prevents the generation of even order harmonics. Therefore, for a-GaP signal could
only be observed at the

4.1.7 Conclusion

This chapter investigated the nonlinear optical properties of GaP thin films by means of
harmonic generation and compared them to the bulk of the same material. We extracted
the value of the second-order susceptibility of the crystalline thin film and showed that
it is in the same range as bulk GaP crystals. For bulk and c-GaP film, no significant
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Figure 4.10: High-harmonic generation from a.) the [111] GaP wafer and b.) the a-GaP
film. The excitation wavelength is 2µm.

spectral dependence could be measured, in particular no resonance effect when approaching
the bandgap of the material. Moreover, the presented results show that the crystalline
orientation of the c-GaP film allows efficient SHG under normal incidence illumination
and, when correcting for the tilted axis, polarization independent SHG. Finally, this chapter
showed that for odd-order nonlinear processes, a-GaP thin films are an alternative that
exceeds the efficiencies of the crystalline samples, while providing simpler processing and
fabrication flexibility. The extraction of χ(2) and χ(3) were carried out with the nonlinear
transfer-matrix method. Altogether, this chapter complement the picture of GaP thin
films for nonlinear nanophotonic applications with, as we believe, currently one of the most
promising combination of high optical coefficients and virtually no losses over most of the
visible regime. This paves the way for future applications of GaP thin films, particularly
in low-efficiency nonlinear process such as photon-pair generation.

4.1.8 Experimental details and supplementary material

Sample fabrication: The c-GaP films were fabricated by epitaxial growth on GaAs as
wafer. A wafer bonding process and subsequent wet etching of the GaAs results in the
desired crystalline GaP film on transparent sapphire substrates. More details on the fabri-
cation can be found in refs [102–104,122]. The a-GaP films where fabricated on coverglass
substrates (borosilicate) by sputter deposition in the Angstrom deposition tool. During
the process, the substrate temperature was kept constant at 350◦C. The bulk GaP wafer
was purchased from the Institute of Electronic Materials Technology (Warsaw, Poland).

Sample characterization: XRD measurements were performed using a monochro-
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matic Mo-Kα X-ray beam with λ = 0.71073 Å. The beam was monochromized by a
parabolic multilayer, which yields a line focus, i.e. a highly parallel beam in horizon-
tal direction with considerable vertical divergence. The surface normal of the samples was
aligned in the horizontal plane and rotated around a vertical axis. The diffraction intensi-
ties in the horizontal plane were recorded using a Pilatus 100k area detector from Dectris.
The measurements were not background corrected. The intensities of the amorphous film
(a-GaP) are practically identical to the diffraction signal of its bare substrate, i.e. we do
not observe notable Bragg signal from the amorphous GaP film. The other samples show
Bragg peaks in accordance with the orientation of the crystalline GaP phase, and in case
of the sapphire substrate an additional Bragg peak of the crystalline Al2O3 lattice.
Linear optical characterization was performed with the VASE system, covering the range
of 0.3− 2.0µm. Additionally, linear transmission measurements at normal incidence were
done with the same tool and over the same spectral range. Both datasets were used to
extract the linear refractive index for the respective samples.

Nonlinear optical measurements: The nonlinear optical measurements were per-
formed at Imperical College London, with a laser system similar to the one introduced in
chapter 2.4, by Light Conversion Ltd. The system provides pulses at 100 kHz repetition
rate with a temporal pulse with of around 220 fs, covering a wavelength range between
1 − 1.5µm. The beam weakly focuses on the sample where the SHG signal is generated
(focal length = 300 mm) and the beam size is found using a knife-edge technique. The
generated SHG signal is collected by a visible power meter (Thorlabs, S120VC) with visible
shortpass filters to exclude the infra-red pump beam.
For the third-harmonic measurements, a similar laser system is used while the sample is
illuminated under stronger focusing (NA = 0.9). An objective (NA = 0.4) is then used to
collect the generated signal and send it to a spectrometer with CCD camera (Princeton
Instruments). Before, strong filtering makes sure to remove any residual pump signal. The
high-harmonic and power dependence measurements were carried out with the MHz laser
system. By choosing the OPO wavelengths accordingly, an idler wavelength of 2µm is
generated and send to the microscope. There, a high NA objective by Nikon (60x, NA =
0.95) us used to focus on the sample, while another objective (100x, NA = 0.9) is used to
collect the light in transmission geometry. Corresponding filters are used to remove the
fundamental wavelength, before the generated light is sent to the same spectrometer as for
SHG experiments.
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4.2 Amorphous gallium phosphide nanopatches

This work is published in [118]:
Benjamin Tilmann, Gustavo Grinblat, Rodrigo Berté, Mehmet Özcan, Viktoria F.
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nanophotonics”

Nanoscale Horizons 5(11), 1500-1508 (2020), DOI: 10.1039/D0NH00461H
permission for reprint is granted under the Creative Commons CC BY 3.0 license

The previous section introduced GaP nanofilms as a promising material system for nonlin-
ear optical applications. The next step is to investigate the actual performance of nanos-
tructures made of the material. As mentioned in section 2.3.1, all-dielectric nanostructures
have been shown to outperform plasmonic nanoparticles in a number of nanophotonic appli-
cations [19,123]. In particular in the optical regime, semiconductors exhibit a transparency
that is only limited by the spectral position of their electronic bandgap wavelength, while
metals show strong Ohmic losses and absorption due to the presence of free carriers at
all wavelengths. For nonlinear optics, this effectively restricts the optically active region
mainly to the surface while Mie-like resonances in dielectric structures can spread the
field over the entire volume [93]. This property has already been employed to successfully
explore second- [21, 124–127] and third- [68, 69, 128] harmonic generation as well as fre-
quency mixing [129, 130] with dielectric nanoparticles, exceeding the achieved efficiencies
of comparable plasmonic systems. Most of these studies are based on the excitation of
electro-magnetic resonant modes that confine the electric and/or magnetic fields in dielec-
tric nano-resonators, thus boosting the intrinsically low efficiency of nonlinear effects [24].
To achieve this, a strong refractive index contrast between the dielectric material and the
surrounding medium is needed, leading to a research focus on high refractive index mate-
rials such as AlGaAs [126,131–133], Ge [68,69,133] and Si [37, 127,134].
Consequently, the this section is focused on a-GaP thin films by demonstrating the deposi-
tion and nanostructuring of the high refractive index films on top of a low refractive index
substrate at a CMOS compatible temperature (250 ◦C). Furthermore, its intrinsic and res-
onant nonlinear optical response are characterized using SHG and ultrafast pump–probe
spectroscopy. Particularly the dependence of the nonlinear signals on the incident polar-
ization is analyzed and numerical simulations that are found to be in good agreement with
the experimental findings.

4.2.1 Nanofabrication and structural analysis

A GaP film is first sputtered on top of a glass substrate, followed by two dry etching steps to
define dielectric nanopatches of different sizes using gold and silicon dioxide as hard masks.
The desired design is transferred to the sample using a standard EBL procedure with
PMMA as photoresist (more in the Experimental Details). To characterize the composition
of the as-deposited, uncapped film, we perform XPS measurements, with the Ga2p and P2p
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Figure 4.11: High resolution XPS measurement of a.) the Ga 2p3/2 region and b.) the
P 2p peak for the as deposited a-GaP film (green) and the c-GaP wafer (red). The black
dashed line represents a peak fitting with the background shown by the brown solid line.

core level peaks shown in Fig. 4.11a and b, respectively (green lines). As a reference, a
commercial double side polished wafer of intrinsic c-GaP (Institute of Electronic Materials
Technology, Warsaw) is used, shown in red. The measurements exhibit nearly identical
features and are in very good agreement with each other and with literature values [135,
136]. Due to the presence of a low energy satellite feature in the P2p region (Fig. 4.11b),
direct quantitative analysis of the Ga:P elemental ratio was not possible. To overcome
this, the intensity ratio of the Ga–P components from the Ga2p3/2 region to the P2p region
was compared between the sputtered film and reference sample, which possesses a known
stoichiometric composition. The intensity ratio for the a-GaP is within 5% of that from
the c-GaP wafer which is near the error limits of this method, thus confirming that the
deposited material is stoichiometric GaP. Furthermore, the XPS survey spectra from the
c-GaP reference and the sputtered a-GaP film are nearly identical, with no additional
impurity elements observed for the sputtered material. To further prove the amorphous
structure of the sputtered film, we perform XRD and compared it again to the [100] oriented
wafer, shown in Fig. 4.12. As expected, the latter exhibits clear peaks in the diffraction
pattern that correspond to the (200) and (400) orientations, in excellent agreement with
literature values [105,137]. In contrast, the a-GaP film shows a weaker and broad response
without any clear feature or pronounced peak. Such pattern can be attributed to an
amorphous structure without long-range order [138].

Further, to study the optical quality of the amorphous film, we investigate its linear
optical properties through spectral ellipsometry. We determine the complex permittivity
ε, with real and imaginary parts shown in Fig. 4.13a and b (green curves), respectively,
and compare it to the results of the crystalline wafer (red curves). In good agreement with
band structure calculations [89], the c-GaP sample has an imaginary part of e that is only
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nonzero for wavelengths shorter than the direct bandgap at 450 nm while being effectively
lossless for the remaining extent of the spectrum. In the case of the amorphous film,
the absorption edge is red-shifted towards 650 nm, which can be explained by increased
impurity-assisted electron transitions in the defect-rich amorphous structure. Nevertheless,
the sputtered a-GaP is transparent for part of the visible and all of the near IR spectrum
with an extinction coefficient that is lower than that for other common semiconductors
such as Ge or GaAs (a comparison is shown in Fig. 4.13c-d). The measured difference
in the optical constants between the a-GaP film and the c-GaP wafer results in a darker
orange appearance of the former, visible in the optical image in the inset of Fig. 4.13.
However, the determined values of the real part of ε are close to c-GaP for most of the
investigated spectral range (500 nm–1.5µm), leading to a refractive index larger than 3.
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a.) b.)

Figure 4.14: a.) Spectral SHG response at a fundamental wavelength of 1120 nm and
10.2µW/mm2 average pump power for the c-GaP wafer (red), a-GaP film (green) and a
single a-GaP nanopatch (blue). Inset: Sketch of the SHG measurement of a GaP nanopatch
on glass substrate. b.) Power dependence for the c-GaP wafer and a-GaP film at double
logarithmic scale. The dashed lines represent a fitting to a linear model resulting in the
indicated slopes.

4.2.2 Enhanced SHG from a-GaP nanopatches

Next, we investigate the second-order response of the a-GaP film through SHG measure-
ments at a pump wavelength of 1120 nm (see Experimental Details for specifics). As shown
in Fig. 4.14a, a second-harmonic response at the expected wavelength of 560 nm is observed
for the a-GaP film (green curve). Comparing the magnitude of the signal to a reference
measurement with the c-GaP wafer (red curve) indicates an effective second-order suscep-
tibility χ(2) that is smaller for the amorphous film by a factor of 2. As shown in Fig. 4.14b,
this trend is confirmed over a wide range of excitation power densities of 0–102µW/mm2.
A linear fit in double logarithmic scale leads to the expected slopes close to 2, confirming
the second-order nature of the process.

To enhance the nonlinear response of the as-deposited a-GaP film, an array of etched
nanopatches with a fixed height of 260 nm is investigated. A scanning electron microscope
(SEM) image of the fabricated structures is shown in Fig. 4.15a, where patches with
widths and lengths varying from 100 nm to 1000 nm can be observed. In particular, the
SHG signals from two patches with dimensions of 675 nm× 375 nm and 900 nm× 450 nm,
in the following referred as patch 1 and patch 2, respectively, are measured individually.
Remarkably, a comparison of patch 1 with the bare film at a pump wavelength of 1120 nm
results in an enhancement of the SHG signal by more than two orders of magnitude, as
it can be seen in Fig. 4.14a. This is about one order of magnitude lower than for c-Gap,
where SHG enhancement by more than three orders of magnitude by nanostructuring was
reported [21]. Reasons for this discrepancy could be the difference in the nonlinear suscep-
tibility χ(2) or SHG self-absorption, which naturally limits the SHG emission. Furthermore,
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a.)
b.)

c.) d.)

Figure 4.15: a.) SEM image of the fabricated a-GaP nanopatch array. The red arrow
indicates the pump polarization of the SHG measurements. Scale bar: 10µm. Inset:
Single 1000 nm × 1000 nm patch, tilted by 45◦. Scale bar: 200 nm. b.) Experimental
spectral SHG response for patch 1 and patch 2 (top) and corresponding numerical W 2

V

values (bottom). The inset shows the fundamental near field distribution of the electric
(E) and magnetic (H) field for the respective maximum wavelengths indicated. Multipole
decomposition for c.) patch 1 and d.) patch 2. Included are the first three orders, namely
electric/ magnetic dipole (ED/MD), quadrupole (EQ/MQ) and octupole (EO/MO). The
black solid line represents the simulated total scattering cross section. The dashed lines
mark the wavelengths showing maximum SHG.
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a.) b.)

Figure 4.16: a.) SHG measurement of the entire nanopatch array from Fig. 4.12a. The
fundamental wavelength is 1120 nm with an average excitation power of 25.5 mW/mm2.
The red arrow indicates the pump polarization. Scale bar: 10µm. b.) Numerical simula-
tion of the square of the electric energy (W 2

V ) for the array in (a). Each square represents
the respective patch with dimensions corresponding to this position.

we study the second-harmonic response of the two nanopatches over a spectral excitation
range of 1000–1400 nm at a constant pump power density of 10.2 mW/mm2. This leads to
clear SHG peaks for 1120 nm and 1250 nm excitation wavelength for patch 1 and patch 2,
respectively, as shown in Fig. 4.15b (top panels). To gain a better understanding of this
resonant behavior, numerical simulations are carried out, using the FDTD method. We
start by calculating the square of the normalized electric energy stored inside the nanoan-
tenna W 2

V , defined by WV = n2
∫
dV E2

V E2
0

(see bottom panels in Fig. 4.15b), with V being

the volume of the nanopatch. As SHG depends on the square of the incident light inten-
sity, W 2

V can be regarded as the effective excitation power of the conversion process. In
Fig. 4.15b we can see a very good agreement between the calculated curve and the ex-
perimentally measured spectral dependence of SHG. The deviation of the peak widths can
be attributed to the conversion process itself and emission directionality which were not
considered in the numerical analysis. Further simulations including a multipole decompo-
sition, as shown in Fig. 4.15c and d, reveal that the observed peaks in the electric energy
are accompanied by a dip in the total scattering (black curves), leading to the respective
electric and magnetic field distributions included in Fig. 4.15b. Such a behavior can be
attributed to non-radiating, anapole-like excitations in the nanopatches, that are known
to strongly enhance the electric energy [64,140].
To verify our findings on a larger scale, the SHG signal of the entire nanopatch array (ac-

counting for a total of 1369 nanoantennas) is monitored at a pump wavelength of 1120 nm,
with the resulting SHG map shown in Fig. 4.16a. As expected, the generated signal de-
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Figure 4.17: SHG measurement at a wavelength of 1020 nm. a.) At horizontal polariza-
tion, comparable to Fig. 4.16. b.) The same measurement but at vertical polarization.
The average excitation power was 50µm in both cases.

pends strongly on the nanopatch dimensions, with the strongest signal occurring around
the location of patch 1. Even more, we find that the orientation of the patches with re-
spect to the incident polarization plays an important role. While specific antennas that are
orientated parallel to the fundamental beam generate the strongest signal, their rotated
counterparts appear as almost inert. This behavior is confirmed by a measurement of the
same array, but with opposite (vertical) polarization (see Fig. 4.17), where all features
appear at the corresponding mirrored positions. As for the single patches in Fig. 4.15, the
simulation of W 2

V in Fig. 4.16b shows a good agreement with the measured SHG signal
over a large region of the nanopatch array. Especially close to the position of patch 1,
computational results and experiment are in very good agreement, with numerical calcula-
tions accurately describing most features visible in the measurement, even for the smallest
patches. The observed small deviations between experiment and theory can be attributed
to effects such as emission directionality or SHG self-absorption, which are not considered
in the calculations. The fact that the latter scales with the volume of the nanopatches,
explains the greater deviation for larger structures. To ensure the reproducibility at a
different wavelength, an identical measurement for a pump wavelength of 1020 nm can be
found in the Fig. 4.17a. As expected for a shorter wavelength, the strongest responses
appear shifted towards smaller antennas, also in good agreement with the corresponding
simulations.

4.2.3 Nondegenerate pump-probe spectroscopy

We now turn our attention to the ultrafast response of the sputtered GaP nanopatches,
characterized through nondegenerate pump–probe spectroscopy using sub-10 fs laser pulses
in the 600–1000 nm wavelength range. Fig. 4.18a shows the measured differential reflec-
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Figure 4.18: Differential reflectivity ∆R/R contour plots with respect to the probe
wavelength and the pump–probe delay time for three patches with dimensions a.)
625 nm × 625 nm, b.) 625 nm × 850 nm and c.) 850 nm × 625 nm. The dashed lines
mark the 675 nm probe wavelength that is shown in temporal traces d.)-f.) for the respec-
tive patches. Red solid lines represent fittings to the convolution of exponential rise/decay
and the IRF for the ultrafast response and exponential decay for the slow decaying part,
respectively. The resulting time constants are indicated. The response of the as-deposited
a-GaP film is shown in black.

tivity ∆R/R for a square patch pumped (probed) with a 750–1000 nm (600–750 nm) wave-
length beam. At the temporal pump–probe overlap position (t = 0 fs), the nanoantenna
exhibits a maximum differential reflectivity value of 5.6 % at a probe wavelength of 690 nm,
which decreases towards shorter wavelengths. Over the measured spectral range, the re-
sponse is dominated by a slow decaying modulation that is commonly attributed to free
carriers [141], excited by linear and two-photon absorption. However, for a probe wave-
length around 675 nm, this slow component is overwhelmed by a sharp response at precisely
the overlap position t = 0 fs, as it can be seen in the temporal trace presented in Fig. 4.18d.
Such an ultrafast response, separated from the slow component, is especially interesting
for all-optical signal processing [41] and was previously reported for c-GaP [39,122]. Com-
paring the performance of the patches with the as-deposited a-GaP film (black curve in
Fig. 4.18d), shows that nanostructuring enhances the peak nonlinear signal by more than
a factor of 5. Moreover, it should be stressed that an ultrafast response of this magnitude
is larger than reported for perovskite single crystals [141] or gold-covered silicon discs [142].
To exploit the observed polarization dependence of the sample, identical measurements are
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Figure 4.19: Pump-Probe measurement of the
square patch measured in Fig.4.16) with exchanged
pump and probe configuration. Here, the visible
beam acts as pump and the infrared beam as probe.
Shown is the spectral response of the differential re-
flectivity versus the pump-probe delay time.

performed on two orthogonally oriented rectangular patches of identical size, as shown in
Fig. 4.18b and c. To simplify the analysis, Fig. 4.18d–f shows the temporal traces re-
sults taken from Fig. 4.18a–c, respectively, at the specific probe wavelength of 675 nm. A
maximum value for the differential reflectivity of 5.6 % is observed for the squared antenna
(Fig. 4.18a and d) that is reached after a rising time of 20.5 fs, computed by fitting of a
convolution between an exponential and a Gaussian function, with the latter being the ap-
proximation of the IRF of our system [39]. To fit the relaxation dynamics of the signal, two
exponential decay functions are needed, again a convolution with the IRF for the ultrafast
component and a single one for the slow part, respectively. We find that there is a fast
decay time of 12.8 fs which can be attributed to a combination of the nonlinear Kerr effect
and TPA [39, 141, 142] combined with a slow relaxation component of 3.8 ps, product of
the free carrier dynamics, which is comparable to other amorphous semiconductors [143].
When comparing the squared nanoantenna (Fig. 4.18a) with the elongated nanopatches
(Fig. 4.18b and c), we find that the responses of all three nanostructures show the same
features, differing only in the magnitude of the differential reflectivity. While the patch
that is orientated parallel to the incident polarization reaches slightly higher values than
the square patch, the rotated antenna reduces the modulation depth by more than 40 %.
The same behavior can be observed in the evaluation of the reference temporal traces at
l = 675 nm, shown in Fig. 4.18d–f. Nevertheless, it should be noted that even for the
perpendicular elongated patch (Fig. 4.18e) the peak response is larger than that of the as-
deposited film by a factor of 3. We furthermore note that a measurement with exchanged
pump and probe beams (see Fig. 4.19) shows no pronounced ultrafast peak, given that
free carrier absorption is dominant when pumping with the short-wavelength beam. The
same picture is apparent for the single time traces that are shown in Fig. 4.20.

4.2.4 Conclusion

In summary, thin films of GaP were fabricated using radio frequency sputter deposition,
resulting in an amorphous material with optical constants close to the bulk crystalline
counterpart. Nanostructuring of the film further improved the SHG signal by more than
two orders of magnitude with numerical simulations that are in good agreement over a wide
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Figure 4.20: a.)-c.) Temporal traces at the indicated wavelengths, marked with the
dashed lines in Fig. 4.19.

range of the nanopatch dimensions and for different excitation wavelengths. Pump–probe
measurements of the nanostructures revealed a strong nonlinear and ultrafast response
that decays within 100 fs, accompanied by a smaller slow-decaying feature attributed to
free carrier contributions, at a probe wavelength of 675 nm. For both, SHG and ultrafast
responses, a strong dependence of the signal and the orientation of the nanopatch with
respect to the fundamental beam polarization was observed. Even though the sputtered
film has no well- defined crystal structure, the achieved nonlinear responses are close to
previously reported values for c-GaP [21,39], proposing a-GaP as a promising inexpensive
and flexible material with excellent optical properties. Moreover, its considerable absorp-
tion in the solar spectrum and the observed carrier dynamics make it an exciting candidate
for other areas such as photocatalysis at the nanoscale with confined photocarrier transport,
as reported for dielectric TiOx nano-resonators [20].

4.2.5 Experimental details and supplementary material

Sample fabrication: The films were fabricated using radio frequency sputter deposition
with a 3 inch GaP target in an Angstrom deposition tool. The procedure was carried out
at a constant rate of 1 Å/s while the glass substrate was constantly heated to 250 ◦C. After
cooling down, the same tool was used to deposit a capping layer of SiO2, again via sputter
deposition. Before the procedure, a standard microscopy borosilicate cover glass substrate
was cleaned, using acetone and isopropanol (IPA). As a positive photoresist, PMMA was
deposited on top using spin coating. The EBL was carried out with an exposure dose of
400 mC cm−2 with a 10 mm aperture and external high voltage (EHT) of 20 kV. After the
development for 30 s in MIBK:IPA and 30 s in IPA, gold as a hard mask was deposited
using thermal evaporation. A lift-off procedure was carried out by a bath in acetone for 4
h. In a first inductively coupled plasma reactive ion etching (ICP-RIE) dry etching step,
the mask was etched into the silica layer with CHF6 (20 sccm) and Ar (30 sccm) as pro-
cessing gases. Afterwards the gold was removed by rinsing the sample in Au-etchant for
a few seconds. Finally, again ICP-RIE with Cl2 (10 sccm) and Ar (30 sccm) as processing
gases was used to transfer the nanostructures into the GaP film.
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Sample characterization: The XPS measurements were recorded with a homebuilt
setup at TUM, using an Al X-ray source and a pass energy Epass = 25 eV. The energetic
positions of all spectra were calibrated using the adventitious carbon by shifting the C–C
bond position in the C1s core level spectrum to 284.8 eV. The spectra were fitted to Voigt
type line shapes after a Shirley or linear background correction (software CasaXPS). The
X-ray source could be switched to Mg, allowing to differentiate Auger and core level XPS
peaks for the later analysis.
The XRD measuements were recorded at LMU using the rotating crystal method [144]. A
monochromatic Mo Ka (l = 0.71073 Å) beam from a sealed tube is selected by a parabolic
mulilayer monochromator white line focus, i.e., the X-ray beam is highly collimated in
horizontal direction and rather divergent in the vertical. At the sample position the beam
cross-section is 10 × 0.35 mm2. The GaP samples were aligned with their surface normal
along the horizontal direction and rotated slowly with constant angular velocity, while the
diffracted intensities were recorded by a Dectric Pilatus 100k area detector. The system
was calibrated with a standard powder sample measurement under the same conditions
(Lanthanum hexaboride).
The ellipsometry measurements were done with the VASE instrument from J. A. Woollam
(Chapter 3.3.1) over the visible to near-IR spectral range.

SHG experiments: The used laser systems is based on the kHz laser and the Nikon
microscope (section 3.3). A 100x/Numerical Aperture (NA) = 0.9 objective was used to
focus the beam on the sample, which was mounted on the XY Z–piezo stage. The gen-
erated light was then collected with the same objective. By scanning over the sample
and measuring the collected SHG signal in each point, SHG maps as Fig. 4.16a could be
recorded.

Pump–probe experiments: The pump-probe measurements were based on the setup
introduced in section 3.4, the white light generation was carried out with an average power
of 600 mW to generate 3 mW of SC light. To reduce dispersion effects, low group velocity
dispersion (GVD) mirrors and a dispersion free metal objective with NA = 0.5 were used
to direct and focus the beams. Lock-in detection was used by modulating the pump beam
using an optical chopper operating at frequencies below 1 kHz. The IRF of the system is
described by a Gaussian function with a full-width half-maximum of 11 fs, that approxi-
mates the convolution of pump and probe beam.

Numerical simulation: The numerical simulations were performed with Lumerical
FDTD and the TFSF source. The simulation region was restricted by perfectly matched
layer boundaries to imitate antennas in an infinite space. The experimental data of the el-
lipsometry measurements of the sputtered GaP film as well as for the bare coverglass were
used as input for the materials dielectric function in the simulation. The multipole de-
composition and calculation of the near field distribution were carried out using COMSOL
Multiphysics with the RF module. The multipole analysis follows the procedure published
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by COMSOL and is based on the equations of Mie theory. It makes use of the expansion
in means multipole coefficients, using the scattering current that is source of the scattering
field [60].
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After exploiting frequency conversion and ultrafast dynamics in a-GaP nanostructures, the
following section will focus on the ultrafast refractive index change that can be induced
by the OKE or TPA (see section 2.4.2). This has previously been studied in terms of the
ultrafast modulation of optical reflectivity and transmission in silicon-based nanoantennas
and metasurfaces [35, 142]. As introduced, the OKE and TPA are third-order nonlinear
effects that can instantaneously vary the real and imaginary parts of the complex re-
fractive index of a medium [24], respectively, enabling femtosecond control of its optical
properties. Modulation depths, defined as [peak differential reflectivity/transmissivity] -
[baseline modulation], of up to ∼ 0.5 % at sub–100 fs time scales have been demonstrated
for the silicon nanosystems at visible and near-infrared wavelengths [35, 142]. However,
substantially larger modulation depths are required before such nonlinear modulators can
become suitable for applications. Ultrafast all-optical switches are expected to become
a core element in high-speed operating integrated photonic applications using photons as
information carriers, such as optical computing and communication, and quantum infor-
mation processing [31, 32]. The four main performing indices of an all-optical switch are
switching time, switching efficiency, control power, and characteristic size. Ideally, an all-
optical switch should feature < 100 fs OFF-ON-OFF response times, switching efficiencies
close to 100 %, < 0.1 pJ control light energies, and < 1µm characteristic size. However,
no known structure to date behaves as an ideal switch. One possible candidate to improve
on the reported modulation performance is GaP. Compared to silicon, GaP presents neg-
ligible linear absorption and has larger Kerr nonlinear index (n2) and TPA coefficient (β)
over the whole of the visible and the blue end of the near-infrared spectrum [39,100,145].
Furthermore, it has been shown that bulk crystalline GaP can produce modulation depths
as high as 70 % [39].
The following section studies the nonlinear and ultrafast dynamics of individual c-GaP
nanostructures on SiO2 substrate by using nondegenerate pump-probe spectroscopy.

4.3.1 Nanodiscs at the anapole excitation

Nanodisks made of MOCVD–grown crystalline GaP are patterned on a SiO2(10µm)/ sap-
phire (150µm) substrate through EBL (more information in the Experimental Details).
The GaP nanodisks are of 200 nm in height and 500 to 700 nm in diameter (D), with a
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Figure 4.21: Design and linear simulations of GaP nanoantennas. a.) Scanning electron
microscopy image of the fabricated sample. The inset shows a magnified view of a nanodisk
of 600 nm diameter. Scale bars, 1µm (main image) and 200 nm (inset). b.) Simulated
scattering (Scatt.) cross section for disks of 560, 600, and 640 nm diameter. AE denotes
the anapole excitation (encircled minima). In the bottom of the graph, the pump and
probe spectra are displayed in arbitrary intensity units. c.) Calculated electric energy
for the D = 600 nm nanodisk, computed as WE ∝

∫∫∫
dV |E|2, with V denoting the

volume of the nanoantenna. The simulated electric field distributions corresponding to
the most prominent peaks are included at selected disk heights presenting maximum field
accumulation. From lowest to highest wavelength, corresponding height values as measured
from the substrate are 25, 70, 20, and 5 nm. a.u., arbitrary units.

center-to-center pitch of 3µm to prevent optical coupling between adjacent structures (see
a representative scanning electron microscopy image of the sample in Fig. 4.21a). To
identify the resonances of the fabricated nanoantennas, we simulate their scattering cross
section and internal electric energy using the FDTD method for linearly polarized illumi-
nation at normal incidence in the 600 to 1000 nm wavelength range. The linear refractive
index data of MOCVD GaP used for the calculations are determined through spectral el-
lipsometry measurements. The obtained refractive index values are found to coincide with
those from a commercial crystalline GaP wafer (see section 4.2, Fig. 4.13), within 2 % [39].
It is worth mentioning that other common fabrication techniques for growing GaP on a
substrate, such as radio frequency magnetron sputtering [146], can only produce the mate-
rial in an amorphous phase, which does not exhibit negligible linear absorption or as high
refractive index values as the case of the MOCVD crystalline GaP used in this section. Fig.
4.21b shows the simulated scattering cross section for the three disk diameters highlighted
in Fig. 4.21a (D = 560, 600, and 640 nm), while Fig. 4.21c presents the computed electric
energy and corresponding electric field distribution patterns for the case of D = 600 nm
(other diameters are shown in Fig. 4.23). It can be seen that there are multiple optical
modes confining the field inside the disk, implying that volumetric nonlinear effects can be
greatly enhanced over the wave- length region of interest.
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Figure 4.22: Pump-probe spectroscopy results of single GaP nanodisks. a.) - c.) Dif-
ferential reflectivity spectra of individual nanoantennas of diameters D = 560, 600, and
640 nm, registered by pumping the sample at P = 10 pJ/µm2, with a 5 : 1 pump-probe
fluence ratio.

4.3.2 All-optical switching with c-GaP nanodiscs

To characterize the nonlinear dynamics of the fabricated nanoantennas, we perform nonde-
generate pump-probe spectroscopy measurements of individual nanodisks using sub-10 fs
pulses. The spectral components of the pump and probe pulses covered the 600 to 750 nm
and 750 to 1000 nm wavelength ranges, respectively, as shown in Fig. 4.21b (bottom).
Fig.4.22 shows the measured differential reflectivity (∆R/R) response from three single
nanoantennas as a function of probe wavelength (λ) and pump-probe delay time (t), at
a pump peak energy density (P ) of 10 pJ/µm2 and a 5:1 pump-probe fluence ratio. A
fixed reflectivity background introduced by the glass substrate surrounding the nanodisk
scattering cross-sectional area is subtracted from the R data (see more in the Experimen-
tal Details). In the three cases in Fig. 4.22, a strong negative ∆R/R signal is observed
around t = 0 fs, at wavelengths near minima in the scattering cross section and maxima
in the electric energy (see Fig. 4.21, b and c, and Fig. 4.23), which we assign to the
anapole excitation. As introduced in section 2.3.1, the anapole excitation is an optical
state formed with leading contributions from the electric dipole and toroidal dipole modes
and is characterized by a scattering minimum and an electric energy maximum, with a
distinctive electric field pattern matching that in Fig. 4.21c [64, 68, 69, 147]. In Fig. 4.22,
depending on the disk size, the ∆R/R peak response varies between −14 and −20 % and
vanishes within a 100 fs time period. We attribute this nearly instantaneous effect to the
nonlinear OKE and TPA, as will be discussed later in this section. At longer delay times,
at wavelengths in the vicinity of the ultrafast signals, we find the presence of smaller
and much slower ∆R/R contributions. The effect is most evident in Fig. 4.21 (b and
c) and only slightly noticed in Fig. 4.21a, where its magnitude is just about a tenth of
the maximum response. Given the long time scale of these signals, which do not relax
within the studied time window of 1.2 ps, we assign their origin to the relaxation of free
carriers (FCs) [148], generated through TPA. We highlight, however, that near the center
wavelengths of the ultrafast responses, no FC effects are detected, making it possible to
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Figure 4.23: Simulated internal electric energy for
D = 560 nm, 600 nm and 640 nm. The red curve
(D = 600 nm) is the same as that shown in Fig.
4.21c.

Figure 4.24: Pump-probe temporal traces at P =
10 pJ/µm2 for the three studied nanodisks. The
data corresponding to the red curve (D = 600 nm)
is the same as that of the black triangles shown in
Fig. 4.26b.

benefit from clean sub-100 fs modulations at specific wavelengths. To model the ultrafast
behavior of the dielectric nanoantennas, we perform nonlinear simulations including the
OKE and TPA, considering average degenerate nonlinear values of n2 = 2 × 10−18m2/W
and β = 3 cm/GW as determined for crystalline GaP in this wavelength range [39]. For the
calculations, we approximate GaP complex refractive index as ñ = n0 + ik0 + I(n2 + ik2),
where n0 and k0 denote the low-intensity real and imaginary components of the refractive
index, respectively (with k0 = 0 for GaP); I represents the intensity of the pump beam;
and k2 is the nonlinear absorption, which relates to β through the equation k2 = (λβ)/(4π).
In this way, the OKE and TPA enabled modifications of GaP reflectivity through changes
in the real and imaginary parts of ñ , respectively. Fig.4.25 compares the experimental
and simulated differential reflectivity signals at t = 0 fs for the three studied nanodisks.
Differences in the precise shape of the curves can be ascribed to simulations using constant
average values of degenerate n2 and β instead of the non-degenerate nonlinear parameters
actually involved in the measurement, which may vary depending on the pair of pump and
probe wavelengths. A good agreement is nevertheless obtained, with calculations correctly
describing peak wavelength, modulation sign, and approximate magnitude of the measured
responses.
To determine the individual contributions of the different nonlinear effects to the total
response, we perform a decomposition of the OKE and TPA on ∆R/R, whose results are
shown in the inset of Fig. 4.25b for the case of D = 600 nm. The simulation reveals that
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Figure 4.25: Experimental and simulated nonlin-
ear responses. a.) Experimental and b.) simulated
differential reflectivity response at t = 0 fs and P =
10 pJ/µm2 for D = 560 nm (blue), 600 nm(red),
and 640 nm(green). The inset of (A) shows the
registered response from a commercial double-sided
polished 350µm-thick GaP (100) wafer measured
under the same experimental conditions. The
inset of (B) exhibits the simulated response of
the D = 600 nm antenna when considering the
OKE contribution only (n2 = 2 × 10−18 m2/Wand
β = 0 cm/GW), the TPA contribution only (n2 =
0 m2/W and β = 3 cm/GW), their direct sum, and
the full simulation (sim.) (n2 = 2×10−18 m2/W and
β = 3 cm/GW). The latter matches the red curve
in the main graph.

the OKE component, which increases the real part of ñ (n2 > 0), makes the anapole reso-
nance more pronounced, decreasing R at anapole excitation wavelengths and increasing it
at shorter and longer adjacent wavelengths. The TPA component, on the other hand, leads
to a finite positive imaginary part of ñ (k2 > 0, k0 = 0), lowering R at all wavelengths.
Consequently, the combined response peaks at AE wavelengths, where both the OKE and
TPA contribute with the same modulation sign. Their relative contribution is estimated to
be approximately 40 %/60 % (OKE/TPA). It is worth mentioning here that the scattering
and internal electric energy maxima at ∼ 875 nm for D = 600 nm (Fig. 4.21, b and c)
are found to produce no substantial effect in their corresponding ∆R/R response in Fig.
4.25. The nonlinear decomposition in the inset of Fig. 4.25b reveals that such maxima give
rise to positive and negative shoulders in the OKE- and TPA-only responses, respectively,
leading to a nearly zero ∆R/R net signal. This demonstrates that a scattering maximum
is not nearly as efficient as a scattering minimum for producing OKE/TPA nonlinear re-
flectivity modulations. For reference, the inset of Fig. 4.25a exhibits the measured ∆R/R
signal at t = 0 fs for bulk GaP, displaying a maximum modulation of 3 %, in absolute value,
which monotonically decreases with increasing probe wavelength. This effect is thought
to be a consequence of GaP linear refractive index decreasing with increasing wavelength,
combined with nondegenerate n2 and β diminishing for longer probe wavelengths. We note
that this GaP intrinsic behavior is also present in the response from the nanoantennas, as
nanodisks featuring resonances at longer wavelengths are found to present a weaker signal.
An additional factor contributing to the smallest nanodisk presenting the strongest modu-
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Figure 4.26: Modulation performance at differ-
ent pump powers. a.) Pump peak energy den-
sity dependence of |∆R/R| at selected probe wave-
lengths for nanoantennas with D = 560 nm (λ =
785 nm),D = 600 nm (λ = 815 nm), and D =
640 nm (λ = 845 nm). b.) Corresponding temporal
trace results at specific pump peak energy densi-
ties detailed in the graph for the two most efficient
disks. Solid lines correspond to exponential fits to
the experimental data. IRF, instrument response
function.

lation response is its relatively narrow resonance bandwidth, which makes it most sensitive
to pump-induced ñ changes.
To study the dependence of the magnitude of the ultrafast modulation signal on the pump

peak energy density, we perform measurements of the three studied disks in the P range
(0 to 20 pJ/µm2) at specific probe wavelengths exhibiting no FC effects (λ = 785 nm for
D = 560 nm, λ = 815 nm for D = 600 nm, and λ = 845 nm for D = 640 nm, as extracted
from Fig. 4.22). The results are shown in Fig. 4.26a, where an approximately linear behav-
ior of |∆R/R| with P is found up to P = 10 pJ/µm2 for all diameters. For P > 10 pJ/µm2,
the signals start to saturate, reaching maximum |∆R/R| values of 37, 26, and 15 % at
20 pJ/µm2 for D = 560, 600 and 640 nm, respectively. In Fig. 4.26b, we evaluate the effect
of the pump power on the time response of the modulation signals for selected cases. To
determine characteristic times and modulation bandwidths, we perform fits to the data by
convoluting exponential functions with the IRF, described by a Gaussian profile of 11 fs
FWHM [39]. Black and red curves in Fig. 4.26b show results for D = 600 nm at P = 10
and 20 pJ/µm2, respectively. At P = 10 pJ/µm2, we register a temporal FWHM (τFWHM)
of 19 fs and a 1/e2 modulation bandwidth (νMB) of 18 THz (see Fig. 4.24 for pump-probe
temporal traces of other disk diameters at P = 10 pJ/µm2). Corresponding values in the
saturating range (P = 20 pJ/µm2) are τFWHM = 26 fs and νMB = 12 THz. For D = 560 nm
(blue curve in Fig. 4.26b), we find an even longer τFWHM = 66 fs (νMB = 5 THz), which
can be understood from the smaller spectral bandwidth of this resonance compared to
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those of the other disks (see Figs. 4.22 and 4.22a). It should be noted that this perfor-
mance represents a two orders of magnitude improvement with respect to previous reports
on dielectric metasurfaces and nanoantennas for sub-100 fs all-optical switching [134,142].
A direct-gap GaAs semiconductor metasurface demonstrated similar ∆R/R values, around
40 %, but with the consequence of much longer characteristic modulation times of several
picoseconds due to FC effects [148]. It should also be mentioned that the fastest reported
plasmonic-based nanoscale approaches featuring 20 % modulation depth or more [41, 149]
showed τFWHM values about one order of magnitude larger compared to the GaP nanodisk.

4.3.3 Conclusion

In this section, we have demonstrated that resonant single GaP nanodisks with negligible
linear absorption can produce 1/e2 modulation bandwidths of 5, 12, and 18 THz, with
approximate maximum modulation depths of 40, 25, and 15 %, respectively, depending on
pump power, disk size, and probe wavelength. The observed sub-100 fs effect is modeled
through nonlinear-induced variations of GaP complex refractive index due to the OKE
and TPA, with a relative contribution of around 40 %/60 % (OKE/TPA). We find that
the ultrafast response occurs in the vicinity of the AE scattering minimum, at wavelengths
where TPA-induced FC effects are found to be negligible. We also find that modes featur-
ing scattering maxima do not produce substantial differential reflectivity modulations, as
they give rise to OKE and TPA signals with opposite responses. The findings from this
investigation open new possibilities for the optimization of nonlinear all-optical modulators
and place the GaP nanodisk as the most efficient nanoscale all-optical switch at sub-100 fs
time scales demonstrated to date, to the best of our knowledge.

4.3.4 Experimental details and supplementary material

Nanofabrication: GaP nanodisks were fabricated on a SiO2-on-sapphire substrate, start-
ing from a commercially available MOCVD-grown crystalline GaP layer (∼ 400 nm) on a
GaAs substrate. The latter structure was directly bonded to the sapphire substrate after
depositing ∼ 5µm SiO2 layers on top of both surfaces. The GaAs substrate was later
removed by wet etching. The fabrication of the GaP nanodisks started with a standard
wafer cleaning procedure (acetone, isopropyl alcohol, and deionized water in that sequence
under sonication). The GaP layer was then thinned down to a thickness of 200 nm by
ICP-RIE with N2 and Cl2 gases. The following step involved O2 and hexamethyl disilizane
(HMDS) priming to increase the adhesion between GaP and the subsequently spin-coated
EBL resist of hydrogen silsesquioxane (HSQ). After spin-coating of the HSQ layer with a
thickness of ∼ 150 nm, EBL and development in 25 % tetramethyl ammonium hydroxide
(TMAH) were carried out to define the nanodisks in the HSQ resist. Last, ICP-RIE with
N2 and Cl2 gases was used again to transfer the HSQ patterns to the GaP layer and gen-
erate the GaP nanodisk structures.



90 4. Amorphous and crystalline gallium ghosphide nanostructures

system modulation depth FWHM peak energy density ref.

c-GaP, D = 640 nm 10 % 14 fs 10 pJ/µm2 [122]
c-GaP, D = 600 nm 15 % 19 fs 10 pJ/µm2 [122]
c-GaP, D = 600 nm 26 % 26 fs 20 pJ/µm2 [122]
c-GaP, D = 560 nm 37 % 66 fs 20 pJ/µm2 [122]

Au-Si disc 0.3 % 8 fs 28 pJ/µm2 [142]
Si metasurface 0.45 % < 65 fs 0.4 pJ/µm2 [134]

GaAs metasurface 46 % 4000 fs 1.5 pJ/µm2 [148]
ITO-Au metasurface, 20 % 600 fs 6 pJ/µm2 [41]

ITO nanorods 55 % 500 fs 58 pJ/µm2 [149]

Table 4.3: All-optical ultrafast modulation performance of different nanoscale dielec-
tric and plasmonic-based approaches at visible and near-infrared wavelengths. For the
plasmonic cases [41, 149] only reports featuring 20 % modulation depth or more at sub-
picosecond time scales are considered.

Pump-probe experiments: The measurements were performed with the setup that
was introduced in 3.4. The SC light was generated by focusing the beam at 600 mW aver-
age power onto the sapphire plate (see spectra of pump and probe pulses in Fig. 4.21b).
The pulses are compressed in time to bandwidth-limited ∼ 7 fs at the position of the sam-
ple. The two pulsed beams were focused onto the sample using a metal objective of 0.5
numerical aperture. The measurements were carried out with lock-in detection by mod-
ulating the pump beam at < 1 kHz frequency using an optical chopper. The constant
reflectivity background (RB) produced by the glass substrate around the nanoantenna’s
scattering cross-sectional region was subtracted from the measured R values. RB was cal-
culated as the product RG*PG, where RG denotes glass reflectivity and PG represents the
proportion of probe power illuminating the substrate surrounding the nanodisk scattering
cross-sectional area.

Numerical simulations: The nonlinear numerical simulations were performed using
Lumerical FDTD, with an instantaneous OKE and TPA implemented following the formal-
ism of Suzuki [150]. The linearly polarized pulses were input via Gaussian focusing using
a numerical aperture of 0.5 and with the focal position located at the mid-height of the
nanodisks, in agreement with the experimental conditions. Perfectly matched layers were
used as the simulation boundary conditions to avoid reflections. The experimental spectra
for the pump-probe pulses (as seen in Fig. 4.21b) were imported into the FDTD simula-
tions as custom sources, which resulted in ripples in the simulated differential reflectivity
curves, which were removed by smoothing through adjacent averaging. It should be noted
that replacing the custom sources by standard Gaussian spectra sources with the same
temporal duration resulted in smoother differential reflectivity curves but gave poor agree-
ment with the experimental results. More details on the implementation on the nonlinear
simulations can be found in ref. [39]. Ellipsometry measurements were used to determine
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the linear optical properties of MOCVD GaP, with the software built-in optical properties
used for the SiO2 substrate. The nonlinear parameters of GaP of n2 = 2×10−18m2/W and
β = 3 cm/GW were used in agreement with the results from a previous work [39], with
the input pump and probe powers matched to the experimental conditions. No nonlinear
effects were assumed for the underlying SiO2 substrate. For the linear simulations depicted
in Fig. 4.21, the nanodisks were illuminated by broadband linearly polarized plane waves
at normal incidence. The electric energy inside the GaP nanodisk was calculated using
monitors placed around the nanodisk to define the volume V .
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After the previous chapter that thoroughly discussed the optical properties of a well-known
material, in the following a recently discovered member from the group of Weyl semimet-
als (WSM) is addressed. As previously introduced in section 2.2, WSMs are materials
with a single touching point of valence and conduction band in the electronic band struc-
ture together with a linear electron dispersion. In addition to the phenomena that were
discussed earlier, WSMs exhibit a row of outstanding optical properties that have been
thoroughly investigated. It was shown that the second-order susceptibility of tantalum
arsenide (TaAs) is two orders of magnitude larger than for high refractive index non-
centrosymmetric dielectrics [152], an efficient nonlinear photocurrent generation was also
demonstrated [153], the near infrared glass-coefficient was found to be the strongest so far
reported [154] and efficient catalytic activity was observed for the hydrogen evolution reac-
tion [155]. So far, experimental reports were limited to bulk [156,157] or micro structuring
of the bulk crystal [154, 158,159], representing a natural restriction to the development of
on-chip applications.
In the following chapter, the linear and nonlinear optical response of recently reported
epitaxially grown thin films [160,161] of the prototypical type-I WSM niobium phosphide
(NbP) are investigated and compared to the performance of the bulk single crystal [57].
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Figure 5.1: a.) XRD pattern of the NbP film, with the (004) peak of NbP and the
(002) peak of the MgO substrate indicated. Inset: In situ RHEED pattern of NbP, along
the [110] direction. b.) XRR measurement of the NbP film with the corresponding fit
indicated by the dashed line.

5.1 Fabrication of niobium phosphide thin films

NbP (100) thin films are grown by molecular-beam epitaxy along the [100]-direction of
atomically flat MgO substrates [162]. To compensate for the MgO-NbP lattice mismatch,
a Nb seed layer is grown with an in-plane rotation of 45◦ to the MgO substrate and
phosphorized prior to the epitaxial growth of NbP (001). The layer growth is monitored
in-situ via RHEED at all stages. Fig. 5.1a shows the XRD pattern of the NbP thin film
used in this chapter, which displays only the MgO substrate (002) and the NbP film (004)
peak, demonstrating that the NbP film grows in a single crystalline fashion along the
[001] direction, corresponding to the c-axis of the I41md crystal structure of NbP. Streaky
RHEED patterns along the in-plane directions are observed on this sample, indicating layer
by layer growth, as exemplified in the inset of Fig. 5.1a. Furthermore, the presence of X-
ray reflectivity (XRR) oscillations (Fig. 5.1b) confirm the structural long-range order and
low roughness of the film. A numerical fit to the oscillations results in a thickness of 16 nm.
In order to obtain the dielectric function and therefore the optical constants n(ω),k(ω) of
the NbP thin film, we perform spectral ellipsometry measurements. To maintain Kramers-
Kronig consistency and extract the real and imaginary parts of the dielectric function
ε1(ω) and ε2(ω), respectively, (Fig. 5.2a) a numerical model is fitted to the ellipsometry
data, considering Drude conductivity in the near infrared [163, 164] and Lorentz curves
in the visible regime. In contrast to common noble metals [139], the real part ε1(ω) is
positive over the entire measured range and grows towards longer wavelengths. Only at
the short wavelength limit around 300 nm, the sign changes, corroborating theoretical
calculations [165]. At the same time, the imaginary part ε2(ω) is dominant and one order
of magnitude larger than for most noble metals in the same spectral regime [139] and
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Figure 5.2: a.) Real (blue) and imaginary (orange) part ε1(ω) and ε2(ω), respectively, of
the dielectric function of NbP as determined by spectral ellipsometry. The shaded back-
grounds indicate the spectral regime of the visible (green) and infrared (purple) beam of
the pump-probe experiments. b.) Refractive index n and extinction coefficient k as deter-
mined by spectral ellipsometry. The shaded background represents the spectral position
of the visible (green) and infrared (salmon) beam of the pump-probe experiments, respec-
tively. c.) Transmission (orange) and reflection (blue) measurements of a NbP film at
normal incidence with the respective results from FDTD simulations (dashed lines).

underlines the semimetallic character of NbP. It should be noted that an out-of-plane
anisotropy found in the theoretical calculations was not observed here [166]. Most likely,
the small thickness of the film prevents significant signs of the anisotropy to appear in the
ellipsometry data. Using the relations ε1 = n2 − k2 and ε2 = 2nk, the dielectric function
can be converted to the refractive index n(ω) and the extinction coefficient k(ω), as shown
in Fig. 5.2b. Remarkably, the refractive index stays nearly constant over the spectrum
with slightly anomalous dispersion (dn/dλ > 0), while the extinction coefficient shows a
peak around 350 nm and monotonically grows for increasing wavelengths. The values of
the optical constants are further confirmed by transmission (orange) and reflection (blue)
measurements that are shown in Fig. 5.2c. The high refractive index combined with the
strong linear absorption leads to a maximum transmission of only 30 % and a reflection
that stays below 50 %. The measurement is modeled by FDTD simulations that reproduce
the achieved data with good agreement (see dashed lines in Fig. 5.2c).

5.2 Third-harmonic generation boosted by topologi-

cal surface states

Next, the third-order nonlinear optical response of the NbP film is further investigated.
Following the introduction in section 2.4, THG is described by the nonlinear susceptibility
χ(3)(3ω0) and corresponds to the conversion of three incident photons of frequency ω0 into
a single higher energy photon with three times the original frequency ωTHG = 3ω0, or
equivalently λTHG = 1/3λ0 [24, 70, 167]. Consequently, Fig. 5.3a shows respective THG
spectra for fundamental wavelengths ranging from 1400− 1950 nm, located at the respec-
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Figure 5.3: a.) Relative THG spectra of the NbP thin film for different fundamental
wavelengths ranging from 1400 − 1950 nm. b.) Power dependence of the measured THG
signal on the excitation power. The inset shows the same data on double logarithmic scale.
A linear fit is shown by the dashed line, giving a slope of 3.1.

tive third-harmonic wavelengths. Furthermore, in a power dependent measurement in Fig.
5.3b, the THG power clearly scales nonlinear with the excitation power. The inset shows
a linear fit on a double-logarithmic scale, resulting in a slope close to three what proves
the third-order nature of the observed signal. The efficiency of the THG efficiency can
be estimated by directly measuring the reflected THG power with strong filtering of the
fundamental beam, which results in ηrefl = PTHG/PFW ∼ 6 · 10−5 %. Taking that a com-
parable amount of THG signal is emitted in the opposite half space, the efficiency can be
assumed to be at least a factor of two stronger. Including the fact that THG light is only
partially collected by the finite NA of the objective (NA = 0.9), a lower bound for the
efficiency of the NbP thin film can be given to be ηTHG ' 10−4 %, notably more than one
order of magnitude larger than for the bulk crystal measured under identical conditions,
three orders of magnitude larger than that of a germanium thin film, and only one to two
orders of magnitude smaller compared to resonant germanium nanostructures [69,141].
Based on the theory from Bloembergen et al. [168], we calculate the reflected THG sig-

nal, assuming only in-plane χ(3) components and normal incidence. Following comparable
calculations for graphene [169], the reflected THG field can be expressed as

E3ω =
4πPNL
n2

3ω − n2
ω

a(nMgO − nω)− b(nωnMgO − n2
3ω)

e2iϕh(1− n3ω)(nMgO − n3ω)− (1 + n3ω)(nMgO + n3ω)
(5.1)

With the angular frequency ω the complex refractive index of NbP nω, n3ω at fundamental
and third-harmonic frequency, respectively, the refractive index of MgO (nMgO) at the
third-harmonic frequency. PNL = χ(3)E3

ω represents the nonlinear polarization and was
assumed to be constant for the calculation of the following thickness dependence. The
factors a = 1 + e2iϕh + 2ei(ϕh−ϕi) and b = 1 − e2iϕi include the phase corrections for the
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Figure 5.4: Theoretically calculated thickness de-
pendence of the THG signal, reflected from a NbP
film. The signal is normalized to the value of a bulk
crystal (H > 200 nm). The red diamond marks the
thickness of the film thickness, discussed in the main
text. The calculation results in an optimal film
thickness for THG of around 40 nm. The dashed
line shows the penetration depth calculated from
the measured extinction coefficient. 50 100 150
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inhomogeneous ϕi = 2nωωH/c and homogeneous ϕh = 3n3ωωH/c waves and therefore
introduce a dependence of the film thickness H, shown in Fig. 5.4. It should be noted
that once the penetration depth of the NbP film is reached, the measured THG signal
saturates as electric fields don’t reach further into the material and consequently do not
reach the NbP-MgO interface. Therefore, we take the convergence value of the THG signal
as estimation for bulk NbP.
To understand the origin of the measured THG, we investigate the signal in dependence on
the fundamental beam polarization, shown in Fig. 5.5a,b, for 1400 and 1800 nm excitation
wavelengths, respectively. Evidently, at 1400 nm the THG signal clearly peaks when the
incident electric field is aligned with the b-axis of the crystal, while at 1800 nm it appears
as almost polarization independent with a small dip at the a-axis. The I41md crystal
structure of NbP corresponds to the the 4mm symmetry group. Therefore, the spatial
symmetries reduce the originally 81 elements of the nonlinear susceptibility χ(3) to only 21
nonzero elements, namely [24]:

xxxx = yyyy, zzzz

yyzz = xxzz, yzzy = xzzx, xxyy = yyxx

zzyy = zzxx, yxyx = xzxz, xyxy = yxyx

zyyz = zxxz, zyzy = zxzx, xyyx = yxxy

Using the fact that the experimental conditions imply that the incident electric field lies
in the xy-plane, it is sufficient to consider the components, where the z-component of the
electric field does not appear (Ez = 0). Further simplification can be achieved by defining
χdiag = χxxxx = χyyyy and χmixed = χxxyy +χxyxy +χyyzz +χxyyx = χyyzz +χyxyx +χyxxy to
represent the diagonal and mixed components of the susceptibility, respectively. Together,
this leads to a third-polarization of the form

~P (3) ∝ χdiag

E3
x

E2
y

0

+ χmixed

ExE2
y

E2
xEy
0


Interestingly, this nonlinear polarization can only generate THG with a fourfold polariza-
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Figure 5.5: Polarization de-
pendence of the THG signal at
a.)1400 nm and b.) 1800 nm. The
solid line represents a fit of the non-
linear tensor elements to the data.
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Figure 5.6: Extracted relative THG efficiency for the NbP thin film at excitation wave-
lengths from 1400−1950 nm. The error bar is estimated from the uncertainty of the power
measurement.

tion pattern [24,70], contrarily to the measurements shown in Fig.5.5a,b. However, at the
surface of the material, the symmetry of the structure reduces to a C2v-symmetry [170,171]
that allows twofold polarization patterns, indicating that the observed THG is mostly gen-
erated by the surface states of NbP. A fitting of the surface nonzero tensor elements are
shown by solid lines in Fig. 5.5a,b, giving a good agreement with the experimental data.
As it was recently shown that the surface states in identically fabricated NbP thin films
are almost exclusively topological, due to a suppression of the trivial surface states via
atomic engineering [162], we attribute the high observed efficiency to the topological sur-
face states of NbP, in particular as they were shown the generate extremely high signal
in other topological materials [172]. Fig. 5.6 shows the relative THG efficiency over the
excitation wavelength range from 1400 − 1950 nm with a clear peak ' 1800 nm. A com-
parison with calculations of the band structure of NbP [160, 162] indicates that the small
plateau in the conduction band, located at the Γ-point of the Brillouin zone is responsible
for this resonance. Here the energy difference of valence and conduction bands equals the
energy of the third-harmonic photon, enhancing the third-order NL process with two vir-
tual electron states. A comparison with the performance of the bulk NbP crystal shows
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Figure 5.7: a.)-d.) Ultrafast pump-probe reflective spectroscopy of the bulk NbP crystal
(a.-b.) and the thin film (c.-d.). The shaded background indicates the IR pulse (green)
or visible pulse (purple) acting as pump beam, respectively. The dashed lines indicate the
probe wavelength shown in Fig. 5.8a,b. e.) - f.) Sketch of the electron dynamics in the
Weyl cone at the arrival of the pump pulse (t = 0 fs) (e.) and at the arrival of the probe
pulse (t > 0 fs) (f.).

that the THG has a comparable behavior, but the resonant increase is not as large as for
the thin film. This is not surprising since the latter is fully penetrated by the incident light,
making it therefore possible to interact with the topological surface states at the top and
the bottom of the film. Finally, it should be noted that due to the growth direction and
the geometry of the experimental setup, the NbP film is illuminated along the polar c-axis
of the crystal where it appears centrosymmetric and consequently the previously reported
efficient second-harmonic generation could not be observed [152,173].

5.3 Ultrafast optical response influenced by the Weyl

cone

Next, the the ultrafast optical response of the NbP films is investigated using nondegenerate
pump-probe spectroscopy with sub-10 fs pulses in the 600 − 1000 nm wavelength range,
based on the setup from section 2.5.3. Dichroic beam splitters are used to divide the
broadband beam into two beams of separate spectral components, the visible (600−750 nm)
and infrared (750 − 1000 nm), which can act as pump and probe pulses interchangeably,
while a motorized stage allows to tune the optical delay between them. The resulting
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Figure 5.8: a.) Single time traces for the bulk NbP crystal at 715 (blue), 785 (beige),
and 915 nm (dark red) probe wavelengths, respectively. The solid lines represent a fit of
an exponential decay function to the slow decaying part of the signal. b.) Time traces of
the NbP thin film at 785 (blue), 835 (beige), and 950 nm (dark red) probe wavelengths,
respectively. The solid lines represent fittings of an exponential decay function, convoluted
with the instrument response function of the system.

differential reflectivity spectrum of the bulk (top graphs) and thin film (bottom graphs)
are shown in Fig. 5.7a-d for both pump/probe configurations. To understand the observed
response, the electronic behavior in the Weyl cone is sketched in Fig. 5.7e,f, following
previous reports on ultrafast dynamics in WSMs [156, 157, 174] and graphene [46, 175].
Starting from the intrinsic band structure, electrons absorb the incident pump photons
and get promoted into the conduction band (Fig. 5.7e). Via electron-electron (fast) and
electron-phonon (slow) scattering, the excited electrons relax to lower energy states. As the
density of states highly reduces toward the Weyl node, the relaxing electrons accumulate
and delay the recombination process, leading to the formation of electron and hole seas
above and below the Weyl node, respectively. Then, when the probe photons arrive, the
optical response depends on whether their energies are high enough to excite electrons
above the occupied states in the valence band (Fig. 5.7f). Due to the lower energy of
photons in the infrared beam, this is the case when probing with the visible beam and
the arriving probe photons experience an increased absorption and thus a negative change
of the reflectivity is observed (Fig. 5.7a). This is not the case, however, when pumping
the bulk crystal with the visible and probing with the lower energy infrared beam (Fig.
5.7b). Here, photons in the high energy part of the probe beam (760 − 820 nm) are still
absorbed by electrons and the change in reflectivity is negative but grows toward higher
wavelengths. On the other hand, for wavelengths longer than 850 nm, the energy of the
photons is no longer sufficient to excite valence electrons to available states and optical
absorption is therefore Pauli blocked. As a consequence, the relative change of reflectivity
becomes positive as the absorption of the materials gets reduced. In the intermediate
regime ' 830 nm, a mixture of both situations is present that leads to a vanishing change
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Figure 5.10: Power dependence of the measured
maximum change in reflectivity, measured with the
NbP thin film at 825 nm probe wavelength. A
clearly linear trend without saturation effects is
clearly visible. The dashed line represents a guide
for the eye. Average beam intensities were calcu-
lated from the known laser parameters and the as-
sumption of diffraction limited beam spots.

in reflectivity.
Recent theoretical calculations of WSMs in ultrafast laser fields [176] predicted that the

fast electron-electron scattering toward the Weyl node happens in the first 10 fs after the
pump pulse arrives. Even though this is at the limit of the temporal resolution of the
experimental setup, we attribute the sharp peak at the temporal overlap in Fig. 5.7a,b
to this ultrafast relaxation, visible in the single traces at selected 715 and 785 nm probe
wavelengths in Fig. 5.8a. A zoomed-in image of the first 500 fs is shown in Fig. 5.9a. After
the initial ∼ 19 fs peak, a slower decay is observed, which can be fitted by an exponential
decay function and can be fitted to the measured data resulting in 30, 97, and 97 fs for a
probe wavelength of 715, 785, and 915 nm, respectively, as shown in Fig. 5.8a. This is at the
same scale as previously reported values for NbP crystals [156] or 2D graphene layers and
comparable materials [175, 177–179]. A very slow response with > 100 ps characteristic
decay time is found afterwards (see Fig. 5.9b), which is attributed to phonon-phonon
scattering and is therefore present for all probe wavelengths. The measured change of
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Figure 5.11: Linear simulation of the rela-
tive reflectivity from the NbP film, assuming a
change in the complex refractive index by 0.02.
The corresponding measurement from the main
text is shown in blue.
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reflectivity for the NbP thin film, shown in Fig. 5.7c,d, markedly differs from the response
of the bulk crystal. In particular at the temporal overlap, the sign of the modulation is
negative for all probe wavelengths. When pumping with the infrared beam while probing
with the visible beam (Fig. 5.7c), the behavior of the film is comparable to that of the bulk
crystal and therefore gives a response with the same sign and comparable magnitude. This
can be attributed to the higher extinction coefficient in the pump wavelength regime and
therefore ultrafast dynamics that are dominated by linear absorption, similar to the bulk
case. On the other hand, when pumping with the visible beam (Fig. 5.7d), the shape of the
modulation differs fundamentally. The maximum change of reflectivity has a constantly
negative sign and lacks a significant spectral dependence on the probe wavelength and
completely decays within 100 fs.
Moreover, a power dependence of the modulation depth (Fig. 5.10) shows a clear linear

scaling with increasing pump intensity. This indicates that the change in reflectivity is
caused by a pump-induced change of the refractive index that was defined in section 2.4.2,
ñ(Ipump) = ñ0 + n′Ipump. Here, n0 indicates the complex linear refractive index while
the nonlinear coefficient n′ encompasses the effective nonlinear refractive index n2 and
the two-photon absorption coefficient β. The first corresponds to a change of the real
part of the refractive index, while the latter represents a change of the imaginary part.
Even though both processes are third-order nonlinear effects, the high peak electric field
strengths and the high third-order susceptibility of NbP as revealed by the pronounced
THG efficiency lead to the observed modulation. Simulations shown in Fig. 5.11 show
with good agreement that the observed modulation corresponds to a homogeneous change
of the complex refractive index by roughly 5 %.
For three representative probe wavelengths, single temporal traces are shown in Fig. 5.8b,

including exponential decay functions convoluted with the IRF of the system that are fitted
to the measured data. The resulting time constants of 32, 33, and 55 fs for 785, 835, and
950 nm probe wavelengths, respectively, evidence the ultrafast nature of the measured
modulation. The fact that these values are in the same range as reported for all-optical
modulations in dielectric materials [39,118,122] further corroborates the nonlinear nature
of the observed signal. We explain the difference between the electronically dominated
dynamics in the bulk crystal and the nonlinear optical modulation in the thin film with
the fact that even though both have the same nonlinear properties, linear absorption in the
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Figure 5.12: a.) Maximum relative change of reflectivity at the overlap of pump and
probe pulse (t = 0 fs) for the NbP thin film (blue) and bulk crystal (orange). b.) Relative
change of reflectivity after the ultrafast relaxation (t = 2 ps) for the NbP thin film (blue)
and bulk crystal (orange). The shaded backgrounds indicate the visible (green) or infrared
(purple) beam acting as the pump, respectively.

bulk crystal is too dominant and therefore limits direct pump and probe pulse interactions
necessary for all-optical modulations. Comparing the maximum change in reflectivity of
−0.8 % for the NbP film shows this is in the same range as reported values for 2D perovskite
nanosheets [141] and amorphous gallium phosphide thin films [118].
A better representation of the detected sign change is shown in Fig. 5.12, where the
modulation at the temporal overlap (t = 0 fs) for each probe wavelength is displayed. Two
sign changes can be observed here, whereas the one of bulk NbP was already discussed (Fig.
5.12a). the second can be observed for the thin film, where at long timescales a negative
to positive sign change is found when increasing the probe wavelength, as noticeable in
Fig. 5.12b at a fixed 2 ps delay time. The modulation is negative for wavelengths shorter
than 850 nm and becomes positive for longer wavelengths, while completely vanishing in
between. As the wavelength of the sign change is close to the corresponding value for the
bulk crystal at the temporal overlap (Fig. 5.12a), we attribute this slow response again to
the carrier dynamics in the Weyl cone. Since the pump beam travels through the entire thin
film (which consists of only 15-20 unit cells [160]), the number of available states around
the illuminated spot is significantly reduced compared to the bulk crystal. Therefore, the
relaxation process of the electrons is further delayed and the electron accumulation above
the Weyl node is still visible after 2 ps. This indicates that when probing with a wavelength
of 850 nm, the beam exhibits a strong optical modulation from the pump beam and the
nature of the Weyl cone prevents linear absorption effects. Therefore, the ultrafast signal
completely decays in less than 100 fs, lacking a slow residual component. This suggests that
further engineering would allow (nano) devices based on NbP with all-optical switching
bandwidths of up to 10 THz, outperforming other systems such as indium tin oxide (ITO)
at the epsilon near-zero wavelength by almost one order of magnitude [40, 41, 149]. Even
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for the other probe wavelength in the infrared pulse, the ratio between the peak ultrafast
modulation and the slow relaxing tail is large enough to obtain clear on- and off-states,
emphasizing NbP as a promising material for all optical switching. It should further be
noted that the slow response far from the sign change region appear temporally almost
constant, even for longer timescale measurements (see Fig. 5.9). This indicates long
electronic lifetimes in the nanosecond time range and could be a promising property for
light harvesting or detection applications.

5.4 Conclusion

In conclusion, we have investigated the linear and third-order NL optical properties of a
NbP thin film with a bulk single crystal as reference. Even though the imaginary part of
the linear dielectric function was measured to be dominant over the studied spectral range,
we detected strong THG from the thin film, exceeding the efficiency of the bulk material by
more than a factor of 12. Moreover, a clear contrast in the response of the two samples was
found through ultrafast differential reflectivity measurements. We observed the electron
dynamics change from an optical absorption dominated response in the bulk crystal to
a optical nonlinear regime in the thin film, enabling sub-100 fs reflectivity modulations
at wavelengths close to 850 nm. The work in this chapter strengthens the potential of
WSM thin films as promising material platforms with possible applications in the fields
of nanophotonics, including all-optical switching, efficient frequency conversion and light
harvesting.

5.5 Experimental details and supplementary material

Sample Fabrication: The NbP thin films were grown by molecular-beam epitaxy in a
custom made ultra-high vacuum chamber (pbase = 1 × 10−10 mbar), using electron-beam
heating of a niobium rod and parallel thermalization of a gallium phosphide compound
effusion cell to get the phosphide species. A cross-beam mass spectrometer was used to
calibrate the atomic fluxes, while the substrate temperature was controlled by radiation
heating. More details on the fabrication of the NbP films can be found in ref. [160]. The
bulk NbP crystals were grown via chemical transport reaction with iodine as transport
agent and a temperature gradient from 850 ◦C at the source to 950 ◦C at the sink. Before-
hand, a polycrystalline powder of NbP was synthesized from niobium and red phosphorus
via direct chemical reaction at 800 ◦C. The fabrication was carried out in the Max-Planck
Insitute of Microsctructure Physics in Halle (Saale), Germany [160,162].

Sample Characterization: XRD and XRR measurements were performed with a
commercial diffractometer from Bruker, using Cu Kα radiation. In situ RHEED monitor-
ing was performed with a 15 kV electron beam. Ellipsometry measurements were done with
the variable- angle spectroscopic ellipsometry (VASE) instrument introduced in section 3.3
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and were performed over the visible to near-infrared spectral range (300− 2000 nm). The
numerical fitting was done with the WVASE using a model of multiple Lorentz-like peak
functions and a Drude dispersion model in the low energy regime. The same tool was used
to perform the linear transmission and reflection measurements.

THG Experiments: The measurements were performed with the kHz-laser system
introduced in section 3.3 and the sample was mounted to the microscope with a 100x/ NA
= 0.9 objective that was used for focusing. The generated THG light was then collected by
the same objective (reflection) or by a NA = 0.6 objective (transmission) and subsequently
sent to the spectrometer or a calibrated silicon powermeter (Newport). Due to spectral
limitations of the experimental setup, reflection measurements could only be performed
from 1500 − 1650 nm. For polarization dependent measurements, a waveplate (λ/2) was
placed in the beam path before the microscope.

Pump-Probe Experiments: The pump-probe experiments were performed with the
setup from section 3.4 and the MIIPS for pulse compression. To minimize dispersion
effects, low group velocity dispersion mirrors and a dispersion-free reverse Cassegrain ob-
jective with NA = 0.5 were used to direct and focus the beams onto the sample. The
experiments were conducted with a 5:1 (pump:probe) power ratio, using average powers of
10 and 2µW for pump and probe pulses, respectively. The collected signal was then sent
to the spectrograph coupled to a low-noise photodiode (FEMTO). Lock-in detection was
used by modulating the pump beam with a mechanical chopper operating at frequencies
below 1 kHz. The instrument response function of the system is described by a Gaussian
function with a full-width half-maximum of 10 fs, that approximates the convolution of
pump and probe pulses.

Numerical Simulations: The numerical simulations were performed with Lumerical
FDTD. Perfectly matched layer and periodic boundary conditions were used to mimic an
infinitely extended sample surrounded by infinite space. A broadband plane wave source
at normal incidence illuminated the sample. Field monitors above and below the film
were used to collect the data for reflection and transmission calculations, respectively. The
measured dielectric function of the MgO substrate and the NbP film were implemented as
material data for the simulations.
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As previously discussed throughout this thesis, materials lacking inversion symmetry
generally have a non-vanishing second-order nonlinear optical susceptibility. When this
is combined with a permanent polarization, they can exhibit strong SHG [24] which is of
paramount importance for applications such as coherent light generation, nonlinear auto-
and cross-correlations, optical signal processing and imaging [180–185]. Furthermore, SHG
is an optimal tool to probe material properties such as crystal symmetry, relative orien-
tation, polar domains, magnetic ordering, surfaces and quantum interference [186–191].
However, the inherently weak photon-photon interactions in classical inversion-asymmetric
materials demand high-intensity pumping, bulky interaction volumes, and complex phase-
matching techniques to achieve appreciable SHG responses. This prevents the realization
of miniature nonlinear optical devices that can function at moderate input powers. Two-
dimensional ferroelectric materials (materials possessing a spontaneous electric polariza-
tion, Ps) are a relatively new class of ultrathin materials, with potential applications in
memory devices [192]. Ferroelectricity breaks the material’s inversion symmetry, thus two-
dimensional ferroelectrics are excellent candidates for realizing strong nonlinear responses
over nanometre scale interaction lengths. Layered niobium oxide dihalides NbOX2(X = Cl,
Br, I) [193–196] have a Peierls-distorted polar structure due to their anisotropic bonding
along the in-plane b and c directions: only the b direction is polar, giving rise to strongly
anisotropic ferroelectricity. Our density functional perturbation theory calculations pre-
dicted very large in-plane ferroelectric and piezoelectric responses for the NbOX2 family
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Figure 6.1: Atomic structure of ferroelectric layered NbOI2. a.) Three-dimensional
schematic diagram of trilayer NbOI2 monoclinic crystal structure (space group C2). Each
NbOI2 layer is composed of NbO2I4 octahedra linked together by sharing the opposite
iodine corners along the crystallographic c-axis and by sharing the opposite oxygen corners
along the b-axis. b.) A side view of trilayer NbOI2 along the non-polar c-axis showing an
alternation of short and long Nb-Nb distances. c.) A side view of trilayer NbOI2 along
the polar b-axis showing an alternation of two unequal Nb-O bond lengths. The thickness
of a NbOI2 monolayer is 0.73 nm.

(Ps = 1.43 × 10−10 Cm−1 and piezoelectric stress tensor element e22 = 31.6 × 10−10 Cm−1

for NbOI2 monolayer) [197]. Given that the SHG intensity is proportional to spontaneous
polarization [198], NbOX2 is therefore highly promising for exploring large second-order
optical nonlinearities.
This will be investigated in the following chapter, where 20 nm-thick NbOI2 flakes are
thoroughly characterized and investigated with respect to their second-order nonlinear
response.

6.1 Fabrication and structural characterization

Starting with the fabrication, centimetre-sized NbOI2 single crystals are grown by chemical
vapour transport (CVT) (parameters can be found in the Experimental Details). The
crystal structure of NbOI2 is resolved using single-crystal XRD (SC-XRD) measurements.
Bulk NbOI2 crystallizes in a monoclinic crystal structure with space group C2 (see Table
6.3 in the Experimental Details). Each NbOI2 layer is composed of NbO2 I4 octahedra,
which link together by sharing the opposite iodine corners along the crystallographic c-axis
and by sharing the opposite oxygen corners along the b-axis, as shown in Fig. 6.1a. A
first-order Peierls distortion occurs along the c-axis [199], which leads to the dimerization
of niobium atoms. Consequently, an alternation of short and long Nb-Nb bond distances
occurs along the NbI4 chain direction(Fig. 6.1b). Furthermore, there occurs a second-
order Peierls distortion along the b-axis, through which the niobium ions are displaced
from the centre positions of the octahedra towards one of the bridging oxygen atoms. As
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Figure 6.2: a.) Density functional theory-calculated band structure of NbOI2 mono-
layer. The Γ→ Y and Γ→ X high-symmetry directions in the reciprocal space (k-space)
correspond respectively to the polar and non-polar directions of NbOI2 in real space, re-
spectively. The valence band maximum is set to zero. Orbital component analysis is
elucidated by different colours as indicated. The + and − superscripts for the niobium
d-orbitals refer to the energy-split bands due to Peierls distortion. The x, y, z directions
are the a, b, c crystal axes of the NbOI2 unit cell, respectively. b.) Interlayer interactions
in bulk NbOI2 induce band splitting for the bands that arise from out-of-plane orbitals.

a result, an alternation of two unequal Nb-O bond lengths takes place (Fig. 6.1c), giving
rise to spontaneous polarization. The Peierls distortions are energetically favorable as they
lower the total electronic energy of the NbOI2 system. The Nb-Nb···Nb alternation is 3.17
and 4.35 Å, whereas the Nb-O···Nb alternation is 1.82 and 2.10 Å along the c- and b-axes,
respectively. The large niobium off-centre polar displacement (∼ 0.14 Å) along the b-axis
drives a robust in-plane ferroelectric polarization, which is among the highest Ps values in
the two-dimensional ferroelectrics family [197,200].

Anisotropic band structure

The anisotropic band structure of NbOI2 is responsible for its large anisotropic optical
properties. Fig. 6.2a displays the density functional theory (DFT)-calculated energy-band
structure of NbOI2 monolayer with projection on atomic orbitals. The polar (Nb-O···Nb)
and non-polar (Nb- Nb···Nb) directions correspond with the γ to Y and γ to X directions
in the reciprocal space, respectively. The bottom four conduction bands are denoted as
c1, c2, c3 and c4, and arise primarily from niobium d orbitals. The top four valence bands
are denoted as v1 , v2, v3 and v4. Although most of the valence bands are attributed
to iodine p orbitals, the highest energy valence band v1 arises from niobium dx2−y2 and
dz2 orbitals due to the splitting of the niobium dx2−y2/dz2 bands resulting from Peierls
distortion. Strikingly, there is strong mixing between the dx2−y2 and dz2 orbitals in v1 and
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Figure 6.3: a.)-b.) ARPES intensity plots and their corresponding second-derivative
plots of NbOI2 along the polar (a.) and non-polar (b.) directions, where k‖ is the in-plane
component of electron momentum. The Fermi level is at zero. c.)-d.), GW calculated
band structure of NbOI2 monolayer in the polar (c.) and nonpolar (d.) directions. The
valence band maximum is set to zero energy. It can be observed that the highest energy
valence band is broadened in the experiment, particularly at Γ. This can be attributed to
interlayer interactions (see Fig. 6.2b).
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Figure 6.4: a.) The imaginary dielectric function ε2 of NbOI2 along the polar (red) and
non-polar (blue) directions, obtained by Mueller matrix ellipsometry measurements. Our
GW-BSE calculations reveal that the P1 and P2 excitons arise from transitions from v1, v2

and v3 to c1. b.) Linear absorbance spectra of a NbOI2 nanosheet collected with incident
white light polarized along the polar and nonpolar directions. Blue (red) line: nonpolar
(polar) axis. c.) Typical absorbance spectra of a NbOI2 nanosheet illuminated with right
(σ−, black curve)- and left (σ+, red curve)-handed circularly polarized light.

c3 throughout the entire Brillouin zone. The material has fully occupied valence bands and
the nearly flat v1 band implies that the v1 electrons are highly localized.
The GW-calculated [201, 202] band structure of NbOI2 (Fig. 6.3a-b) indicates that the
valence band maximum occurs at Y , while the conduction band minimum occurs at X
(within the c2 band), giving an indirect bandgap (Eg = 2.24 eV). The band structure is
more dispersive along the polar direction than the non-polar direction. As k varies from
γ to Y , the magnitude of the π-bond overlap between the niobium dyz(dxy) and oxygen pz
(px) orbitals increases quite substantially, bringing about highly dispersive c1 and c2 bands.
The c1 and c2 bands are nevertheless weakly dispersive on going from γ to X. This is due
to the opposing effects of the metal-metal (Nb(dyz) - Nb(dyz)) and metal-ligand (Nb(dyz) -
I(py)) π-bond interactions at X as well as the weak Nb(dxy) - Nb(dxy) δ-bond interaction.
Similarly, the v2 band varies rapidly in energy from γ to Y and smoothly from γ to X.

We have carried out ARPES measurements to confirm the band structure of NbOI2.
The valence-band ARPES spectra of NbOI2 clearly show the dispersive feature of the v2

band along Γ-Y , and the dispersionless feature of the bands along Γ-X (Fig. 6.3c-d), in
good agreement with the band-structure calculations. A comparison of the ARPES results
with the GW band structure shows good quantitative agreement (Fig. 6.3a-b); the similar
valence band structure between monolayer (theory) and bulk (experiment) NbOI2 indicates
that the band dispersion does not vary with thickness, which is different from transition
metal dichalcogenides (TMDs) and graphene. Interlayer interactions in bulk NbOI2 induce
band splitting for the bands that arise from out-of-plane orbitals (Fig. 6.2b). This can
explain the broadening observed for some bands in the ARPES band structure.
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Figure 6.5: A series of optical images of a NbOI2 nanosheet captured in transmitted
light mode under different incident polarizations. ϕ is the polarization angle (relative to
the polar axis) of the incident white light. The increase of the absorbance as the linear
polarization varies from the polar to the nonpolar direction is due to the large oscillator
strength of the nonpolar excitons in the visible region.

Linear optical response

In line with its anisotropic band structure, the linear optical properties of NbOI2 are
markedly different along the polar and non-polar directions, which is confirmed by perform-
ing Mueller matrix ellipsometry measurements over a wide spectral range (6.2 − 0.65 eV,
200 − 1900 nm). The extracted imaginary part of the dielectric function (ε2) is shown in
Fig. 6.4a. We observe two predominant peaks confined along the non-polar direction in
the visible range (at P1 = 2.34 eV, 530 nm; and P2 = 2.64 eV, 470 nm) and one broad peak
confined along the polar direction in the near ultraviolet range (at P4 = 3.54 eV, 350 nm).
According to our GW-BSE calculations, peaks P1 to P4 are excitonic in nature. The pres-
ence of strong optical anisotropy is also reflected from polarization-dependent absorption
and transmission measurements (Figs. 6.4b and 6.5). In line with the ellipsometry data,
two absorption peaks at ∼ 530 nm and 470 nm are detected when light is linearly polarized
along the non-polar direction of NbOI2 (Fig. 6.4b). By contrast, a much weaker absorption
in the visible range is collected when light is polarized along the polar direction. Moreover,
no circular dichroism signal was observed under circular optical excitation (Fig. 6.4c),
excluding any optical activity (chirality) in NbOI2.

6.2 Second-harmonic generation of NbOI2 nanoflakes

We isolate NbOI2 flakes of sub-100-nm thicknesses from a single crystal for nonlinear
optical studies. The NbOI2 nanosheets are encapsulated with a thin layer of transparent
hexagonal boron nitride (h-BN) to avoid any photo-oxidation effects. There are eight
non-vanishing SHG tensor elements for space group C2: d14, d16, d21, d22, d23, d25, d34 and
d36, where the SHG susceptibility χ(2) can be calculated by χ

(2)
ijk = 2dij. Considering the

Kleinman symmetry introduced in section 2.4, d16 = d21; d14 = d25 = d36; and d23 =
d34 which, using the approximation of a two-dimensional material, leads to the nonlinear
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Figure 6.6: Characterization of SHG in NbOI2. a.) Optical image of NbOI2 flake on
quartz substrate after encapsulation with h-BN. b.) SHG intensity maps recorded with
an avalanche photodiode (APD) of the sample shown in a at λSHG = 450 nm and 500 nm,
obtained by setting the excitation polarization parallel to the polar direction of NbOI2 .
c.) Excitation power dependence of the SHG signal (red dots) with quadratic fit (dash
curve) at λSHG = 525 nm for 20 nm-thick NbOI2 flake. The inset shows the linear fit of
the log-log plot with a slope equal to 1.92. d.) SHG intensity maps of the sample in a at
λSHG = 450 nm and 500 nm obtained by setting the excitation polarization parallel to the
non-polar direction of NbOI2 . All the maps in b and d are acquired using equally intense
excitation pulses.

polarization of the form:

P1 = 2d16E1E2

P2 = d16E
2 + d22E

2
2

Here, the indices 1, 2 refer to the x, y axes, respectively, which are aligned with the polar
(x) and non-polar (y) direction. Thus, the relation between the generated SHG intensity
I and the polarization angle ϕ of the incident light can be expressed as:

I ∝ (2d16 cosϕ sinϕ)2 +
(
d16 cos2 ϕ+ d22 sin2 ϕ

)2

To selectively probe the d22 coefficient, we pumped NbOI2 nanosheets supported on a
quartz substrate (Fig. 6.6a) with normally incident (along the a-axis) femtosecond laser
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Figure 6.7: Nonlinear optical processes in NbOI2. Nonlinear spectra for the excitation
wavelengths of λpump = 850 nm a.) and 750 nm b.). 2PPL: two-photon photoluminescence.

pulses whose linear polarization is parallel to the polar direction of NbOI2. Fig. 6.6b
shows resultant SHG intensity maps of the sample at two representative SHG wave-
lengths (λSHG = 450 nm and 500 nm). Notably, a highly efficient SHG signal covering
λSHG = 425 − 525 nm is detected for the NbOI2 flakes (Fig. 6.6b), with negligible back-
ground contribution from the quartz substrate. The strong broadband d22-SHG emission
attained at low optical pumping losses (refer to the red curve in Fig. 6.4a) is a direct con-
sequence of the large ferroelectricity of NbOI2. When the excitation wavelength is detuned
below λpump = 800 nm, we find that the SHG emission intensity is reduced significantly, and
the two-photon absorption (2PA) process emerges (Fig. 6.7). This is anticipated, as the
excitation photon energy is high enough(~ω > 1/2Eg) to allow two-photon absorption to
populate the conduction band of NbOI2 and, as a result, the slow band-to-band two-photon
absorption nonlinearity greatly outweighs the instantaneous SHG nonlinearity [24].

In accordance with the second-order nature of the process, the generated SHG power
in NbOI2 maintains a quadratic dependence on the average input laser power up to
∼ 80µW (2.2 kW peak power, λpump = 1050 nm), as shown in Fig. 6.6c for 20 nm-
thick NbOI2. Neither saturation nor hysteresis behaviour in the SHG profile was observed
up to the maximum input power used, ruling out any laser-induced material damage.
In addition to their thermal stability under laser illumination, the optical properties of
NbOI2 flakes show remarkable air stability over several months. Remarkably, an abso-
lute SHG conversion efficiency (ηSHG) - calculated as the ratio between SHG and exci-
tation powers (ηSHG = PSHG/Ppump)- of ∼ 0.006 % is attained for the NbOI2 nanoflakes
at λpump = 1050 nm (ηSHG is on the order of 0.0001 % for NbOI2 monolayer), which is
orders of magnitude higher than the values previously reported for other nonlinear two-
dimensional materials (see Table 6.2 in the Supplementary Details). The measured SHG
efficiency (0.006 %) at 1000 − 1050 nm excitation is also orders of magnitude higher than
that reported for NbOI2 flake of similar thickness excited by a 1200 nm pump in ref. [203]
(191 × ηMoS2 ' 10−6 %). As shown in Fig. 6.8, the SHG response substantially drops for
input wavelengths above 1050 nm.
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Figure 6.8: The intensity dependence of SHG on the fundamental wavelength. SHG
maps of the sample in Fig. 6.6a at λpump = 900, 950, 1000, 1050, and 1100 nm. The sample
is excited by equally intense excitation pulses linearly polarized along the polar axis. The
enhancement of the SHG signal around λpump = 1000 nm is attributed to the combined
effect of ferroelectricity and two-photon resonance at the nonpolar exciton states (more in
Experimental Details and Fig. 6.14a).

Figure 6.9: Calculated abso-
lute value of |χ(2)

yyy| as a function
of the energy of the out-going
photon (2ω), where y is the po-
lar direction. Table 6.1 provides
information on the origin of the
A, B and C peaks marked in the
figure.

The effective bulk-like SHG susceptibility χ
(2)
eff of NbOI2 can be obtained by dividing the

SHG sheet susceptibility χ
(2)
s (as calculated in ref. [114]) by the NbOI2 flake thickness.

We estimate an χ
(2)
eff of ∼ 19× 10−11 mV−1, which is larger than those of commonly used

non-linear crystals (for example, LiNbO3 with 5.2× 10−11 mV−1).
This is corroborated by the large d22-SHG coefficients that we calculate within the in-

dependent particle approximation using DFT. Here, the single particle SHG susceptibility
can be defined according to equation 35 in Ref. [204]:

χ
(2)
ijk(−2ω, ω, ω) =

e3

ω̃~2m3V

∑
knml

Gijk
nml

ωmn(k)− ω̃

[
fnl(k)

ωln − ω̃
+

fml(k)

ωml(k)− ω̃

]
(6.1)

where Gijk
nml = 1/2=

{
pinm(k)

[
pjml(k)pkln(k) + pkml(k)pjln(k)

]}
, pinm(k) = 〈unk|pi|umk〉 is the

momentum matrix element, fnl(k) = fn(k) − fl(k) is the occupation function difference,
~ωmn(k) = εmk − εnk is the single particle energies difference, which can be obtained by
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peak label band transitions Brillouin zone
A v1 → c1, v1 → c2 Γ
B v4 → c1, v5 → c1, v2 → c2, v3 → c2 X
C v4 → c2, v6 → c2 Γ

Table 6.1: Analysis for the first three lowest energy peaks in the single particle SHG
susceptibility |χ(2)

yyy|. These peaks arise from the poles, which correspond to the transitions
shown in the table. v4 → c2 refers to the transition between the 4th highest-energy valence
band and the 2nd lowest-energy conduction band. X and Γ are defined in Fig. 6.2a.
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Figure 6.10: Nonlinear optical response of
NbOI2 as a function of thickness. The SHG in-
tensity of NbOI2 flakes of different thicknesses
at λpump = 900 nm. The samples are excited by
equally intense excitation pulses linearly polar-
ized along the polar axis.

solving the mean field single particle Hamiltonian Hkunk = εnkunk. The single particle SHG
susceptibility for unstrained monolayer NbOI2 is calculated within DFT on a (48× 24× 1)
k-grid with 33 valence and 33 conduction bands. The monolayer cell volume (V ) in the
above expression is defined using the thickness (0.73 nm) for monolayer NbOI2. The energy
denominator in equation 6.1 contains a small imaginary part ω̃ = ω+ iη, which we choose
to be the same as the energy step in ω (0.01 eV). The numerical results are shown in
Fig. 6.9 and Table 6.1. It should be noted that this approach ignores electron self-energy
effects and excitonic effects. Evidently, the calculations predict large d22-SHG coefficients
corresponding to outgoing photon energies in the range ∼ 2.0 − 2.6 eV (peaks B and C),
as well as ∼ 1.3−1.5 eV (peak A). The interband transitions giving rise to these peaks are
shown in Table 6.1. We expect that electron self-energy effects will blue shift these peaks,
while excitonic effects may increase the maximum SHG amplitudes.
The AB Bernal stacking of many two-dimensional materials (for example, the 2H phases

of group-VI TMDs) results in ultra thin flakes with thickness corresponding to even-layer
number unit cells to be inversion symmetric and SHG-inactive, and only ultrathin flakes
with thickness corresponding to odd-layer number unit cells can be SHG-active. This ef-
fectively constrains the nonlinear response to atomically thin interaction lengths for many
TMD materials that possess bulk inversion symmetry. By contrast, NbOI2 has a broken
inversion symmetry regardless of thickness and its SHG response scales with thickness.
Taking into consideration the coherence length of the generated SHG radiation and inter-
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Figure 6.11: Ferroelectric domain walls in NbOI2. Optical image of NbOI2 flakes on
quartz substrate a.) and the corresponding SHG map at λpump = 1050 nm b.) (same as
in Fig. 6.9). The dark lines in the 2D SHG map point out 180◦ domain walls separating
oppositely polarized FE domains.

ference effects [168, 205], the χ
(2)
s of AA-stacked NbOI2 scales with thickness (Fig. 6.10),

rendering NbOI2 practically useful for highly efficient parametric conversion processes. The
deviation from the quadratic dependence of SHG intensity on the layer number, usually
observed for ultrathin 2D films, can be attributed to the interference effects between the
surface and bulk SHG contributions, which result in high-contrast oscillations in the overall
nonlinear signal [206]. These SHG contributions are influenced by the absorption of the
pump beam, the partial reabsorption of the emitted signal, the system’s resonant energy,
and the complex refractive index and associated phase mismatch effects, which vary with
thickness [116,207,208].
Moreover, SHG can be used for the non-invasive visualization of nanoscale NbOI2 ferroelec-
tric domains that are otherwise challenging to probe. The white arrows in Fig. 6.11 point
out 180◦ domain walls separating oppositely polarized ferroelectric domains. These are the
only permissible domains due to the one-dimensional (1D) ferroelectric nature of NbOI2.
Energetically, the side-by-side 180◦ domain walls between domains polarized in antiparal-
lel directions are more favorable than the head-to-head (tail-to-tail) walls [200]. Although
the antiparallel ferroelectric domains yield the same SHG intensity, their Ising-type 180◦

domain walls can still be seen as dark lines in the 2D SHG intensity maps. This happens
because the SHG fields generated in the different domains are exactly 180◦ out-of-phase
with each other, causing them to interfere destructively at the domain-domain interface.
To probe the spatial dependence of the nonlinear response, the total SHG intensity (that

is, without an analysing polarizer in the detection channel) is measured as a function of
the input laser polarization. Fig. 6.6d shows the SHG intensity maps of the NbOI2 sam-
ple with excitation laser polarized along the non-polar direction. The results reveal that,
outside the non-polar P1 − P2 excitonic bands (consider the examples of λSHG = 450 nm
in Fig. 6.6b,d and λSHG = 750 nm in Fig. 6.7), d22 is the dominant coefficient of χ(2)

which leads to a dominant SHG signal for input light polarized in the polar direction as
manifested in the anisotropic two-lobed SHG intensity pattern (Fig. 6.12). The ratio of
SHG intensities along the two in-plane axes exceeds 7 for λSHG = 450 nm; however, when
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Figure 6.12: Polar plots of the total SHG intensity as a function of the polarization
angle of the excitation beam at λSHG = 400 − 525 nm. The coloured dots represent the
experimental data while the dash lobes represent the theoretical (considering the Kleinman
symmetry) predictions of the SHG intensity as a function of the input polarization.
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the generated SHG signal is resonant with the energy of the P1 and P2 excitons (for exam-
ple, λSHG = 525 nm), the strong resonance and localization effects greatly magnify the d16

coefficient, enhancing the SHG signal for input light polarized in the non-polar direction
to be comparable with the polar signal and resulting in an isotropic, near-circular SHG
intensity pattern. The SHG polar plots in Fig. 6.12 and the polar and non-polar SHG
signals in Fig. 6.13 clearly display this wavelength-dependent SHG anisotropy-isotropy
cross-over. This contrasts with group-VI TMDs (for example, 2H −MoS2), which show
only isotropic SHG polar plots, and group-VII TMDs (for example, ReS2), which show
only anisotropic SHG polar plots for the total SHG intensity [209, 210]. The polarization
of the emitted SHG signal is also analysed and found to be strongly polarized along the
non-polar direction, regardless of the excitation polarization.
The polarization of the detected SHG signal is analyzed along the two in-plane crystal-

lographic axes of the sample. In doing so, linear polarizers are used in the excitation and
detection channels [211, 212]. The excitation and detection polarizations are co-linearly
(Y Y, ZZ) or cross-linearly (Y Z,XY ) polarized along either the b or c axis, giving a total
of four different configurations (Fig. 6.14a). In accord with the theoretical model, the
emitted SHG light is found to be strongly polarized along the nonpolar direction, regard-
less of the excitation polarization. Furthermore, polarization-resolved SHG spectra taken
with circularly polarized light (σ = ±1) are shown in Fig. 6.14b. As expected from a mon-



6.3 Manipulation of the nonlinear optical response 119

S
H

G
 i
n

te
n

s
it
y
 [

a
.u

.]

390

S
H

G
 in

te
n
si

ty
 [
a
.u

.]

[Z,Z]
[Z,Y]
[Y,Z]
[Y,Y]

480 500 520
wavelength [nm]

a.) b.)  

 

410 390 410
wavelength [nm]

Figure 6.14: Polarization-resolved SHG in NbOI2. a.) Polarization-resolved SHG spectra
obtained with co-linearly (Y Y , ZZ) and cross-linearly (Y Z, XY ) polarized excitation and
detection. The fundamental wavelength is 1000 nm. Y indicates the polarization along
the polar b axis of NbOI2 while Z indicates the polarization along the nonpolar c axis.
b.), Polarization-resolved SHG spectra obtained with co-circularly and cross-circularly
polarization configurations with a fundamental wavelength of 800 nm. Solid red (dashed
blue) line: σ+(σ−) excitation. Left (right) panel: σ+(σ−) detection.

oclinic system under circular optical excitation perpendicular to the two-fold rotational
axis [213], the cross-circularly polarized SHG component (σ+/σ− or σ−/σ+) of NbOI2 is
always stronger than the co-circularly polarized SHG component (σ+/σ+ or σ−/σ−).

6.3 Manipulation of the nonlinear optical response

The structural polarity of NbOI2 and, consequently, its nonlinear response, can be strongly
modulated using external stimuli such as mechanical strain, temperature or an external
electric field. Theoretically, the niobium polar displacement can be increased twofold by
applying 3 % tensile strain along the polar axis. The strong piezoelectric response predicted
for NbOI2 (ref. [197]) should lead to a strong built-in piezoelectric field and enhanced SHG
signal in strained NbOI2 . To validate this, we introduce a localized uniaxial strain along
the polar direction via the buckling-induced delamination process [214]. Fig. 6.15a and
Fig. 6.16 depicts buckling-induced NbOI2 wrinkles separated by flat unstrained regions.
The maximum tensile strain (ε) accumulated on top of the wrinkles can be estimated from
the geometry of the wrinkles as [215]:

ε ∼ πht

(1− ṽ)w2

where h and w are the height and width of the wrinkle, t is the thickness of the flake, and
ṽ is the NbOI2 Poisson’s ratio (0.087). The h, w, and t are determined by atomic force
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Figure 6.15: Effects of strain SHG in NbOI2. a.) Optical image of a wrinkled NbOI2

flake (left), and corresponding SHG map at λSHG = 525 nm (right). b.) Polar plots of
the total SHG intensity as a function of the polarization angle of the excitation beam at
λSHG = 525 nm for the flat and strained NbOI2 regions.

Figure 6.16: Characterization of wrinkled NbOI2 flake. a.) Optical image, b.), SHG
map, and c.) topography image of a wrinkled NbOI2 flake. The SHG map is collected at
λpump = 1050 nm.

microscopy, see Figure 6.16.
The presence of both curved and flat areas in the same NbOI2 flake allows their nonlinear

optical properties to be compared. We map the SHG intensity as a func- tion of the spatial
position of the sample with the pump polarized along the polar axis. As illustrated in Fig.
6.15a, in comparison to the flat areas, the NbOI2 wrinkled regions (3.1 % strain) show an
up to 35-fold increase in the SHG intensity, reaching a record efficiency ηSHG of > 0.2 %
(χ

(2)
eff ∼ 113× 10−11mV−1). Furthermore, the SHG polar plot of the strained area reveals

that the isotropic SHG response (within the non-polar exciton band) vanishes due to the
lengthening of the d22 coefficient (Fig. 6.15b). The high nonlinear conversion efficiency of
NbOI2 motivates multiple applications in classical and quantum photonics. For example,
it can be utilized as an ultrathin pump for parametric downconverters to produce high-flux
squeezed and entangled quantum states of light, with applications in quantum computa-
tion and quantum cryptography [216–218].
Aside from the strain engineering of the nonlinear response, the SHG intensity increases
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Figure 6.17: a.) Temperature-dependent SHG at 298 K (red solid line) and 78 K (blue
dashed line). b.) Polarization versus electric field (P − E) hysteresis loop of NbOI2

nanosheet at room temperature.

fivefold (Fig. 6.17a) upon reducing the temperature to 78 K, implying enhanced ferroelec-
tric polarization. This is further confirmed by low-temperature SC-XRD measurements
(refer to CIFs, published online along the article [113]), showing that the niobium polar
displacement extends from 0.14 Å at 298 K to 0.17 Å at 100 K.

The spontaneous polarization of a ferroelectric material, by definition, can be switched
by an external electric field. Applying an external electric field E = (0, E2, 0) along the
polar direction can elongate or shorten the polar vector by an amount ∆P = (0,∆P2, 0),

where ∆P2 = ε0χ
(1)
22 E2 +∆Ps with ε0 the vacuum permittivity and χ

(1)
22 is the linear electric

susceptibility. Unlike the linear dielectric response (ε0χ
(1)
22 E2), the history-dependent Ps

scales nonlinearly with the electric field and is responsible for the hysteretic nature of the
P −E characteristic. At low electric fields, the sample behaves like an ordinary dielectric.
However, when the electric field is increased to a critical value (so-called coercive field
Ec), ferroelectric domains with oppositely oriented polarization begin to switch and align
themselves along the electric field direction, resulting in the rapid increase of current and
polarization. Under higher electric fields, the polarization is restored to linear and even-
tually reaches a saturation state due to the complete switch of the ferroelectric domains.
When the field strength is swept backward, some domains would back-switch, however,
a nonzero net polarization (remnant polarization Pr) persists even after the electric field
is removed. To obtain a zero polarization, an opposite-pointing coercive field is needed.
With further increasing the opposite field strength, a similar polarization profile with the
reverse sign is observed, indicative of polarization reversal. The ferroelectric property of
NbOI2 is verified from its polarization versus electric field (P − E) characteristics (Fig.
6.17b) measured when an external electric field is applied along the polar direction. The
curve exhibits a clear ferroelectric hysteresis loop. The coercive (Ec) and saturation (Esat)
fields are determined to be around 8.5 kV cm−1 and ±17.5 kVcm−1, respectively. The de-
viation of the P−E curve in Fig. 6.17b from ideal rectangular-like hysteresis is due to
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Figure 6.18: SHG spectra as a function of the external electric field strength. An in-plane
electric field is applied along the polar direction of the NbOI2 nanosheet. The fundamental
wavelength is 1050 nm. The inset shows the peak SHG intensity as a function of external
electric field strength. The SHG intensity is not zero at the coercive field due to the
incomplete cross cancellation of the SHG intensity between antiparallel domains in the
area of the sample being probed. Shown for a.) positive and b.) negative bias.

the relatively small bandgap of NbOI2 and associated leakage issues [219]. The leakage
current broadens the current peaks and yields a more rounded P − E hysteresis. It has
also been shown that both the magnitude of polarization (Ps) and the ferroelectric switch-
ing barrier (Ec) can be controlled by strain [197]. We monitor the SHG intensity as a
function of the applied in-plane electric field to study the dynamic properties of d22-SHG,
as shown in Fig. 6.18a for the positive electric field part. The SHG intensity increases
rapidly once the coercive field threshold is overcome and eventually saturates, following
the same trend as the polarization. The large modulation contrast (≤ 80 %) of the SHG
signal between two states (paraelectric at Ec and monodomain ferroelectric at Esat) by
the electric field can potentially enable electrically tunable integrated light sources (for
example, frequency combs) for sensing and on-chip communication [220, 221]. Similar dy-
namic control over the SHG signal is registered in the negative applied field region (Fig.
6.18b), affirming the polar switchability in NbOI2 at room temperature. The polarization
reversal (domain switching) in NbOI2 implies that the sign of the nonlinear coefficient can
be periodically reversed along the interaction length. This deterministic control of the sign
and magnitude of the nonlinear coefficient at the nanoscale opens up a promising area for
designing optical modulators and transistor devices with high SHG efficiencies for optical
signal processing [222–224].
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6.4 Conclusion

We demonstrate that polar two-dimensional NbOI2 shows a very strong second-order para-
metric response. The strongly piezoelectric nature of NbOI2 allows strain-tunable non-
linear response with a record SHG absolute conversion efficiency of > 0.2 % without pur-
posefully considering phase-matching conditions. The spatial profile of the polarized SHG
response can be modulated by resonance or off-resonance excitations, as well as strain.
Taking advantage of the switchable ferroelectric polarization of NbOI2 , the SHG signal
can be electrically modulated with modulation contrast exceeding 80 %. The work in
this chapter suggests that polar layered transition metal oxidehalides that combine strong
piezo-electric and ferroelectric properties allow strain and polar order to be coupled with
nonlinear responses, enabling a new generation of strain-tunable and electrical-tunable
nonlinear optical devices.

6.5 Experimental details and supplementary material

Crystal growth: NbOI2 single crystals were grown by chemical vapour transport. NbOI2

crystals were synthesized from high-purity niobium (film), iodine (crystals) and Nb2O5

(powder), which were mixed to form a stoichiometric ratio of Nb:O:I = 1:1:2, which was
then sealed in the evacuated (10−5 mbar) quartz ampule. Sealed ampules were placed in the
horizontal dual-zone furnace and brought to 600 ◦C at a rate of 1 ◦C per min. The ampules
were held at 600 ◦C for five days and then slowly cooled for ten days with the slightly
different rates at the hot (1.2 ◦C per hour) and cold (1.5 ◦C per hour) zones. This small
temperature gradient ensured the growth of centimetre-size high-quality crystals near the
cold end of the ampule. After the slow-cooling process, the furnace was turned off allowing
the ampules to cool down naturally. Crystals were extracted from the opened ampules
under inert conditions of an N2-filled glove box and then stored for future use.

X-ray crystallographic analysis: The SC-XRD data were collected at room (T =
298 K) and low (T = 100 K) temperatures on a Bruker D8 Venture SC-XRD system
equipped with molybdenum Kα radiation (λ = 0.71073 Å), a KAPPA four-circle goniome-
ter, a PHOTON 100 detector (CMOS APS) and an Oxford Cryostream. Data collection,
integration and scaling were carried out using the Bruker APEX3 software package. The
frames were integrated with the Bruker SAINT software package using a narrow-frame algo-
rithm. Data were corrected for absorption effects using the multi-scan method (SADABS).
The structures were solved and refined using the Bruker SHELXTL software package [232],
using the space group C121, with Z = 4 for the formula unit, I2NbO. The final anisotropic
full-matrix least-squares refinement was performed on weighted F 2 values. Relevant crys-
tal, collection and refinement data for the crystal structures of NbOI2 at 298 K and 100 K
are summarized in Table 6.3. The crystallographic axes of the NbOI2 crystals were iden-
tified from the SC-XRD analysis.
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material thickness χ(2) in 10−11 mV−1 ηSHG in % λ0 in µm ref.

NbOI2 monolayer 19 3× 10−4 1.05 [113]
NbOI2 (3.1 % strain) monolayer 113 1× 10−2 1.05 [113]

MoS2 monolayer 0.6-4.5 1× 10−8 1.35− 1.6 [225]
monolayer 32 - 0.81 [209]

MoSe2 monolayer 5 - 1.62 [226]
WSe2 monolayer 6 2.7× 10−8 1.5 [227]
h− BN monolayer 0.1 - 0.81 [209]
GaSe monolayer 1.8 6× 10−8 1.56 [228]
GaTe monolayer 0.115 1.3× 10−9 1.56 [229]
TaAs bulk 720 - 0.8 [152]
GaAs bulk 70 - 0.81 [213]

LiNbO3 bulk 5.2 - 0.852 [230]
β − BaB2O4 bulk 10.2 - 0.88 [231]

Quartz bulk 0.08 - 0.884 [70]

Table 6.2: Second-harmonic generation susceptibility (χ(2)) and absolute conversion effi-
ciency (ηSHG) of different nonlinear materials at room temperature

ARPES measurements: High-resolution ARPES measurements were performed in
an ultrahigh-vacuum system under a pressure lower than 8 × 10−10 mbar. The ARPES
chamber is equipped with a differentially pumped UVS300 helium discharge lamp (SPECS
GmbH) as the light source, which provides monochromatized photon energies of 21.2 eV
(He-I) and 40.8 eV (He-II) through a toroidal mirror monochromator (SPECS GmbH).
Here we used He-I as the ARPES source. The temperature of the NbOI2 bulk sample was
kept at 77 K during the measurement.

Spectroscopic ellipsometry: The anisotropic in-plane complex refractive indices
of NbOI2 were characterized through Mueller matrix spectroscopic ellipsometry measure-
ments, which is a technique that extents the ellipsometry that was introduced in section
3.3.1 for anisotropic samples. Spectra within the spectral range 6.2 − 0.65 eV (200 −
1900 nm), in steps of 20 meV, were obtained using a commercial rotating analyser instru-
ment with a compensator (VASE, J.A. Woollam Co.). The samples were mounted on a
precision rotation stage (RS40, Newport) to perform azimuth-dependent measurements,
and the in-plane rotation angle φ was varied from 0◦ to 360◦. At each in-plane orientation,
data were taken at three angles of incidence a (50◦, 60◦, 70◦). Such an angle-resolved mea-
surement scheme is necessary for accessing the entire Mueller matrix and characterizing
optically anisotropic samples [233,234].

Thin sample preparation: For linear absorption and SHG characterizations, the
bulk NbOI2 crystals were mechanically exfoliated onto clean quartz substrates using the
Scotch tape method. Atomic force microscopy was used to measure the thickness of the
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Temperature 298 K 298 K
Chemical Formula I2NbO I2NbO
Molecular weight 362.1 g/mol 362.1 g/mol
Crystal system monoclinic monoclinic

Space group C 1 2 1 C 1 2 1
Unit cell dimensions a = 15.1882(15) Å a = 15.1243(15) Å

b = 3.9329(4) Å b = 3.9296(4) Å
c = 7.5232(8) Å c = 7.5061(7) Å

α = 90◦ α = 90◦

β = 105.404(4)◦ β = 105.420(4)◦

γ = 90◦ γ = 90◦

Volume 433.24(8) Å
3

430.05(7) Å
3

Z 4 4

Density (calculated) 5.561 g/cm3 5.602 g/cm3

Absorption coefficient 16.824 mm−1 16.949 mm−1
Theta range for data collection 2.78 to 29.56 2.81 to 29.58

Reflections collected 679 3424
Independent reflections 679 [Rint = 0.0390] 1201 [Rint = 0.0379]

Coverage of indep. reflections 99.3 % 99.6 %
Goodness-of-fit on F 2 1.247 1.145

Final R indices
R1, wR2[I > 2σ(I)] 0.0390, 0.1147 0.0305, 0.0888
R1, wR2 [all data] 0.0411, 0.1212 0.0307, 0.0892

Table 6.3: Crystal data and structure refinement for NbOI2 at 298 K and 100 K

exfoliated flakes. The flakes were covered with a thin layer of hexagonal boron nitride
(h-BN, < 10 nm) using the poly(dimethyl siloxane) stamp-transfer method to avoid any
photo-oxidation effects during the SHG measurements. For the field-dependent SHG mea-
surements, NbOI2 devices were prepared by transferring thin NbOI2 flakes onto later-
ally interdigitated electrodes via poly(dimethyl siloxane) stamping. The electrodes (Pt
(70 nm)/Ti (30 nm)) were patterned on SiO2/Si wafers (SiO2 = 300 nm) using electron
beam lithography, electron beam evaporation and a lift-off process. A transfer station
with an optical microscope and a rotating stage was used to transfer the NbOI2 flakes in
such a way that the device’s lateral electrical field is aligned with the in-plane polar axis
of the transferred flakes.

Optical, electrical and optoelectronic characterizations: The micro-absorption
measurement was performed by placing the NbOI2 sample between aligned microscope ob-
jectives (50x Mitutoyo, apochromat, infinity corrected), for light focusing and collection.
Pulsed laser (Coherent Libra) with a fundamental wavelength of 800 nm, pulse width of
∼ 50 fs, and repetition rate of 1 kHz, was focused on a sapphire crystal to generate a broad-
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band white light. The light was passed through a 750 nm short-pass filter to eliminate the
residual from the fundamental, before collimation using a parabolic mirror. The light was
then sent to the objective and focused into ∼ 2µm spot for the absorption measurement.
The absorption spectra were obtained by comparing the transmitted light spectra between
the samples and a blank (quartz). Spectral detection was performed using a monochroma-
tor (Princeton Instrument) and a photomultiplier tube set-up. The SHG measurements
were performed with the kHz laser system that was introduced in section 3.3. The ex-
citation beam was focused onto the sample with a x100 (NA = 0.9) air objective from
Nikon (∼ 1µm2 spot size). The spectral range of the excitation beam was tuned from 700
to 1500 nm in steps of 50 nm. The excitation and detection polarizations were controlled
with half- or quarter-wave plates, in combination with linear polarizers. A continuous-
flow optical microscopy cryostat was used for the low-temperature measurements. For the
electric-field switchable SHG measurements, the SHG signal was recorded while the drain-
source bias (supplied by Keithley Model 6430 Sub-Femtoamp Remote SourceMeter) was
swept forward and backward. The polarization-electric field (P − E) curve was recorded
using a ferroelectric tester (Precision Multiferroic II, Radiant Technologies).

Computational methods: The ab initio DFT calculations are performed using
Quantum ESPRESSO [235, 236] working with Perdew-Becke-Ernzerhof-optimized norm-
conserving Vanderbilt pseudopotentials [237,238]. The full relaxations of the NbOI2 atomic
structures are performed with semi-empirical Grimme’s D3 correction [239] using the con-
jugate gradient scheme until the maximum residual force smaller than 1 × 10−7a.u. and
the maximum energy difference between consecutive iterations is smaller than 1×10−9 Ry.
A kinetic energy cut-off of 80 Ry for the pseudopotential and a Monkhorst-pack k-point
mesh [240] of 12 × 6 × 1 is used. A vacuum height of 12 Å is added to prevent in-
teractions between the periodic images. The GW calculation is performed with Berke-
leyGW [201,241,242] on top of Quantum ESPRESSO with slab coulomb truncation [243],
Hybertsen-Louie generalized plasmon pole model [201] and a dielectric matrix cut-off of
10 Ry. The non-uniform neck subsampling is used to sample the reciprocal space in
GW [244]. The GW quasiparticle energies are calculated with 1536 bands, using a 12×6×1
q-mesh with another 10 q-points in the Voronoi cell around q = 0, forming an effective uni-
form grid of more than 120× 60× 1.



Chapter 7

Summary and Outlook

To goal of this thesis was the search for new materials to enhance and enable control
over nonlinear optical interactions at the nanoscale with particular focus on frequency
conversion and all-optical switching. This chapter will conclude and summarize the works
presented in this thesis, before ending with a perspective for the two main aspects of
high-harmonic generation and ultrafast switching at the nanoscale.

• Chapter 4: Gallium phosphide The experimental part of this thesis started with
the comprehensive study of GaP thin films for nonlinear optical applications. It
was shown that MOCVD grown nanofilms perform similar to the bulk crystal of
the material regarding SHG and THG conversion efficiencies and moreover the non-
linear susceptibilities were extracted. This not only places GaP as a material with
among the highest nonlinear coefficients but, together with the low losses in the
visible regime, makes it promising for applications at the nanoscale. For the sput-
tered, amorphous GaP films it was shown that the SHG signal is inherently small,
but can be significantly enhanced by nanostructuring it. The investigation of more
than one thousand individual a-GaP nanopatches could demonstrate a broad con-
trol of the SHG efficiency with particular influence of the light’s polarization. With
this, a-GaP was established as a cheap and flexible alternative to epitaxial grown
thin films, particularly since the fabrication was demonstrated at CMOS compatible
temperatures. Finally, the ultrafast optical response of GaP nanostructures were in-
vestigated by pump-probe spectroscopy with sub-10 fs pulses. Here it could be shown
that the virtually lossless character of c-GaP leads to nonlinear responses within a
few tens of femtoseconds that can be associated to the OKE and TPA. By specifi-
cally targeting the anapole excitation, modulation depth of close to 50 percent were
reached, which makes the system to the currently most efficient all-optical switch
at the nanoscale. Altogether, it was shown that GaP exhibits excellent linear and
nonlinear optical properties which makes it to one of the most promising materials
for nanophotonic applications. Hereby it should be noted that the possible areas of
use exceed nonlinear applications. Other examples are photocatalysis [67], bio sens-
ing [22] or flat metaoptics [23] where the unique combination of high refractive index
and high transparency of GaP are beneficial. In order to make the fabrication of
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c-GaP nanostructures more cost and time efficient, a new fabrication technique was
developed that is shown in the Appendix A.2. Here, the wafer bonding process is
replaced by a transfer method based on the encapsulation of the GaP structures in-
side a flexible polymer. This not only makes the fabrication of c-GaP structures less
cost intensive but furthermore enables nanostructures in a flexible substrate. This
could lead to new nanophotonic systems where parameters (for example the distance
or period) can be tuned mechanically by applying pressure or strain.

• Chapter 5: Niobium Phosphide This chapter was focused on the optical prop-
erties of thin films of niobium phosphide, a Weyl semimetal with a unique electronic
structure and topological surface states. It was shown that NbP exhibits a high THG
efficiency and that it enhances the nonlinear signal by more than a factor or ten com-
pared to the bulk crystal. By concise polarization dependent measurements, it could
be shown that this enhancement can be related to the topological surface states of
the material. Furthermore, the ultrafast optical response of NbP thin films was in-
vestigated, where a change of reflectivity with complete relaxation in below than
100 fs could be observed. Again, this response was more pronounced than for the
bulk of the material what collectively paves the way towards efficient nanophotonics
based on Weyl semimetal thin films. Evidently, their unique electronic and optical
properties present a wide range of applications, well beyond nonlinear nanophoton-
ics. Here, the ideas range from ultrafast optical detectors that make use of their
huge electron mobility [153] or entire microelectronic systems that are based on the
topological properties of WSMs [245]. Furthermore, the similar character of WSM
to two-dimensional graphene could make it an interesting candidate for (nonlinear)
terahertz photonics [246].

• Chapter 6: Niobium oxide di-iodine The final experimental chapter was focused
on the two-dimensional semiconductor NbOI2. It was shown that the material ex-
hibits a strong anisotropy within its electronic band structure and therefore its optical
response, a consequence of its ferroelectric character. Additionally it was presented
that the spontaneous polarization of the material leads to record-value SHG con-
version efficiencies and a consequently high second-order nonlinear susceptibilities.
Contrary to other two-dimensional materials, NbOI2 has the great advantage that
its nonlinear signal scales with the thickness of the nanoflakes. The strong piezoelec-
tric character of the material allows furthermore to strongly modulate the nonlinear
response by applying bias, cooling to cryogenic temperatures or the introduction of
strain. Together with an additional work about the similar material NbOCl2 which is
not included in this thesis (ref. [50]), the presented results propose the entire family
of niobium oxide di-halides as promising nonlinear materials. Their strong and tun-
able response together with their intrinsic ferroelectric character makes them viable
for nanoscale elements with efficient frequency conversion.
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7.1 Outlook: frequency conversion at the nanoscale

The findings that were reported within this thesis unveil a new set of possibilities to specif-
ically engineer and enhance nonlinear optical interactions at the nanoscale. The three
presented materials hold large potential for practical applications and progress in the field
of nanophotonics such that the next logical step would be to further enhance the nonlin-
ear optical response by implementing them into nanoscale system. This can for example
be achieved through the adoption of the following two different approaches. The first
revolves around the concept of photonic integrated circuits with waveguides, optical mod-
ulators and photodetectors and which presents the first step towards optical computing.
The second entails the development of metasurfaces built from the period arrangement of
nanostructures on a large (µ m range) scale. Such metasurfaces can effectively manipulate
light at the nanoscale were shown to significantly boost nonlinear optical interactions [17].
Hereby, the applications range from flat optical elements [247] over light harvesting [23] to
nonlinear holography [248]. Lately, the attention started growing towards metasurfaces for
spontaneous photon down conversion, which can be seen as the inverse process of SHG or
sum-frequency generation. It is based on the annihilation of a high energy photon and the
subsequent emission of two lower energy photons that form an entangled photon pair [9].
This proposes to be a viable source for quantum objects and therefore a promising resource
for quantum optical applications and optical quantum computing.
Hereby, the great advantage of GaP is that the fabrication schemes for crystalline oramor-
phous nanostructures are already established. In combination with the intrinsically low
losses of the material, this makes it particularly interesting for waveguiding applications.
Here, the longer traveling time can significantly enhance the nonlinear signal and could ex-
emplary be used for optical switching (see next section). Furthermore, metasurfaces made
of GaP could be especially promising for linear or nonlinear applications where strong op-
tical confinement and low losses are a limiting factor.
In the case of NbP and NbOI2, the situation is different since currently there are no estab-
lished nanofabrication techniques available. Therefore, the first step would be to develop
reliable and high-quality nanofabrication procedures for both materials. This should be
accompanied by suitable numerical simulations, where the results presented in this thesis
provide important groundwork by bench marking their linear and nonlinear optical perfor-
mances. Although their nonzero losses make both materials less suitable for waveguiding
applications, their high nonlinear coefficients proposes them as candidates for nonlinear
metasurfaces or smaller optical components. Hereby the properties of NbOI2 make it par-
ticularly promising for applications in the near-infrared to visible regime with a strong
focus on ultrathin nonlinear devices. For NbP, a possible application could lie in photon
energies larger than the visible regime. As shown, the material here manifests its metallic
character and could therefore benefit from plasmonic resonances in a spectral regime that
is not easily applicable for other materials given their strong optical absorption.
An alternative approach to built nanostructures for efficient nonlinear effects is the fabri-
cation of hybrid materials, where the advantages of different systems can be combined. A
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popular example would be the combination of resonant dielectric nanostructures and the
high nonlinear optical coefficients of a two dimensional material [249] or systems composed
of dielectric and metallic structures [250]. Another example is shown in the Appendix B.1,
where GaP nanostructures are combined with a thin layer of ITO in theit center. Hereby,
the goal is to make use of the huge nonlinear coefficients of ITO in the vicinity of its
epsilon near-zero wavelength and at the same time obtain the strong resonances and low
losses of GaP. By tailoring the optical response of the hybrid nanostructures to specifically
concentrate the electric field into the thin ITO layer, the results show that the nonlinear
conversion efficiency can be enhanced. Particularly for SHG it is presented that the non-
linear signal can be boosted by more than a factor of two.
As a final notice, it should be said that in order of these materials to operate at the forefront
of practical application a few challenges have to be met. The scalability of the fabrication
techniques and their compatibility with existing systems are key aspects, together with a
high reproducibility and stability of the optical properties over extended periods of time.
Although the works presented in this thesis haven’t met limitations in this regard, this has
to be ensured by future investigations.

7.2 Outlook: all-optical switching

Given the results on all-optical switching that were presented in this thesis, the next step
is to actually implement a nanoscale all-optical switch, ideally in combination with a pho-
tonic integrated circuit. Consequently, the points that were mentioned in the previous
section hold here as well. In order to compete with current electronic devices, an optical
switch should fulfill a few requirements. It has to have a small enough footprint to enable
the integration into an integrated circuit, it should have a reasonable modulation depth
(typically> 5 dB [31]) and of course a fast switching speed. Under this aspects, the results
that were presented for the c-GaP nanodiscs are more than promising and put a realization
of all-optical swtiches based on GaP in perspective. Furthermore, the recently reported
waveguides based on the material and its strong third-order nonlinear response [100] pave
the way for GaP-based integrated photonic circuits. An alternative switching procedures
can use the generation of new frequencies based on the second-order nonlinearity of a
waveguide [4], which would benefit from the generally higher nonlinear coefficients of the
material.
Regarding NbP, the ultrafast optical response of the materials has a wide range of direc-
tions to investigate. Particularly the topological surfaces states and the unique electronic
structure could provide ’slow’ nonlinearities with relaxations times that are magnitude
faster than for classical materials. Moreover, NbP is the first material of an entire family
that was realized as high-quality thin film, which implies that there are will be more can-
didates from the WSM family with interesting and promising ultrafast properties.
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Towards time-varying photonic crystals

Another field of photonics that works with the ultrafast change of the refractive index is
the field of time-varying physics. It is based around systems where the dielectric function of
a material is varied in time instead of in space which involves a multitude of exotic physics
and phenomena [251]. Two examples are given by the works in ref. [252] and ref. [253],
which are not included in this thesis but can be found in the Appendix B.2. Here, the
analogue of a single and double-slit experiment are realized in the time domain, meaning
instead of slits in space the refractive index of an ITO based metamaterial is modulated in
time. In the classical experiments, the light interacts with the slits to form the well-known
diffraction/ interference patterns that can be seen as modulation in the light’s momen-
tum. Contrarily, the frequency of the light is not affected in these experiments, which is
a consequence of the temporal symmetry. In the time varying analogue experiment, the
opposite situation is the case: here the time invariance of the system is broken such that
the momentum is conserved while the frequency of the light is modulated. In the case
of a temporal single slit (ref. [252]) this manifests as a broadening of the pulse spectrum
and for the double slit in time (ref. [253]), the frequency spectrum broadens and shows an
oscillatory shape, caused by interference in time.
Moreover, it is shown that this (temporal) interference pattern in the spectrum can be
an effective probe of the ultrafast dynamics that happen in the material. In the case of
the used ITO metamaterial, this was measured to be in the range of a few femtoseconds,
which is much faster than previously expected and is at the time scale of a single optical
cycle. This could open new possibilities for all-optical applications with switching speeds
that are no longer limited by the pulse length of the laser itself. This is particularly re-
markable since it was achieved with ITO, a material with significant contributions from
non-parametric nonlinearities. Additionally, the presented results have the great advan-
tage that the measurement and analysis of a pulse spectrum are easy to conduct, especially
compared to other ultrafast experiments with complex pulse compression and data collec-
tion procedures.
The field of time-varying physics already present a promising approach for all-optical
switching, but the possibilities go even further. The ultimate goal of time-varying physics
is to extent the shown phenomena towards a time-varying photonic crystal, which would be
the analogue of a traditional photonic crystal - a periodic lattice for light in space - but in
the time domain. The realization of this technology could enable a plethora of interesting
and new physics and could furthermore lead to applications such as parallelized all-optical
switching or a new vision for quantum computing [251]. Hereby, materials with high and
fast optical nonlinearities, as the systems presented in this thesis, are of particular interest
and hold to be potential to be a platform for future time-varying systems.
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Appendix A

Supplementary Information

A.1 Fabrication - parameters

material gas flow (argon) chamber pressure deposition rate temperature rotation

GaP 20 sccm 2 mTorr 0.5 Å/s RT - 350◦C 10 rpm

ITO 20 sccm 2 mTorr 0.3 Å/s RT - 350◦C 10 rpm

Table A.1: Parameters for typical sputter depositions performed for this thesis. RT
stands for room temperature.

material gas 1 (flow) gas 2 (flow) CVD power
SiO2 N2O (512 sccm) SiH4/N2 (155 sccm) 20 W

Table A.2: Parameters for typical PECVD depositions performed for this thesis.

material gas 1 (flow) gas 2 (flow) HF power ICP power
GaP Ar (30 sccm) Cl2 (10 sccm) 300 W 31 W
SiO2 Ar (30 sccm) CHF3 (20 sccm) 30 W −

Table A.3: Parameters for typical ICP-RIE etching performed for this thesis.

A.2 Fabrication of c-GaP nanostructures

Within this thesis, a new technique for the fabrication of c-GaP nanostructures was de-
veloped in closed collaboration with Andreas Aigner. While the structures that were used
for chapter 4.3 of this thesis were fabricated with a wafer bonding process, the alternative
procedure is sketched in Fig. A.2. It starts with the purchase c-GaP films on top of a
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pressure

GaAs GaP PDMS

Figure A.1: Scheme of the fabrication for c-GaP nanostructures.

gallium arsenide (GaAs) wafer. Following the procedure described in the main part of this
thesis (3.1.2), the desired nanostructure pattern is transferred into the c-GaP film. Then,
the substrate transfer is performed using the polymer polydimethylsiloxane (PDMS) that
can be prepared in a liquid phase. The nanostructure piece of GaAs is then pressed up-
side down into the liquid, such that the backside is not covered by the PDMS. Then, the
PDMS is dried and hardened under vacuum, typically for about 24 hours. Next, the GaAs
is dissolved by putting the material stack into a 5:1 mixture of citric acid (C6H8O7, dis-
solved in water - ratio 1:1) and hydrogen peroxide (H2O2, 30 % solution in water) for about
seventeen hours (depending on the wafer piece size). Finally, a second layer of PDMS is
put on top to completely encapsulate the c-GaP structures. The great advantage of this
technique is that it doesn’t need additional equipment (e.g. a wafer bonder) and that the
substrate of the structures can be chosen freely. Furthermore, the complete encapsulation
of the nanostructures is a great andvantage for many optical resonances, e.g. quasi bound
states in the continuum.
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Supplementary works

B.1 Hybrid nanostructures made of GaP and ITO

This section is based on a manuscript that is currently under preparation for submission.
Romain Tirole, Benjamin Tilmann, Leonardo de S. Menezes, Stefano Vezzoli, Stefan A.

Maier, Riccardo Sapienza
”Dielectric epsilon near-zero hybrid nanogap antennas for nonlinear nanophotonics”

The implementation of nonlinear optics at the nanoscale and at visible to near-infrared
(IR) wavelengths is of great interest for technical applications such as quantum light
sources, optical circuits and frequency control or biophotonics. Although, nanoantennas
provide a gateway to efficiently couple incident light into structures at the nanoscale, other
aspects such as lack of interaction volume or low damage threshold remain challenging.
In particular the later limits the possible usage of plasmonic structures made of (noble)
metals, together with their significant Ohmic losses. Hence, all-dielectric materials have
proven to be a promising alternative platform for nanophotonics. Particularly, type IV and
III-V semiconductors are transparent for energies below their electronic band-gap while ex-
hibiting large linear refractive index as well as high nonlinear susceptibilities, making them
ideal candidates for nonlinear applications [19, 254, 255]. Similar characteristics appear
in two-dimensional materials and more specifically transition metal dichalcogenides, how-
ever, their naturally small interaction volume yields only low absolute signal and lowers
the damage threshold due to high excitation intensities [256].

Semiconductor nanoantennas have shown efficient harmonic generation [21, 64, 69, 118,
257–260] and ultrafast nonlinear optical switching [37,39,134,148] in various materials such
as Silicon, (Aluminum) Gallium Arsenide, Gallium Phosphide (GaP) or Germanium. By
acting as nanocavities they open the path to larger interaction volumes while maintaining
strong resonant behavior with a high tolerance to incident field intensities. Particularly
the magnetic dipole [21, 118, 257, 260] and anapole resonances [64, 69] of nanodisks have
been exploited for harmonic generation given their characteristic strong field confinement
within the medium. These single-particle modes can also be used as building blocks for
collective resonances: dielectric metasurfaces with various geometries were shown to exhibit
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high quality factors [125, 129, 133, 261], emerging from bound states in the continuum or
constructive interference between single-antenna modes and lattice resonances.

Even though mode engineering in dielectric nanostructures is the main way to enhancing
the light-matter interaction, the integration of multiple materials within a single antenna
to enhance its properties is a current topic of interest within the nonlinear nanophotonics
community [149,167,262–264]. In particular, creating a gap inside a dielectric nanoantenna
in the lateral direction, filled either with air or a low-index material has been investigated
to change local properties of the system [265]. Thanks to the optical contrast between the
high-index dielectric and the gap, the field intensity and local density of states is increased
proportionally to n4

d/n
4
s, where nd and ns are the refractive indices of the antenna and the

slot, respectively. Moreover, as long as the slot’s volume is significantly smaller than that
of the dielectric structure, the antenna retains its resonant properties, determined by its ef-
fective refractive index. However, the integration of multiple materials within an antenna’s
plane remains a fabrication challenge, and attention has been turned to the realisation of
photonic gap antennas [266]. Recently, a photonic gap using a low index material slotted
in Silicon was demonstrated and used for enhanced harmonic generation [267].

Here, we propose a comparison of a photonic gap antenna made of gallium phosphide
(GaP) and anindium-tin-oxide (ITO) nanolayer against a GaP antenna. We demonstrate
that the presence of the thin ITO layer allows for efficient generation of second- and third-
harmonics over a broad range of frequencies, beyond the bandwidth of its Epsilon-Near-
Zero (ENZ) condition. This is confirmed by comparison with a GaP-only antenna and we
show that particularly the electric dipole (ED) resonance appears as a viable alternative
to the magnetic dipole (MD) commonly used in harmonic generation in nanoantennas.
This result opens new paths to the integration of ITO and ENZ materials in antennas, by
enabling a new resonance for mode or directivity engineering, as well as time-modulated
antennas for frequency control and holography [268, 269]. Furthermore, the concept of
photonic gap antennas presents a new and flexible platform with possible applications
such as Purcell-enhancement of quantum emitters or combination with two-dimensional
materials.

B.1.1 From classic to photonic gap antenna

Design and modelling

Our photonic gap antenna consist of a GaP nanoantenna with a thin layer of ITO in
the center, sketched in Fig. B.1a. The hybrid nanodiscs were designed such that they
have optical resonance in the near infrared (near-IR) spectrum, where ITO is in its ENZ
region. Here, the real part of the dielectric function approaches (and crosses) zero, while
the imaginary part is sufficiently small. Therefore, the optical contrast between the GaP
disc and the gap material is the largest possible, as shown in Fig. B.1b. While the
scattering properties of the hybrid structure are only weakly affected by the refractive index
perturbation from the ITO layer (which makes only 7.5% of the volume of the antenna),

the continuity of the displacement field vector ~D requires a change in the electric near-field
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distribution. This leads to strong field confinement in the low-index region (pink line in Fig.
B.1b). A second advantage of ITO as gap material are it’s high nonlinear coefficients when
working in the vicinity of the ENZ wavelength [40, 270, 271] Looking into the simulated
near field distribution within the (x, z) plane of the antenna, for a wavelength of 1160 nm
and radius of 200 nm resonant at the MD, for a x polarised pump, one can see in Fig.B.1d
that the field is mainly distributed at the edges of the ITO layer. This is quite different
from the field distribution in a bulk GaP antenna, where it is distributed over a larger
volume around the center of the antenna.

Contrarily, Fig. B.1c shows the near field of a GaP-only antennas, which is weakly
concentrated of the nanoantenna’s volume. The nanodiscs were designed to exhibit reso-
nances in the range from 1.2− 2µm, based on finite-difference time-domain (FDTD). The
resulting simulated scattering cross section σscat is shown in Fig. B.1e as a function of
radius and wavelength. The scattering spectrum is dominated by two resonances that can
be associated with the electric (ED) and magnetic (MD) dipole, respectively. At the same
time, linear scattering simulations confirm that the photonic gap antenna preserves the
dielectric Mie resonances with a magnetic dipole (MD) and electric dipole (ED) resonance
visible in the scattering cross section.

Fabrication and harmonic measurement

We fabricated the hybrid structures by a multi-step sputtering process that results in a
GaP-ITO-GaP film with the desired thicknesses. The nanodiscs were then defined by
electron-beam lithography (EBL) and subsequent reactive ion etching (RIE), more details
can be found in the Experimental Details. The distance between single antennas is kept at
3µm to prevent cross-antenna coupling. GaP-only nanodisks with the identical dimensions
were fabricated following the same process. A scanning electron microscopy (SEM) image
of the photonic gap discs with varying radii is shown in Fig. B.1f (bottom left). Looking at
the tilted SEM image in the insets of Fig. B.1f, one can clearly observe the three distinct
layers which confirms the successful fabrication of the photonic gap antennas. Furthermore,
a measurement of the optical constants via spectral ellipsometry results in the expected
permittivities shown in the Experimental Details. As expected, the dielectric function of
ITO crosses zero at around 1350 nm and the ENZ regime indicated by the red shaded area
in Fig. B.1g.

Next, the GaP and photonic gap nanodiscs were investigated with respect to their non-
linear optical response by using a microscopy setup, with a tunable wavelength laser with
100 kHz repetition rate and 225 fs (FWHM) pulses. The generated nonlinear signal is
collected in reflection geometry and then either sent to a single photon detector or a spec-
trometer to respectively map out the resonances as a function of radius and illuminating
wavelength, or measure the light’s spectrum. To calculate the intensity at each wavelength,
average excitation power and beam size were measured at the focal position. More details
of the experimental setup can be found in the Experimental Details.

For an excitation wavelength of λ0 = 1350 nm and a nanogap disc radius of ∼ 330
nm, the corresponding SHG and THG spectrum are shown in Fig. B.1h. The collected
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light is indeed harmonic centered at λSHG = 675 nm = 1350 nm/2 and λTHG = 450 nm =
1350 nm/3, with no photoluminescence evident. Measurement on GaP yield the same
harmonic signals with different amplitudes. Due to the amorphous nature of the GaP,
the SHG is expected to be largely generated by surface contributions, not the bulk of
the material [24, 70]. Since THG doesn’t have this limitation, we chose that as probe to
investigate the nanodiscs’ resonances in the following.

Figure B.1: GaP and photonic gap nanodisks for nonlinear light generation. a Sketch
of the photonic gap antenna concept. The displacement field is represented by the white
double-ended arrow. b Diagram of the expected field intensity distribution (pink) as a
function of the centered antenna depth, resulting from the permittivity contrast (light
blue). c,d Simulated field intensity profile in logarithmic scale, the XZ plane for a radius
of 200 nm and 1160 nm wavelength for the GaP (c) and photonic gap (d) antennas.
White dashed lines show the contour of the different materials. e FDTD simulation of the
scattering cross section of a GaP antenna as a function of pump wavelength and antenna
radius. The ED and MD modes are highlighted with the black dashed curves. f Scanning
electron microscopy image of the sample, taken at angles of 60 and 75 degrees (tilted). g
Refractive index spectrum of ITO: real (blue curve) and imaginary (orange curve) parts.
The ENZ region is highlighted with the red-shaded area. h Second- and third-harmonic
spectra from a photonic gap antenna of radius of 330 nm and illumination wavelength of
1350 nm.
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B.1.2 Comparison and discussion of the photonic gap antenna

Harmonic resonances and broadband enhancement

For a qualitative and quantitative characterisation of nonlinear effects in the photonic gap
antenna, it is necessary to study how the generation of harmonic light is affected by the
introduction of the ITO layer in the GaP nanodisc. Fig. B.2a shows the measured THG
counts per unit intensity for GaP discs with different radii and excitation wavelengths.
Three distinct lines are clearly visible, and can be associated to the scattering simulation in
Fig. B.1e. It follows that the lower and upper resonance correspond to the ED and electric
quadrupole (EQ) resonance, which are accompanied by comparably low field confinement
in the volume of the nanoantenna. Therefore, both resonance results in a weak emission
of THG light in Fig. B.2a. For the MD on the other hand, more than one order of
magnitude higher THG signal can be observed as here the nonlinear process is boosted by
the concentration of the electric field inside the volume of the nanodisc. This is confirmed
by nonlinear scattering simulations that qualitatively reproduce the measured THG signal
with good agreement.

Following the same procedure, THG was measured for the hybrid GaP-ITO nanos-
tructures, shown in Fig. B.2b. Again, the previous three resonances can clearly be seen,
with the ED, MD and EQ appearing at similar radii and wavelengths as for the GaP-only
structures. One can see the MD mode yields less signal further in the IR, around 1650 nm
wavelength, but presents a higher generation efficiency in range near its ENZ wavelength
(1300 − 1400 nm). Furthermore, the mode seems to be broader in wavelength, and the
photonic gap antenna seems to exhibit a higher efficiency off resonance than the GaP. The
photonic gap antenna shows a distinctive feature in mode evolution when compared to the
GaP antenna in its ED resonance. Fig. B.2c represents the extracted resonant radii of
the disks for each excitation wavelength. Each line corresponds to the evolution of a res-
onance’s most harmonic efficient wavelength, for each radius. All three modes are clearly
visible for GaP (light red), and as expected increase in wavelength with increasing radii as
the GaP antenna is a cavity. This is verified by nonlinear scattering simulations (dark red,
for more details refer to Experimental Details of section 4.1), which agrees very well with
the experimental measurement. For the GaP-ITO antenna, a similar behavior can be ob-
served for the MD and EQ resonances, agreeing well with the course of the GaP-only case
and the simulations. For the ED however, a particular dip in the resonant wavelength can
be observed for the ED mode, that happens around the ENZ region. Here, the course of
the ED resonance drops by ∼ 50 nm when the illuminating pump wavelength is increased
by the same amount.

As the purpose of the introduction of ITO in the GaP antenna is an enhancement of
nonlinear properties around the ENZ wavelength, the second and third-harmonic signals
from the antennas are shown at the wavelength of 1350 nm in Fig. B.2d. For THG (upper
panel), the enhancement from the photonic gap (purple) against GaP (dark yellow) is very
limited at the ED and MD mode, with only an enhancement by a factor of 1.3 (respective
values of 10.45 and 8.01 kHz.cm2/GW). Yet, the resonances are significantly broadened
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Figure B.2: Characterisation of the nanodisk’s nonlinear signals. a,b Experimentally
measured THG signal in counts per second per unit intensity as a function of disk radius
and pump wavelength for GaP (a) and photonic gap (b) nanodisks. c Extracted resonant
wavelength for the ED, MD and EQ modes as a function of radius for the photonic gap
antenna (blue diamonds), GaP antenna (red diamonds) and as predicted by FDTD for
GaP antennas (red circles). d Comparison of THG (top) and SHG (bottom) efficiency
between the photonic gap (purple and blue curves) and the GaP (yellow and red curves)
nanodisks, for a wavelength of 1350 nm.

over a range of radii, with counts staying at a constant level between 230 and 300 nm
radius. On the other hand, SHG is increased over a broad range of radii (blue against
red line, lower panel). This can be explained by the added amount of interfaces between
layers, essential in the generation of the second-harmonic as it increases the surface area
where SHG occurs [70], along with a potential higher second-order nonlinear susceptibility
from the surface of ITO.

Though the photonic gap effect is visible thanks to a light enhancement of harmonic
generation near the ENZ wavelength of ITO, this is not comparable to the values reported in
[267]. This is a reminder to dive back into the fundamental ingredients of nonlinear optics:
nonlinear susceptibility, volume and field enhancement. In nonlinear nanophotonics, focus
is usually given to the later, but we will now show the barrier the first two still pose.
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Nonlinear susceptibility and field distribution

ITO is a well known material in the nonlinear nanophotonics community, and has been
thoroughly characterised by Z-scan and pump-probe spectroscopy [41, 270]. Yet, these
techniques are efficient at estimating third-order nonlinearities for the Kerr effect, corre-
sponding to a nonlinear susceptibility tensor of taking the form of χ(3)(ω, ω, ω,−ω) where
the first frequency refers to the outgoing wave and the following ones to the waves inter-
acting via the nonlinearity. For THG, the nonlinear susceptibility is evaluated for different
frequencies of χ(3)(3ω, ω, ω, ω) and can thus take a different value. Thus, observing strong
Kerr nonlinearities in ITO does not guarantee observing efficient THG.

The χ(3) of GaP and ITO are compared to verify whether the later provides a viable
option to enhance harmonic generation. To measure their nonlinear susceptibility, the
samples are illuminated under low numerical aperture for various beam polarisations, and
the generated third-harmonic is collected and then sent through a polariser to a detector.
Then, the measured harmonic power is processed using nonlinear scattering theory (for
more details refer to Experimental Details of section 4.1) and compared to the illuminating
power to extract a value of the nonlinear susceptibility. A 400 nm thick GaP thin film
as well as three thin films of ITO with various thicknesses (40, 100 and 310 nm) were
investigated. A 20 nm ITO thin film was fabricated but yielded too weak harmonic signal
in the following configuration to give an accurate value. The resulting third-harmonic
nonlinear susceptibility spectra are presented in Fig. B.3a. As can be seen, GaP (in
red) has a χ(3) an order of magnitude above that of ITO (in blue), with a value of 6.95
×10−19 m2/V2 at 1350 nm wavelength. All three ITO samples, with various thicknesses
and different ENZ wavelengths in the near-infrared region, have comparable third-harmonic
susceptibility. For this reason, we assume the nonlinear susceptibility of the 21 nm layer of
ITO within the photonic gap antennas to be equal to that of the 40 nm layer.

Hence, there is a conflict between the resonance of the antenna concentrating the field
within the ITO layer and the higher optical nonlinearity within the GaP. We further investi-
gate this by looking at FDTD simulations, more precisely at the average field enhancement
(normalised to the illuminating field intensity), shown in Fig. B.3b (top panel) for a radius
of 320 nm. Clearly, the field is highly concentrated into the ITO layer (blue line).

But evidently, this didn’t lead to an increase of the total THG signal, which can be
explained of the volume distribution, where the ITO layers occupies only 7.5 % of the
total. This explains the low shift in the overall antenna resonant radius, but as Fig. B.3b
shows it also plays against the third-harmonic enhancement from the photonic gap effect.
The scale of the generated signal can be estimated by integrating the generated harmonic
(|E|2/|E0|2)

3
over the height of each layer. The resulting estimation shows an even further

reduced contribution of the harmonic signal from ITO, which is now similar to that of
GaP, for a differing resonant wavelength, see Fig. B.3c.

Another parameter is a possible resonance of the nanodisc at the third-harmonic wave-
length. To achieve a maximum harmonic generation, a strong resonance at the fundamental
is not only needed: a resonance at the harmonic, with good coupling to free space and a
compatible spatial and polarisation overlap is important in enhancing the up-conversion
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Figure B.3: Mechanisms reducing harmonic generation from the ITO layer. a Measured
χ(3) of various ITO thin films, with 40 nm (dark blue curve), 100 nm (blue curve) and 310
nm (light blue curve) thicknesses, and of GaP (red curve). The nonlinear susceptibilities of
ITO are multiplied by 10 for comparison. b Average intensity enhancement with regards
to the incoming beam, in the ITO (light blue curve) and GaP (red curve) layers, simulated
using FDTD. c Corresponding intensity enhancement integrated over the volume of the
layers. d Harmonic signal as predicted from nonlinear scattering theory, taking into account
mode overlap, interference and out-coupling of the harmonic. The total generated field
intensity is shown with the dark dashed curve for comparison. e Predicted harmonic
signal from nonlinear scattering theory taking into account the nonlinear susceptibility of
the various layers.

process [272]. Using nonlinear scattering theory allows to observe the resulting change in
harmonic generation efficiency from the ITO and GaP layers in Fig. B.3d: due to a better
coupling and overlap in GaP at the harmonic wavelength, ITO is no longer the dominant
THG layer of origin. The nonlinear scattering model not only takes into account the over-
lap of fundamental and harmonic modes, it also predicts for the interference from harmonic
fields generated by nonlinear point currents located at different locations within the an-
tenna. It is possible that beyond showing a lower overlap, the ITO layer also suffers from
interference due to different regions within the layer having different phases. Yet, it can
be seen in Fig. B.3d that the ITO layer interferes constructively with the harmonic light
generated by the GaP layers by looking at the total generated field intensity (dark dashed
line), supposing fields in ITO and GaP are in phase. Thus, it is a reasonable assumption
that various harmonic fields in ITO are in phase, and the decrease in the layer’s harmonic
efficiency are due to poor spatial overlap in the nonlinear scattering model. Finally, by
taking into account the amplitude of the nonlinear susceptibility, the contribution of har-
monic from the ITO layer is further reduced by a factor of 10 in comparison to GaP, leaving
GaP as the dominant medium for harmonic generation in the photonic gap antenna, as
observed in Fig. B.3e, and showing a final enhancement from the presence of ITO of 1.17,
close to the measured value of 1.3.

We have thus shown that the insertion of an ITO photonic gap in a high-index dielectric
antenna brings little advantage in third-harmonic enhancement if the base material shows
high nonlinearities. Similar results are expected to hold for Al-GaAs, Ge, or LiNbO3, with
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ITO or AZO as a photonic gap layer. Second-harmonic generation, on the other hand, is
enhanced, which we attribute to the fact it is not generated in the bulk of centrosymmetric
materials such as a-GaP or ITO [24,70], and is proportional to area and not volume, thus
mitigating the limited height of ITO. Furthermore, the field distribution is enhanced at
the surface of the ITO, while for GaP the field is more evenly distributed throughout the
volume.

Instead, we suggest an alternative application for nonlinear photonic gap antennas. To
take advantage of the strong Kerr effect and field enhancement within the ITO layer, the
photonic gap antennas could be used for ultrafast switching and frequency modulation
via time-varying effects. By experiencing a strong and swift change in permittivity under
pumping at the resonant wavelength, a probe beam at the same wavelength should undergo
changes in carrier frequency [273] and spectral width [252]. Then, factors such as overlap
and interference of the harmonic field are ruled out, while making use of the strong Kerr
nonlinearity of ITO.

B.1.3 Conclusion

In summary, we have characterised the crossing between the resonances of a GaP high-
index dielectric antenna and the photonic gap effect from an ITO thin film, by measuring
a broadband enhancement of SHG and THG signal from the nanodiscs. The comparison
to a GaP-only antenna shows the conservation of the mode resonances and a significantly
increased second-harmonic signal across all photonic gap antenna radii, while the third-
harmonic, though slightly enhanced, shows a limited increase in efficiency. We attribute
this to a combination of lowered parametric nonlinearities in ITO in comparison to GaP,
as well as the limitations of volume and field overlap affecting the overall signal gener-
ated by the photonic gap layer. This demonstrates the limited efficiency of ENZ photonic
gap antennas for nonlinear light generation. The authors suggest that instead these nan-
odisks should be used to leverage the exceptional properties of ITO and other transparent
conducting oxides for ultrafast switching or time-varying effects [40,251].
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Experimental Details

Sample fabrication: The layered thin films were fabricated by subsequent sputter steps
using the Angstrom deposition tool. First, a layer of GaP with the targeted thickness of
155 nm was deposited, followed by a 20 nm thin layer of ITO and finally a second layer of
GaP with again 155 nm of thickness. During the process, the temperature is kept constant
at 350 nm but the chamber is allowed to cool during the processes to avoid cross contam-
ination of the materials. Finally, a 70 nm thick layer of SiO2 was deposited on top via
PECVD. The EBL process was carried out at 30 kV acceleration voltage, a 20µm aperture
and PMMA as photoresist. The development was done in MIBK:IPA for 50 s, subsequent
rinsing in IPA and 10 s of oxygen plasma treatment (20 sccm and 40 % power). The 50 nm
gold mask was deposited using electron beam evaporation before the lift-off was carried out
by a bath in Remover 1165 at 80 ◦C for several hours. Next, the patterns are transferred
into the SiO2 layer via ICP-RIE and florine based chemistry, after which the gold mask is
removed using a wet etchant. Finally, the structures etched into the GaP-ITO-GaP layer
by another ICP-RIE step with chlorine gases.

Linear optical characterization: The samples were characterized using spectral el-
lipsometry. Thereby, additional substrates were added to the sputtering tool and removed
after each step. This allowed to in the end have four different samples for characterization:
the three single thin films and the three-layer film. First the three single films were mea-
sured independently to reduce the number of parameters compared to the stacked sample.
For the latter, the fitting of the ellipsometry was then only used to identify small deviation.
The resulting dielectric function of the three layers are shown in Fig. B.4.

Nonlinear measurements: The nonlinear measurement were performed at Imperial
College London, using a similar setup to the one introduced in section 2.4. It consists
of a 100 kHz laser system by Light Conversion Ltd that pumps an OPA for wavelength
extension that delivers pulses with ∼ 220 fs ultrashort pulses . The light is focused at the
sample using a 60× objective (NA = 0.85) and the generated light is collected in reflection
geometry. After suitable filters, the light is then sent to a Micro Photon devices PDM single
photon detector, or alternatively to a Princton Instruments spectrometer. The control over
the illumination area is given by a Piezoconcept C3 3-axis piezo stage.
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B.2 Time-varying experiments with indium tix oxide

metasurfaces

B.2.1 Saturable time-varying mirror based on an ENZ material
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for publisher permission, see Appendix C

Fundamental wave phenomena such as refraction and reflection rely on altering the wavevec-
tor of a wave by spatially modulating the permittivity, e.g. in a metamaterial. Conversely,
a structured permittivity in the time domain manipulates the wave frequency.

Time-varying systems are a platform for a wealth of exotic physics [251], includ-
ing nonreciprocity [274–276], amplification [277, 278] and topology [279–282], as well as
quantum-relativistic effects [278, 283], promising novel applications including photonic re-
frigeration [284] and temporal aiming [285].

However, bridging the gap between theory and experiment in time-varying systems
has proven especially challenging at optical frequencies and ultrafast time-scales. Until
recently, optical experiments have been mostly confined to silicon waveguides [286], micro-
ring resonators [287] or slow-light photonic crystals [288], but at the cost of a narrow
bandwidth and a slow temporal response.

Instead, nonlinear optical interactions in epsilon-near-zero (ENZ) materials such as
transparent conducting oxides (TCOs) exhibit very strong, broadband and ultrafast opti-
cal nonlinearities around their ENZ frequency [40, 270, 271, 289, 290], while featuring high
damage thresholds. Because of these favorable properties, the photo-induced permittivity
modulations in Indium-Tin-Oxide (ITO), based on the excitation and relaxation of intra-
band hot electrons, can be driven on sub-picosecond time scales [273] with order-of-unity
refractive index changes [40]. Time-varying physics have been observed in TCOs, with ef-
fects such as time-refraction [291–294] and time-reversal [295] of pulses, as well as in hybrid
metal-dielectric metasurfaces with strong-ultrafast switching [296, 297], frequency shift-
ing [41,273,293,298,299], polarisation switching [297] and high-harmonic generation [300].
Frequency shifts as large as 11 THz were achieved in a bulk 610 nm thick film of ITO [291].
However, the translation to thinner films, below 100 nm, has proven challenging due to
the lack of interaction volume and propagation length within the active medium, with
shifts limited to 1-2 THz [273,296,301] Time-varying effects have been boosted by exploit-
ing optical resonances both in all-dielectric [35, 148, 261, 268] and hybrid plasmonic-ENZ
metasurfaces [273,292,293], albeit limited by damage thresholds lower than in bulk ITO.

Here, we exploit the Berreman absorption resonance of a layered ITO-gold stack as a
time-varying mirror. We demonstrate experimentally and model theoretically a giant, ul-
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trafast modulation of its reflection coefficient, which leads to an absolute reflectivity change
∆R ≈ 0.6 (∆R/R ≈ 1000%). Moreover, for optical pumping beyond a saturation intensity
Ipump ≈ 100 GW/cm2, we observe the generation of new frequencies in the reflected probe
spectrum which extend to a 31 THz range.We interpret this as a shortening of the response
time of the time-varying mirror, which we confirm with a four-wave-mixing experiment.

In a subwavelength and ultrafast time-varying mirror, as depicted in Fig.B.5(a), an
incident light pulse is reflected with a time-varying complex reflection coefficient r(t) =
ρ(t) exp[iφ(t)]. The phase φ(t) and amplitude ρ(t) of this modulation are imparted to the
reflected light; however, as these are changing on a timescale comparable to the optical
oscillations of the pulse, new frequency components will be generated. Qualitatively, as
illustrated in Fig.B.5(b-c), a quick decrease of the Fresnel coefficient amplitude ρ(t) leads
to a temporal narrowing and consequently to a spectral broadening of the reflected pulse,
while a change of phase φ(t) leads to a spectral shift. Therefore, a time-varying mirror can
manipulate the frequency content of the reflected laser beam.

An ideal time-varying mirror should be able to provide a large change in its complex
reflection coefficient, close to unity in amplitude, so that it can be completely switched
on and off, and with a phase shift of order π radians, over time-scales of the order of the
optical period (∼fs), in order to give rise to significant spectral modulation. Moreover, for
the mirror to be modelled as a time varying interface, it needs to consist in a material of
subwavelength thickness.

We study a time-varying mirror consisting of a 40 nm thin film of Indium Tin Oxide
(ITO) with ENZ frequency fENZ ≈ 227 THz, deposited on glass and covered by a 100 nm
gold layer as depicted in Fig.B.6(a). The resulting structure is much thinner than the
effective wavelength at fENZ, which is ≈ 1322 nm in free space (∼ 6.6 µ m in the layer).
As analytically computed in Fig.B.6(b) for our sample, thin films of ENZ materials exhibit
plasmonic ENZ modes (black line) beyond the light cone (white dashed line), as well as
a Berreman mode above the light line (red-marked reflectance dip) [302]. The deeply-
subwavelength thickness of the system allows efficient coupling to the resonant guided
Berreman mode from free space, without the need of complex coupling architectures, yet
with a large density of states. The highly reflective gold layer increases the confinement of
the Berreman mode into the ITO film, thus enabling higher pump field intensities over a
large incident angular range, from 60◦ to 70◦, allowing for the resonant coupling of both
pump and probe beams.

As shown in Fig.B.6(c), experimental evidence of the efficient coupling to the Berreman
mode is manifested in the strong reflection dip measured at an angle of 65◦ close to the
Brewster angle, for frequencies just below fENZ (230 THz/1300 nm). This compares very
well to the theoretical prediction shown in Fig.B.6(d) (dotted line), overimposed to the
experiment (solid line).

The reflectivity of the time-varying mirror can be efficiently modulated by an ultrafast
laser pulse, as a result of the consequent reduction in the plasma frequency of the ITO layer.
The presence of the Berreman resonance, which redshifts together with the ENZ frequency
of ITO upon pumping, enhances this change in reflectivity, as illustrated in Fig.B.6(e).

As can be seen in Fig.B.6(e), the reflectivity reaches a plateau when moving out of the
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Figure B.5: (a) Concept of a purely time-varying mirror: reflection is a transition from
kz to −kz for the static mirror (top right), while the frequency distribution broadens for
the time-varying mirror (bottom right). (b) Diagram of the temporal evolution of the
complex reflection coefficient in amplitude (blue) and phase (red). (c) Spectral evolution
of a pulse reflected by the time-varying mirror: an incoming pulse (dashed green) is shifted
(red arrow) and broadened (blue arrow) in frequency (continuous green) due the respective
changes in phase and amplitude of the reflection coefficient.

Berreman resonance. This imposes a higher bound on the change of reflectivity that can be
induced by the pump modulation. Hence, by increasing the pump intensity even further,
the rise time of the modulation will shorten, as the reflectivity reaches the plateau faster,
as depicted in Fig.B.6(f). A shorter rise time can enable temporal dynamics beyond the
duration of the pump pulse as we will show later.

The measured reflectivity of the time-varying mirror when modulated with the 220 fs
pump pulses is shown in Fig.B.7(a), for a probe with a carrier frequency of 230 THz
(1300 nm) and 2.8 THZ width (16 nm) incident at an angle of 65◦, in a pump-probe
spectroscopy experiment (pump and probe beams are degenerate and separated by 10◦,
see SM). The total reflection changes from R = 0.07 (without pump) and converges to
R = 0.66 at intensities above saturation (Isat ≈ 100 GW/cm2 see Fig.S1(d)), corresponding
to an observed ultrafast modulation of ∆R/R ∼1000%, as plotted in Fig.B.7(a). When
the reflection of the glass substrate Rs = 0.04, which is not modulated, is subtracted, the
relative reflectivity change of the mirror is as high as 2200%.

In the regime below saturation, for pump intensities below Isat ≈ 100 GW/cm2 (blue
line in Fig.B.7(a) for Ipump = 22 GW/cm2), the temporal changes in the probe reflectivity
can be reproduced by a linear time-varying model [296], which incorporates the Kerr effect
as a shift in the plasma frequency fp proportional to the pump intensity (dashed lines in
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Figure B.6: (a) Sketch of a pump-probe experiment. (b) Dispersion diagram of the
Berreman mode (red line), situated above the light line (white line), and of the plasmonic
ENZ mode (black line). (c) Experimental reflection of the sample, versus angle and fre-
quency. The black dashed line indicates the angle of 65◦ at which the reflection in panel
(d) is shown. (d) Experimental (continuous blue) and numerically obtained (dotted blue)
reflection of the sample at an incidence angle of 65◦. (e) Simulated reflection spectrum
for a pump intensity of 88 GW/cm2 at 65◦and at different times measured from the start
of the rise. (f) Schematic of the saturation of the reflection coefficient at high intensities
(red) as compared to below saturation (blue).

Fig.B.7(a)). This reduction in fp is due to pump-induced intraband electronic transitions to
states with higher effective mass, which cause a redshift of the plasma frequency fp [303],
increasing the ITO permittivity ε. In general, the rise time of fp(t) is limited by the
temporal width of the pulse (here ≈ 220 fs FWHM) convoluted with a faster material
response (below 50 fs [273]), whereas the decay time is typically slower (≈ 350 fs [40]), as
observed in Fig.B.7(a). However, the induced reflectivity change slows down at increasing
pump intensities, and saturates for Ipump ≈ Isat. Beyond Isat, the reflectivity reaches
a plateau and features a longer decay time (yellow and red lines in Fig.B.7(a)). Our
numerical simulations reproduce the temporal dynamics with good accuracy but overshoot
in amplitude for high pump intensities. We attribute this to the simplified model of the
material response with a purely linear change of plasma frequency with pump intensity.

In order to characterise the time-varying effects of the mirror, we focus on the spectral
features of the probe signal undergoing modulation. Fig.B.7 shows the measured (b) and
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Figure B.7: (a) Experimental (continuous line) and numerically simulated (dashed line)
evolution of the probe reflection as a function of the pump/probe delay for three pump
intensities. (b-e) Comparison of the reflection as a function of delay and frequency, on a
log scale, at low intensity (22 GW/cm2, (b) experiment, (d) theory) and at high intensity
(708 GW/cm2, (c) experiment, (e) theory). (f,g) Cross-section of the experimental reflec-
tion signal shown in (b-c), at a delay of −90 fs (pink line) as well as -500 fs delay (light
blue line) where no modulation happens. Numerically simulated modulated spectra from
(d,e) are shown in dashed pink.
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simulated (d) evolution of the probe spectrum at various delays, for a moderate pump power
of Ipump = 22 GW/cm2, well below saturation. As expected, the change of reflectivity of
the time-varying mirror occurs around zero delay, when pump and probe pulses overlap in
time. A successive thinning and broadening in the spectrum around zero delay is observable
in Fig.B.7(b), associated with the amplitude change of the reflection coefficient. Overall,
for Ipump = 22 GW/cm2, the probe spectral content is largely unchanged, as shown in
Fig.B.7(f) where the modulated (pink line) and unmodulated (light blue line) spectra are
almost superposed.

These below-saturation dynamics, including the fine features around zero-delay, are well
reproduced by the linear time-varying model shown in Fig.B.7(d) (see SM for details). As
shown, since the modulation is significantly faster during the rise time, the time evolution
of the spectrum is not symmetric and neither is the amount of blue and red shift at different
delays.

In Fig.B.7(c) we present the spectral map for the maximum pump intensity achievable
in our setup, Ipump = 708 GW/cm2, well beyond Isat. New frequencies are generated
beyond the bandwidth of the unmodulated spectrum. This is qualitatively similar to what
is predicted by our model and plotted in Fig.B.7(e).

The frequency broadening is also evident in the section plotted in Fig.B.7(g) where
new frequencies are observed in the modulated case (pink line), well beyond the frequency
content of the unmodulated case (light blue line). The experimental broadening is well
captured by the time-varying model (pink dashed line). Fringes extended from 214 to
245 THz appear in the map of Fig.B.7(c). This broadening is largest at slightly negative
delay (−90 fs), on the rise time of the mirror reflectivity, when the temporal gradient of
reflectivity is at its maximum. Moreover, the spectrum becomes visibly asymmetric, with
a clear inclination towards the red. At high intensity (708 GW/cm2), the FWHM is only
marginally affected with an increase of 0.2 THz. The spectral broadening of the probe, of
around 31 THz at an intensity of 10−3 of the modulated pulse, 10x higher than the noise
level, extends well beyond what could be expected from the bandwidth (2.8 THz) of the
modulating pump pulse.

These spectral features can be understood by considering the time evolution of the
Fresnel coefficient r(t): beyond saturation, the material modulation becomes faster than
the driving pump pulse, the supported bandwidth is increased, and additional frequencies
can be generated upon reflection. We explain the low amplitude of the newly generated
frequencies as once the reflectivity reaches its maximum and plateaus, the mirror modu-
lation ends, the probe pulse is no longer affected, and therefore, the modulated signal is
only a portion of the reflected probe signal.

The ultrafast response of the time-varying mirror, well beyond the driving pump pulse
bandwidth, can be confirmed from four-wave-mixing (FWM), a different experiment ca-
pable of focusing only on rising time dynamics. FWM is only generated when pump and
probe beams interact inside the ITO layer, during the time-switching of the time-varying
mirror, before all light is reflected. For this reason, the FWM signal is much more sensitive
to the time-modulation during the rise time of the mirror.

The measured FWM signal as a function of delay is shown in Fig.B.8(a), continuous
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Figure B.8: (a) Measured evolution with pump/probe delay of the FWM signal (con-
tinuous red line) versus reflection (blue line). Simulated FWM signal is shown by the red
dashed line. (b) Measured evolution of the FWM spectrum as a function of pump in-
tensity: the spectrum gets broader with pump power, reaching a maximum bandwidth of
10.7 THz (61.5 nm) and a redshift of 3.8 THz (22 nm) for a pump intensity of 535 GW/cm2.
(c) Measured broadening of the FWM signal as a function of pump intensity (red crosses),
compared with the spectral width of the original input probe spectrum (dashed black line).

red line. As expected, FWM generation mainly occurs during the rise time of the reflection
(blue line in Fig.B.8(a)), when the probe field can still penetrate the time-varying mirror,
as confirmed by numerical simulation (dashed red line, see SM). In Fig.B.8(b) we plot
the FWM signal as a function of the pump intensity at the delay at which FWM signal is
maximum, showing an increasing spectral broadening and redshift. A high FWM efficiency
of 4.5%, defined as the ratio of FWM power to the input probe power, is reached for a
pump intensity of 127 GW/cm2. A further increase of the pump intensity contributes to
the additional broadening of the spectrum with no further increase in amplitude of the peak
frequency, additionally pushing the efficiency to 7.5% at 612 GW/cm2 . The width of the
FWM signal shown in Fig.B.8(b) is plotted in Fig.B.8(c) for a delay of about −150 fs, which
is the delay that maximises the power of the FWM signal. The spectral width is taken here
at the FWHM, as the time modulation affects the whole FWM spectrum. The spectrum
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starts from a nearly Gaussian shape centered at 231 THz and with a width of 3.2 THz
at a pump intensity of 15 GW/cm2, which is very close to the original probe spectrum
(230 THz frequency, 2.8 THz width). This spectrum evolves towards a broad distribution
with a FWHM of 10.7 THz (61.5 nm) for pump powers of ∼600 GW/cm2, and which is
also red-shifted by about 3.8 THz. Therefore, from this 3.8x increase in bandwidth, we
can estimate that the rise time of the time-varying mirror shortens to ∼ 30 fs. The FWM
spectral broadening stops increasing around ∼400 GW/cm2, as the medium reaches its
intrinsic rise time. The value of 30 fs is likely an underestimation of the material response
time, as other effects come into play in determining the FWM bandwidth, including higher
order contributions to the Kerr effect, as well as material dispersion.

These large spectral features, achieved with relatively long and narrow-banded pump
pulses (220 fs, 2.8 THz), are very useful for applications involving high-Q resonances, as
short pulses cannot be coupled efficiently.

In conclusion, we have presented a time-varying mirror based on the Berreman res-
onance of an ITO-Au thin film, exhibiting a record modulation of over 1000% in reflec-
tion. Upon reflection from the time-mirror, new frequencies are generated, as far as 5
bandwidths away from the original carrier frequency. The concept of saturation we put
forward here can also contribute to shine light on other recent non-perturbative experi-
mental results [293, 300]. Ultrafast optical modulation of a subwavelength time-varying
mirror without long space propagation reduces the effect of optical absorption, dispersion
or self-broadening. The results described here represent a firm step towards full spatiotem-
poral control of light, and the development of next-generation active metamaterials for
efficient spectral manipulation of light and ultrafast switching, with applications reaching
from optical communications to analog computing.
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B.2.2 Double-slit time diffraction at optical frequencies
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Wave-matter interaction in time-varying media exhibits strikingly different dynamics
than in conventional passive media, as energy can be exchanged between wave and medium,
the wave frequency changes, and the propagation is no longer symmetric under an inversion
of time. Temporal diffraction of matter waves was predicted by Moshinski in 1952 [304] and
has been observed as a few oscillations in the particle arrival time [305–307]. Amidst the
recent explosion of studies on optical time-varying media [251], time refraction [291,293,296]
and time reversal [295] have been achieved in epsilon-near-zero (ENZ) semiconductors, as
for example Indium-Tin-Oxide (ITO) [40,289] modulated by ultrafast laser pulses.

Here, we report the observation of the temporal analog of the double-slit experiment
for light waves, showing a clear signature of spectral oscillations for the time-diffracted
light, and an inversely proportional relation between slit separation and the period of the
oscillations. Moreover, the observed oscillations serve as a sensitive probe of the ITO
response time, which we measure to be of the order of an optical cycle, much faster than
previously thought. In the conventional Young’s double-slit experiment, the diffracted
pattern has a characteristic oscillatory profile, with minima corresponding to momenta k
for which destructive interference suppresses wave propagation, as illustrated in Fig. B.9a.
These minima have a separation in momentum space that increases for decreasing spatial
separation of the slits. In the Fraunhofer approximation of diffraction, i.e. for aperture
size much smaller than the observation distance, the field distribution in the far field
can be approximated as the Fourier transform A(kx)of the aperture function A(x) (Fig.
B.9b). The far field interference pattern can be plotted in a dispersion diagram, where it is
described as horizontal transitions (Fig. B.9c), with new modes appearing, characterized by
different momenta but the same frequency, as required by temporal translational invariance.
In the temporal domain, the corresponding scenario, a temporal double-slit, consists of a
deeply subwavelength slab characterized by a time-varying dielectric function which is an
aperture function A(t) defining two time slits (Fig. B.9d). In this case the wave will be
time-diffracted into a frequency spectrum of frequencies A(ω), the Fourier transform of
the aperture function A(t), around the incident carrier frequency (Fig. B.9e), whereas the
in-plane momentum kx will be conserved by translational symmetry (Fig. B.9f).

Experimental results

Experimentally, we create time slits by inducing an ultrafast change in the complex re-
flection coefficient of a time-varying mirror [252] made of a 40 nm thin film of ITO, with
epsilon-near-zero (ENZ) frequency of 227 THz (1320 nm). The film is deposited on a glass
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Figure B.9: Concept and realization of the double-slit diffraction experiment in time. a
Conventional spatial double-slit experiment: as light diffracts from a spatial double slit
with aperture A(x), b the aperture changes the beam’s in-plane momentum kx into a
distribution Ā(kx), corresponding to c a horizontal transition in the frequency/momentum
(ω, kx) dispersion diagram. d Temporal double-slit experiment: as light interacts with a
double time modulation, e an aperture in time A(t) acts on the frequency ω of the beam
and redistributes the frequencies as Ā(ω). f The transition is now vertical in the dispersion
diagram. g Experimental realization: pump and probe beams are incident close to 60 deg
onto a 40 nm ITO slab on glass, coated with a 100 nm gold film. h Temporal change of
the sample reflectivity (blue line) with a 2.3 ps separation between the slits.
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coverslip and covered by a 100 nm layer of gold to improve field confinement and reflectiv-
ity, as sketched in Fig. B.5g. The time modulation is driven by two 225 fs (FWHM) pulses
at 230.2 THz (1300 nm), impinging near the Berreman angle (60◦), ensuring efficient field
coupling and an enhanced nonlinear response in ITO (see Methods for more details). We
measure the temporal double-slit by a pump-probe experiment (Fig. B.9g blue line). The
reflectivity of the sample changes from 0.08 to 0.6, giving a modulation contrast of 76%
for pump intensities around 124 GW/cm2, large enough to saturate the mirror response
(see Fig. B.11). The measured reflectivity has the shape of a double time slit, with a
fast rise time and a slower decay, given by a convolution of the driving pump pulses, the
probe and the material response. The time slits separation can be tuned by adjusting the
relative delay of the two pump pulses via a delay line. The same pump-probe experiment
on a glass or a gold layer yields no measurable modulation of the spectrum. This is to be
expected for gold from the negligible penetration of the layer by the field (3.7%) and its
Kerr coefficient is smaller than in ITO, while for SiO2 the Kerr nonlinearities are 4 orders
of magnitude smaller than in ITO, therefore making any time-modulation within the layer
negligible.

Direct evidence of time diffraction from the temporal double slit is given by illuminating
the sample with a probe pulse (230.2 THz carrier frequency, 1 THz bandwidth) of duration
794 fs (FWHM) and by monitoring the reflected probe spectrum. The probe pulse is
spectrally broadened, exhibiting new frequency content up to ∼ 10 bandwidths away from
the carrier frequency. A clear spectral modulation, with sinusoidal oscillations, is evident
in Fig. B.10a,b (red lines), shown for two different time slit separations. Measurements
with 800 fs slit temporal separation (Fig. B.10a) present much faster oscillations than with
500 fs (Fig. B.10b). The separation of the time slits determines the period of oscillations
in the frequency spectrum, while the shape of each time slit constrains the oscillation
decay and therefore the number of oscillations that are visible. Up to six oscillations in
the spectrum are evident in Fig. B.10a,b, with an overall decay in intensity away from
the central frequency of the probe. These spectral oscillations are very well captured by a
simple diffraction model (purple line in Fig. B.10a,b). This model calculates the spectral
evolution of the probe from the Fourier transform of the product of the time-varying
reflection coefficient r(t), i.e. the slit aperture function, and the probe pulse temporal
profile. In such a model, the slit separation and the decay time of each slit are fixed by
the pump/probe data (Fig. B.11), whereas the rise time is taken as a fitting parameter.

The oscillation decay with increasing change in frequency depends on the shape of the
time slits, and in particular their rise time. Therefore, the measured spectral oscillations
act as a very precise measurement of the ITO response time, with a resolution well beyond
that of a conventional pump-probe experiment. Here, we find unexpected physics: many
more oscillations are visible than expected from existing theory, implying a rise time for
the leading edge estimated to be 1 − 10 fs, i.e. of the order of an optical cycle (4.4 fs);
this is much faster than previously thought [291,293,296], although recent work has shown
evidence of a speeding up of the response time for pump intensities beyond the linear regime
12. Moreover, the oscillations are very close to the asymptotic limit of an ideal time slit
with a Heaviside (infinitely fast) rise profile, for which the amplitude of the oscillations is
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Figure B.10: Observation of a spectral diffraction pattern from temporal double-slits.
a,b Oscillations in the reflection spectrum of a 794 fs probe pulse interacting with the
double-slit temporal aperture: experiment (light red curve is raw data, dark red curve is
the smoothed data) against theoretical model (purple line). The oscillations are visible
up to 10 THz away from the incident frequency (230.2 THz, 1 THz bandwidth). c,d
Experimental oscillations rescaled by (f − f0)2, and asymptotic theoretical curve (dashed
purple line). The measured oscillation period of the spectral diffraction is plotted in e (red
circles) as a function of slit separation, in very good agreement with the period extracted
from our model (purple line) and the inverse slit separation dependence (gray dashed line).
The grey area highlights separations smaller than 300 fs. f,g Full interferograms of the
time diffracted light as a function of slit separation and frequency, (f) experiment and
(g) theory. The dashed lines show the range where data in (a-d) are shown. Horizontal
and vertical error bars respectively represent standard deviation and standard error of the
mean.
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expected to decay as 1/(f − f0)2, where f is the frequency of oscillation and f0 the probe
central frequency (230.2 THz). This is evident when the spectrum is rescaled by the inverse
frequency squared, as its intensity is almost constant (Fig. B.10c,d). The dashed purple
line in Fig. B.10c,d is the asymptotic theory with two Heaviside time slits (see Fig. B.12).

The signature of time diffraction is further revealed by the period of these oscillations
which is inversely proportional to the slit separation, as plotted in Fig. B.10e. The
agreement between the measured data (open circles) and the model is remarkable. The
error bars show the accuracy of the slit separation (50 fs) and period (< 0.15 THz). The
shaded area identifies time slit separations smaller than 300 fs where the two time slits
start to merge, and the oscillations are not visible anymore.

Further insight into the temporal diffraction process can be reached by analyzing the full
interferogram of the time diffracted light as a function of the slit separation, as in Fig. B.10f.
Oscillations appear more pronounced on the red side of the spectrum with frequencies as
far out as 10 THz (∼ 60 nm) while only exhibiting frequencies 4 THz away on the blue
side (on top of the probe pulse initial spectral content of 1 THz width). The asymmetric
interferogram is explained by the time evolution of the phase of the complex reflection
coefficient, causing a Doppler shift of the spectrum, often dubbed time refraction [299].
The theoretical plot in Fig. B.10g does not capture this asymmetry, as it does not include
a phase change during reflection. The observed spectral red-shift is reproduced when using
a dispersive material-based model which includes a time modulation of the phase of the
reflection coefficient, as shown in Fig. B.13c.

Outlook

In conclusion, we report a direct observation of spectral oscillations, at optical frequencies,
resulting from double-slit time diffraction, the temporal analogue of the Young’s slits ex-
periment. The measurements show a clear inverse proportionality between the oscillation
period and the time slit separation. These oscillations reveal a 1-10 fs temporal dynamics
of the ITO/Au bilayer, much faster than previously thought and beyond the adiabatic and
linear intensity dependence assumed so far in most theoretical models [291, 299, 308] but
compatible with recent modelling [309], calling for a new fundamental understanding of
such ultrafast non-equilibrium responses. The observation of temporal Young’s double-slit
diffraction paves the way for optical realizations of time-varying metamaterials, promising
enhanced wave functionalities such as nonreciprocity [274], new forms of gain [275,277] time
reversal [293,310] and optical Floquet topology [280,311]. The visibility of the oscillations
can be used to measure the phase coherence of the wave interacting with it, similarly to
matter-wave interferometers [312]. Double-slit time diffraction could be extended to other
wave domains, e.g. matter waves [312], optomechanics [313] and acoustics [314,315], elec-
tronics [316], and spintronics [317], with applications for pulse shaping, signal processing
and neuromorphic computation.
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Figure B.11: Characterization of the temporal double slit with a short (225 fs) probe
pulse. a, Experimental intensity reflectivity (blue line) for a 2.3 ps separation between the
time slits, as a function of the probe delay. b, Reflectivity for a linear variation of the
slit separation (horizontal axis) measured as a function of the probe delay with one of the
pumps (vertical axis). c, Intensity dependence of the maximum achievable reflectivity for
the two time slits driven by pump 1 (incident at 54◦) and pump 2 (incident at 66◦). The
reflectivity saturates reaching a maximum value of 0.6.

Experimental and supplementary material

Temporal and spectral characterization of the probe and pump pulses: All pulses
are generated by a Light Conversion Pharos solid state laser, set to 230.2 THz with a Light
Conversion Orpheus optical parametric amplifier, with a nominal full width at half max-
imum (FWHM) of the electric field envelope of 225 fs. The pulses are roughly Gaussian
in shape. For the double slit experiment a probe pulse identical to the pump pulses is
sent through a 4-f system, composed of a diffraction grating, a variable aperture and two
lenses, which separates, filters and recombines different spectral components to broaden
the pulse in time, in order to make it longer than the time slits separation. By selecting the
spectral content of the probe beam with an aperture, the pulse is significantly extended
in time. This is quantified by using cross-correlation measurements, where we collect the
sum-frequency-generated (SFG) signal originating from the spatial overlap of the probe
and the pump pulses in a 400µm thick Gallium Phosphide crystal with second-order non-
linearity. As the analytical solution to the cross-correlation measurement is known for a
Gaussian pulse, we fit the FWHM of the probe pulse amplitude assuming such a shape
following the measurement of SFG between the pump and the probe pulses. The agree-
ment between theory and experiment shows that this is a well-suited approximation for the
main peak of the probe envelope. For reference, the pristine pump pulse autocorrelation
measurement and fit are also measured. The probe pulse is measured to have a 794± 37 fs
FWHM, while the original pump pulse is recorded to have a 225 ± 5 fs FWHM, close to
device specifications. These values refer to the electric field amplitude of the pulse, the
corresponding intensity FWHM are

√
2 shorter.

Modelling of the slits: We model a single slit aperture function as:

fss(t) =
1

(1 + e−αt)(1 + eβt)
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Figure B.12: Modelled reflection coefficient. a, Amplitude reflection coefficient r(t)
corresponding to a realistic modulation of the time-varying mirror. b, Amplitude reflection
coefficient in the asymptotic limit.

where α and β are taken to be positive constants. The double slit modulation profile of
the amplitude reflection coefficient can then be expressed as

r(t) = Afss(t− s/2) +Bfss(t+ s/2) + C

where S is the slit separation, A and B are the respective slit amplitudes and C is a constant
corresponding to the unmodulated reflection coefficient of the time-varying mirror. This
function is normalized by fitting it to the measured intensity reflectivity change R(t) =
|r(t)|2 (Fig. B.12a). In Fig. B.10c,d of the manuscript we compare the decay of the
frequency oscillations to an asymptotic case, where the rise time becomes infinitely fast
and the decay infinitely slow (that is when α → ∞ and β → 0). We model this limiting
case using two consecutive Heaviside functions (denoted H(t)) as shown in Fig. B.12b,
using the following expression:

r(t) = AH(t− s/2) +BH(t+ s/2) + C

Characterization of the temporal double slit: In order to characterize the double
slit time modulation, we use a short 225 fs FWHM probe in a degenerate pump-probe
experiment. The probe is incident on the sample at a 60◦ angle to the normal, while the
pump beams are incident at a 6◦ angle difference on either side of the probe. All beams
are p-polarized to couple them to the Berreman resonance. The probe and one of the
pumps go through a delay line to control the probe arrival time on the sample and the
temporal separation between the two. The reflected probe signal is sent to a Princeton
Instruments NIRvana camera for spectral characterization. For the double slit experiment,
the same illumination and detection apparatus is used, with the exception that the probe is
temporally broadened before the sample by passing through an additional 4-f system. We
refer to our previous work [252] for a complete characterization of the ITO/Au sample’s
linear and nonlinear properties. The double slit aperture function, i.e. the reflectivity
R(t) = |r(t)|2 with r(t) being the complex Fresnel coefficient, can be measured by pump
probe spectroscopy, as shown in Fig. B.11a (blue line), where the probe reflectivity is
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plotted as a function of the delay for a fixed slit separation. The theoretical fit (dashed red
line) comes from the amplitude reflection coefficient r(t) defined in the previous section,
convoluted with the envelope of the probe pulse in time Eprobe(t− τ) pulse arriving at a
delay τ (approximated to a Gaussian profile with 225 fs FWHM), which is why spectrally
integrated measurements cannot determine the reflectivity rise time. In addition to fixing
the values of normalization constants A, B and C, the fitting of the pump/probe reflectivity
measurements allows us to assign a value for the coefficient at 1/400 fs−1, corresponding to
a decay time of the intensity reflectivity (defined as the time to decrease from 90 % to 10 %)
of 625 fs (or 1/e of 330 fs, compatible with the literature [309]). From this measurement
we can also set the relative amplitude of the second peak of the time slit to be 0.93 % of
the first one. As the rise time is limited by the probe pulse, we cannot estimate a precise
value for it from this measurement and instead spectral data as in Fig. B.10 are necessary.
Our model reproduces well the rise and decay time of the modulation but does not account
for the short plateau at the maximum of the modulation, which arises when pumping near
or beyond the saturation of the mirror’s temporal response 12. As time-varying effects
depend exclusively on the slope of the modulation, we focus on reproducing this behavior
rather than the extent of the flat region at the maximum. A wide range of separations can
be achieved by varying the delay between the two pumps (horizontal axis in Fig. B.11b)
while the delay of the probe is varied to map the modulation (vertical axis in Fig. B.11b).
An intensity dependence study of the modulation is illustrated in Fig. B.11c, showing
that the double slit experiments are performed where the modulation contrast of the time-
varying mirror is saturated with pump power. The two pumps have similar effect on the
reflectivity change of the sample, although they illuminate it from different angles, 54◦ and
66◦ respectively, since the Berreman resonance is angularly wide [296].
Time diffraction model: The probe spectra in the double slit experiment are modelled

as Fourier transforms of the product of the double slit reflection coefficient r(t) and the
probe field amplitude Eprobe(t) after the 4-f system (product of a Gaussian envelope with
794 fs FWHM and a carrier frequency 230.2 THz). The resulting spectrum I(f) is then
squared to return the measured field intensity:

I(f) = |F (r(t)) · Eprobe(t− t0)|2

where t0 is a parameter to account for a possible offset of the probe pulse envelope peak
and the temporal center of the two slits. This model neglects the dispersion of the complex
reflection coefficient of the sample, as it assumes the same temporal response at all frequen-
cies. It also neglects the time evolution of the phase of r(t) which is in principle a complex
function but is assumed here real. Although this model reproduces well the period and am-
plitude of the oscillations of the double slit experiment, it fails to capture the asymmetry
observed in the experimental spectrum, where more oscillations are visible on the red side
(comparing Fig. B.13a and b). We attribute this to the time evolution of the phase of the
complex reflection coefficient, which causes a Doppler shift of the spectrum, often dubbed
time refraction [291]. A phenomenological model of the phase evolution cannot be built
from our measurements, as the pump/probe data are only sensitive to the amplitude of
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Figure B.13: Comparison of the models against experimental data. a–c, Signal against
frequency and slit separation for experiment (a), the time diffraction model (b) and the
adiabatic, dispersive time-varying model (c). The plots are color-saturated to ensure a
fair quantitative comparison between the fringe visibility of the respective datasets. d,
Experimental oscillation spectrum on a logarithmic scale at a slit separation of 800 fs
compared to the theoretical one for various material response times.

the reflectivity. In order to understand better this asymmetry, we also model time diffrac-
tion using an adiabatic time-varying model which accounts for the phase evolution of the
reflection coefficient as well as the material dispersion (see Fig. B.13c). The permittivity
modulation is computed by calculating a negative shift in the plasma frequency from the
convolution of the gaussian pump intensity with an exponential rise and decay response
function [299,309]. This model of the pump-induced modulation in ENZ materials can re-
produce the spectral oscillations, period and the interferogram asymmetry observed in Fig.
B.13a, however it fails to capture the full spectral extent of the oscillations because of the
fast rise time of the experimental slit aperture function, which in our adiabatic simulations
is fundamentally limited by the pump duration [291,296]. This discrepancy highlights the
need for new models to describe such non-adiabatic modulation. The diffraction model
can be used to fit the experimental spectral data, giving a value for the parameter α of
1/2 fs−1, corresponding to an intensity reflectivity rise time (10 − 90 %) of 7 fs. As shown
in Fig. B.13d, the data are close to the asymptotic limit of an infinitely fast rising slit,
therefore the fitting is equally good for a reflectivity rise time (10 − 90 %) in the range
1− 10 fs.
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[266] Ashutosh Patri, Kévin G. Cognée, David M. Myers, Louis Haeberlé, Vinod Menon,
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