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Abstract

Rechargeable lithium ion batteries (LIB) have become an essential part of our daily
lives in recent decades, powering mobile phones, laptops, cordless power tools, and even
automobiles. While LIB technology currently dominates the battery market for these
mobile applications, its physicochemical power and energy density limit will be reached
soon. The use of a solid electrolyte instead of a liquid electrolyte in LIBs promises
higher energy density, safer operation, and faster charging. Although the benefits of an
all-solid-state battery (ASSB) are enormous, certain prerequisites for solid electrolyte
application must be met in order for ASSBs to be technologically and commercially
competitive. Ionic conductivity is arguably the most important performance indicator of
a solid electrolyte. In Chapter 1, this thesis introduces the concept of LIBs and ASSBs,
as well as fundamentals of battery performance and ion conduction in solids, as well as
an overview of material classes with a focus on sulfide- and thiophosphate-based solid
electrolytes. Furthermore, in Chapter 2, the techniques used to characterize the solid
electrolytes presented in this thesis are introduced. Furthermore, this work presents
several design strategies for improving the ionic conductivity of solid electrolytes based
on sulfides and thiophosphates. Bottom-up and top-down post-synthetic modification
approaches, thermally and chemically induced phase transitions, and microstructure
modifications cover a wide range of length scales.
After defining the research objectives in Chapter 3, Chapter 4 demonstrates the impor-
tance of cationic disorder for lithium ion conduction in Li4–3xScxP2S6. While the ionic
conductivity in trigonal and monoclinic LiScP2S6 is low due to fully occupied lithium
positions, partial lithium occupation by aliovalent substitution of scandium significantly
improves the ionic conductivity as measured by EIS. Furthermore, the crystal structures
of these three compounds are presented, as well as possible ion migration pathways
and comprehensive characterization of the P2S 4–

6 anion, which contributes to a better
understanding of structure-property relationships in ionic solids.
Currently, the academic and commercial focus is on lithium-based batteries due to their
high energy benefits. However, lithium is a limited and expensive resource. By substi-
tuting sodium for lithium, supply chain risks are avoided, and a lower-cost alternative
to lithium-based energy storage devices is provided. Chapter 5 presents the effect of
cation disorder on the sodium ion conductor Na4P2S6, which is controlled by synthesis
and phase formation. Solid-state synthesis or wet chemical precipitation can be used to



x

prepare the two monoclinic Na4P2S6 polymorphs, α and β. The synthesis determines
the occupancy of interlayer sodium ions, the crystallinity, and the symmetry of P2S 4–

6 ,
which has been thoroughly investigated using single crystal and powder X-ray diffraction
(SCXRD and PXRD), transmission electron microscopy (TEM), nuclear magnetic reso-
nance spectroscopy (NMR), and Raman spectroscopy. The redistribution of one interlayer
sodium position in α-Na4P2S6 into two lower occupancy positions in β-Na4P2S6 increases
ionic conductivity and flattens the energy landscape. The phase transition α −→ β is
also observed upon heating above 160 °C, which is confirmed by Raman spectroscopy,
PXRD and DSC.
Chapter 6 presents the transition of β-Na4P2S6 into a third, high-temperature polymorph
(T>580 °C), γ-Na4P2S6. While the molecular structure of the translationally fixed anions
in γ-Na4P2S6 is preserved, they dynamically reorient, leading to a time-averaged cubic
symmetry, as confirmed by PXRD and pair distribution function (PDF) analysis. Ab
initio molecular dynamics simulation (AIMD) and bond valence sum (BVS) calcula-
tions show high sodium ion mobility and a flat potential energy surface, confirming the
high ionic conductivity and low activation energy, as measured by high-temperature
impedance spectroscopy. For the first time, we report a cubic plastic crystal phase for
a thiophosphate-based solid electrolyte containing the elongated, complex P2S 4–

6 anion.
This work highlights how the rapid anion reorientation facilitates cation dynamics by
increasing the available volume and thus relaxing the structural constraints on ion migra-
tion.
The potential energy surface for ion migration can also be manipulated by screening the
attractive Coulomb interactions of cations and anions. The concept of tuning the transport
properties of two-dimensional Li2Sn2S5 by water intercalation is introduced in Chapter 7.
While maintaining the overall layered structure, reversible water intercalation into the
interlayer space increases the interlayer distance and solvates the interlayer lithium ions.
As a result, the effective attraction between the negatively charged layers and lithium is
weakened so that lithium ion transport in Li2Sn2S5·xH2O becomes comparable to liquid
electrolytes as measured by electrochemical impedance spectroscopy (EIS) and pulsed
field gradient (PFG) NMR. This environmentally benign, post-synthetically obtained
layered material bridges the gap between solid and liquid electrolytes and sheds light on
how ion transport properties can be tuned in confined two-dimensional materials.
Under pressure, a similar confinement effect is observed in solid electrolytes . In Chapter 8,
the effect of stacking and pelletizing pressure on the ultrafast solid electrolyte Li7SiPS8
is investigated using operando EIS. For the first time, the Heckel analysis for granular
powder compression is applied to a thiophosphate solid-state electrolyte, allowing to link
the mechanical response to ionic conductivity. For two samples with different particle dis-
tributions, this multiscale study shows the effect of pressure on microstructure formation
as well as the atomistic effect of unit cell compression. Computational discrete element
method (DEM) simulation generates an accurate microstructure model, which is then
analyzed with finite volume analysis (FVA) to determine the effective ionic conductivity at
various compression stages. The model accurately captures the effects of microstructure
and unit cell compression, emphasizing the importance of microstructure, particle size,
and pressure control in polycrystalline samples.
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CHAPTER 1

Introduction

Batteries have been an integral part of our society for many centuries. To understand how
batteries work and what materials are needed to build a battery, this chapter presents
historical developments of electrochemical energy storage systems, introduces general
battery performance indicators, and gives an overview of today’s lithium and sodium
ion battery technology. It also introduces the concept of the all solid-state battery as a
potential successor to the lithium-ion battery, focusing on electrode materials, the basic
physics of ion conduction, and promising solid electrolyte materials and compounds as
separators.

Contents of Chapter 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
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1.4.1 Developing the lithium ion battery . . . . . . . . . . . . . . . . . . 9
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1.4.3 LIB versus SIB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4.4 Critical aspects of LIBs and SIBs . . . . . . . . . . . . . . . . . . . 13

1.5 All solid-state batteries and solid electrolytes . . . . . . . . . . . . . . . . 14
1.5.1 Electrode materials and fabrication challenges for ASSBs . . . . . 14
1.5.2 Fundamental physics of solid electrolytes . . . . . . . . . . . . . . 16
1.5.3 Optimization strategies for solid electrolytes . . . . . . . . . . . . . 19
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1.5.5 Sulfide-based solid ion conductors . . . . . . . . . . . . . . . . . . 28
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2 1. Introduction

1.1 Motivation
The world population consumed around 11112PWh (4.05 · 1020 J) of primary energy
in 2000, four times as much as in 1950.1,2 Since 2000, demand for primary energy has
increased by 47% to 16532PWh (5.95 · 1020 J) in 2021.2 This rapid development illustrates
the central importance of energy worldwide. The lion’s share of primary energy still
comes from fossil fuels such as coal, oil, and natural gas, which accounted for 82.3 percent
of total primary energy production in 2021.2 Alternative energy sources, ranked by their
contribution from high to low, include hydroelectric, renewables, such as biomass, biofules,
wind and solar, and nuclear.2
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Figure 1.1: Pie-chart scheme of worldwide primary energy consumption for 1950, 2000
and 2021.

A major advantage of conventional energy sources, including fossil and nuclear, is that
they can be used regardless of annual or daily time variations because they are relatively
easy to store and transport. As a result, these energy-rich and powerful resources are
constantly available, guaranteeing an almost uninterrupted supply of energy in the form
of heat and electricity to industry and domestic consumers. With the Paris Agreement of
2015, 195 countries worldwide have committed to drastically reducing their CO2 emissions
to keep global warming below 1.5 °C compared to pre-industrial levels. This, of course,
means that the world will have to shift its primary energy demand from fossil fuels to
renewables. As a result, the primary energy demand currently needed for process heat
or heating buildings will increasingly have to be met by electricity generated from large
renewable sources such as wind and solar. In addition to storing electrical energy by
converting it into chemical products such as hydrogen or methane, electrochemical storage
systems are particularly advantageous because they offer the possibility of uninterrupted
power supply, as they can make the stored energy immediately available without major
efficiency losses. With the expansion of renewable energy in the power supply, battery
storage is becoming an indispensable component for grid stability and can help close
hours of supply gaps.3 Electrochemical storage systems are also becoming increasingly
important in the transportation sector, especially for personal transportation in the
form of battery electric vehicles (BEV), electric bicycles (e-bikes), and electric scooters
(e-scooters). In 2020 the global market for electronic mobility was estimated at USD 230
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billion, and one year later in 2021 at USD 279 billion.4 For 2028 the e-mobility market
is expected to grow to around USD 1500 billion, translating to an annular growth rate
of approximately 27.2%.4 To achieve this potential market growth, BEVs must become
competitive to internal combustion engines. This requires BEVs to offer long range and
the ability to be recharged quickly. These demanding requirements are currently met
in part almost exclusively by lithium-ion batteries (LIBs), since they have both high
gravimetric and volumetric energy density and can be charged quickly. However, there is
a physicochemical limit to the cell architecture of LIBs, which is expected to be reached
in the next few years.5 To further increase the capacities of lithium ion based batteries,
the all solid-state (lithium ion) battery (ASSB) has been proposed. This type of battery
uses a solid electrolyte instead of a liquid electrolyte, which in principle allows lithium
metal to be used as the negative electrode material, thus increasing the energy density.6
As a side benefit, replacing the flammable liquid electrolyte with a much more inert
solid promises to prevent battery ignition in the event of a thermal runaway, making the
ASSB a safer option compared to traditional LIB technology. The key component of an
ASSB is the solid electrolyte, which acts as a separator and internal ion conductor to
counteract the external current. From the perspective of a solid-state chemist or material
scientist, there are many materials with ion-conducting properties, but few meet the main
requirement of high ionic conductivity for ASSBs. In this work, the relationship between
the (micro-) structural properties of sulfide- and thiophosphate-based solids and their
ionic conductivity is investigated.



4 1. Introduction

1.2 A brief history of electrochemical storage
devices

Electrochemical storage devices have been known for more than 200 years. The Italian
scientist Allessandro Volta invented the first historically documented battery, known
today as the “voltaic pile.”7 This device uses the electrochemical potential between zinc
and hydrogen. Paper discs soaked in brine serve as electronic insulation to prevent a short
circuit between the copper and zinc metal plates. The voltaic pile is capable of providing
a relatively constant current and voltage over a reasonable period of time (hours), which
is the basic definition of a battery as we understand it today. Volta’s understanding of
the origin of the current was incorrect, however, as he believed that the current generated
came from the metal plates touching8 rather than from a chemical degradation reaction
of the zinc, also known as corrosion.
The next major step toward modern batteries was approached in 1836, when English
chemist John F. Daniell invented a cell based on the same metals that Volta used, but
with a different architecture and chemistry.9 By using separate solutions of zinc and
copper sulfate connected only by a salt bridge acting as a barrier, Daniell took advantage
of the electrochemical potential between copper and zinc. This resulted in a higher voltage
in a single cell and prevented hydrogen evolution at the copper electrode, as observed in
the voltaic piles. The success of the Daniell cell and its improved variants soon led to the
use of this technology for telegraphy. The Volta cell and the Daniell cell are considered
the first working batteries to convert chemical energy into electrical energy.
However, the conversion of chemical to electrical energy in these cells, which we now call
primary cells, is possible only in one way. In other words, they lack the ability to be
charged with electrical energy to restore the battery back to its original, ready-to-use
state. This inherent deficiency was addressed by Gaston Planté in 1859 with the invention
of the lead-acid battery.10 This cell uses metallic lead as the anode and lead dioxide as
the cathode. The electrodes are immersed in sulfuric acid, and lead sulfate forms on both
electrodes when the battery is discharged. The chemical reaction is reversible when the
current flow is reversed, making this type of battery a secondary battery. The lead-acid
batteries and improved variants are still used today as an integral part of vehicles with
internal combustion engines. There, the battery is usually used to start the engine and
is later recharged by an alternator. The high weight of the battery, the large amount
of stored sulfuric acid, and the specific charge and discharge characteristics make the
lead-acid battery rather unattractive for applications other than in the automotive and
transportation sectors.

The first dry cells that functioned without leaking or spilling liquid were based on the
cell chemistry proposed by Georges Leclanché in 1866.11 Originally, the Leclanché wet
cells contained a zinc anode and a manganese dioxide cathode immersed in an ammonium
chloride solution. In 1886, German scientist Carl Gassner "solidified" the cell by mixing
the ammonium chloride with gypsum.12 Other cell designs used zinc chloride instead of
ammonium chloride as the electrolyte, but still relied on the same redox reaction. These
cells became known as dry cells or zinc-carbon cells because the current collector is made
of carbon.
The zinc-carbon cell was popular as a primary battery until the 1950s, when it was
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Figure 1.2: Timeline of historically important battery inventions and innovations from
1800 until 2000. The colored backgrounds indicate if a certain battery is technologically
outdated (beige) or is still used in large quantities (gray) as of 2022.

eventually replaced by the alkaline batteries still used today. While the electrode active
materials are the same as in the Leclanch’e and Gassner cells (Zn and MnO2), potassium
hydroxide is used in these alkaline batteries instead of ammonium chloride or zinc chloride,
hence the name.13 Because of its much higher energy density and longer shelf life compared
to zinc-carbon cells, the alkaline battery quickly became the battery type of choice for
most consumer electronics. Although alkaline batteries are often sold and used as primary
batteries, they can be recharged up to 10 times. Another (secondary) cell that has made
its way into the consumer market is the nickel-metal hydride (NiMH) battery. This
battery uses an intermetallic compound as the hydrogen storage material and anode, and
nickel hydroxide as the cathode.14 The NiMH secondary batteries are used primarily in
high power consumption devices that would otherwise require frequent replacement of a
primary alkaline cell.
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1.3 Batteries and their performance indicators

A battery converts chemical energy into electrical energy and vice versa. The electro-
chemical process in a battery can be described using oxidation and reduction equations,
which describe the chemical reactions at the anode and cathode of the discharge cell,
respectively. The sum of the oxidation and reduction equations gives the total redox
reaction of the system. Discharge of the cell by a load results in an external direct
current of electrons, which must be countered by an internal current of positively charged
ions to ensure charge neutrality of the cell. An ion-conducting separator spatially and
electronically separates the anode from the cathode, creating the half-cells of a full-cell
battery. Figure 1.3 schematically shows the operating principle of a battery based on the
Daniell cell chemistry.

Oxida�on
Zn       Zn2+ + 2e−

Reduc�on
Cu2+ + 2e−         Cu

Zn Cu

SO4
2−

−

− −

−

Load (discharge)

Anode
(−)

Cathode
(+)

Ion conduc�ng
seperator

ZnSO4 solu�on CuSO4 solu�on
Zn2+ Cu2+

SO4
2−

Figure 1.3: Schematic setup of a Daniell cell, illustrating the working principle of a
conversion-type battery.

The discharge of a battery is a spontaneous process when the anode and cathode
are electrically connected. The driving force of this process is related to the (reversible)
cell voltage Erev, which in turn is related to the chemical potential between anode and
cathode:

Erev = µanode − µcathode
n · F

, (1.1)

where µ, n, and F are the chemical potential, the number of involved electrons, and the
Faraday constant (96 485.332 C/mol), respectively. The maximum electrical work We,max
that an electrochemical cell can provide is a function of the cell potential and the charge
transferred during the discharge reaction:

We,max = n · F · Erev . (1.2)

Since the change in Gibbs free enthalpy ∆RG is a measure of the amount of provided
work, Equation (1.2) can be expressed as:

∆RG = n · F · Erev . (1.3)
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With the relationship ∆RG = ∆RG
◦ + RT · lnQr, the reversible cell voltage at any

condition can be calculated with Equation (1.4):

Erev = E◦rev −
RT

nF
· lnQr = E◦rev −

RT

nF
· ln

k∏
i=1

aνki , (1.4)

with R, T , Qr, ai, and νk being the ideal gas constant (8.314 47 J mol−1 K−1), the absolute
temperature, the reaction quotient, the standard activity, and stoichiometric coefficient of
component i (negative for products, respectively). The zero denotes standard conditions.
Equation (1.4) holds for a reaction equation of k components C:

ν1C1 + ν2C2 + . . .→ . . .+ νk−1Ck−1 + νkCk . (1.5)

Equation (1.4) is commonly known as the Nernst equation and permits the calculation of
half-cell and full-cell potentials of electrochemical cells.
In practice, the full cell potential Erev is measured without any load and is therefore
referred to as the open cell voltage VOC = Erev. The open cell voltage depends solely
on the electrode materials and their thermodynamic behavior during the redox reaction.
In a real cell, additional factors such as internal transfer resistances (ohmic IR drop) at
the various interfaces and junctions, as well as non-ohmic polarization effects reduce the
measured cell voltage. The goal must therefore be to reduce these effects in order to use
as much as possible of the potential provided by the thermodynamics of the system.
The stored energy E of a battery can be quantified by how long it can deliver a certain
current I with a potential V . This is expressed by the time-integral of current times
potential, as these quantities usually change over time:

E =
∫ ∆t

0
I · V dt . (1.6)

Today, it is common to give the capacity C of a battery, which is a measure of the stored
charge. Formally it can be calculated by:

C =
∫ ∆t

0
Idt . (1.7)

Knowing the battery’s capacity and voltage, Equation (1.6) for the stored energy can be
simplified to:

E = C · V , (1.8)

while the power P that the battery delivers is the product of the drawn discharging
current I and the cell voltage V :

P = I · V . (1.9)

The battery capacity depends on the amount of electrode material in the cell, whereas
the cell voltage is a function of the Nernst potential (open cell voltage) minus ohmic and
non-ohmic losses. Both anode and cathode contribute to the total capacitance and must
be balanced to access the maximum theoretical capacity Ctheo of each electrode.
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The electrode capacity is specific to a particular material because it is determined by
the number of electrons transferred during the oxidation or reduction reaction and the
molecular weight Mw of the electrode material.

Ctheo = nF

Mw
. (1.10)

Since the specific capacity is usually given in units of [mA h g−1], a conversion from [C] to
[mA h] requires multiplying Equation (1.10) by 1

3.6 . Specific capacity describes the upper
limit of the usable capacity, which varies with the discharge current. The conversion
of chemical energy into electrical energy is associated with the kinetics of the chemical
reactions. If the current, which is proportional to the reaction rate, is too high, the usable
capacity decreases due to diffusion limitations at the interfaces.
To quantify how fast a battery is charged or discharged, the C-rate [/hour] is used. It is
defined as the ratio of discharge or charging current and battery capacity. (Dis-)charging a
battery in one hour refers to a rate of 1C, while the process at 10C only takes 1

10h = 6min.
This quantity is of particular interest for applications such as battery electric vehicles,
which require fast charging to compete with internal combustion engine cars that take only
a few minutes to refill. For secondary batteries, the Coulombic efficiency CE determines
how efficiently a charge is transferred in batteries. It is the ratio between the amount of
electrons removed and the number of electrons originally introduced over the course of a
complete charge/discharge cycle:

CE = Cdischarge

Ccharge
. (1.11)

For a fully reversible system, the CE is 100%, while in practice it is less than 100%. The
“lost” electrons can be consumed by the formation of by-products or transported from
the anode to the cathode via the separator, eventually bypassing the external load. If
the bypassed electrons are accompanied by ions, or if neutral species are transferred
internally, the battery will self-discharge over time.15 Self-discharge further limits the
available capacity of a battery after some time in storage. However, self-discharge is not
permanent and can be prevented by recharging the battery from time to time.
At any point during discharge, the percentage of remaining capacity relative to maximum
capacity is indicated by the State of Charge (SoC). This quantity, often expressed as a
percentage, is a valuable indicator of how far the battery has been drained of its energy.
From the Equation (1.8), we know that battery energy is the product of stored capacity
and voltage. To determine the SoC, we can use this relationship by either integrating
the current over time (which gives the charge) or measuring the cell voltage, if it varies
with the SoC. Since these methods have their shortcomings, more accurate SoC estimates
can be made by combining them or implementing Kalman filters that iteratively estimate
the state of a system using multiple external measurements.16 While state of charge is
useful to determine the current state of the battery, state of health (SoH) refers to the
state after cycling and aging. SoH is defined as the ratio between the maximum available
battery capacity and the rated capacity when the battery was new. A SoH of 50% means
a loss of 50% of the original rated capacity.



1.4 Lithium and sodium ion batteries 9

1.4 Lithium and sodium ion batteries
Although lithium and sodium are homologous elements that share many physical and
chemical properties, lithium and sodium ion batteries (LIB and SIB) differ in many aspects.
First, this section reviews the historical LIB development, including prominent battery
materials and outstanding contributions by researchers. Second, the SIB technology is
shortly introduced and later the two battery types, LIB and SIB, are compared in terms
of their key indicators such as energy density, safety, application, and cost. The section
concludes with a short discussion of the critical aspects of the LIB and SIB technology.

1.4.1 Developing the lithium ion battery
Since the capacity and voltage determine the energy of a battery, the focus in improv-
ing battery technology consequently shifted to lighter elements and compounds with
low (anode) and high (cathode) electrode potential. Researchers soon recognized the
potential of lithium, as its low density of 0.534 g cm−3 yields a high specific capacity of
3860 mA h g−1.17,18 Moreover, the standard electrode potential of −3.04 V versus standard
hydrogen electrode (SHE)17 makes lithium metal an excellent choice for a high voltage
battery. However, lithium is very reactive and causes many problems when used in its
metallic form. Despite difficult chemistry, some primary LIBs such as the lithium-sulfur
dioxide battery19 or the lithium-manganese oxide battery20 have been commercialized.
Others such as the lithium-iodine-polyvinylpyridine battery in pacemakers are still used
today.21
The first steps toward a secondary lithium-ion battery were made in the 1970s when
the intercalation chemistry of transition metal dichalcogenides was studied.22–25 For
TiS2, a layered compound, reversible lithium intercalation in a lithium-titanium disulfide
battery26 was demonstrated by Stanley Whittingham in 1973 and soon patented. A
few years later, in 1976, Whittingham finally proved the patent claims with a reversible
battery.27 Whittingham’s battery, based on a lithium metal anode and a TiS2 intercalation
cathode, provided a cell voltage of 2.5 V.27 A solution of LiPF6 in propylene carbonate
(PC) served as the liquid electrolyte. This battery provided the impetus for developing
new cathode materials with higher potential versus Li/Li+. A key breakthrough was
made when John Goodenough et al. proposed the layered cathode material LiCoO2
(LCO), which had a potential of 3.9 V versus Li/Li+.28–30 Goodenough’s findings paved
the way for developing layered oxides with a lower amount of costly and toxic cobalt,
such as NMC (LiNixMnyCozO2, x+ y + z ≈ 1) and NCA (LiNi0.8Co0.15Al0.05O2) cathode
materials. Other structure types, such as spinels like LMO (Li1–xMn2O4) and LNMO
(LiNi0.5Mn1.5O4) or olevins like LFP (LixFePO4), also gained a significant share in the
LIB market over time.31 At the time Whittingham proposed his lithium metal-based LIB,
Besenhard et al. reported the intercalation of lithium in graphite to form LiC6.32–34 The
crystalline graphite acts as a layered host structure that accepts lithium in its vacancies
in the van der Waals gap, similar to the intercalation of lithium ions into the layered
LCO-type cathodes. At the time, the idea of implementing LiC6 as a safer option com-
pared to lithium anodes seemed promising, as the lithium ions could be shifted back and
forth between two intercalation electrodes without the risk of dendrite formation during
lithium plating, as observed in lithium metal batteries.35,36 However, co-intercalation of
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the liquid electrolyte molecules between the layers leads to the exfoliation of the graphite
and eventual destruction of the electrode. Akira Yoshino mitigated the disadvantages of
crystalline graphite by using petroleum coke,37,38 a carbonaceous material with crystalline
domains embedded in non-crystalline ones. The latter protected the graphite domains
from exfoliation while still providing high specific capacitance. Finally, the LIB with a
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Figure 1.4: Schematic representation of a lithium ion battery based on the C|LCO
chemistry with a liquid electrolyte an porous polymer separator.

carbon-based anode, an LCO cathode, and a LiPF6/PC electrolyte was commercialized
by the Japanese company SONY in 1991.39 Concurrent with the commercialization of the
LIB, researchers found new electrolyte solvents40 that reacted with the formerly unusable
graphite to form a solid electrolyte interface (SEI) layer.41 The SEI layer consists of
degradation products at the anode-electrolyte interface and protects the graphite from
exfoliation. In addition to the carbonaceous anode materials, LixM (M =Al, Sn, Mg, Ag,
Sb) alloys, Si-based materials, and oxides such as LTO (Li4Ti5O12) have been intensively
researched.42 LIBs with LTO anodes excel in high C-rate applications43 and are already
being used commercially in BEVs and e-bikes.
Although the road to lithium-ion batteries has been paved with many obstacles, research
groups in academia and industry have found creative solutions that enable the highly
selective redox chemistry that a long cycle life battery requires. The outstanding contri-
butions of Whittingham, Goodenough and Yoshina were recognized with the 2019 Nobel
Prize in Chemistry "for the development of lithium-ion batteries."44

1.4.2 Beyond lithium - the sodium ion battery
When the LIB entered the market in 1991, the price of LIBs was USD7500 per kWh.45,46
Since then, the price per kWh has dropped by more than 97% to USD181 in 2018.45,46 A
recent study found that about 50% of the cost reduction was due to improvements in
research and development, particularly increases in cell energy density.47 The study also
found that a large portion of the total cost of LIBs is due to the price of the cathode
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material. Along with transition metals such as Ni, Co, Mn, and Fe, Li2CO3 is the
most important starting material for the synthesis of LIB cathode materials. While the
price of nickel and especially cobalt has long dominated the cost of NMC-based active
materials, the price of a ton of Li2CO3 increased from USD6750 in January 2021 to
USD74725 in October 2022.48 Given the recent price increase of critical materials and
the resulting supply chain risks in some lithium refining countries, the (geopolitical)
price of lithium could become a significant risk factor or even bottleneck for future
LIB production, especially in Western countries.49–51 As a promising alternative to
lithium-based batteries, chemical intuition points to the use of sodium as a substitute.
Although sodium has a lower standard potential (−2.71 V versus SHE) and does not
form graphite intercalation compounds such as LiC6, sodium ion batteries (SIBs) have
recently received increasing interest. In principle, LIBs and SIBs share the common
chemistry of intercalation electrodes immersed in a liquid electrolyte containing lithium
or sodium salts. As with LIBs, layered transition metal oxides NaMO2 (M =Fe, Ni,
Cr, V, Ti) can be used as cathodes for SIBs, as well as mixed metal oxides NaM’M”O2
(M =Fe, Co, Ni, Mn), similar to NMC materials for LIBs.52–58 Compared to the often
used LiCoO2 cathode material, the sodium counterpart NaCoO2 exhibits a distinct step-
like charge-discharge profile (voltage versus capacity) caused by the phase transitions
in the case of sodium (de)intercalation. The average voltage versus Na/Na+ is about
3V for NaMO2 cathodes. Other possible cathode materials include metal phosphates
and fluorophosphates such as Na3V2(PO4)2F3

59 with an average half-cell voltage of 3.8V,
as well as Prussian blue analogs such as Na1.92Fe2(CN)660 (3 - 3.5V versus Na/Na+).
Although graphite is rather unsuitable as an anode material, with the exception of
solvent co-intercalation,61 many studies have successfully used hard carbon (HC, 0.25V
versus Na/Na+) as a substitute.55,62 Besides hard carbon, Na2Ti3O7,63,64 NaTiO2,65
Na3Ti2(PO4)3,66 and some sodium alloys and conversion materials67,68 were identified
as suitable low potential anode materials. The choice of electrolyte salts and solvents is
quite similar for LIBs and SIBs, to the obvious difference that they contain Na-containing
salts.

1.4.3 LIB versus SIB
Although lithium and sodium-ion batteries share many similarities in terms of the basic
concepts of their chemistry, their performance data differ. This is also true for the different
LIB cell types. In this section, we summarize some of the most important key performance
indicators (KPIs) and the applications of various commercial LIBs and compare LIBs
with a new SIB introduced by CATL. An overview of KPIs for LIBs/SIBs is presented
in Table 1.1. The LIB data was sourced from reference [69] and [70], and the data on
SIB is taken from the 2021 press release71 of CATL. The range of specific energy density
is quite large for LIBs with carbon-based anodes and depends mainly on the cathode
material used. It ranges from 90 Wh/kg for lower power LIBs based on LFP cathode to
260 Wh/kg for LIBs based on NCA. The "oldest" but also most mature cell chemistry,
C|LCO, can still compete with newer cells such as HC|NMC or HC|NCA in terms of energy
density. High specific energy is especially important for high-performance, long-range
BEVs like the Tesla Model S, or for consumer devices like smartphones and laptops that
need to last long while being lightweight. The choice of "right" cell chemistry depends
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not only on performance KPIs, but is also influenced by price. Despite the low specific
energy of LFP-based LIBs, Tesla has already started to use them in its entry-level models
because the price of 90 USD/kWh is much lower compared to 130 USD/kWh for the NCA
alternative. This development is mainly due to the recent price increase in cobalt and
nickel. LFP, which obviously does not require expensive materials (except Li), is often
chosen for large stationary energy storage or other applications such as buses where weight
is less important. LFP exhibits higher safety because the tendency to thermal runaway
is much lower compared to LCO and NMC-based batteries. It also exhibits a very high
cycle life compared to most other batteries. Another cell chemistry that is considered
very safe and enduring is the LTO |LMO or LTO |NMC configuration. Unfortunately,
this cell type has a low specific energy and is one of the more expensive batteries.

Table 1.1: Comparison of commercially available LIB and soon available SIB cells.
Abbreviations: TR: thermal runaway, C : graphite, HC : hard carbon, LCO: LiCoO2,
NMC : LiNixCoyMnzO2, NCA: LiNi0.8Co0.15Al0.05O2, LMO: LiMn2O4, LTO: Li4Ti5O12,
LFP: LiFePO4, PB: Prussian Blue analougue.

Type Chemistry Ecell Energy Cycle life Charge Discharge Safety
[V] [Wh/kg] [C-rate] [C-rate] TR [°C]

LIB C | LCO 3.6-3.9 150-200 500-1000 0.7-1 1 150
LIB HC |NMC 3.6-4.0 150-220 1000-2000 0.7-1 1 210
LIB HC |NCA 3.6-3.65 200-260 500 0.7 1 150
LIB HC |LMO 3.7-4.0 100-150 300-700 0.7-1 1 250

LIB LTO | LMO
LTO |NMC 2.3-2.5 50-85 3000-7000 1 10 NA

LIB HC |LFP 3.2-3.3 90-130 2000+ 1 1-25 270

SIB HC |PB 2.75-3.25 165-200 – – – –

Both academic and industrial research over the past 20 to 30 years has focused on the
development and improvement of LIBs rather than SIBs. Recently, however, interest in
SIBs has increased as risks in the supply of lithium and typical cathode raw materials
are increasingly discussed. In 2020, Abraham compared two proposed SIBs, an 18650
cell (18mm diameter, 65mm height, (0) indicates a round cell) from the French research
agency CNRS CEA and one from Washington University /PNNL. While the CEA cell
holds 90 Wh/kg, the author calculated a specific energy of 150 Wh/kg for the WSU/PNNL
cell.72 Recently, the Chinese company CATL announced a "first generation" SIB with
160 Wh/kg and 15 min fast charging capability (80% SoC) for 2023.71 They promised
high cycling stability even at −20 °C, a temperature at which most LIBs struggle to
operate. The company is targeting a specific energy of more than 200 Wh/kg for the
second-generation SIB. Assuming that the announced CATL SIB cells deliver the specified
energy, LFP- and LMO-based LIBs could face serious competition in the medium term
because their specific energies are comparable. The higher natural abundance of sodium
(23600 ppm) compared to lithium (20 ppm) in the Earth’s crust brings a potential cost
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advantage for SIBs in the long term. Another cost-reducing factor for SIBs could be
the use of aluminum foil as an anodic current collector. In LIBs, copper foil must be
used as a current collector on the anode side because aluminum will alloy with lithium at
low potentials. No such alloying reaction with aluminum is known for sodium, making
aluminum a viable and cheaper option for SIBs. Currently, the overall cost of LIB is
low due to economic scaling effects and high capacity utilization.45,47 If SIB technology
follows the same trajectory as LIB technologies in terms of improving capacity and
reducing overall processing costs, SIBs could become cost competitive with LIBs.72,73
Therefore, sodium ion conducting compounds are highly interesting as potential electrode
or electrolyte materials.

1.4.4 Critical aspects of LIBs and SIBs
Despite the progress that LIBs and, most recently, SIBs have made, some critical aspects
of the current technology must be mentioned. Apart from the environmental criticisms of
raw material mining and production, which are by far the most important, LIBs and SIBs
are often criticized for their safety risk. The origin of the safety concern with LIBs is often
the use of liquid electrolytes. The solvents used pose a safety concern if the cell is shorted
either by internal lithium/sodium dendrite formation, external penetration, or mechanical
abuse.74 Short-circuiting results in the rapid discharge of the cell and subsequent thermal
runaway of the battery. This process is characterized by self-sustaining energy generation
due to thermal decomposition. Once the temperature is high enough, the liquid electrolyte
catches fire, usually resulting in the destruction of the entire device and release of toxic
fumes. Overcharging, rapid charging and even simple aging can also cause thermal
runaway.74 These safety concerns have long been in the public eye, but have yet to be
fully addressed. Another problem with current LIB technology is the poor chemical
compatibility of lithium metal with liquid electrolyte solvents. When a lithium metal
anode is used, side reactions consume large amounts of lithium over time, reducing the
overall Coulombic efficiency of the battery. To compensate for the lithium loss, a larger
amount of up to 300% excess lithium metal was initially added to the battery.75 However,
this practice increases costs and lowers energy density.75 Considering all the disadvantages
of lithium metal anodes, such as dendrite formation and dead lithium, side reactions,
and volume change during charging/discharging, the use of lower capacity carbonaceous
anodes has become the standard for LIBs.
The drive to increase safety and energy density has inevitably brought the use of lithium
metal anodes back into focus. Finding less flammable or better replacing liquid electrolytes
is seen as one of the next major steps in improving LIBs. Ideally, novel electrolytes for
LIBs and SIBs will have high ionic conductivity and chemical stability (relative to Li), be
processable on a larger scale, and be made from cheap and abundant elements.
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1.5 All solid-state batteries and solid electrolytes
New technologies must offer an advantage over existing technology to achieve a profitable
market share. The high energy density of LIBs has always been the selling point for the
use of this special electrochemical cell design in energy- and power-intensive applications.
A possible successor to the LIB is the all-solid-state battery (ASSB). This section presents
possible active materials for ASSBs and compares the new cell architecture and processing
challenges with current LIBs. It also discusses the fundamental physics of ion-conducting
solids and introduces relevant solid-state electrolyte classes that are at the heart of
ASSBs. Finally, the section focuses on the class of sulfide- and thiophosphate-based solid
electrolytes.

1.5.1 Electrode materials and fabrication challenges for ASSBs
In principle, the choice of active materials for solid-state batteries can be derived from
LIBs. However, the change from liquid to solid electrolytes does not automatically lead
to an immediate increase in the performance of ASSBs. The energy density of an ASSB
with intercalation-based active materials might even be lower compared to LIB cells.6
One of the main issues preventing higher energy densities in lithium-based batteries is the
long-term incompatibility of the lithium metal with most (solid) electrolytes. For many
years, the selling point of ASSBs was the use of lithium metal, as this promised an increase
in gravimetric energy density of about 40% compared to LIBs.6 This is mainly due to the
high specific capacity of lithium, but also to the higher cell voltage. However, the same
problems arise with lithium metal anodes in ASSBs as with LIBs. The high chemical
reactivity and the tendency for dendrite growth along the grain boundaries of the solid
electrolyte in ASSB make the use of lithium one of the biggest challenges for solid-state
batteries. A recent expert survey on the technological and market potential (i.e. the
latent capacity for a technology to contribute to societal or economic progress) of various
ASSB anode materials concluded that the market potential for lithium metal anodes is
considered critically low, while the technological potential is considered high.18 The study
also concluded that silicon-based anodes could have similar (high) technological potential
to Li-metal while, in addition, achieving high market potential.18 Silicon has a high
theoretical capacity of more than 3500 mA h g−1 (depending on the LixSi composition),
but also exhibits a volume change of more than 300%. This poses a challenge to the
mechanical stability of the battery, as the volume change during cycling leads to contact
loss, particle pulverization, and destruction of the protective layer.76 Approaches to limit
the harmful effects of volume change include nanosizing, encapsulating Si in graphite,
patterning silicon by introducing pores or cavities, and even using multifunctional binders
to help with binning and bonding the particles.76
In terms of material selection for the cathode side, there are no major differences between
ASSBs and LIBs. Layered oxides such as LCO, NMC and NCA, as well as spinel
and olevine-like materials such as LMNO and LFP, are considered suitable in terms
of their technological potential.18 As with LIBs, cathode cost could become more and
more of a limiting factor in the battery production. For example, the higher capacity
of NMC/NCA cathodes could be offset by the lower cost of LFP-based systems. In
particular, LFP cathodes in ASSBs could be successful in low-cost, short-range BEVs
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Figure 1.5: Schematic ASSB designs based on a intercalation cathode and solid electrolyte
separator and different anode types. Left for right: Intercalation anode, lithium metal
anode, anode-free or nanostructured anode.

or stationary applications.18 The processing of the battery materials, the manufacturing
of the components and finally the production of the ASSBs differ in many ways from
the LIBs. The electrodes in LIB cells are porous to soak up the lithium ion conducting
liquid electrolyte. This solvent infiltration ensures that the large surface area of both
electrodes is fully wetted, allowing efficient ion transport through and into the active
material. A similar strategy is being explored for the fabrication of ASSB cathodes, using
a solution or dispersion of SE in an organic solvent for infiltration. Alternatively, the
cathode active material (CAM) and solid electrolyte (SE) are dispersed together in a
solution of solvent and (polymeric) binder and then applied to the current collector. For
both processing techniques, a drying and pressing step (calendering) is mandatory. If
solvents must be or can be avoided, melt extrusion of CAM, SE, binder and additives is
an option. This dry processing can be combined with extrusion of the solid electrolyte
in a co-extruder to obtain a cathode-separator laminate.77,78 The type of processing,
wet or dry, is mainly determined by the type of solid electrolyte used.18 All of these
processing steps for cathode composites require extensive knowledge of the chemical and
thermal stability of the individual components, the rheology of the slurry or melt, and the
influence of microstructure on performance after calendering.18 The fabrication of anodes
can be similar to cathodes if graphite-, LTO-, or silicon-based active anode materials
are used. In the case of lithium metal anodes, some unique but undesirable properties
of lithium further complicate the cell fabrication process. The surface of fresh lithium
metal foils reacts quickly with many atmospheric constituents, forming highly resistive
products on the surface. Additionally, lithium metal adheres to many materials, making
it difficult to calender or press without ripping the foil apart. The soft nature of lithium
is also problematic, as it tends to creep and flow plastically.79
The anode-free cell design, as shown in Figure 1.5, avoids lithium foil handling challenges
by in situ lithium deposition during the first discharge cycle. Therefore, a structured anode
is used to deposit lithium metal uniformly.80 In this configuration, lithium is introduced
exclusively through the fully lithiated cathode active material. Although this cell design is
promising, lithium-consuming side reactions reduce the effective cathode capacity because
no excess lithium is available. During cell assembly, the cathode, separator and anode
are brought together to finally build the cell. To achieve this, the sheets must be cut
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Figure 1.6: Left: Scheme of separate cell stacking and serial electric connection. Right:
Bipolar stacking configuration.

(by laser), stacked on top of each other, joined by pressing, and finally enclosed in a cell
housing.18,77 For ASSBs, these individual steps may differ from those of LIB production
due to the mechanical properties of the solid electrolyte and the possibility of bipolar
stacking. Typically, the individual cells are stacked and connected in series, resulting in
the typical LIB cell architecture shown in Figure 1.6. However, ASSBs can also be realized
in a bipolar stacking configuration. This is achieved by connecting two or more cells in
directly series, bypassing the need of additional electric connections, resulting in a higher
single cell voltage and potentially higher energy density.18 A schematic representation
of single and bipolar cell stacking is shown in Figure 1.6. However, bipolar stacking is
considered a major challenge for ASSB production, as the electrodes must be almost
perfectly matched in terms of capacity (areal loading) to achieve the promised benefit.
The solid electrolyte poses another challenge for cell manufacturing, as the often brittle
nature of the SE hinders certain steps in manufacturing and assembly.77 In terms of
industrially relevant cell designs, three cell types stand out for LIBs: cylindrical, pouch,
and prismatic. While cylindrical cells have the cathode/separator/anode laminate rolled
up and enclosed in a metal cylinder, pouch and prismatic cells use flat laminate plates.
The latter two cell types are preferred for ASSBs because they can be pressurized to
maintain tight interfacial contact between the components during cycling.77 For ASSBs
with very soft and flexible electrolytes, cylindrical cells may be an option.77

1.5.2 Fundamental physics of solid electrolytes
Assuming that the above problems are solved, the performance of a solid-state battery
depends to a large extent on the solid electrolyte. Therefore, understanding the funda-
mental physics that govern the ion migration in solids is paramount. In a crystalline solid,
the atoms or ions are densely packed in an ordered manner. For ions to move, this order
must be temporarily and locally disrupted by creating intrinsic defects. These defects
are divided into Schottky and Frenkel defects, where an anion-cation pair is removed
from the bulk and relocated to the surface (Schottky), or the ions occupy interstitial
sites instead of their lattice sites (Frenkel). While intrinsic defects are relevant for near
perfect single crystals at high temperatures, extrinsic defects play a dominant role in
most "real" samples. Extrinsic defects are introduced either by (intentional) doping of the
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material or by a non-stoichiometric composition, which is an elemental ratio not represent
by natural numbers, resulting in an excess or deficiency of the migrating ion. Prominent
examples of non-stoichiometric ion conductors are CeO2 based systems, in which the ionic
conductivity can be tuned by surface reduction at low oxygen partial pressure to produce
highly conductive CeO2–δ.81 Doping can be achieved by aliovalent substitution of atoms
or ions, which is compensated by more or less available (mobile) charge carriers in the
solid to guarantee charge neutrality. A discussion on substitutions in solid electrolytes
and some prominent examples are given in later sections.
The random (Brownian) motion of ions in the lattice of a solid is thermally activated.82
The coordination sphere around a mobile ion creates a potential well in which the ion
resides in its equilibrium position. To move from the starting site to a neighboring site, the
ion must cross the potential barrier between the two sites. The hopping model attempts
to explain ionic conduction as a series of hopping processes based on the random walk
theory for uncorrelated motion. At any nonzero temperature, a mobile ion attempts
to jump from its potential well at a frequency ν (jump rate of successful jumps) to a
neighboring site at a distance r (hopping distance). This jump attempt is described by
the random walk diffusion coefficient Dr:82,83

Dr = r2ν

z
. (1.12)

The dimensionality is considered by the geometrical factor z that equals 2, 4 or 6 for
one-, two-, or three-dimensional geometries, like in channels, planes or networks. The
microscopic random walk diffusion coefficient is connected to the macroscopic (long-range),
or sometimes called charge or conductivity diffusion coefficient Dσ that is accessible via
conductivity measurements, by the tracer correlation factor f and the Haven ratio HR:84

Dσ = f

HR
Dr . (1.13)

While f considers single ion correlations (directional ion movement does not influence
the consecutive movement of the very same ion, for pure interstitial diffusion f = 1),
HR includes many-ion correlations. HR does not bear a direct physical meaning but
includes any deviation from a complete random and uncorrelated ion migration. This
means that the directional movement of one ion influences consecutive movements of other
ions84,85 For HR = 1, the ion diffusion is uncorrelated; values smaller than one indicate a
correlated motion.82 For most materials, f and HR take values between zero and one.82,86
The tracer correlation factor and the Haven ratio are mathematically defined as:84

f ≡ Dtr

Dr
, HR ≡

Dtr

Dσ

. (1.14)

The (macroscopically defined) tracer diffusion coefficient Dtr can be obtained by pulsed
field gradient nuclear magnetic resonance spectroscopy (PFG NMR) measurements,84
allowing to calculate the ionic conductivity from PFG NMR, as shown later. The diffusion
coefficient Dσ depends on the mobility µi of the ion i and the ion’s charge qi (in terms of
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elemental charge).
Dσ = µikBT

qi
, (1.15)

with kB and T being the Boltzmann constant and absolute Temperature. Equation (1.15)
relates to dc ionic conductivity via Equation (1.16):83

σ = ciqiµi , (1.16)

with ci being the concentration of charge carriers. Hence, the ionic conductivity of a solid
is calculated by:

σ = ciq
2
iDσ

kBT
, (1.17)

which in solid-state electrolyte literature is often called the the Nernst-Einstein relation.83
Diffusion via interstitials is a thermally activated process,82,83 so that the jump frequency
ν (see Equation (1.12)) can be expressed as:

ν = ν0 exp
(
−∆Gm

kBT

)
, (1.18)

with ν0 and ∆Gm being the attempt frequency (on the order of the Debye frequency)83
and the Gibbs free energy of ion migration. Equation (1.18) allows to rewrite Equation
(1.12) for the diffusion coefficient Dr to:84

Dr = gr2ν0 exp
(
−∆Gm

kBT

)
, (1.19)

with g being a geometric factor84 that includes lattice geometry and interstitial type
(octahedral or tetrahedral site). With the relation ∆Gm = ∆Hm − T∆Sm for the free
Gibbs energy for ion migration, (1.19) can be rewritten as:

Dr = gr2ν0 exp
(
−∆Hm

kBT

)
exp

(
∆Sm
kB

)
. (1.20)

Finally, the ionic conductivity can be expressed by:

σ = gfciq
2
i r

2ν0

HR kBT
exp

(
−∆Hm

kBT

)
exp

(
∆Sm
kB

)
. (1.21)

As described before, ion diffusion is thermally activated, hence, follows an Arrhenius-type
power law:

σ = σ0

T
exp

(
−∆Ha

kBT

)
= σ0

T
exp

(
−∆Hm

kBT

)
exp

(
−∆Hf

2kBT

)
, (1.22)

where ∆Hm and ∆Hf are the migration and formation enthalpy of the charge carrier.
Only at high temperature, where significant intrinsic defect formation happens, ∆Hf
plays a role. If the concentration of extrinsic defects exceeds the amount of intrinsic
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defects, Equation (1.22) simplifies to (1.23) with ∆Hm being the activation energy Ea, an
expression that it is mostly referred to as the Arrhenius equation for ionic conductivity
(in solids) in the literature:

σ = σ0

T
exp

(
−Ea

kBT

)
. (1.23)

The pre-exponential factor σ0 includes the contribution of jump distance and frequency,
possible ion-ion correlation and geometric factors, as well as entropy effects (see Equation
(1.20)):

σ0 = q2
i cifgr

2ν0

HR kB
exp

(
∆Sm
kB

)
. (1.24)

Many inorganic solid ionic conductors follow the Arrhenius law of Equation (1.23).
Therefore, correlated or uncorrelated ion hopping via point defects can be assumed to be
the predominant conduction mechanism in these solids.87
Of course, also some ionic conductors exhibit a different ion transport mechanism. In
particular, very fast ionic conductors such as RbAg4I5 or β-AgI exhibit an almost liquid-
like conductivity, hence the term "superionic conductors". This is thought to be due to
the partially molten cation sublattice in these compounds. This high disorder results in a
nearly flat potential energy surface for facile ionic motion.
Another uncommon mechanism involves the rotational freedom of some anions, namely
the paddle-wheel effect. This effect is based on the idea that the rotational disorder of
complex, globular-shaped anions drives nearby cations in a concerted manner, much like a
revolving door leads someone in a particular direction. The entropy-driven paddle-wheel
effect has been described for many classes of materials and has recently gained more
attention due to the high ionic conductivities found in plastic crystal phases.88 However,
the exact mechanism is still controversial as it raises the classical chicken-egg dilemma of
cation-anion coupling interactions.

1.5.3 Optimization strategies for solid electrolytes

The previous section has introduced the fundamentals of ion migration based on the ion
hopping mechanism. Furthermore, correlated motion and the paddle-wheel mechanism
for ionic conduction were shortly introduced. In this section, different strategies to
improve the ionic conductivity of crystalline solids is presented. Some of these strategies
can be derived from the fundamentals, presented in the previous section by identifying
parameters that can be changed by chemical modification of the material. From Equation
(1.21) we can draw the following conclusion: The ionic conductivity depends on several
factors, including geometrical factors, correlations, the valency of the mobile ion, and
the potential well it resides in. Some of these factors are easily influenced by chemical
doping of the system (changing ci), softening of the lattice (changing ν0), and expansion
or contraction of the lattice (changing r). Of course, changing the dimensionality of the
system also affects the ionic conductivity. Thus, the solid-state chemist has a useful set
of tools and guidelines for optimizing structures for higher ionic conductivity, which are
presented below.
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Changing carrier concentration and introducing defects

The ionic conductivity is directly proportional to the charge carrier concentration ci (see
Equation (1.21)). If one increases the concentration of the mobile ion, one would assume
that the conductivity would also increase. However, this is not always the case, since
structures in which all available sites are occupied by "mobile ions" usually exhibit little
to no ionic conductivity. Regulating the carrier concentration by introducing defects
serves to keep ions mobile since the so formed vacancies are required for ions to migrate
without Coulomb repulsion. For perfect crystals, these (intrinsic) defects were introduced
in Section 1.5.2 as Schottky and Frenkel defects. Extrinsic defects arising from intentional
aliovalent substitution or ubiquitous impurities dominate in most samples. Prominent
examples of substitution in solid electrolytes are given in a later section. Changing the
composition by the incorporation of other elements not only changes the charge carrier
concentration, but can also affect the bond distances and thus the hopping distance r.

Concerted ion migration

As briefly mentioned in section 1.5.2, concerted ion migration, captured by the Haven
ratio HR, can facilitate ion migration over long distances by lowering the energy barrier
for hopping. It describes a process in which multiple neighboring ions jump to their
respective adjacent sites within a short time frame. The simultaneous movement of many
ions in close distance reduces the overall activation barrier, as ions jumping from high to
low-energy sites lower the activation barrier that applies to ions jumping from low to high-
energy sites. The origin of this "pushing" or "pulling" phenomenon has been attributed to
Coulomb interactions between cations and is often observed in structures with high mobile
cation concentrations, such as Li10GeP2S12,89 Li7La3Zr2O12,,89,90 Li1.3Al0.3Ti1.7(PO4)3,89
β-Li3PS4,91 and Na3Zr2Si2PO12.92 In these structures, more lithium ions are available
as low energy sites, which forces the excess lithium ions to occupy vacant higher energy
sites. Tuning the carrier concentration to force correlated ion migration has the potential
to improve ionic conductivity for many structures that allow aliovalent substitution.

Crystal structure

For lithium ions, a tetrahedral (coordination number CN=4) or octahedral (CN=6)
coordination environment is most common.93 The coordination polyhedra, spanned by the
anion sublattice, form a potential well for the cation. During the migration from its initial
site to its final site, the mobile ion overcomes the energy barrier between two adjacent
potential wells. In a computational study, Wang investigated the influence of three
different sulfide sublattice packings, body-centered cubic (bcc), face-centered cubic (fcc),
and hexagonal close-packing (hcp), on the energy barrier for the ion jump (see Figure 1.7.94
While structures with bcc-type anion packing have face-sharing tetrahedra (T), fcc-type
packing has adjacent tetrahedra connected by a common face-sharing octahedron (O).
The connectivity of low energy tetrahedral sites in bcc lattices is associated with a
low energy barrier to the T-T jump, while in fcc lattices, the necessary jump into an
octahedral site, which has a higher energy, results in an overall higher barrier to the
corresponding T-O-T jump.94 Structures with an hcp-like sulfide arrangement have both
T-T and T-O-T pathways, but the latter are required for lithium diffusion over long
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Figure 1.7: Lithium ion migration pathways in (a) bcc, (b) fcc, and (c) hcp anion packing
(sulfur depicted as yellow) as calculated by DFT. The corresponding migration barriers
are depicted next to the unit cells. The figure was reproduced from Wang et al.94

distances, which increases the overall barrier compared to the energies obtained for
fcc packing. The increased activation barrier decreases ionic conductivity according
to the Arrhenius relationship in Equation (1.23). This demonstrates the influence of
anion packing types for 3D ionic conductors and provides an explanation for the high
ionic conductivities observed for compounds such as Li10GeP2S12 and Li7P3S11 with a
predominantly tetrahedral coordination network for lithium.94
In addition to anion packing, dimensionality is an important factor for ionic conductivity,
which - in a simple picture - is reflected not only in the geometric factor z (1D: z = 2, 2D:
z = 4, 3D: z = 6) in the Equation (1.12), but more importantly in possible clogging of
the paths. In a 3D ionic conductor, ions can move freely in all three spatial dimensions.
In 2D and 1D ionic conductors, ion movement is restricted to planes or channels along a
particular crystallographic direction. While point defects or disorder, for example due
to impurities, do not play a major role in 2D ionic conductors, the path in 1D ionic
conductors can be blocked simply by the presence of an immobile cation.95–97 Another
aspect of dimensionality is the behavior at grain boundaries. The more isotropic ion
migration in 3D ionic conductors favors migration between grains, while the probability
of an unfavorable arrangement of grains leading to clogging of the conduction path is
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higher with lower dimensionality of the conduction path. Although this simplified picture
does not acknowledge more complex grain boundary behaviors, it demonstrates why solid
electrolytes with two- or three-dimensional paths are preferred.

Structural frustration and disorder

Structural frustration in solids refers to atoms occupying positions that do not fully
satisfy their geometric and/or electrostatic requirements; in other words, atoms located
in rather unusual or distorted coordination polyhedra. Distorted coordination polyhedra
are energetically less favorable to lithium ions and therefore flatten the potential energy
landscape experienced by lithium ions during migration.93 This is because the lack of
a well-defined and geometrically constraining position forces the lithium ion to occupy
positions that are energetically closer (and higher), as the formation energy for distorted
lithium coordination polyhedra as in [LiS4] tetrahedra in LiTi2(PS4)3 is higher than
for more regular tetrahedra.93 In LiTi2(PS4)3, the frustration of the energy landscape
and thus an entropically stabilized transition state for lithium ion migration leads to a
high pre-exponential factor together with a low energy barrier.93 Moreover, the higher
pre-exponential factor in LiTi2(PS4)3 is due to a larger hopping distance defined by
the lithium-titanium distance rather than the lithium-lithium distance. A similar effect
of the frustrated structure and energy landscape is thought to account for the much
higher ionic conductivity of Na8.5(AlS4)0.5(SiS4)1.5 compared to other members of the
Na5AlS4-Na4SiS4 solid solution series.98
Structural frustration is observed not only in cation-anion coordination polyhedra, but
also in cation-cation interactions. For the garnet LixLa3Zr2O12 (3 < x < 7, LLZO), strong
lithium-lithium interactions have been observed for half-integer (x) compositions, leading
to a disordered and frustrated lithium ion sublattice.99 The ionic conductivity is expected
to be higher for x = 5.5 and x = 6.5 compared to other compositions.
Disorder in the anion sublattice is best known for argyrodites, which will be discussed
in a later section. There, the disorder between S2– and X– (X =Cl, Br, I) anions has
been shown to affect the ionic conductivity of lithium ions.100 Introducing frustration
and disorder through the application of novel synthetic routes or the search for structure
types with inherently disordered coordination polyhedra for alkaline cations represent an
additional design strategy for solid electrolytes.

Lattice softness and anion lattice dynamics

When considering rather static potential wells, in which ions oscillate around their
equilibrium, low-energy site to eventually jump to an adjacent site, the influence of lattice
dynamics on ion motion is neglected. Selectively tuning the depth and width of the
potential wells by reducing the interaction between cations and the anion sublattice
can improve ionic conductivity by many orders of magnitude. Several design principles
discussed in this section have been proposed.
First, the bonding interaction between the host lattice and the mobile ion can be weakened
by what is known as softening of the lattice. This is achieved by increasing the polarizability
of the lattice by isovalent substitution of, e.g. O2– with S2– or S2– with Se2–. Elements
with a larger ionic radius are more polarizable because they are more capable of forming
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spontaneous dipoles. The combination of less polarizable cations with more polarizable
anions results in an overall more covalent bonding character, which effectively reduces the
electrostatic penalty for ionic motion of otherwise ionic compounds.101 This basic principle
was recognized by applying the principle of hard and soft acids and bases (HSAB) for
solid electrolytes, leading to the discovery of many new solid ion conductors. The effect
of lattice softening is best observed in argyrodites and thio-LISICON compounds, which
will be discussed in a later section.
Second, changing the anion lattice to a softer lattice not only affects the covalency of the
cation-anion interaction, but also reduces the total lattice vibrations, directly affecting the
attempt frequency ν0 of ion jumps.102–104 Several physical quantities have been identified
that correlate well with total lattice vibrations. These include the Debye frequency, which
is accessible via sound velocity measurements (acoustic phonons), the optical phonon
frequency, and the average phonon frequency, often referred to as the phonon band
center.104 The latter can be computed, as well as measured by inelastic neutron scattering,
making the phonon band center a useful descriptor for lattice vibrations and their effect
on migration enthalpy and entropy.
Third, the lattice dynamics involving the rotation of polyanionic motifs should not go
unmentioned. Normally, in an inorganic solid, the relaxation time of a mobile cation, i.e.,
the time it stays in its equilibrium position, is much shorter than the "sublattice motion."
Therefore, the anion sublattice is often considered to be immobile and rigid. In this
configuration, the anion sublattice does provide a host structure through which cations can
move, but it also leads to strong anion-cation interactions during ion migration. In some
structures, rapid anion rotation is observed, which has become known as the paddle-wheel
effect (see above). The paddle-wheel effect is also known as the revolving door effect.
It is characterized by a translationally fixed but rotationally free sublattice,105,106 as
schematically shown in Figure 1.8. The characteristic rapid reorientation of the anions

Figure 1.8: Scheme of an ordered and plastic phase. The short snapshot and time average
picture illustrate the rotation of the molecule on a short timescale and after longer
observation time. Parts of the graphic are loosely adapted from Zhang et al.107 and
Lunkenheimer et al.108
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has some unique effects on the material properties of the so-called plastic crystals or
rotor phases. First, the heat of fusion is significantly lower compared to chemically
similar compounds because the anion sublattice already exhibits a state of high degree
of rotational freedom.109 However, the transition from the solid to the plastic phase is
accompanied by a large change in entropy and enthalpy to free these very degrees of
rotational freedom. Second, plastic crystal transitions are usually accompanied by a large
volume expansion, which is sometimes explained by a larger space requirement for the
reorientation of anions, leading to a less densely packed cell.110–112 Third, plastic crystals
often adopt high (cubic) symmetry,107 like in HT -Li2SO4.111 However, some exceptions
like Na3PS4 exist, which transforms from cubic β-Na3PS4 to the orthorhombic γ-Na3PS4
rotor phase.110 This is particularly evident in measurements where signals are accumulated
over a long period of time (see Figure 1.8). Fourth, plastic crystals are malleable, which is
sometimes considered a beneficial property of solid electrolytes, but can present a challenge
for sample handling. Commonly found in organic plastic crystals having large globular
shaped molecular motives, is still a rather rare phenomenon for solid ion conductors and
is usually reported for high-temperature and high-entropy phases. Lowering the transition
temperature is therefore necessary to access the paddle-wheel effect at a more practical
temperature. Two recent reports demonstrate how substitution assists this objective.
Partial substitution of P5+ with Si4+ in β-Li3PS4 stabilizes the high-temperature rotational
phase at room temperature (σ = 1.2 · 10−3 S cm−1 for Li3.25[Si0.25P.75]S4) by increasing
the entropy.88 Substituting a boron atom in the sodium ion conductor closo-Na2B10H10
for carbon (NaCB9H10, σ = 3 · 10−2 S cm−1 at 297K) effectively lowers the transition
temperature from an initial 373K to 323K, which is further stabilized to 285K after
heating above 310K.113 These two examples show how increasing entropy and decreasing
formal polyanion charge help to facilitate rapid anion rotational disorder, effectively
increasing conductivity and lowering activation energy.

1.5.4 Material classes of solid ion conductors
Crystalline, glass-ceramic, and glassy solid ionic conductors can be classified by many
different characteristics, including conductivity, mobile ion type (anion versus cation, or
H+, Li+, Na+, ...) and ionic valence (M+, M 2+, ...), structure type (garnets, spinels, rock
salt-like, ...), and dimensionality (1D, 2D, 3D) or material class (oxide, sulfide, halide, ...).
Although each classification category has its advantages, it is common for battery-relevant
solid electrolytes (SE) to be classified according to their anion host structure. Three SE
material classes are often mentioned: oxide-, polymer-, and sulfide-based electrolytes.
However, there are also classes such as halides, borohydrides and phosphidometalates,
but their importance for research and industrial applications is currently rather low. A
schematic overview of the solid electrolyte classes presented below is depicted in Figure
1.9.

Oxide-based solid electrolytes

The term "oxide-based" can be misleading, as this class includes not only oxides but
also sulfates, phosphates, or other complex O-containing structures and anions. This
class of materials typically offers high mechanical, thermal, and chemical stability, a wide
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Figure 1.9: Material classes of solid electrolytes with a prominent example.

electrochemical stability window (some are even stable to Li metal) and does not require
a special atmosphere for fabrication, storage, and handling. Despite these advantages,
oxide-based SEs have the disadvantage of being brittle and requiring sintering at high
temperatures. This costly production step is necessary to lower the disadvantageous
grain boundary resistance to achieve the high ionic conductivities required in an ASSB.
However, the temperature sensitivity of many active cathode materials makes co-sintering
oxide-based SEs with CAM another challenge. It can be concluded that oxide-based SEs
have potential as separators in high-voltage ASSBs, but require special processing and
operational measures due to their brittleness.

Polymer-based solid electrolytes

Although polymer electrolytes are often categorized as solid electrolytes, they differ
significantly from their inorganic counterparts. Typically, a polymer backbone, a lithium
salt, and additives form a polymer SE. The ionic conductivity is understood as the result
of the movement of the polymer backbone above the glass transition temperature. The
lithium salt is dissolved in the polymer matrix and serves as an ion source, since the
polymer itself does not contain lithium. Additives, like inorganic ceramics, are usually
used to improve certain properties, such as dendrite suppression or mechanical strength.
Polymeric SEs offer some advantages over ceramic SEs, namely, ease of processing, scalable
synthesis, low cost, and soft mechanical properties. However, the low conductivity of
simple polyethylene oxide (PEO)-based polymers hinders their mass commercialization.
Polymeric SEs with more sophisticated monomers or crosslinks can achieve higher ionic
conductivities, but at the expense of increased complexity and cost. In summary, polymer-
based SEs offer many desirable properties for an ASSB separator, but their low conductivity
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and resistance to dendrite intrusion remain their Achilles heel.

Sulfide-based solid electrolytes

The term "sulfide-based" solid electrolytes includes not only sulfides with free S2– anions,
but is usually used for thiophosphates (P-S), thioborates (B-S), and other thiometalates
(M -S, M =Si, Ge, Sn, As, Sb, transition metals). However, due to the plethora of
thiophosphate compounds in this class, thiophosphate are often mentioned separately,
as in this thesis, or as a substitute for "sulfide-based". The rich chemistry of this class
of materials has produced many structures with different dimensionalities, exhibiting a
wide range of properties and ionic conductivities. Since this work focuses on the synthesis
and characterization of thiostanate- and thiophosphate-based Li and Na ionic conductors,
Section 1.5.5 is devoted to this class of materials and provides a broader overview of the
various structures and their respective properties.

Niche solid electrolytes

Although many research articles and reviews mention only the three SE material classes
presented above, a whole range of ionic conductors have been reported that do not fit
into the "triumvirate" classification of solid ionic conductors. In this section, emerging
solid electrolytes that have drawn a lot of attention in recent years, as well as some often
overlooked SEs will be briefly introduced.
First, solid electrolytes based on halides should be mentioned here, as they include some
of the most promising candidates as separators for ASSBs. Some halide-based SEs reach
ionic conductivity values well above the ASSB-relevant threshold of 1 · 10−3 S cm−1,114,115
for example, Li3InCl6 (2.0 · 10−3 S cm−1)116 synthesized from aqueous solution, or ball mill
synthesized Li3YBr3Cl3 (7.2 · 10−3 S cm−1).117 The low valence of the halide sublattice
reduces the Coulombic interaction with the lithium (or sodium) ions, thus facilitating
ion migration.118 In addition, the anion sublattice is highly polarizable, especially for the
heavier halides, and the materials are generally soft.118 In terms of their compatibility
with high and low potential active materials, halide-based SEs with F– and Cl– frameworks
are considered superior due to their large electrochemical stability window. However, the
metal in Li3MX6 type SEs (M =Al, Ga, In, Sc, Er, Y, Ho, Zr, La, ... , X =F, Cl, Br, I)
can be redox active, which narrows the electrochemical stability window compared with
binary LiX compounds.
Another class of solid-state lithium and sodium ion conductors are borohydrides. This
class of materials is characterized in part by the ability of electron-deficient boron to
form large molecular structures called clusters. The inclusion of carbon in these clusters
is also quite unique among inorganic solid ionic conductors. The simplest borohydride,
LiBH4, has an ionic conductivity on the order of 10−3 S cm−1, which is suitable for
ASSBs.119 The family of sodium closo-borohydrides ([B10H10]2– and [B12H12]2–) and their
carba-borohydride analogs ([CB9H10]– and [B11H12]–) have attracted much attention
recently, as their sodium ion conductivities also reach quite high values due to their plastic
crystal properties (>10−3 S cm−1).120–123 Despite their soft nature and advantageous low
density, which allows good contact and high gravimetric energy density, borohydrides are
difficult to handle and require high temperatures to achieve high conductivity. The high
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conductivity of some sodium borohydrides may be of interest for sodium ASSBs in the
future.
A completely new class of ion-conducting materials are phosphidometalates, AxM yPz
(A=Li, Na, K, M =Al, Si, Ge), which arose from the idea of replacing S2– in AxM ySz
with P3–. Some compounds worth mentioning are Li14SiP6 and Li9AlP4, showing high
lithium ionic conductivity of 1 · 10−3 S cm−1124 and 3 · 10−3 S cm−1,125 respectively. A
fast sodium ion conductor is the high-temperature polymorph HT NaSi2P3 with a
conductivity of 4 · 10−4 S cm−1.126 This highlights the potential of this emerging class of
materials. However, further studies are needed to quantify other important parameters
for potential use in ASSBs.
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1.5.5 Sulfide-based solid ion conductors
As mentioned earlier, sulfide-based electrolytes include different types of structures with
different types of anions. In this section, the main subclasses of thio-pnictide-based
electrolytes are introduced and their advantages, perspectives, and challenges are briefly
discussed. Additionally, thioborates are mentioned as emerging sulfide-based electrolytes.

Thio-LISICON and thio-NASICON

The thio-LISICON and thio-NASICON structures (LI thium Super Ionic CONductor)
are the thiophosphate equivalents of their phosphate-based counterparts LISICON and
NASICON. The LISICON and NASICON families are derived from the general sum
formula AM 2(PO4)3 (A=Li, Na, M =tri-/tetravalent metal ions). The change from
oxide to sulfide sublattices softens the anion sublattice and weakens the interaction of
the mobile cation with its host structure, thus increasing the ionic conductivity. An
important breakthrough in this class was achieved by stabilizing the metastable β-Li3PS4
phase and then optimizing the synthesis to increase the conductivity of 3 · 10−7 S cm−1 in
γ-Li3PS4127 to eventually about 2 · 10−4 S cm−1 in nanoporous β-Li3PS4.128 The iso- and
aliovalent substitution of P in Li3PS4 gave rise to many new (moderate) ionic conductors
by introducing vacancies or increasing the charge carrier density. In 2011, Kamaya et al.
reported that the substitution of P by Ge leads to a new thio-LISICON-like conductor.
This new compound, Li10GeP2S12 (LGPS), was the first lithium ion-conducting solid with
a conductivity value (1.2 · 10−2 S cm−1) that outperformed liquid organic electrolytes,
and was soon considered the founder of a new class of sulfide-based ion conductors, which
are often categorized according to their symmetry. LGPS crystallizes in a tetragonal
structure129 rather than in orthorhombic cells like the original end members of the
thio-LISICON family, β-Li3PS4 and Li4GeS4.130,131 The LGPS-class will be discussed
later. Although LGPS has emerged as a thio-LISICON-related compound, thio-LISICON
materials have not demonstrated the high conductivity required for ASSBs. Despite the
plethora of oxide-based NASICONs, thio-NASICONs are still rare. A recent example with
a moderate ionic conductivity of 1.7 · 10−5 S cm−1 for x = 0.4 is Na1+xTi2–xGax(PS4)3.132

Na3PnS4 (Pn=P, Sb)

The class of SEs of the type Na2PnS4 (Pn=P, As, Sb) must be mentioned separately
despite their compositional similarity to thio-LISICON and thio-NASICON phases. The
best known compound of this class is Na3PS4. It crystallizes as either a (low temperature)
tetragonal or (high temperature) cubic polymorph. While t-Na3PS4 has a low conductivity
of about 10−6 S cm−1,133 the room temperature stabilized c-Na3PS4 has a conductivity
of 2 · 10−4 S cm−1.134 Phosphorus can be completely replaced by antimony, resulting in a
more air-stable Na3SbS4 with a high conductivity of 1 · 10−3 S cm−1.135,136 Air stability
can also be achieved by As substitution.137 The ionic conductivity of Na2PnS4 (Pn=P,
Sb) can be further increased to 1.3 · 10−2 S cm−1 (Na2.9P0.9W0.1S4) or 4.1 · 10−2 S cm−1

(Na2.9Sb0.9W0.1S4) by aliovalent substitution of Pn with W.138,139 This sodium ion-
exclusive class is very promising due to high conductivity values and low-cost starting
materials.
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LGPS-type

As described earlier, LGPS-type solid electrolytes form a class of their own, despite
their historical association with thio-LISICONs. This class includes some of the record
holders for fast lithium ion conductivity, such as Li10GeP2S12 (1.2 · 10−2 S cm−1)129 or
Li9.54Si1.74P1.44S11.7Cl0.3 (2.5 · 10−2 S cm−1).140 Structurally similar to LGPS and its
analogs are Na10SnP2S12 (4 · 10−4 S cm−1) and Na11Sn2PS12 (3.7 · 10−3 S cm−1).141,142
The LGPS-like structure consisting of LiS6 –(M/P)S4 (M =Si, Ge, Sn) chains along the c
direction that are connected via PS4 tetrahedra, provides a very favorable (flat) energy
landscape for ion conduction. The tetragonal crystal structure of Li10GeP2S12, along
with the different coordination polyhedra of Li, Ge and P is depicted in Figure 1.10.
The dimensionality of ionic conduction in LGPS is quasi-isotropic (3D), with a slight

Figure 1.10: Crystal structure of Li10GeP2S12 in different orientations.

preference for conduction along the chains in c direction (1D, see Figure 1.10),143–147
making this class an excellent choice for potentially high conductivity. Despite the
very high conductivity values reported for this class (see Figure 1.11, the LGPS family
has some shortcomings. First, some of the highest performing LGPS-type SEs rely on
germanium. This metalloid is expensive due to its low abundance in the Earth’s crust
(about 1.7 ppm), which is problematic for large-scale battery production. The cost of
LGPS-type SE can be reduced by replacing Ge with its higher and lower homologues
Si and Sn.145,148–150 Prominent example for silicon-based LGPS-type SE are tetragonal
Li7SiPS8 and Li11Si2PS12, exhibiting a fast ion conductivity of at least 2 · 10−3 S cm−1 for
t-Li7SiPS8150 and high ion diffusivity of 3.5 · 10−12 cm s−2 for Li11Si2PS12145 (LGPS:151
Dexp =2.2 · 10−12 cm s−2). Second, the electrochemical stability window of LPGS-type
SEs is low due to the presence of reducible elements (P, Si, Ge, Sn).152 When in contact
with lithium metal, these elements form a mixed ion and electron conducting (MIEC)
interface.153,154 Ultimately, the electrically conductive interface grows until the solid
electrolyte or lithium metal anode (LMA) is completely consumed, making it difficult
to use an LMA. Strategies to extend the stability window are therefore essential for
LGPS-type SEs.

Argyrodites

The class of argyrodites is unique because of its structure. The eponym and first
argyrodite to be discovered is the mineral Ag8GeS8. In 2008, Deiseroth et al. reported a
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Figure 1.11: Reported ionic conductivities of prominent lithium and sodium solid elec-
trolytes, as mentioned in this section. The dashed line indicates the threshold of the
ASSB relevant ionic conductivity of 1 · 10−3 S cm−1.114,115

lithium analog, Li6PS5X (X =Cl, Br, I),155 which triggered a remarkable development of
new metal-free lithium ion conductors with exceptionally high conductivity. Generally,
argyrodites are highly tunable because the structure allows substitutions at the P, S,
and X sites.156 In this way, different argyrodite SEs have been identified.157 The cubic
argyrodite structure consists of MCh4 units (M =P, As, Ge, Si, Sn, Sb, Ch=O, S, Se)
filling half of the tetrahedral cavities of the fcc halide packing, while S2– occupies the
other half. The lithium ions are scattered in a cage-like arrangement around the S2–
anions and can jump from cage to cage, resulting in the long-range ionic conductivity.
Additionally, argyrodites exhibit a characteristic halide/sulfide site disorder that can
be controlled by the cooling rate of the sample.100 A higher site disorder is favorable
for ionic conduction and lowers the action energy. Tuning the proper X–/S2– disorder
and replacing P with Ge resulted in one of the highest reported ionic conductivities of
1.8 · 10−2 S cm−1 in Li6.6P0.2Ge0.8S5I.158 If metals are to be avoided, Li5.5PS4.5Cl1.5 with
a conductivity of 1.2 · 10−2 S cm−1 is a promising option for ASSBs.159 Argyrodites with
high ionic conductivity of 3.1 · 10−3 S cm−1 (Li6PS5Br) are also accessible via liquid-phase
synthesis, thus offering a significant advantage over other sulfide-based SEs.160 Overall,
argyrodites are considered one of the best performing SEs for ASSB applications due
to their high conductivity, low cost, and partially scalable synthesis in liquid media.
Site disorder must be adjusted and, most importantly, maintained during the battery
operation to ensure high performance.
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Thioborates

Although thioborates are often not considered part of the sulfide-based solid electrolyte
family, they exhibit similar properties to their lithium thiophosphate counterparts. Re-
cently, this subclass has received more attention. Kaup et al. reported three new lithium
thioborate halides with the composition Li7.5[B10S18]X1.5 (X =Cl, Br, I).161 These form
supertetrahedral structures, similar to some phosphidosilicates,126,162 but additionally
contain halide ions that occupy the large channel-like cavities together with lithium ions.
The high ionic conductivities of 0.5 · 10−3 S cm−1 (X =Cl), 0.9 · 10−3 S cm−1 (X =Br),
and 1.4 · 10−3 S cm−1 (X =I) are attributed to the weak cation-anion interactions within
the disordered Li/X sublattice in the large channels. Another fast lithium thioborate ion
conductor is the glass (ceramic) Li3BS3 with an ionic conductivity of 3.6 · 10−4 S cm−1.163
These examples illustrate the potential of thioborate-based solid electrolytes for ASSBs.
However, this class needs to be studied in more detail for their phase space, stability, and
structure-transport property relationship to be able to draw a conclusion about their
suitability as ASSB separators.

Other sulfide- and thiophosphate-based solid electrolytes

Glasses, glass-ceramics, and some other ceramic thiophosphates not included in any
of the above classes are discussed here. Glasses are characterized by the absence of
long-range order, but can contain structural motifs known from ceramic compounds. In
the case of lithium thiophosphate (LPS) glasses, these motifs include ortho-thiophosphate
([PS4]3–) as well as condensed thiophosphate anions such as pyro-thiophosphate ([P2S7]4–,
edge-sharing tetrahedra), meta-thiodiphosphate ([P2S6]2–, corner-sharing tetrahedra), or
hypo-thiodiphosphate ([P2S6]4–), which contains PIV PIV bond. The molecular structure
of the P-S polyanions is depicted in Figure 1.12. While some thiophosphate polyanions,
like [P2S7]4– form more stable glasses, others like [P2S6]4– tend to rather form stable
crystalline compounds.164 Despite the low conductivity (Li3PS4 glass: 2 · 10−4 S cm−1)166

Figure 1.12: Thiophosphate polyanions species commonly observed in ternary ceramic,
glass-ceramic and glassy A-P-S compounds (A = alkaline metal).165 Known A - thio-
phosphate combinations are indicated by listing the alkaline metals below respective
anions.

compared to some SEs presented above, glasses are advantageous due to several prop-
erties.167 First, glasses do not have inter-particle grain boundaries. Grain boundaries
have been identified as gateways for lithium dendrite growth, especially in oxide ceramic
solid electrolytes,168,169 and may exhibit resistive behavior149 for ion conduction. Second,
glasses have an isotropic character, as there are no crystalline domains pointing in one
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direction or the other. Third, the higher plasticity of glasses can improve the cycling
behavior in ASSBs. Furthermore, since LPS glasses are metal-free SE, their decomposition
products are unlikely to be electron conducting at the anode interface. Therefore, glasses
can be a competitive option as solid electrolytes for separators.
During heat treatment of glasses, portions of the glass may crystallize to form a glass
ceramic. This process can either decrease ionic conductivity by forming less conductive
phases such as Li4P2S6170 or increase conductivity by precipitating highly conductive
phases like Li7P3S11.171 In the LGPS-like material Li7SiPS8, the ionic conductivity is also
affected by the presence of an amorphous side phase, rendering this ionic conductor a
glass-ceramic. Various glass-ceramic compositions are known (crystalline counterpart
in parentheses): 50 Li2S : 50P2S5 (Li2P2S6), 67 Li2S : 33P2S5 (Li4P2S6), 70 Li2S : 30P2S5
(Li7P3S11), 75 Li2S : 25P2S5 (Li3PS4), and 88Li2S : 12P2S5 (Li7PS6).172 Generally, the
microstructure of glass-ceramics can be quite complex due to the distribution of crys-
talline domains embedded in the amorphous glass matrix. As in LPS glasses, different
thiophosphate anions are found in the crystalline and glassy parts of glass-ceramics.
However, the composition of glass-ceramics is strongly dependent on the temperature
treatment and involves redox reactions of different thiophosphate moieties.167 Overall,
LPS glass-ceramics are quite diverse, as the original glass composition and heat treatment
affect the transport properties and local structures of the resulting glass-ceramics. The
glass ceramic Li7P3S11 seems to be promising thanks to its high ionic conductivity and
low cost.171
So far, the various thiophosphate-based ionic conductors have been classified according to
their structure or structural similarity within a class. However, some ionic conductors,
studied as part of this work, can hardly be classified into one of the classes presented
above.
The first material, Li2Sn2S5, is a part of the solid solution series Li4xSn1–xS2 ( 1

x =
1
2 ,

1
3 ,

1
4 ,

1
5 ,

1
9 ).173 While the 1

x = 1
2 member, Li4SnS4,174 crystallizes isostructurally (or-

thorhombic unit cell) to Li4GeS4 in a three-dimensional structure with lone SnS4 polyhedra
(see Figure 1.13), the other solid solution members are layered materials and crystal-
lize in monoclinic or rhombohedral unit cells, depending on the Li/Sn ordering. In
monoclinic Li2SnS3 ( 1

x = 1
3 ) the edge-sharing LiS6 and SnS6 octahedra build cation

ordered honeycomb-type lattice with the addition lithium ions residing in the interlayer
space.173,175 Cation disorder or translational stacking faults can cause an increase in
symmetry to an average rhombohedral structure.173 For the 1

x = 1
5 member—Li2Sn2S5—

the negatively charged layers consist of edge-sharing (Li/Sn)S6 polyhedra and are held
together by Coulomb interactions with lithium ions occupying the interlayer space. Com-
pared to Li4SnS4 and Li2SnS3, Li2Sn2S5 is characterized by the high amount of vacancies,
as well as Li occupied tetrahedral sites in the interlayer space.176 The ionic conductivity
is predominantly two-dimensional and runs within the van der Waals gap of this material,
as depicted by the bond valence energy landscape in Figure 1.13. The high covalency of
the Li/Sn-S layers allows exfoliation and restacking of this material without losing much
of the original structure and properties.173,178 The hydration behavior of Li2Sn2S5 will be
subject of Chapter 7.
In contrast, the second compound, Na4P2S6, can be considered part of the LPS-type
ceramic materials and can be synthesized similarly to Li4P2S6 by a solid-state reaction or
by dehydration of Na4P2S6 · 6H2O. While the hydrate is three-dimensional, dry Na4P2S6
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Figure 1.13: Crystal structures of orthorhombic Li4SnS4,174 monoclinic Li2SnS3,173,175,177
and monoclinic Li2Sn2S5.176

has a two-dimensional character in terms of structure and transport properties. The
structure is composed of layers of sodium ions and P2S 4–

6 dumbbells, with additional
sodium ions in the interlayer space, and is unique to the A4P2S6 (A=Li, Na, K, Rb)
family.179,180 The synthesis and electrochemical characterization of Na4P2S6 is discussed
in Chapter 5.
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CHAPTER 2

Selected analytical methods

The transport property of a crystalline solid electrolyte is closely linked to its structure.
Therefore, it is paramount to investigate the structure-transport property relationship to
not only understand how ions migrate but more so to further improve the material for
higher conductivity and stability. In order to do so, solid-state chemists can choose from
broad tool box of characterization methods to analyze their samples. In this chapter, the
characterization methods for the solid electrolytes studied in this thesis are presented
phenomenologically. Experimental and instrumental details are presented in the chapters
4, 5, 6, 7, and 8, as well as in the respective appendices A, B, C, D, and E. Details
about the various experimental and computational contributions from co-authors to the
individual projects is presented in Appendix F. Some details are also given in this chapter.
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2.1 Diffraction

Diffraction refers to the constructive and destructive interference of waves with matter.
This physical principle is used in X-ray diffraction, where X-rays interfere with the electron
charge density of the matter subjected to the beam. In this section, three techniques
based on the scattering of X-rays by (crystalline) solids are presented.

Single crystal X-ray diffraction

X-ray diffraction patterns contain information about the electron density in a unit cell and
thus information about the unit cell dimensions, crystal system, and symmetry. Single
crystal X-ray diffraction (SCXRD) is particularly useful for determining crystal structures
and is based on gathering diffraction data of a multitude of single crystal orientations
with regard to the incident beam, allowing to access the information about the (almost
complete) reciprocal space of the sample. This allows accurate determination of bond
lengths and angles as well as site occupancy. However, suitable single crystals are often
difficult to synthesize at a reasonable size, otherwise poorly represent the bulk sample.

Powder X-ray diffraction

The one-dimensional powder X-ray diffraction (PXRD) pattern is a representation of
the Debye-Scherrer rings formed by the superposition of the diffraction patterns of
countless scattering domains. The position, intensity, and shape of the reflections provide
information about the unit cell parameters, atomic parameters (electron density as a
measure of atomic number), and crystallinity of the sample. Information about the
crystallize size can be obtained by analyzing the peak broadening using the Scherrer
equation. XRD can be used to qualitatively compare and quantitatively determine many
structural properties of the sample. Defects in the form of stacking faults in 2D materials
appear as so-called Warren-type peaks,1 where the reflection exhibits an asymmetric skew
toward higher diffraction angles. It is also possible to determine the crystal structure
from PXRD, although some ambiguity remains for structures with non-centrosymmetric
space groups. Additionally, PXRD is an excellent tool for qualitatively determining the
phase purity of a powder sample by inspecting characteristic reflections of the sample
and comparing it to a reference pattern. Another advantage of PXRD over SCXRD
is the ability to quantify the phase fractions in a multiphase sample by quantitative
phase analysis. This is done by Rietveld analysis of the whole diffraction pattern, where
the total intensity is fitted as a function of the contributing phases, more precisely the
structure factor of the different unit cells. By using an internal crystalline standard for
Rietveld analysis, it is possible to determine residual amorphous side phases that would
otherwise go unnoticed because X-ray diffraction is more sensitive to crystalline domains.
PXRD samples can also be measured under different biases, such as high temperature,
pressure, electrical potentials and in different gas or humidity environments. This opens
up the possibility to study temperature, pressure or reaction-related phase transitions
and possibly draw conclusions on kinetics or limitations of phase formation and phase
stability.
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Total scattering pair distribution function analysis

SCXRD and PXRD are excellent for crystalline samples. However, they are unsuitable
for amorphous samples without long-range periodicity, such as glasses, and, hence,
lack information on samples with amorphous side phases. Glasses and glass-ceramics
typically exhibit a (wave-like) background pattern, which in the case of glass-ceramics
is superimposed by reflections from crystalline domains. The background pattern is
caused by diffuse scattering from amorphous or disordered matter. Pair distribution
function (PDF) analysis allows to obtain information about short-range correlations,
as in clusters or molecular motifs, based on the Fourier transformation of the diffuse
scattering part of (X-ray) diffraction data. The result is a weighted histogram of atom-to-
atom distances, effectively describing all correlations in the sample. This technique is
very advantageous because the data acquisition is similar to X-ray diffraction and can
even be performed on laboratory diffractometers. Additionally, PDF calculations are
computationally inexpensive and yield a 1D function that is intuitive to interpret. For solid
electrolytes with molecular motifs, as in thiophosphates, or layers, as in many electrode
active materials and solid electrolytes like Li2Sn2S5, PDF can identify the molecular
units or turbostratic disorder.2 Like PXRD, PDF measurements can also be performed
under various measurement conditions to understand different structural correlations as a
function of temperature, pressure, or dynamics of a possible reaction.
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2.2 Spectroscopy
By definition, spectroscopy derives information about the materials through the interaction
of solid matter with electromagnetic waves and interprets it as a function of wavelength,
frequency, or other derived measures. This section presents three spectroscopy methods
that have been used in different research projects described in this work to identify phases
and compositions.

Engery dispersive X-ray spectroscopy

Polycrystalline samples may contain side phases with compositions different from the
nominal composition. While elemental analysis uses a larger amount of material to
determine the elemental composition, energy-dispersive X-ray (EDX) spectroscopy can
chemically characterize individual particles due to its high spatial resolution. This
technique uses the characteristic X-ray emission spectra of elements produced by the
interaction of the incident high-energy electron beam with the electron density of the
solid sample. The EDX spectrum of a multi-element sample contains the characteristic
emission peaks of each element present. Since the peak intensity is proportional to the
atomic fraction of each element present in the investigated region of interest, the local
composition can be calculated. However, lighter elements such as lithium or hydrogen are
often not detected in EDX due to their low electron counts. In solid electrolytes, this
technique is, for example, used to identify thiophosphate phases based on the P/S ratio or
to verify element substitutions with similar electron numbers (isoelectronic configuration
as in S2– and Cl–) that could not be distinguished by XRD.

Raman spectroscopy

Another useful spectroscopic method for identifying phases is Raman spectroscopy. This
characterization technique uses the inelastic scattering of monochromatic photons by
matter. The absorbed photon energy excites different vibrational modes of a lattice or
molecule, producing a short-lived excited state that emits a photon with lower (Stokes)
or higher (anti-Stokes) energy than the incident one. In Raman active modes, the
polarizability of the molecule changes.3 The intensity of the Raman band is proportional
to the squared change in polarizability.3 Thiophosphate anions fulfill this requirement and
show a characteristic Raman spectrum with defined Raman band positions. This helps in
the identification of minor phases by assigning the Raman bands to the characteristic
bending or stretching vibrations at specific wavenumbers. In addition, Raman spectra
can help to identify the point group symmetry of thiophosphate anions with different
configurations, like P2S 4–

6 , which exists in an ethane-like (D3d) and 1,2-dichloroethane-like
(C2h) configuration.

Solid state nuclear magnetic resonance spectroscopy

Unlike most other spectroscopic methods, nuclear magnetic resonance (NMR) spectroscopy
probes the nucleus rather than the electrons. When a nucleus is exposed to a (strong)
magnetic field, the magnetic moment of the nucleus causes a splitting of nuclear energy
states proportional to the strength of the external magnetic field, which is commonly
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known as the Zeeman-splitting. The magnetization vector of the nucleus tries to align
with the external field. A radio frequency pulse excites the nucleus to an excited state
and flips the magnetization vector out of parallel alignment. The excited nucleus then
relaxes by realigning with the external field. This characteristic process is detected,
amplified, and Fourier transformed to obtain a frequency-dependent signal, that is then
recalculated to a chemical shift by referencing to an external or internal standard. The
chemical environment of an atom in a sample affects the shielding ability towards the
local magnetic field, resulting in peaks at different chemical shifts. While in liquid media
the NMR peaks are sharp, solid-state NMR produces broad signals with contributions
from the anisotropic interactions of the nulcei within the solid. Magic angle spinning
(MAS) circumvents this by artificially spinning the sample at a high frequency at 54.74°
with respect to the external magnetic field. This angle is known as the magic angle at
which anisotropic interactions are averaged out. The resulting spectrum contains the
isotropic chemical shift (δiso) peak as well as spinning sidebands. For (thio-) phosphates,
δiso for 31P nuclei are characteristic and allow phase identification. Other NMR active
nuclei that are relevant for solid electrolytes include 1H, 6Li and 7Li, 23Na, 27Al, 29Si,
77Se, and 119Sn. Since in direct excitation NMR experiments, the nuclei of a sample are
probed, the peak area is directly proportional to the number of nuclei contributing to
the signal. Therefore, in those NMR experiments is sensitive to atomic ratios and can be
used to quantitatively determine phase fractions or occupations.
Furthermore, ion dynamics (for NMR: nuclei) can be studied using pulsed field gradient
(PFG) NMR.4 In this technique, the tracer diffusion coefficient Dtr is probed, which is
related to the diffusion coefficient Dσ by Dtr = Dσ ·HR (HR being the Haven ratio). An
extended discussion about NMR probed diffusion coefficients can be found in Chapter
1.5.2. When the diffusion coefficient is sufficiently high at a given temperature, the
normalized peak intensity as a function of gradient strength follows an exponential decay
law. Fitting this decay gives Dtr. This allows (with some assumptions) the calculation
of a PFG NMR-based ionic conductivity via equation (1.17) (see Section 1.5.2 in the
Introduction). The time between gradient pulses, as well as the gradient strength can be
modulated. This allows ion migration processes happening on different time and length
scales to be studied.
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2.3 Microscopy
Microscopy is the observation or imaging of objects that cannot be seen with the bare
human eye. While imaging in optical (light) microscopy is limited by the wavelength
of visible light, electron microscopy offers higher resolution down to the atomic level.
In electron microscopy, a cathode electron gun emits a stream of electrons that are
accelerated through a ring-shaped anode. The potential between the cathode and anode
(tens to hundreds of kV) determines the energy of the electrons and is varied according to
the needs of the experimenter. Magnetic lenses focus the high-energy electron beam to
the desired focal point. Depending on the type of interaction between the sample and the
electrons, various election microscopy techniques have been developed using this basic
setup. This section presents two electron microscopy techniques commonly used to study
solid electrolytes.

Scanning electron microscopy

Scanning electron microscopy (SEM) uses the focused, high-energy electron beam to
scan the surface of a sample. The incident electrons penetrate the sample and produce
element-specific X-rays, secondary electrons (SEs), back-scattered electrons (BSEs), and
Auger electrons. While SEs are used to produce images with morphological information,
BSE images contain compositional information. In BSE images, lighter elements appear
darker and heavier elements appear lighter. SEM images combined with EDX can be
used to study multiphase systems or samples with side phases. In addition, SEM images
can be used to determine the particle size distribution and morphology of a sample. This
information is valuable for the characterization of solid electrolytes, since microstructural
aspects also influence the microscopically measured conductivity.

Transmission electron microscopy

In transmission electron microscopy (TEM), electrons penetrate a nanometer-thin sample,
producing a direct image on a detection screen at the end of the beam path. For
solid electrolytes, TEM enables the study of grain boundaries or defects, as sub-micron
structures and even atomic arrangements can be resolved. Additionally, many TEMs
are equipped with detectors for electron diffraction and EDX spectroscopy. Electron
diffraction patterns, which are similar to X-ray diffraction patterns, can be used to
determine the crystal orientation and space group symmetry of the sample. Stacking faults,
commonly observed in layered materials, appear as diffuse scattering intensities between
reflections/streaks in certain zonal planes, while sharp intensity spots can be observed in
crystalline materials. Despite the many beneficial aspects for the study of thiophosphate-
based solid electrolytes, TEM entails significant experimental challenges. Since the sample
must be very thin (nanometers), brief exposure to air during sample transfer into the
TEM can destroy the sample by oxidation. In addition, when the electronically insulating
sample is exposed to a high-energy electron beam during imaging, it eventually leads to
severe beam damage (specimen heating, mass-loss,...) and consequently to the destruction
of the sample.5
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2.4 Thermal analysis
When a solid is subjected to a non-ambient temperature, it can show different behaviors,
like melting, decomposition, or phase transitions. This section introduces two well suited
techniques for measuring the thermal properties of solid electrolytes.

Thermogravimetric analysis

Elevated temperatures are often problematic for thiophosphate-based compounds because
of thermal decomposition and evaporation of volatile elements (P, S). Solid electrolytes
may also contain water or solvents due to liquid medium synthesis or intercalation.
Thermogravimetric analysis (TGA) is used to determine the thermal stability of a sample
or the temperature required for drying. In TGA, the sample is heated with a constant
heating rate (usually 5-20 K min−1 from room temperature up to 1500 °C) in a stream
of a defined atmosphere (He, Ar, O2/N2, humid atmosphere, ...) while its weight is
constantly recorded. From the weight loss, for example, the ratio of crystal water to solid
electrolyte, the original composition can be calculated. Furthermore, the evolved gases
can be analyzed by gas chromatography in conjunction with mass spectroscopy to identify
the decomposed products, even in small amounts. Thermal stability is important for the
application of thiophosphates as solid electrolytes, since the processing of the cathode or
anode laminate usually requires some kind of thermal treatment.

Differential scanning calorimetry

When heated, solids exhibit a phase transition to the melt when the decomposition
temperature exceeds the melting temperature. Additionally, some solids exhibit a solid-
solid phase transition. The nature of such phase transitions can be measured using
differential scanning calorimetry (DSC). As with TGA, the sample and additionally a
reference are heated and the voltage difference between the sample and the reference
thermocouple is recorded. Calibration measurements with known standards allow the
exchanged heat to be calculated as the area integral of a peak. Exothermic and endothermic
reactions and phase transitions show peaks in different directions with respect to the
baseline. DSC is capable of detecting minute thermal events with small amounts of
exchanged heat. Therefore, phase transitions with subtle structural changes that would
otherwise go unnoticed can be identified in DSC. For crystalline thiophosphates, DSC is
a suitable tool for identifying high-temperature phases with new structures and different
transport properties. DSC can also help determine appropriate synthesis parameters or
track the success of lowering the transition temperature of a desired high-temperature
polymorph.
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2.5 Electrochemical characterization

Undoubtedly, the transport property of a solid electrolyte is the most important physical
property to be investigated. Hence, it is paramount to precisely determine the properties
associated with ion and electron transport. This section introduces two electrochemical
characterization methods for solid electrolytes. Considering the importance of these
techniques, the fundamental theory—adapted from Orazem,6 Huggins7 and Macdonald8—
is also discussed below.

Electrochemical impedance spectroscopy

Impedance is the electrical resistivity of a sample under alternating current (AC). It is
composed of resistance and reactance. Resistance describes the property of opposing
the flow of electric current, while reactance opposes the change of current. Electric
components related to these properties are resistors (R), capacitors (XC) and inductors
(XL). The total reactance is Xt = XC +XL, whereas the total resistance is just R. While
the time t dependant current response Î to a sinusoidal excitation voltage Û is in phase
for a resistor (I ∝ U), the responses of a capacitor (I ∝ dU

dt ) and an inductor (I ∝ −dU
dt )

are phase shifted by φ = −π2 and φ = π
2 , respectively. Similar to Ohm’s law for direct

current, the impedance Ẑ for alternating current can be calculated by:

Ẑ = Û

Î
= Ẑ0

sin(ωt)
sin(ωt+ φ)

, (2.1)

with ω = 2πf being the angular frequency, where f is the frequency of AC response.
Alternatively, the impedance can be expressed as a complex quantity using the Euler
relationship:

Ẑ = |Z|ejφ = Z ′ + jZ ′′ , (2.2)

where Z ′ and Z ′′ are the real and imaginary part of the impedance and j is the imaginary
unit. The impedance of the isolated circuit elements: resistor (ẐR), capacitor (ẐC) and
inductor (ẐL), are as follows:

ẐR = R ẐC = − j

ωC
ẐL = jωL , (2.3)

where R, C, and L are the resistance, the capacitance and the inductance. While a
resistor only contributes the real part, a capacitor or an inductor only contribute to
the imaginary part. The (angular) frequency dependent impedance can be plotted in
a complex plane representation, also called Nyquist plot. Schematic Nyquist plots of
the three basic circuit elements discussed are depicted Figure 2.1. Additionally, a forth
circuit element, the constant phase element (CPE) is also shown. As shown in Figure
2.1, a CPE can adopt different behaviors, depending on the constant phase (−90◦ · α)
value. For α = 1 and α = −1 the CPE adopts the characteristics of a capacitor or an
inductor, respectively. Values between 1 and -1 indicate a non-ideal behavior, which is
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Figure 2.1: Top row: Schematic Nyquist plots of resistor, capacitor, inductor, and constant
phase element circuit elements. A short description of physical processes described with
the above circuit elements is given below the respective Nyquist plot.
Bottom row: Schematic Nyquist plots of exemplary equivalent circuits used to analyze
impedance spectra of (thiophosphate-based) solid electrolytes. Equivalent circuits describ-
ing ideal (α = 1) and non-ideal (0 < α < 1) capacitive behavior of an assumed sample
are depicted in orange and blue, respectively. The short description below indicates the
kind of sample or configuration measured with typical EIS measurement parameters and
assuming a ion-blocking configuration if not stated otherwise.

often observed for real samples. The impedance of a constant phase element is:

ẐCPE = 1
Q(jω)α

, (2.4)

with Q being a numerical value without specific physical meaning. Circuit elements can
be combined in series or parallel arrangements, to understand the behavior of different
dynamics in different timescales. This gives a variety of possible configuration, that can
be mathematically solved using Kirchhoff’s laws:

Serial: Ẑ =
N∑
n=1

Ẑn Parallel: Ẑ−1 =
N∑
n=1

Z−1
n

. (2.5)

In the following, equivalent circuit diagrams relevant for solid electrolytes, as they
are shown in Figure 2.1, are discussed. For low impedance samples, e.g. very fast
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ion conduction, experimental EIS data resemble an angled straight line with a positive
intercept of the Z’ axis. In the corresponding serial equivalent circuit, R-CPE (hyphen
denotes a series connection), R describes sample resistance and CPE the polarization of
ions at the ion-blocking sample-electrode interface. For ill-shielded measurements, cable
inductance, L, can be observed at very high frequency. Samples with a more moderate
conductivity often exhibit an arc-like behavior, that is explained by a parallel (R)(C)
or (R)(CPE) arrangement (brackets denote parallel connection) . Here, R remains the
sample resistance, while the C/CPE describes the chemical capacitance. The capacitance
calculated from a CPE element (Equation 2.6) depends on the type of connection
(serial/parallel), the α and Q value, as well as the resistance R of involved resistors:9

or C =
(

Q

Rα−1

)α−1

C =
(

Q(
R−1

1 +R−1
2
)1−α

)α−1

.
(2.6)

Depending on the magnitude of the (apparent) capacitance, conclusions about the
underlying physical processes can be drawn.10 In an ion-blocking configuration the
electrode polarization spike is present, translating to a (R)(CPE sample)-CPE electrode
circuit, while for a non-ion-blocking configuration, (R)(CPE sample), it is absent. The
CPE element is often introduced in the equivalent circuit because of its flexibility to
describe non-ideal systems. As schematically shown in Figure 2.1, it suppresses the
semicircle, observed for the (R)(C) element (with α = 1), to a flatter arc in the (R)(CPE)
circuit (with 0 < α < 1). The non-ideal behaviour of a sample can be caused by a
superposition of processes with different time constants τ (ωmax = 1

τ = 1
RC ), that are not

sufficiently separated. For processes with very different time constants, physical processes
can be separated by fitting two (or more) (R)(C) or (R)(CPE) circuits in series. For solid
electrolytes which show a distinct grain boundary (GB) behavior, a series connection
is often chosen to fit such systems. Additionally, the distribution of relaxation times
(DRT) analysis can be used to deconvolute more complex impedance spectra, giving an
indication of how many different processes are present. Once the contributions to the
impedance spectrum are analyzed, the ionic conductivity σ of the sample with sample
thickness d and contact area A can be calculated:

σ = 1
R

d

A
(2.7)
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Chronopotentiometry and chronoamperometry

Pure solid ion conductors exhibit solely ionic conductivity. However, most samples exhibit
an additional partial electronic conductivity. While the partial electronic conductivity
of a solid electrolyte impedes the application as a separator, because it accelerates the
self-discharge of a cell, it is a beneficial property for electrode materials. Therefore,
the electronic conductivity of a sample is an important quantity to determine. For
this, chronopotentiomentric (CP) and chronoamperometric (CA) direct current (DC)
measurements are performed. For CP measurements the current is kept constant and the
voltage is recorded as a function of time, while for CA measurement a constant potential is
applied and the time dependent current is recorded. Schematic CP and CA measurements
are depicted in Figure 2.2.

Figure 2.2: Left: Schematic chronopotentiomentry with IR-drop voltage VIR and saturation
voltage Vsat. Middle: Schematic chronoamperometry with excitation voltage steps in blue
and current response in orange. Right: Schematic analysis of chronoamperometry data
according to Ohm’s law.

For CP measurements, the electronic (σeon) and total (σtot) conductivity can be calculated
from the following equations:

σeon = 1
Reon

d

A
with Reon = Vsat

I
σtot = 1

RIR

d

A
with RIR = VIR

I
(2.8)

For CA measurements, the saturation (plateau) current is plotted as function of the
excitation voltage. From this the electronic resistance Reon can be calculated (see Figure
2.2, right) for samples that follow Ohm’s law (U , I linearity). The transference number
tion, a measure of how selective an ion conductor is towards ionic conductivity, can be
calculated using the ionic conductivity from EIS and the electronic conductivity from DC
measurements:

tion = σion
σion + σeon

= σion
σtot

(2.9)
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2.6 Computational methods
Although experimental characterization methods yield many important properties of
solid electrolytes, certain physical properties and phenomena are challenging to measure
experimentally. Computational chemistry offers the possibility to study and predict such
properties based on structure models of existing and predicted/modeled compounds.
Larger scale simulations based on continuum mechanics and physical laws help to model
and predict micro- and macroscopic properties of multi-element systems. This section
phenomenologically introduces four computational methods that are part of this thesis, as
a more extensive introduction discussion is better described in the appendices of this thesis
and in textbooks.11 The DFT and AIMD calculation were performed by F. Pielnhofer, T.
Scholz, Z. Deng, and M. Sadowski, under the supervision of B. Lotsch, P. Canepa, and K.
Albe. DEM and FVA were performed by C. Schmidt, A. Neumann, and M. Clausnitzer,
under the supervision of W. Wall and A. Latz. BVS calculation were performed by C.
Schneider and T. Scholz under the supervision of B. Lotsch. A more detailed description
of project contributions is presented in Appendix F.

Density functional theory and ab initio molecular dynamics

The density functional theory (DFT) reduces the 3N coordinate problem of many-body
systems, containing N electrons, by using the electron density instead. The first principle
calculations based on DFT enables the computation of many physical properties (magnetic,
electronic, optic, ...) of solid materials on a reasonable time scale. As an input, only
information the crystal structure is needed. For solid electrolytes, DFT-based calculations
are especially relevant to predict new structures, relax structures to their energetic
minimum or calculate properties, like the thermodynamic stability in multi-phase systems,
band gaps, and the stability towards lithium metal and allow interpretation of Raman
bands and or interface behaviors.
Ab initio molecular dynamics (AIMD) simulations, used to simulate the molecular or
ion dynamic movement in a solid within a set period of time, are of special relevance.
Classic MD simulation numerically solves the dynamic interaction of atoms or molecules
in a classic, (semi-)empirical potential force field. Ab inito MD acknowledges quantum
mechanic aspects by calculating the atom-atom interactions based on DFT. With the
advances in computation power, AIMD is able to simulate the dynamics of a complex
system, consisting of many atoms (∼ 102) or unit cells over a sufficiently long period
of time (∼10−12 s) with a high time resolution (fs). From AIMD simulations, which are
typically performed at different simulation temperatures, the mean squared displacement
(MSD) of an ion/atom/molecule can be calculated, which indicates the type of motion
(long- versus short-range) and the velocity of the mobile species in a certain direction.
This helps to understand the ion dynamics in solid electrolytes, and predicts the ion
diffusivity and activation energy. Furthermore, the dynamics of bond lengths, bond angles,
dihedral angles and relative orientation can be studied.

Bond valence sum calculations

The bond valence sum (BVS) calculations are based on the empirical softBV parameters,
R0 and b.12,13 Calculating the softBV force field involves a Morse-type term as well as a
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Coulomb term, describing the attractive cation-anion and repulsive cation-cation/anion-
anion interactions. For solid electrolytes, calculation of a BVS-based bond-valence site
energy (BVSE)12 or bond-valence energy landscape (BVEL)14 enables analyzing the
potential energy landsape for a probed cation. Usually, the unit cell is divided into an
integer number of voxels with a distance of around 0.05 to 0.1Å, producing a 3D grid. At
each grid point the BSVE for the probed ion is calculated, resulting in an energy surface
across the unit cell. The energy surface can be studied similar to the nudged-elastic
band (NEB) approach in DFT calculations, where a start and end point for a migrating
ion is defined, giving the activation barrier as a function of the pathway length. The
BVS-based activation barriers positively correlates with the activation energies calculated
by from experiment and DFT-NEB, as shown for many different ion conducting solids.12,15
The BVS approach is not only advantageous to study ion migration pathways and their
dimensionality, but can also be used to identify possible low-energy sites for the mobile
ion. Especially for lithium-compounds, where the crystallographic position of lithium is
often difficult to identify, BVSE maps hint for lithium occupied sites. Details on the used
programs to compute BVS and BVEL are presented in the appendices A, B, and C of
this thesis.

Discrete element method and finite volume analysis

While DFT, AIMD and BVS-based calculations focus on the atomic length-scale (nm) to
study intrinsic material properties, the discrete element method (DEM) and finite volume
analysis (FVA) are applied for particle simulations on a microscopic (µm) length-scale.
DEM simulations are based on numerically computing the physical interaction of an
ensemble of particles, and is historically related to molecular dynamics simulations. The
particles can be assigned different attributes, like size and initial position, and obey classic
physical lows describing effects like friction, gravitation, or repulsion of particles. The
force acting on each individual particle is then iteratively computed, leading a new particle
position and velocity. With DEM, the microstructure of a solid electrolyte compact can
be simulated.
For analyzing the simulated microstructure, finite volume analysis (FVA) can be applied.
There, the microstructure is divided into small voxels to create a discrete microstructure,
on which partial differential equations are numerically solved. For solid electrolytes, calcu-
lation of the effective current density is of interest, as it defines the effective conductivity
of the sample. More details on DEM and FVA are presented in Appendix E.
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CHAPTER 3

Research Objective

Solid electrolytes can advance lithium and sodium-ion battery technology by enabling
higher energy density, safety and cycle life. One of the most important core objectives
for solid electrolytes is high ionic conductivity. To this end, sulfide- and especially
thiophosphate-based lithium and sodium ionic conductors have been identified that exceed
the application-relevant ionic conductivity of more than >1 · 10−3 S cm−1. In crystalline
solid electrolytes, high ionic conductivity is the result of the interwoven interactions
between the cation and anion sublattices leading to favorable ion migration pathways
through the solid. To facilitate the search for new, high-performance solid electrolytes,
a comprehensive understanding of the relationship between structure and transport
properties is of paramount importance. The overall aim of this work is to investigate
how crystal structure, material preparation and modification, as well as microstructure
influence the transport properties of sulfide and thiophosphate-based compounds.

A large number of publications addressing this relationship have focused on the
effects of tuning the crystal structure by iso- and aliovalent substitution to improve
ionic conductivity, particularly in solid electrolytes containing the simple, tetrahedral
building block PS 3–

4 . Studies on compounds containing more complex thiophosphate
anions such as P2S 4–

6 are less frequently reported. Filling this knowledge gap is essential to
explore possible correlations between the nature of the thiophosphate anion and the cation
transport property. Therefore, ternary and quaternary model compounds containing the
P2S 4–

6 anion are synthesized and characterized with respect to their structure, stability
and conductivity. The lithium and sodium ion conducting model compounds, Li4P2S6
and Na4P2S6, are well suited for this purpose.
In Li4P2S6, the conductivity is sensitive to the aliovalent substitution of Li+ by diva-
lent Mg2+.1 Besides divalent metals, trivalent metals such as lanthanides can also form
ALnP2S6 compounds (A = alkali metal, Ln = lanthanide).2 To further extend the phase
space, stability and ionic conductivity of quaternary LiM IIIP2S6 compounds, Sc is a
promising candidate for substitution as it already forms ALnP2S6-like compounds with
A = Ag, Cu, Na.
For the higher homolouge of Li4P2S6, Na4P2S6, Rush et. al reported a lower migration
barrier for Na4P2S6 compared to Li4P2S6.3,4 Although different structures have been com-
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putationally investigated in the study of Rush et al., it remains unclear which structure is
stable and how high the ionic conductivity of Na4P2S6 actually is. Na4P2S6 is particularly
interesting because it can be synthesized via different routes. Thoroughly investigating
the cation and anion sublattices and thus the transport properties of two differently
synthesized samples should enable evaluation of the role of the synthesis pathway on
material properties. Based on these findings, the phase stability of Na4P2S6 needs to be
reassessed.
While substitution and modified synthetic routes are well-established tools in solid-state
chemistry to increase ionic conductivity, other measures such as topotactic/topochemical
reactions or confinement effects, especially in two-dimensional materials, are less con-
sidered. Since the discovery of layered lithium compounds, many new materials with
two-dimensional lithium ion transport and intercalation have been identified. Although
most of these materials are considered as cathode materials, there are some exceptions
such as the ion conductor Li2Sn2S5.5 Previous studies on this compound showed excellent
exfoliation behavior in water, which was attributed to the hydration of lithium ions.6 This
suggests that exfoliation is the result of a topochemical reaction of water with the layered
structure. Water molecules are expected to form a hydration sphere around the lithium
ions in the interlayer, eventually separating the layers. Determination the correlation of
the water content, interlayer spacing and transport properties could elucidate the role of
lithium ion hydration in shielding Coulomb interactions.
Although the ionic conductivity in crystalline materials is mainly determined by the crys-
tal structure, in polycrystalline samples other, more extrinsic properties can additionally
influence the effective ionic conductivity. An important extrinsic parameter that is often
discussed in all solid-state batteries is pressure, as the application of pressure is inevitable
for the construction and operation of such a battery. From an application perspective, it
is of great importance to determine the effects of pressure, as under pressure not only
chemical aspects, such as bond lengths, can change, but also the microstructure of a
granular sample. Therefore, investigating macroscopic and microscopic effects of applied
pressure could clarify the role of microstructure and unit cell compression on the effective
ionic conductivity of granular samples. Bearing in mind particle physics and mechanics,
the particle size distribution may play an additional role for polycrystalline, granular solid
electrolytes. The fast ion conductor, tetragonal Li7SiPS8, is a suitable model compound
for such a multi-parameter investigation, as its application relevant ionic conductivity
promises knowledge transfer to other high-performance glassy ceramic solid electrolytes.
The objectives of this thesis reveal a cornucopia of possible factors influencing the ionic
conductivity in sulfide and thiophosphate solid electrolytes. This thesis will investigate not
only the structure and composition, but also how sample preparation and post-synthetic
modification, as well as how microstructure affect the ionic conductivity. By gaining a
more comprehensive understanding of these diverse factors, this research will help to
improve our ability to optimize sulfide and thiophosphate solid electrolytes by in part
unconventional means.
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4.1 Abstract
We report the first examples of lithium rare earth metal hexathiohypodiphosphates(IV).
Three new lithium-scandium hexathiohypodiphosphates(IV) were synthesized and charac-
terized. The compounds crystallize in three different structure types, featuring isolated
ethane-like P2S 4–

6 hexathiohypodiphosphate(IV) units. Li2.926Sc0.358P2S6 or Li4–3xScxP2S6
(x = 0.358) crystallizes in the space group P 3̄1m (no. 162) with a = b = 6.0966(5) Å,
c = 6.5866(6) Å, V = 212.02(4) Å3, and Z = 1. The compound is isostructural to
Li2FeP2S6 as well as the Li ion conductor Li4–2xMgxP2S6 (x = 1

3 ,
2
3 ). Monoclinic LiScP2S6

was found to be a layered compound with van der Waals gaps. The layers consist of
edge sharing octahedra that are occupied by Li, Sc, and P2 in an alternating fashion.
It is isostructural to LiAlP2S6 and crystallizes in the space group C2/c (no. 15) with
a = 6.933(1) Å, b = 10.754(2) Å, c = 11.694(2) Å, β = 94.41(3)°, V = 869.3(3) Å3,
and Z = 4. Trigonal LiScP2S6 crystallizes in the space group P31c (no. 163) with a
= b = 6.363(1) Å, c = 12.386(3) Å, V = 434.3(2) Å3, and Z = 2, and is isostructural
to AgInP2S6 and AgScP2S6. Its structure is closely related to the monoclinic version,
except that trigonal LiScP2S6 features disordered [P2/2P6/6S6]4– units. The new phases
were investigated by Raman spectroscopy, thermal analysis, and DFT calculations. We
further demonstrate that Li4–3xScxP2S6 shows significantly enhanced Li ion conductivity
compared to the parent compound Li4P2S6.

4.2 Introduction
Solid state lithium ion conductors continue to attract great interest due to their promise to
enable high-performance all solid state lithium batteries.1 A fundamental characterization
of the structure and Li dynamics of these materials is crucial in order to understand
and further develop the next generation of solid electrolytes.2–6 Lithium thiophosphates
are potential candidates for high lithium ion conductivities, but the number of known
thiophosphate compounds that are lithium superionic conductors is relatively small.
Inspired by the lack of lithium compounds in our systematic studies on quaternary rare
earthmetal thiophosphates,7 we extensively investigated the Li–Sc–P–S system and found
three new lithium-scandium hexathiohypodiphosphates(IV). The compounds exist in
three different structure types with either two or three dimensional topologies. They
complete the structural stability diagram of ALnP2S6 compounds (A = Na, K, Rb, Cs;
Ln = lanthanide) that we published recently.7

To this date, five distinct thiophosphate anions are reported, which are shown in
Figure 4.1.8,9 Most common are the tetrahedral tetrathioorthophosphate(V) ([PS4]3–)
anion and the ethane-shaped hexathiohypodiphosphate(IV) (P2S 4–

6 ) anion, in which
the six sulfur atoms form an octahedron, just like in staggered ethane. Less commonly
found thiophosphate anions are the pyrothiophosphate(V) ([P2S7]4–) anion, where two
[PS4] tetrahedra share a corner, and the hexathiometadiphosphate(V) ([P2S6]2–) anion,
where two [PS4] tetrahedra share an edge. Very recently, we reported on a disordered
version of the hexathiohypodiphosphate(IV) (P2S 4–

6 ), which shows a Raman spectrum
that is distinct from its ordered cousin.8 In accordance with the abundance of the
different anions, all reported quaternary scandium thiophosphates contain the hexathio-
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Figure 4.1: Previously known thiophosphate anions: tetrathioorthophosphate(V) ([PS4]3–),
pyrothiophosphate(V) ([P2S7]4–), hexathiometadiphosphate(V) ([P2S6]2–), hexathiohy-
podiphosphate(IV) (P2S 4–

6 ), and disordered hexathiohypodiphosphate(IV) ([P4/2S6]4–)
(P drawn in red,S shown yellow, polyhedra drawn in green).

hypodiphosphate(IV) anion (AgScP2S6,10 CuScP2S6,11 NaScP2S67) with the exception of
TlScP2S7.11 The three Li–Sc hexathiohypodiphosphates(IV), which are reported herein,
are the first lithium containing scandium thiophosphates. All remaining lithium rare earth
metal thiophosphates known to date are tetrathioorthophospates(V) such as LiEuPS4,12
Li9Ln2(PS4)5,1314 (Ln = Gd, Nd) and Li6Ln3(PS4)515 (Ln = Y, Gd, Dy, Yb, Lu). No
lithium ion conductivities of these compounds have been reported.

In contrast to the known lithium rare earth metal thiophosphates, some lithium rare
earth metal phosphates show decent lithium ion conductivities, e.g.: LiLn(PO3)4 (Ln = La,
Gd),25,30 Li3Sc2(PO4)3,26,27 Li3–2x(Sc1–xM x)2(PO4)3 (M = Ti, Mg, 0 ≤ x ≤ 0.30),28 as
well as LiScP2O7

29 (see Table 4.1). The most prominent lithium thiophosphates in
terms of their Li+ ion conductivities are glasses, glass ceramics, and crystalline phases
within the quasi-binary Li2S-P2S5 system, or within quasi-ternary systems containing,
for example, SiS2, GeS2, Li3PO4, or halides.31–34 Lithium phosphidosilicates35 can also
exhibit ionic conductivities. Other examples (see Table4.1) include the ternary com-
pounds Li3PS4,16 Li2P2S6,17 Li4P2S6,18,36 argyrodite Li7PS619 and Li7P3S11,20,37 or the
quaternary compound Li4PS4I.21 Further interesting thiophosphate based ion conduc-
tors are Li4–2xMgxP2S6 (x = 1

3 ,
2
3 ),38 the argyrodite-type phases Li6PS5X (X = Cl, Br,

I),19,39 and tetragonal Li10GeP2S12 (LGPS)22,40 along with its derivatives, including
Li11Si2PS12, Li10SnP2S12,23 and Li9.54Si1.74P1.44S11.7Cl0.3, which are closely related to
the thio-LISICON (LI thium SuperIonic CONductor) family of compounds. LGPS-type
materials are currently the record holders in terms of Li+ ion conductivity in the solid
state with up to 1.6 · 10−2 S cm−1.24,41
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Table 4.1: Lithium ionic conductivities of prominent thiophosphates and rare earth metal
phosphates at 298 K.

Compound EA / eV σ / S cm−1 Ref.
β-Li3PS4 (bulk) 0.47 3 · 10−7 [16]
Li2P2S6 0.48 7.8 · 10−11 [17]
Li4P2S6 0.48 1.6 · 10−10 [18]
Li6PS5Cl 0.38 1.3 · 10−6 [19]a
Li7P3S11 0.12 3 · 10−3 [20]
Li4–2xMgxP2S6 (x= 2

3 ) 0.47 1 · 10−6 [21]
Li10GeP2S12 0.22 1.2 · 10−2 [22]
Li10SnP2S12 0.25 4 · 10−3 [23]
Li9.54SI1.74P1.44S11.7Cl0.3 0.25 1.6 · 10−2 [24]
LiGd(PO3)4 0.47 2 · 10−4 [25]b
Li3Sc2(PO4)3 0.38–0.62 10−5−10−2 [26]c
Li3Sc2(PO4)3 — 3 · 10−6 [27]
Li2.6(Sc0.8Ti0.2)2(PO4)3 — 10−5 [28]
LiScP2O7 1.06 4 · 10−7 [29]d

a) T = 313 K. b) T ≤ 873 K. c) T = 600 K, different orientations. d) T = 573 K.

4.3 Results and discussion

4.3.1 Synthesis of trigonal Li4–3xScxP2S6
The soft and very fragile, transparent trigonal compound Li4–3xScxP2S6 was first obtained
with side phases, by following the reaction 4.1:

Sc + 0.5 Li2S + P2S5 + 0.5 S −−→ LiScP2S6 (4.1)

Pure samples were synthesized from the pure elements using the following reaction
Equation 4.2:

Sc + (4− 3 x)Li + 2P + 6S −−→ Li4−3xScxP2S6 (4.2)

We varied the value of x from 0.6 to 1.0 within different batches. The stoichiometric
mixture was sealed in an evacuated quartz tube, heated (100 K h−1) up to 973 K and kept
at that temperature for 4 d. Afterwards the ampoule was cooled down slowly (25 K h−1)
and annealed at 773 K for 2 d. The furnace was switched off and the ampoule was removed
from the furnace at room temperature.

4.3.2 Synthesis of monoclinic LiScP2S6
Brittle and transparent monoclinic LiScP2S6 was obtained according to reaction Equation
4.3:

Sc + Li + 2 P + 6 S −−→ LiScP2S6 (4.3)
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The stoichiometric mixture was sealed in an evacuated quartz tube, heated (100 K h−1)
up to 1073 K and kept at that temperature for 4 d. Afterwards the ampoule was cooled
down slowly (25 K h−1) and annealed at 873 K for 2 d. The furnace was switched off and
the ampoule was removed from the furnace at room temperature.

4.3.3 Synthesis of trigonal LiScP2S6
Fragile and colorless trigonal LiScP2S6 is possible to synthesize according to reaction
Equation 4.1 and 4.3. The stoichiometric mixture was sealed in an evacuated quartz tube,
heated (100 K h−1) up to 1073 K and kept at that temperature for 6 d. Afterwards the
ampoule was quenched to room temperature in cool water. Phase pure trigonal LiScP2S6
was found at the top of the quartz tube.

4.3.4 Structure of Li4–3xScxP2S6 (x = 0.358)
The crystal structure of Li2.926Sc0.358P2S6 (see Figure 4.2 and Table 4.2) was solved in the
space group P 3̄1m (no. 162) with a = b = 6.0966(5) Å, c = 6.5866(6) Å,V = 212.02(4) Å3,
and Z = 1. It is the first representative of a solid solution Li4–3xScxP2S6 with x = 0.358.
The refined structure is very similar to the structure of Li4P2S6,18 but Sc prefers to occupy
a single site (Li1), thus leading to an ordered variant of Li4P2S6 with lower symmetry. The
compound is isostructural to Li2FeP2S642 and to the Li ion conductor Li4–2xMgxP2S6.38
It is composed of sulfur atoms that are arranged in a hcp packing, where Li, Sc, and P2
dumbbells occupy the octahedral holes. The P2 dumbbells in a [S6] octahedron form the
P2S 4–

6 anion. The structure is a quasi-layered structure, since Sc prefers to substitute the
Li1 site, which causes the octahedra to be occupied in an alternating fashion along the c
axis (see Figure 4.2). The P2 dumbbells approximately occupy 1

3 of the octahedral voids
within each second layer, so that the Li+/Sc3+ cations are arranged in a honeycomb-like
network. In this sense the structure is related to that of Li2SnO3

43 or Na2IrO3.44 Within
the ab plane all octahedra are edge sharing, whereas they share faces in the c direction.
Note that the P occupation in each layer is vastly different. The P atoms reside mostly
in the layer containing Sc, while the layer containing lithium mostly contains vacancies
on the respective P position. This distribution of the P2 dumbbells is reflected by the
site occupation factors of SOF(P1) = 0.925 and SOF(P2) = 1−SOF(P1), which agrees
well with the site distribution found in Li4–2xMgxP2S6 (x = 2

3 ).38
The bond lengths within the P2S 4–

6 anions are similar to the ones commonly found (P–P:
2.22 Å; P–S: 2.03 Å). The Sc/Li(1)–S bond length is 2.63 Å and the Li(2)–S bond length
is 2.66 Å. These bond lengths are in good agreement with the isostructural Li2FeP2S642
and other related AScP2S6 compounds (A = Ag, Na).7,10 The Li-ion conductivity of
Li4P2S618,36 was previously measured to be very low (see Table 4.1) but it increases with
increasing magnesium content x in the range of x ≤ 2

3 (see Table 4.1); beyond that value
it decreases again.38 Therefore, we suspected that Li4–3xScxP2S6 could show enhanced Li
ion conductivity, compared to the parent compound Li4P2S6. This expectation was indeed
confirmed, as we show below. SEM-EDX analyses of several Li4–3xScxP2S6 crystals from
the same batch (starting composition x = 0.6) showed different Sc concentrations, which
all lie within the stoichiometry range of x = 0.362 - 0.458 (lithium was not detected). In
total, we investigated more than 50 crystals from different batches and found compositional
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Figure 4.2: Crystal structure of Li4–3xScxP2S6 (x = 0.358), (Sc shown in purple, Li in
green, P drawn in red, S in yellow, isolated P2S 4–

6 units drawn as light red polyhedra.

ranges between x = 0.353 and 0.615. DTA measurements indicate that Li4–3xScxP2S6 is
stable up to approximately 760 °C.
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Table 4.2: Crystallographic data of Li2.926Sc0.358P2S6 (Li4–3xScxP2S6 with x = 0.358) and
of trigonal t-LiScP2S6 as obtained from single-crystal X-ray diffraction at 298 K. For
atomic coordinates and equivalent isotropic displacement factors please refer to Tables
A.1 and A.3.

Li2.926Sc0.358P2S6 t-LiScP2S6
Crystal shape platelet platelet
Crystal color colorless transparent colorless transparent
Diffraction method single-crystal single-crystal
Radiation Mo-Kα Mo-Kα
Crystal symmetry trigonal trigonal
Space group P 3̄1m (no. 162) P 3̄1c (no. 163)
Lattice parameters a = b = 6.0966(5) Å a = b = 6.363(1) Å

c = 6.5866(6) Å c = 12.386(3) Å
γ = 120° γ = 120°

Cell volume 212.02(4) Å3 434.3(2) Å3

Cell content Z = 1 Z = 2
2θ range 6.19° ≤ 2θ ≤ 72.71° 6.58° ≤ 2θ ≤ 47.36°
Index range -10 ≤ h ≤ 10 -7 ≤ h ≤ 7

-10 ≤ k ≤ 10 -7 ≤ k ≤ 7
-10 ≤ l ≤ 10 -13 ≤ l ≤ 13

Total reflections 4023 2110
Unique reflections 391 224
Parameters 21 26
Residual electron density
(min/max)/e Å−3 0.910 / -0.285 0.243 / -0.242

Rint 0.0222 0.0810
R1 (> 4σ) 0.0228 0.0385
wR2 (> 4σ) 0.0605 0.1021
GooF 1.254 1.114
Deposition no. CSD-1864274 CSD-1864273

4.3.5 Structure of m-LiScP2S6
Monoclinic LiScP2S6 is a layered compound (see Figure 4.3, Table 4.3) and isostruc-
tural to LiAlP2S6.45 It crystallizes in space group C2/c (no. 15) with a = 6.933(1) Å,
b = 10.754(2) Å, c = 11.694(2) Å, β = 94.41(3)°, V = 869.3(3) Å3, and Z = 4 (see Table
4.3). The layers are separated by van der Waals gaps, and each layer is composed of
P2S 4–

6 hexathiohypodiphosphate(IV) units as well as [ScS6] and [LiS6] octahedra; the
octahedra share edges. All three types of octahedra make 1

3 of the layers, and the different
cations alternate. In the ethane-like P2S 4–

6 anion, the P–P bond length is 2.21 Å and the
P–S bond lengths are 2.02–2.04 Å. The orientation of the P2 dumbbells in the octahedral
voids (and thus of the P2S 4–

6 ions in the layer) is different from that in most other
layered hexathiohypodiphosphates(IV).45,46 While in most layered hexathiohypodiphos-
phates(IV), the P–P bond is usually oriented perpendicular to the sulfur layers, it is
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almost oriented horizontally within the layers here, thus connecting each phosphorus atom
with three sulfur atoms from two different planes. The Sc–S bond lengths are 2.60 Å and
the Li–S bond lengths are 2.64–2.74 Å. These bond lengths agree well with the bond
lengths in the isostructural compound LiAlP2S6.45 Differential scanning calorimetry (DSC)
measurements (Figures A.1 and A.2, Appendix A) indicate that m-LiScP2S6 transforms
endothermally to t-LiScP2S6 upon heating to roughly 560 °C. Temperature dependent
X-ray diffraction measurements (Figure A.3, Appendix A) show the transformation as
well.

Figure 4.3: Crystal structure of monoclinic LiScP2S6 (Sc shown in purple, Li in green, P
drawn in red, S in yellow, isolated P2S 4–

6 units drawn as light red polyhedra.

4.3.6 Structure of t-LiScP2S6
Trigonal LiScP2S6 crystallizes in space group P 3̄1c (no.163) with a = b = 6.363(1) Å,
c = 12.386(3) Å, V = 434.3(2) Å3, and Z = 2 and is the high temperature phase
of the system, since it was obtained via quenching from 1073 K, whereas slow cooling
leads to the m-phase. The structure (see Figure 4.4, Table 4.3) is a variant of the
Fe2P2S647 structure type and isostructural to AgInP2S648 and AgScP2S6,10 as well as
the selenodiphosphates(IV) M IM IIIP2Se6 (M I = Cu, Ag; M III = Cr, Al, Ga, In)49 and
AgLnP2Se6 (Ln = Sc, Er, Tm).11 CuScP2Se6 was additionally proposed to crystallize
in this structure type.11 The structure is also layered and very closely related to the
one of m-LiScP2S6. The two phases exhibit the same stacking sequence and the cation
distribution within the layers is similar, with one exception: trigonal LiScP2S6 contains
disordered P2S 4–

6 anions. We refer to these disordered anions as isolated [P2/2P6/6S6]4–

units (see Figure 4.5), because there are 8 P sites, two are occupied by 1
2 and 6 are occupied

by 1
6 . The half occupied P position forms the P2 dumbbell that is aligned parallel to the c

axis, making it the preferred orientation. This orientation of the staggered P2S 4–
6 anions

is exclusively present in ordered [SOF(P) = 1] AgScP2S6 and AgInP2S6. The remaining
disordered P position in t-LiScP2S6 (SOF(P2) = 1

6 ) represents three further orientations
of the P2 dumbbell in the [S6] octahedron with the same atomic arrangement as in the
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Table 4.3: Crystallographic data of monoclinic LiScP2S6 as obtained from single-crystal
X-ray diffraction at 298 K. For atomic coordinates and equivalent isotropic displacement
factors please refer to Table A.2

m-LiScP2S6
Crystal shape platelet
Crystal color colorless transparent
Diffraction method single-crystal
Radiation Mo-Kα
Crystal symmetry monoclinic
Space group C2/c (no. 15)
Lattice parameters a = 9.933(1) Å

b= 10.754(2) Å
c= 11.694(2) Å
β = 94.41(3)°

Cell volume 869.3(3) Å3

Cell content Z = 4
2θ range 6.98° ≤ 2θ ≤ 47.46°
Index range -7 ≤ h ≤ 7

-12 ≤ k ≤ 12
-13 ≤ l ≤ 13

Total reflections 2257
Unique reflections 646
Parameters 47
Residual electron density
(min/max)/e Å−3 1.177 / -0.521

Rint 0.0555
R1 (> 4σ) 0.0402
wR2 (> 4σ) 0.0952
GooF 0.929
Deposition no. CSD-1864272

staggered C2H6 molecule. In total, the disorder of the two P sites describes all four
possible orientations of the P2 unit in an octahedral environment with P atoms pointing
towards opposite triangular faces.

To the best of our knowledge trigonal LiScP2S6 is the first example containing the
described disordered [P2/2P6/6S6]4– unit. As mentioned above, we recently reported a
different disordered thiophosphate anion, [P4/2S6]4–, in Cs10Y4Cl10(P2S6)3.8 The version
described here exhibits an even higher degree of disorder. In the [P2/2P6/6S6]4– anion the
P(1)–P(1) and P(2)–P(2) bond lengths are 2.17 − 2.18 Å, and the P(1)–S and P(2)–S
bond lengths are 2.08 Å and 2.07-2.18 Å, respectively. The Sc–S bond length is 2.60 Å and
the Li–S bond length is 2.71 Å. These bond lengths are in good agreement with related
AScP2S6 compounds (A = Na, Ag)7,10 and with Cs10Y4Cl10(P2S6)3.8 SEM-EDX analyses
show no differences in the composition (excluding Li) of monoclinic and trigonal LiScP2S6.
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Figure 4.4: Crystal structure of trigonal LiScP2S6 (Sc shown in purple, Li in green, P
drawn in red, S in yellow, isolated [P2/2P6/6S6]4– units drawn as light red polyhedra).

Figure 4.5: Disordered [P2/2P6/6S6]4– anion (P drawn in red, S shown in yellow). Note:
Only two opposite P positions are simultaneously occupied and the preferred orientation
parallel to the c axis is highlighted by larger P atoms.

Differential thermal analysis DTA and DSC measurements indicate that both m- and
t-LiScP2S6 decompose at similar temperatures, between 800 and 840 °C. Note that
m-LiScP2S6 transforms to the t-phase before decomposition. High temperature X-ray
diffraction shows that the decomposition product is mostly Sc2S3, mixed with small
amounts of Li4–3xScxP2S6.

4.3.7 DFT modeling
Since t-LiScP2S6 features disorder on the P positions, it structure as determined from
XRD cannot simply be used as input for density functional theory (DFT) calculations,
making an energetically comparison of m- and t-LiScP2S6 impossible. That is why we
derived fully ordered models from the real structure. As mentioned above, the same
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stacking sequence of the colored Li–Sc honeycomb like layers is found in m- and t-LiScP2S6.
The significant difference in the structures is the orientation of the P2 entities in the
voids of the honeycomb. Interestingly, all possible orientations of the P2 dumbbells
are realized in t-LiScP2S6 by disorder with a preferred orientation along the c axis.
This means that the P2 orientation as found in m-LiScP2S6 is also present in the t-
modification. The most simple model for t-LiScP2S6 with an ordered P2 dumbbell that
preserves the space group symmetry is by fully occupying the SOF(P1) = 0.5 positions,
making it isotypic to AgScP2S6 and AgInP2S6, subsequently called t*-LiScP2S6. A full
occupation of one SOF(P2) = 1

6 position results in space group C2/c, making m-LiScP2S6
a borderline case of t-LiScP2S6. However, calculating the equations of state for both
idealized t*-LiScP2S6 and m-LiScP2S6 reveals that the t*-model is preferred over the
m-modification by 26 kJ mol−1 (see Figure 4.6). Moreover, the modeling of the further
dumbbell orientations in t-LiScP2S6 by full structural relaxations indeed results in almost
the same arrangement and energy as for m-LiScP2S6 (see Table A.5, Appendix A). Since
t-LiScP2S6 contains lower symmetric monoclinic structural features which are higher in
energy, the ordered t*-model is energetically preferred (note that configurational entropy
contributions are neglected). We thus infer that m- and disordered t-LiScP2S6 are both
metastable compared to a fully ordered t*-LiScP2S6, which has not been synthesized yet.

Figure 4.6: Calculated E vs.V curves for idealized t*-LiScP2S6 and m-LiScP2S6.
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4.3.8 Raman spectroscopy
For Raman spectroscopy, single crystals were selected under a microscope in dried
petroleum, mounted into glass capillaries, and sealed under inert atmosphere. The Raman
spectra of the three phases (see Figure 4.7) are very similar to the reported ones of
KLaP2S6,50 i.e. the compounds have the same type of Raman bands at very similar
wavenumbers. In order to interpret the observed spectra for m- and t-LiScP2S6, the
Raman modes were also calculated theoretically employing DFT (see Figure 4.7 and
Appendix A for all calculated Raman active modes). The different types of P–S stretching
vibrations are found at ca. 580 cm−1 (calculated 576–544 cm−1). At 570 cm−1, the first
P–P stretching occurs [calculated 515 cm−1 (t*) and 507 cm−1 (m)]. The small peak at
450 cm−1 that is present for both LiScP2S6 modifications is absent in the simulation for
the fully ordered trigonal model but can be explained with the monoclinic structure. It is
a further symmetric P–S stretching with the P–P dumbbell inclined horizontally within
the layer. The most characteristic signal at 390 cm−1 has been previously assigned to
the A1g symmetric stretch of the ethane-like P2S 4–

6 anion,8,50–52 and is confirmed by
the simulations. The disordered [P2/2P6/6S6]4– anion does not show a distinct Raman
spectrum, in contrast to the previously reported disordered [P4/2S6]4– anion.8 However,the
peaks in the spectrum of the trigonal phase are broadened compared to the sharp maxima
of the monoclinic modification, caused by the disorder of the P2S 4–

6 anion that can be
regarded as a superposition of different similar spectra. From 320 cm−1 and below, the
modes consist of P–S bending and Li–S and Sc–S stretching vibrations.

Figure 4.7: Raman spectra of the three new lithium-scandium hexathiohypodiphosphate
phases with simulated Raman modes from DFT (green and red sticks). Not that the
ordered t*-model was taken for comparison with t-LiScP2S6.
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4.3.9 Electrochemical impedance spectroscopy

Electrochemical impedance spectroscopy (EIS) measurements were performed in an argon-
filled glovebox at room temperature. The Nyquist plots of cold pressed pristine and
Ru sputtered pellets of Li4–3xScxP2S6 are shown in Figure 4.8a. The ionic conductivity
of pressed pellets is on the order of 1.2 · 10−6 S cm−1, and the corresponding chemical
capacitance amounts to about 5 · 10−11 Fcm−2, thus indicating a bulk process. The
lithium ion motion in the parent crystalline compound Li4P2S618 was reported to be four
orders of magnitude lower (1.6 · 10−10 S cm−1). Partial substitution of Li+ ions by Mg2+
ions in Li4–2xMgxP2S6, increases the ionic conductivity by several orders of magnitude
(1 · 10−6 S cm−1),38 similarly to the conductivity of Li4–3xScxP2S6. Probing electronic
conductivity by dc polarization experiments was not possible due to high signal-to-noise
ratios at low excitation voltages. Higher applied potentials resulted in decomposition of
the electrolyte or reaction with the electrode. Therefore, modeling a resistor parallel to the
(R CPE)-(CPE) circuit was used to qualitatively probe the partial electronic conductivity
(σeon) compared to a model representing a sole ionic conductor. An electronic conductivity
of ca. 10−9 S cm−1 was calculated by the fit of the extended equivalent circuit. Since
the fit quality did not improve by adding electronic conductivity to the model, it was
therefore simplified to acknowledge the negligible electronic contribution to the total
conductivity.

Figure 4.8: (a) Nyquist-plot obtained by EIS measurement of Li4–3xScxP2S6 with equiva-
lent circuit fit. Ru metal was sputtered on adjacent faces of the pellet to reduce contact
resistance. Fitted values for RSE, CPEint and CPEpol are tabulated in Table A.8 (Ap-
pendix A). (b) Bond valence energy landscape of Li2.926Sc0.358P2S6 (single crystal data)
at isoenergy value of −4.5 eV (Emin = −6.6 eV). Li drawn in green, Sc drawn in purple, S
drawn in yellow.

The lithium trajectory within the structure was modeled by exploring the bond
valence energy landscape (BVEL) of Li2.926Sc0.358P2S6 (Figure 4.8b) using the program
3DBVSMAPPER (see Experimental Section). The calculation suggests that an octahedral-
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tetrahedral-octahedral (O–T–O) trajectory of lithium ion movement within the ab plane
via face-sharing (occupied) octahedra and (unoccupied) tetrahedra (see Figure 4.8b)
is possible. Lithium conduction through the layers (in c direction) is prohibited by
partial occupation of Li sites by Sc3+ due to electrostatic repulsion during Li+ movement,
rendering this material a 2D ion conductor. Electrochemical impedance spectra of
monoclinic m- and trigonal t-LiScP2S6 are given in Figure A.5 (Appendix A). The
conductivity of both phases is measured to be less than 10−9 S cm−1. This can be
explained by the full occupation of Li sites within the layered structure, prohibiting more
facile Li ion hopping between otherwise partially occupied sites as in Li2.926Sc0.358P2S6.
The calculated lithium ion pathways in the m- and t-phase can be best described with
an octahedral-octahedral-tetrahedral-octahedral-octahedral (Ol–Oi–Ti–Oi–Ol) trajectory,
as shown in Figure A.4 (Appendix A). At low energies (see Figure A.4, e and f) Li ions
can diffuse from (intra-)layer octahedral sites (Ol) to interlayer octahedral (Oi) vacancies
through a shared-face. Higher energies (Figure A.4, i and j) open up a pathway between
two edge-sharing Oi sites, which share faces with an interlayer tetrahedral site (Ti). The
network of Li ion motion is per se three-dimensional; however we expect high activation
energies for Oi–Ti–Oi hopping to inhibit a significant long-range dc conductivity in both
structures, as confirmed by our measurements.

4.4 Conclusions
Three new lithium-scandium hexathiohypodiphosphates(IV) were synthesized and charac-
terized. The crystal structures, ionic conductivity and Raman scattering was investigated
and the stability of the LiScP2S6 modifications was probed by DFT modeling. The
compounds exist in three different structure types (see Table A.4, Appendix A). They
complete the structural stability diagram of ALnP2S6 compounds (A = Na, K, Rb, Cs;
Ln = lanthanide).7 All three contain isolated ethane-like P2S 4–

6 hexathiohypodiphos-
phate(IV) building blocks. In contrast, the high temperature phase t-LiScP2S6 contains
a previously unidentified disordered version of the P2S 4–

6 anion. We thus refer to this
anion as [P2/2P6/6S6]4–. From DFT modeling both m- and the disordered t-LiScP2S6 are
predicted to be less stable than a yet unknown ordered version of the trigonal modification,
which would be isotypic to AgScP2S6. The Raman spectra of the three lithium-scandium
hexathiohypodiphosphates show the most characteristic signal at 390 cm−1, which can be
assigned to the A1g symmetric stretch of the ethane-like P2S 4–

6 anion. HT-XRD measure-
ments show that m-LiScP2S6 transforms between 500 °C and 700 °C into t-LiScP2S6. DTA
and DSC-measurements indicate that the three compounds decompose between 800 and
840 °C. t-LiScP2S6 and m-LiScP2S6 are bad ionic conductors at room temperature (less
than 10−9 S cm−1), whereas Li4–3xScxP2S6 shows a significant increase in Li+ conductivity
compared to the parent compound Li4P2S6. Simple structure-property relationships
reveal that cationic disorder in Li2.926Sc0.358P2S6 is responsible for the improved ionic
conductivity in comparison to both LiScP2S6 modifications, which comprise fully occupied
Li and Sc positions only.
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4.5 Experimental section

4.5.1 Synthesis

All preparations and manipulations were carried out in an argon atmosphere. For the
solid state reactions, Li2S (Alfa Aesar,99.9%), P2S5 (Acros, 98+%), S (Alfa Aesar, 99.5%),
and Sc (Johnson Matthey, pieces, distilled dendritic, 99.99%) were vacuum-sealed in
uncoated quartz tubes (length: 200 mm, inside diameter: 10 mm). It is also possible
to synthesize LiScP2S6 from the elements [Li granules (Alfa Aesar, 99%), red P (Alfa
Aesar, 98.9%), S (Alfa Aesar, 99.5%), and Sc (Johnson Matthey, pieces, distilled dendritic,
99.99%)]. The three LiScP2S6 phases are extremely moisture sensitive and must be stored
and handled under inert conditions. To prevent damaging of the sealed quartz tube
due the initial strongly exothermic reaction the intimately mixed starting material was
additionally placed inside a small quartz container (length: 80 mm, out-side diameter:
8 mm). All products were characterized with single-crystal X-ray diffraction (SXRD) and
powder X-ray diffraction(PXRD), and the composition (without lithium) was confirmed by
scanning electron microscopy coupled with energy-dispersive X-ray analysis (SEM-EDX)
spectroscopy.

4.5.2 X-ray diffraction

Powder X-ray diffraction patterns were measured in sealed glass capillaries with a STOE
StadiP diffractometer working with Ge-monochromatic Mo-Kα radiation in Debye-Scherrer
setup. Single crystals suitable for single-crystal X-ray diffraction were picked under a
microscope in dried petroleum and mounted into sealed glass capillaries for single-crystal
X-ray diffraction measurements. Single crystal X-ray diffraction of Li2.927Sc0.358P2S6 was
carried out with a SMART-APEX CCD X-ray diffractometer (Bruker AXS) working
with graphite-monochromated Mo-Kα radiation. For the integration of the reflections,
the SAINT software (Bruker AXS) was used. The data collection of m-LiScP2S6 and
t-LiScP2S6 was performed with a STOE IPDS II working with graphite-monochromatic
Mo-Kα radiation. Integration of the reflection intensities and calculation of the reciprocal
lattice planes was performed using the STOE X-Area 1.56 software. The structure was
solved with Direct Methods and refined by least-squares fitting using the SHELXTL
program.53 Crystallographic data (excluding structure factors) for the structures in this
paper have been deposited with the Cambridge Crystallographic Data Centre, CCDC,
12 Union Road, Cambridge CB21EZ, UK. Copies of the data can be obtained free of
charge on quoting the depository numbers CCDC-1864274 (Li2.926Sc0.358P2S6) CCDC-
1864273 (t-LiScP2S6), and CCDC-1864272 (m-LiScP2S6) (Fax: +44-1223-336-033; E-Mail:
deposit@ccdc.cam.ac.uk, http://www.ccdc.cam.ac.uk).

4.5.3 Raman spectroscopy

The Raman spectra were recorded with a JobinYvon Typ V 010 Labram single grating
spectrometer, equipped with a double super razor edge filter and a peltier cooled CCD
camera. The resolution of the spectrometer (grating 1800 Lines/mm) was 1 cm−1.
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4.5.4 Electrochemical impedance spectroscopy Measurements
Electrochemical impedance spectroscopy (EIS) measurements were performed to determine
the ionic and electronic conductivity of the Li+ containing phases. An impedance-analyzer
Alpha-A (Novocontrol Technologies), interfaced with a computer was used to measure
impedance of the LiScP2S6 phases in the frequency range of 0.1 Hz to 1 MHz and a
root-mean-square AC amplitude of 100 mV. Approximately 30–60 mg of the phase-pure
compound were thoroughly ground, pressed into 5 mm diameter pellets (> 90% geometrical
density) and sandwiched between two lithium ion blocking polished steel electrodes
employing a TSC Battery cell (RHD Instruments). The spring-loaded cell was maintained
at 3.5 bar to ensure good contact between the sample and the electrodes. Impedance
data was analyzed using the RelaxIS 3.0 software (RHD Instruments). Proportional
weighting method was used to fit the equivalent circuits shown in Table A.8 (Appendix A).
Kramers-Kronig tests were performed to test data reliability before fitting.

4.5.5 DTA/DSC measurements
DTA and DSC measurements have been used to determine the thermal behavior and
the decomposition of the LiScP2S6 phases. For this purpose we worked under inert
atmospheres in sealed quartz containers with home-built equipment (DTA)23 and a 404
F1 Pegasus DSC from NETZSCH. DSC measurements were performed in flowing argon
with the following temperature profile: heat 10 K min−1 to 600 °C, dwell 2 h at 600 °C,
heat 2 K min−1 to 900 °C.

4.5.6 HT-XRD measurements
HT-XRD diffraction patterns were recorded in sealed quartz capillaries with a D8-
Advance (Bruker) diffractometer working with Ge(220) monochromated Mo-Kα1 radiation
(λ = 70.930 pm), equipped with a Lynx-Eye 1 mm detector.

4.5.7 EDX analyses
Several single crystals were mounted on carbon tape and measured with a Tescan SEM
(Vega TS 5130 MM) equipped with a SDD (silicon drift detector, Oxford).

4.5.8 DFT calculations
Quantum chemical calculations were performed in the framework of density functional
theory (DFT) using a linear combination of Gaussian-type functions (LCGTF) Scheme
as implemented in CRYSTAL17.54,55 Due to the layered nature of the investigated
compounds Grimmes D3 dispersion correction was included in the modeling.56 The total
energy calculations including full structural optimizations were performed with the GGA
(PBE)57 xc-functional. The convergence criterion considering the energy was set to
1 · 10−8 a.u. with a k-mesh sampling of 12 × 12 × 12. All-electron basis sets for Li, P,
and S were taken from references58–60 and a pseudo potential Hay-Wadt basis set was
used for Sc.61 The vibrational frequencies including Raman intensities were computed
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on the basis of the relaxed structures using the coupled-perturbed Kohn-Sham(CPKS)
mode.62,63 Vibrational modes were visualized with the J-ICE application.64

4.5.9 BVEL calculations
Bond valence energy landscape (BVEL) calculations were performed using the free-ware
program 3DBVSMAPPER, that is based on soft-bond-valence parameters and additional
(penalty)terms to convert bond valence sum (BVS) mismatch into an energy scaled map.65
The cutoff distance used for the BVS calculations was fixed to a maximum value of 8 Å.
The BVEL method in the 3DBVSMAPPER program is operating as follows: (i) Removal
of all low occupancy atoms (SOF < 0.05). (ii) Removal of the mobile ion(here Li). (iii)
Generation of a 3D grid (here 0.05 Å for Li2.926Sc0.358P2S6 and 0.2 Å for m-, t-LiScP2S6)
covering the unit cell. (iv) Calculation of BVEL term at each grid point. (v) Analysis of
the calculated result (volume and surface area of connected isosurface). (vi) Generation
of volumetric data file (grd). As a consequence of this operation the following constraints
of this method are: (i) Relaxation of the anionic sublattice during ion movement is not
considered. The activation energies for conduction are therefore overestimated. (ii) Ions
of same charge as the tested ion exhibit a strong repulsion towards the test ion. Mixed
occupied sites of the test ion and other ions strongly inhibit conduction pathways. (iii)
Removal of all examined ions (here Li) entail missing repulsion of mobile ions during
conduction. Despite these constrains both BVS and BVEL have proven to be a valid
empirical tool to describe diffusion paths in ionic solids.66
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5.1 Abstract
The development of all-solid-state sodium batteries for scalable energy storage solutions
requires fast sodium conducting solid electrolytes. To fast-track their discovery, candidate
materials need to be identified that are synthesized from abundant resources via cheap and
green synthesis routes. Their ion conducting mechanism has to be understood and adapted
to meet the stringent requirements for long-term operation in all-solid-state batteries. Here,
structure and properties of the sodium hexathiohypodiphosphate Na4P2S6 obtained by two
different synthesis methods are compared: a solid-state reaction and a precipitation route
from aqueous solution. Combined investigations using powder X-ray diffraction (PXRD),
precession electron diffraction (PED), differential scanning calorimetry (DSC), solid-state
nuclear magnetic resonance spectroscopy (ssNMR), and Raman spectroscopy reveal that
the solid-state synthesized material is characterized by a Na+ and vacancy disorder-driven
enantiotropic phase transition at 160 °C (α- to β-Na4P2S6), which is accompanied by
a symmetry change of the P2S 4–

6 anion. Precipitated Na4P2S6 already crystallizes in a
β-like polymorph at room temperature, likely assisted by inter- and intralayer defects.
Bond-valence and nudged elastic band (NEB) calculations were employed to identify a
low energy, 2D conduction network in β-Na4P2S6, suggesting facile 2D long-range Na+
diffusion. Electrochemical impedance spectroscopy reveals a higher ionic conductivity
at room temperature in precipitated β-like Na4P2S6 (2 · 10−6 S cm−1) compared to the
solid-state α polymorph (7 · 10−7 S cm−1). The activation energy is around 0.4 eV for both
materials. The findings highlight that even subtle structural changes can significantly
impact the sodium-ion diffusion in solid electrolytes and at the same time reveal an
intricate interplay between phase formation and synthetic control.

5.2 Introduction
All-solid-state batteries based on solid electrolytes as core components have emerged as
potential alternatives to state-of-the-art lithium ion batteries that have become indispens-
able in powering our modern-day society. Especially in the critical areas of electromobility
and renewable energy storage where conventional concepts cannot keep up with the
ever-growing energy requirements, solid-state batteries promise improved power and
energy density as well as safety and versatile cell geometries. For some applications such
as stationary, large-scale energy storage where the critical geo-political abundance and
cost of lithium are the most pressing issues, rechargeable sodium-ion batteries promise to
be a viable alternative. This has revitalized intense research on sodium-ion conducting
materials for solid electrolytes.1–3 However, in order to increase the number of competitive
Na+ solid electrolytes, candidate materials need to be identified that are synthesized from
abundant resources (e.g. sulfur and phosphorus) via cheap and green synthesis routes,
and their ion conduction mechanisms need to be understood and adapted to meet the
stringent requirements for long-term operation in all-solid-state batteries.

Historically, well-known Na+ solid electrolytes are Na-β-Al2O3
4 and the NaSICON

family5,6 that both typically use operating temperatures of about 300 °C to provide
sufficiently high ion mobilities.3 In the last years, superionic polyborates of closo-borate
anions BnH2−

n such as Na2(B12H12)0.5(B10H10)0.5 have attracted much attention as they
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offer promising room temperature conductivities as high as 0.9 mS cm−1.7,8
A new direction in Na+ solid electrolyte research opened up in 2012 when Hayashi et

al. described the stabilization of the cubic β-sodium ortho-thiophosphate Na3PS4 phase in
a “glass-ceramic” state at ambient temperature with an ionic conductivity of 0.2 mS cm−1

to 0.46 mS cm−1.9–11 That is an improvement by two orders of magnitude compared to the
thermodynamically stable tetragonal α-Na3PS4 phase.12 Only recently, this compound hit
yet another milestone when a second high temperature polymorph (γ) was described as a
plastic crystal.13 The potential of thiophosphates as a material class for solid electrolytes
is reflected in numerous studies that were able to further improve the ionic conductivity
by substitution of phosphorus or sulfur in tetrahedral PS 3–

4 .14–18 Structural expansion,
changing the polarizability, and creating Na+ interstitials and vacancies through iso- or
aliovalent doping are common concepts to enhance ion mobility. Na2.9P0.9W0.1S4 and
Na2.9Sb0.9W0.1S4 are the fastest ion conductors derived from the parent compound Na3PS4
known today with conductivities of 13 mS cm−1 and 41 mS cm−1, respectively.19,20

As portrayed by these works, the sodium thiophosphate family is a powerful material
class for fast ion conduction and, more importantly, already proved functional in all-solid
state batteries.9,10 Recently, Fritsch et al. studied the ionic conductivity and local structure
of the sodium hexathiometadiphosphate Na2P2S621 with a conductivity of 10−8 S cm−1

in the amorphous material obtained by a ball milling synthesis compared to 10−11 S cm−1

in the crystalline compound.22 The enhanced conductivity in the amorphous materials
arises from sodium disorder and single PS 3–

4 tetrahedra incorporated in addition to P2S 2–
6 .

Another superionic sulfide-based electrolyte with thiophosphate and thiostannate anions is
Na11Sn2PS12.23,24 Its high conductivity of 4 mS cm−1 originates from significant intrinsic
Na+ vacancies and a large variety of alternative three-dimensional pathways with similar
migration barriers along different directions.

Sodium hexathiohypodiphosphate Na4P2S6, the compound discussed in this publica-
tion, was first mentioned in a study on precipitated Na4P2S6 · 6H2O as its dehydration
product.25 The crystal structure was reported later by our group where Na4P2S6 was
obtained via a solid-state synthesis.21 The main characteristic of the monoclinic structure
is a layered arrangement of P2S 4–

6 anions in planes with an [ABC] stacking (cf.Figure 5.1a
and Appendix B). In these planes and between them are two crystallographically differ-
ent sodium ions, coordinated octahedrally by sulfur atoms. The molecular axes of the
P2S 4–

6 anions are tilted by 4° from the layer normal while they are parallel in related
compounds like FePS3. The P2S 4–

6 layer is reminiscent of a hexagonal pattern. This
structure is unique among the alkali hexathiohypodiphosphates A4P2S6: Li4P2S6 is also a
layered structure but with an [AA] stacking resulting in a different distribution of alkali
ions between the layers, whereas K4P2S6 and Rb4P2S6 exhibit three-dimensional struc-
tures.21,26 Rush et al. modeled the Na+ ion dynamics of Na4P2S6 with DFT calculations
and estimated a low activation energy of Ea ≈ 0.4 eV.27 A more recent comprehensive
DFT study of the same group emphasizes the potential of Na4P2S6 as Na+ ionic conduc-
tor, stresses the low activation energy of the material, and reveals considerable Na+ ion
motion in two dimensions in MD simulations.28 Indeed, for precipitated Na4P2S6 (via
the hydrate) Hood showed a room temperature conductivity of 3.4 · 10−6 S cm−1 with
Ea = 0.35 eV and pointed out that rehydration and subsequent dehydration does not
impact the electrochemical performance, making this compound more compliant with
battery applications.29 Based on our study, we assume that Na4P2S6 prepared by Hood is
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similar to our precipitated β-like samples.
In this paper, we compare the structure and properties of Na4P2S6 obtained by

different synthesis routes and describe a new high-temperature polymorph (β) that has
significant intrinsic Na+ vacancies and forms above 160 °C when synthesized via a solid-
state route according to Ref. [21] . Combined investigations using powder X-ray diffraction
(PXRD), differential scanning calorimetry (DSC), precession electron diffraction (PED),
solid-state nuclear magnetic resonance spectroscopy (ssNMR), and Raman spectroscopy
reveal that precipitated Na4P2S6 via solution synthesis (cf. Ref. [25]), however, already
crystallizes in a β-like polymorph at room temperature which is stabilized by subtle
structural defects, e.g. stacking faults. A comprehensive mechanistic study based on
bond valence energy landscape (BVEL) and nudged elastic band (NEB) calculations
pinpoint how the ionic conductivity is influenced by structural changes upon the phase
transition and the presence of Na+ vacancies. Electrochemical impedance spectroscopy
measurements portray precipitated β-like Na4P2S6 as an ion conductor with a room-
temperature conductivity of 2 · 10−6 S cm−1 and an activation energy of 0.4 eV while
solid-state α-Na4P2S6 has a lower conductivity of 7 · 10−7 S cm−1 with a similar activation
energy.

5.3 Results and discussion
5.3.1 Polymorphism in Na4P2S6
As a starting point to elucidate the phase formation and polymorphism of Na4P2S6, we
synthesized Na4P2S6 via two alternative synthesis routes—a solid-state route21 and by
precipitation from aqueous solution.25 The high-temperature behavior of the as-obtained
materials was investigated by PXRD (Figure 5.1b, c). For the solid-state thiophosphate a
phase transition appears at around 200 °C with a splitting of the reflection at 7° 2θ (Mo
Kα1, indices (0 2 0) and (1 1 0)). The structure of this new high-temperature polymorph,
dubbed β-Na4P2S6, is closely related to the low-temperature polymorph and crystallizes in
the same space group C2/m (Figure 5.1a). The phase transition is primarily characterized
by the occupation of a new sodium position (Na3, Wyckoff position 2d) at the expense of
Na2. The 2d position is an unoccupied, distorted S6 octahedral void in the α phase’s van
der Waals gap. Therefore, the phase transition generates an exceptionally high amount
of intrinsic Na+ vacancies. Further, subtle structural changes such as in the distances
and tilting of the P2S 4–

6 anions occur, which we discuss in detail below. Recently, Li
et al. computationally predicted the 2d position to be the energetically most favorable
interstitial site.28 Their MD simulations already suggest an involvement of this site in the
Na+ migration path, and we present here experimental proof for the occupation of the
Na3 position at elevated temperatures. Empty voids are also present in the structure of
Li4P2S6, but they are capped by the P2S 4–

6 anion and their occupation is energetically
much more unfavorable.26 β-Na4P2S6 is still observed at 500 °C and the α–β transition is
reversible upon cooling.

The precipitation route also gives a crystalline Na4P2S6 solid that is, however, char-
acterized by broad reflections in the PXRD pattern that do not allow for the α–β
differentiation. Upon heating no phase transition can be tracked by PXRD until about
500 °C where sharp reflections of the β phase occur. Cooling back to room temperature,
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Figure 5.1: (a) Crystal structure of solid-state synthesized Na4P2S6 in the monoclinic
space group C2/m (no. 12) at room temperature (α) and high temperature (β) with a
layered arrangement of P2S 4–

6 (P: purple, S: yellow). Sodium atoms (red and orange)
are coordinated octahedrally by sulfur atoms. (b), (c) HT-XRD patterns of solid-state
and precipitated Na4P2S6 with shaded regions to differentiate between the polymorphs.
(d) Simulated PED pattern in comparison to measured PED patterns of (e) sublimed
(representing the solid-state material), (f) precipitated, and (g) annealed Na4P2S6.

however, the α phase develops into the annealed material. To unravel the differences
of solid-state, precipitated, and annealed Na4P2S6, we recorded PED patterns that are
presented in Figure 5.1d-g. Note that the PED pattern of the solid-state Na4P2S6 was
obtained from a sample that was additionally sublimed at 750 °C, since the recording of
the desired direction was not feasible in the raw solid-state reaction product. This sample
shows sharp reflections that are in agreement with those of a simulated pattern along the
[110] zone axis. Contrary, diffuse scattering occurs as streaks in precipitated Na4P2S6.
This indicates the presence of planar defects, which are located in the c direction, the
stacking direction of the crystal structure. These defects modulate the layer distance and
can stem from e.g. stacking faults, residual crystal water, and/or thiophosphate disorder.
The remaining sharp reflections agree with the simulated pattern. The defects are largely
healed in the annealed sample where the diffuse scattering is reduced in intensity and
reflections become visible and are comparable to the solid-state product.

With the structural differences of the two synthesized samples roughly understood,
DSC measurements, ssNMR experiments, and Raman spectroscopy were carried out to
follow the α–β phase transition and elucidate the subtle structural differences.
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Differential scanning calorimetry

DSC curves were recorded between 80 and 300 °C in three consecutive runs and are
illustrated in Figure 5.2a-c. Upon heating, solid-state α-Na4P2S6 shows an endothermic
signal composed of two convoluted peaks, a small one followed by a larger peak. The
latter has an onset temperature of 160 °C. The combined exchanged heat of both peaks is
10± 1 J g−1. Cooling down the sample, the corresponding β to α transition occurs as a
sharp exothermic peak with an onset of 160 °C. Again two peaks are convoluted. However,
upon cooling the larger peak appears first. The measured thermogram is completely
reversible upon cycling, suggesting an enantiotropic phase transition. Since thermal
effects could stem from rearrangements of anions or reshuffling of site occupancies to
allow the structure to relax into a lower energy polymorph, we attribute the signals in
the solid-state material to be of such a structural transition.

Precipitated Na4P2S6 shows a very different DSC thermogram, in fact, no sharp
exothermic nor endothermic signal can be measured, suggesting that the phase transition
is suppressed and that a β-like structure is stabilized already at room temperature. This
observation holds for multiple cycles around the expected transition temperature.

In the above diffraction experiments annealed Na4P2S6 appears “healed” from stacking
faults, however, its DSC signal shows no sharp peak around the temperature where we
observe a signal for solid-state Na4P2S6, but rather a sharp kink of the DSC signal around
150 °C, compared to the precipitated sample shown in Figure 5.2b. Cooling the sample, a
smeared out thermal event appears at around 140 °C, indicated by a black arrow in Figure
5.2c. Since this broad peak is absent in the precipitated sample, we assume it to originate
from a sluggish phase transition with a low exchanged heat. This suggests a material with
structural properties midway between those of the solid-state and precipitated samples.

Solid-state nuclear magnetic resonance spectroscopy

ssNMR experiments were conducted at room temperature to elucidate the local environ-
ment of sodium by 23Na magic angle spinning (MAS) NMR; the anionic thiophosphate
sublattice as well as (thio-)phosphate impurities are revealed by 31P MAS NMR. The
spectra of the solid-state α, precipitated β-like, and annealed Na4P2S6 are depicted in
Figure 5.2d-i. The fits of the 23Na MAS NMR spectra yield two signals for both the
solid-state and the precipitated sample, and three signals for the annealed Na4P2S6. Two
different sodium positions of equal occupation are expected from the crystal structure
of solid-state synthesized α-Na4P2S6.21 The fitted integral ratio of 50% (Na1) to 50%
(Na2) for the solid-state material, therefore, reflects the previously reported structure.21
The two resonance peaks at δiso = 18.2 ppm and δiso = 5.6 ppm were fitted with a model
accounting for second order quadrupolar line broadening (I = 2

3
23Na nucleus), observed

especially for the signal at δiso = 5.6 ppm. We assign these two resonances to the crystal-
lographic positions Na1, residing in a symmetrical environment in the P2S 4–

6 layer, and
the less symmetrically coordinated Na2 site, indicated by the larger quadrupolar coupling
constant, in the interlayer space, respectively (cf. Figure 5.1a). For the discussion of
the 31P spectra we make use of the short range order (SRO) notation for phosphate
compounds as described by Kmiec et al.30 Besides the main resonance at δiso = 112.9 ppm
(P2S 4–

6 , P1P), the 31P MAS spectrum of solid-state Na4P2S6 reveals one small additional
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Figure 5.2: DSC curves of (a) solid-state α/β, (b) precipitated β-like, and (c) annealed
Na4P2S6. The three-times consecutively measured heating and cooling scans are depicted
in red and blue, respectively. The initial heating scan was discarded. 23Na (d-f) and
31P (g -i) MAS ssNMR spectra of Na4P2S6 at room temperature. The measured and
calculated spectra are depicted as blue and orange lines, respectively. Fitted peaks are
displayed as half-transparent peak areas of different color. The integral ratio is displayed
as numbers in parentheses. For the 31P-NMR spectra high field peaks next to the peak
for P2S 4–

6 are 10-fold magnified.

signal at δiso = 86.7 ppm. We attribute this to Na3PS4 impurities as this chemical shift is
characteristic for the ortho-thiophosphate anion PS 3–

4 (P 0
S ).

Comparing the 23Na MAS spectrum of precipitated β-like with solid-state α-Na4P2S6
there is one notable difference: The resonance peaks for Na1 and Na2 are clearly broader
for the precipitated sample, indicating a more disordered material on the local or long-
range scale (e.g. differences in the local Na environment, stacking faults, etc.). This
observation is in line with the TEM study that was performed on sublimed and crude
precipitated Na4P2S6. The integral ratio of 48% Na1 to 52% Na2 is close to the expected
half/half distribution of interlayer and intralayer sodium. The 31P spectrum of precipitated
Na4P2S6 shows the resonance peak of P1P in addition to two smaller signals with a similar
chemical shift. We conclude that the higher disorder produced by the precipitation route
leads to slightly different chemical environments not only for the Na+, but also for the
P2S 4–

6 anion, which is displayed in the three different P1P resonances. The precipitation
route also leads to a small impurity, which is different from the one observed for the
solid-state synthesis in the studied batch of material. The chemical shift of around
δiso = 90-100 ppm portends a side phase containing P 1

S SRO units like in Na4P2S7.
Annealing the precipitated Na4P2S6 at 500 °C introduces a new 23Na signal as a

high-field shifted tail to Na2, in addition to low-field shifting the chemical shifts compared
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to the pristine sample. The integral ratio of 51% for the Na1 signal remains close to
the expected 50% for this position, whereas the other resonance intensity is shared by
Na2 (31%) and the new Na*(18%) signal. The latter signal broadens significantly and is
high-field shifted compared to Na2, while the Na1 and Na2 signals show a smaller FWHM,
comparable to the values found for the solid-state synthesized sample, indicating a gain in
(long range) order upon annealing. The fact that for the annealed sample a third signal
with a chemical shift close to the Na2 resonance is present, speaks yet again for a material
in between the solid-state and precipitated Na4P2S6. Note that also additional resonances
arise in the 31P MAS spectrum upon annealing the material. We assign these signals to a
variety of thio-, thio/oxo- and oxo-phosphate impurities30 (about 10% compared to 3%
side phase in the precipitated sample). The main 31P signal (δiso = 112.8 ppm) shows a
smaller FWHM and no visible distribution of chemical shifts after annealing the sample.

To summarize, the solid-state synthesis yields the purest material, although a Na3PS4
side phase is present and difficult to avoid. Preparing Na4P2S6 from solution holds the
advantage of an easier synthesis but comes at the cost of higher disorder in addition
to a side phase. Assisted by these defects, the precipitated material crystallizes in a
β-like polymorph below the α–β phase transition temperature. The subsequent annealing
“healed” some degree of disorder, however, at the same time leads to the formation of
additional side phases by presumably hydrolytic decomposition. Rapid cooling of the
solid-state synthesized and annealed Na4P2S6 from a temperature well above the transition
point yields solely the α phase.

Raman spectroscopy

Raman spectra give access to the symmetry of the P2S 4–
6 anion that is known to either

exist in the low symmetric C2h or the highly symmetric, ethane-like D3d configuration
(cf. Appendix B for details). Selected Raman spectra at different temperatures are shown
in Figure 5.3 for an α-Na4P2S6 single crystal obtained by the solid-state synthesis and
precipitated β-like Na4P2S6 powder. For a detailed summary of Raman band positions
and their assignments to individual modes refer to Appendix B. At room temperature the
Raman spectrum of solid-state Na4P2S6 shows at least eleven peaks, of which six can be
assigned to bending and stretching modes of the P2S 4–

6 anion (marked as shaded regions).
Here, the anion resembles its molecular anion with C2h point symmetry. The remaining
bands in the fingerprint region are assigned to lattice vibrations. Going above the α–β
phase transition (200 °C) the Raman spectra suggest a change in symmetry to the highly
symmetrical D3d configuration. The modes at 257 and 274 cm−1 and at 574 cm−1 (two
convoluted modes at lower temperature) degenerate to two modes of the type Eg. The
strongest band centered at 379 cm−1, representing the characteristic P–P stretching mode,
is persistent over the entire measured temperature range. Only a minor signal at around
420 cm−1 is observed at 500 °C, hinting at a possible appearance of ortho-thiophosphates
at elevated temperatures.

Contrary to the solid-state sample, precipitated Na4P2S6 reveals a P2S 4–
6 anion with

D3d symmetry already at room temperature, further supporting the proposition it is a
β-like polymorph. Here, the PS3 deformation mode is observed around 200 cm−1 with
significant intensity that is less pronounced in the single crystal solid-state Na4P2S6.
Additional Raman measurements on ground solid-state Na4P2S6 show, however, similar
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intensities compared to the precipitated product, suggesting the orientation of the single
crystal to be the reason for the low intensity of the deformation mode. We only measured
up to 200 °C, a temperature well above the α–β phase transition temperature in the
solid-state material, but lower than the annealing temperature for precipitated Na4P2S6
(observed at approx. 500 °C according to XRD results, cf. Figure 5.1c) to avoid the
formation of side phases and to stay within the β-like polymorph. However, upon cooling
the material already show a splitting of the modes as for the α polymorph, suggesting the
beginning of annealing and “healing” from (stacking) faults of the precipitated sample
already at temperatures below 500 °C.

Figure 5.3: Temperature dependent Raman spectra of (a) solid-state α/β and (b) pre-
cipitated β-like Na4P2S6. The asterisk indicates that the spectrum was recorded after
cooling down the sample from 200 °C. A full assignment of Raman modes for Na4P2S6
can be found in Table B.9 in Appendix B.

Structural changes of the phase transition

To gain deeper insight into the structural changes of the α–β transition, Rietveld refine-
ments of a series of HT-XRDs (between 20 °C and 300 °C) were evaluated. The manuscript
refers to the solid-state Na4P2S6, but the same analysis for the annealed Na4P2S6 (with
some amorphous side phase as informed from NMR) is included in Appendix B. As
already mentioned above, the main feature of the β polymorph is the new sodium po-
sition Na3 that populates during the phase transition. As Figure 5.4a illustrates, this
occurs at the expense of Na2 until both sites are equally occupied by 2

3 (remember the
different multiplicities of 4h and 2d). This is an exceptionally high amount of intrinsic
Na+ vacancies (33%) in an ion conducting material. The refined occupation of Na3 at
room temperature varies from 0% to 11±4%. Furthermore, we found a correlation of the
quality of the prepared batch and the refined Na3 occupation, where samples with less
side phase can be refined to a lower Na3 occupation. The Rietveld refinements further
confirm the reversibility of the phase transition with only a slight shift for the very first
heating process, consistent with the DSC measurements. To analyze the subtleties of the
occupation of Na2 and Na3, the phase transition was additionally examined in a single
crystal with single crystal X-ray diffraction at room temperature, subsequently at 227 °C,
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and again at room temperature. Here, the occupation of Na3 is completely reversible
from zero (due to the absence of a side phase) to 2

3 and again to zero (cf. Appendix B for
single crystal data).

Figure 5.4b displays the volume of the unit cell that changes discontinuously (+0.6%)
as expected for a first order phase transition. Please refer to Appendix B for temperature
dependency of a, b, c, and β. The thermal expansion of β-Na4P2S6 is higher than for the
α polymorph with expansion coefficients of 6.2 · 10−6 K−1 and 4.5 · 10−6 K−1, respectively.
Given these values, both belong in the group of intermediate expanding materials.31
Considering the structural changes during the phase transition, an interesting question is
whether for β-Na4P2S6 the P2S 4–

6 layers now resemble a hexagonal pattern more closely.
To this end, we evaluated the two relevant distances of the P2S 4–

6 units (defined as the
middle of the P–P dumbbell) as shown in Figure 5.4c. The distances indeed approach
each other after the phase transition (6.61/6.66Å at 200 °C) as compared to the α phase
(6.54/6.72Å at 20 °C). Nevertheless, they are still unequal in the β-Na4P2S6 polymorph
and the symmetry thus is not hexagonal. Furthermore, we were interested in the unique
tilting of P2S 4–

6 along the stacking direction, measured by the P–P–P angle of two
neighboring anions in a direction. This angle changes from 86° in α to 91° in β-Na4P2S6
(Figure 5.4d). At the phase transition it was even refined to more extreme values of up to
95°, presumably reflecting the Na+ rearrangement and changes in unit cell dimensions.
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Figure 5.4: Results of the Rietveld refinements for the α–β phase transition upon heating
(red data points) and cooling (blue data points) for the first three cycles (color code from
dark to light with increasing cycle number). (a) Occupation of the sodium positions Na2
and Na3 between the P2S 4–

6 layers. (b) Volume change with temperature. (c) Distances of
the P2S 4–

6 anions as a measure for the hexagonality of the layer. (d) Tilting of neighboring
P2S 4–

6 anions in a direction expressed as the P–P–Pneighbor angle.
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5.3.2 Sodium-ion conductivity
Pathways of Na+ conductivity

To investigate possible Na+ migration pathways and the effect of the α–β phase transition
on the Na+ trajectory, the bond valence energy landscape (BVEL) was calculated for
both Na4P2S6 polymorphs. Figure 5.5a illustrates the iso-energy surface in the Na2/Na3
layer of α-Na4P2S6 with increasing energy from left to right. At low potential energy,
the BVEL reveals two possible sites that are indeed the Wyckoff positions 4h (Na2) and
2d (Na3). The Na2 position is 0.2 eV lower in potential energy than the Na3 position.
This finding is in line with sodium solely occupying the Na2 position in the ground state
and populating Na3 at higher temperature, hence higher energy. Increasing the energy
further, an interstitial site of tetrahedral symmetry appears as a local minimum that
connects both low energy octahedrally coordinated sodium sites through two transition
states. Note that this pathway covers only three sodium sites and is not forming a
long-range conduction pathway across the unit cells (cf. 2.1 eV). We introduce the word
’triple’ for this Na2–Na3–Na2 island for later discussion. However, since an extended
pathway is crucial for long-range ion diffusion, an additional energy of 0.9 eV is necessary
to interconnect the triples (cf. Figure 5.5b, Figure B.11). Overall, the migration energy
for Na+ in this two-dimensional network in the ab plane is calculated to be about 3.0 eV, a
very high value for an ion conducting material. Note, however, that calculations based on
the bond valence (BV) approach are known to overestimate migration barriers, as the BV
method is based on calculating potential energies at fixed grid points of a “stiff” lattice.
Relaxation of the anionic sublattice during ion migration is not part of this method, hence
barriers are higher than one would measure in a real sample. Sodium ions Na1 occupying
the octahedral sites within the P2S 4–

6 layers are not part of this Na+ network, since they
experience a much stronger interaction with the close-by P2S 4–

6 dumbbells, narrowing
possible channels for ion migration (cf. Figure 5.5c). We thus expect these Na1 sites to be
rather immobile, rendering ion transport in this material essentially 2D. For comparison,
the BVEL of β-Na4P2S6 is also drawn in Figure 5.5c. The structural changes of the phase
transition only have a minimal impact on the intra-triple Na2–Na3–Na2 diffusion (’), but
significantly reduce the energy barrier for the important long-ranged inter-triple sodium
diffusion (”) from 3.0 eV to about 2.3 eV. On this account, we expect the phase transition
to significantly affect the Na+ diffusion. The BVEL method, however, does not consider
local atomic orderings and does not account for the important influence of the vacancies
in this material.

A more local approach, namely, nudged elastic band (NEB) calculations on the basis
of DFT were carried out to obtain a complimentary view on the Na+ migration. In the
calculations, we neither attempted a full treatment of disorder nor accounted for correlated
ion motion. The reader is referred to the experimental section for simplifications we
made and reasons for it. Therefore, the following considerations provide a qualitative
rather than a quantitative understanding. Both α- and β-Na4P2S6 were studied for
comparison. Further, we anticipated the importance of the local environment and re-
used the classification for migration scenarios from the bond valence study: Na2’
Na3’
intra-triple diffusion (’) and inter-triple diffusion (”), whereby the latter was divided
in Na2’
Na3” and Na2’
Na2” diffusion. For all three classes we picked exemplary
sodium ion–vacancy orderings and migration scenarios along the established tetrahedral
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Figure 5.5: (a) Evolution of bond valence energy landscapes in the (0 0 1
2 ) plane with

increasing energy for the Na2–Na3–Na2 triple. (b) Overlay of BVEL and section of the
crystal structure with tetrahedral interstitials (blue tetrahedra). (c) Energy diagram for
intra-triple (’) and inter-triple (”) Na2 and Na3 migration and migration to a Na1 site
illustrated for α- and β-Na4P2S6 at 20 °C and 200 °C, respectively.

voids and tried to keep the ordering of Na+ ions that are not involved in the jump as
comparable as possible for the different scenarios. Li et al.28 considered in their recent
study only the Na2’
Na2” diffusion in α-Na4P2S6 along the direct connection of the
sites and not the tetrahedral interstitials. Figure 5.6 displays the chosen scenarios and
results of the NEB calculations.

Scenario 1 is the Na+ migration from a Na2 site to an unoccupied Na3 site within a
triple (Na2’ → Na3’) along the BVEL pathway and, therefore, stands for the first step
in the α to β phase transition. Contrary to the BVEL, the tetrahedral interstitial is
a maximum in the energy curve with Emig = 1.1 eV for both α- and β-Na4P2S6. This
barrier is overestimated as a consequence of our DFT simplifications; this assumption is
consistent with the fact that the phase transition already happens at considerably low
thermal energy (160 °C). After the migration, the energy of the system has significantly
increased and this flattens the energy landscape for the ensuing ion motion. Scenario 2,
which is a consecutive Na2’ → Na3’ migration but in a neighboring triple, exhibits only
Emig = 0.5 eV. For long-range diffusion to the next triple higher energy barriers have to
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Figure 5.6: Energy curves for Na+ migration of Scenarios 1–7 from NEB calculations.
Corresponding migration energies are displayed under each curve. The Na+ pathways
in the Na2/Na3 layer are sketched with Na2 in red, Na3 in orange and the triples
indicated with dashed gray lines. Un-/occupied positions are displayed with empty/filled
circles. Unfavorable and favorable tetrahedral voids are illustrated on the right side. The
arrangement of tetrahedral voids within the unit cell can be found in Figure 5.5b.

be overcome as shown in Scenarios 3 and 4 (α: Emig > 0.9 eV, β: Emig > 0.8 eV). The
structural changes from α- to β-Na4P2S6 reduce the energy barriers for the scenarios by
about 0.1 eV but still differentiate between intra- and inter-triple migration. This said,
the local method provides a different view than the BVEL calculations where the energy
pathways almost align for intra- and inter-triple migration in the β polymorph.

All NEB scenarios so far have in common that the pathway is through a tetrahedral
interstitial that experiences electrostatic repulsion from one (immobile) Na1 and one Na2
or Na3 ion that do not partake in the ion migration (cf. Figure 5.6). This is a rather
unfavorable tetrahedral void, and hence unfavorable diffusion pathway. Recalculating
the Scenarios 2–4 with favorable tetrahedral voids having a free site next to the pathway
results in a local energy minimum for the tetrahedral site (Scenarios 5–7). The barriers
for ion motion are reduced by about 1

2 and can be expected to be even smaller in the
real material because of the energy overestimation due to our DFT simplifications. The
favorable Scenarios 5–7 interconnect the entire Na2/Na3 layer and enable long-range Na+
migration in the ab plane.
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In the crystal structure exists only one tetrahedral site (Wyckoff position 8j). In
α-Na4P2S6 this site is unfavorable due to the Na+ ordering. However, in β-Na4P2S6 the
local environment changes, and under the condition that Na2 and Na3 are equally occupied
as refined from the PXRD pattern, there are, in purely statistical terms, 44% unfavorable
and 22% favorable tetrahedral voids (besides 33% impossible voids with four or only
one Na+, namely Na1, around). Every Na2 or Na3 site is surrounded by four of these
tetrahedral voids (38% probability that at least one of them is favorable), and the high
number of five or six target sites can be reached from a Na2 or Na3 position, respectively
(cf. Figure 5.5b). Thus, the probability for low-energy ion migration pathways is high.
In essence, the vacant sites are the key difference for the ionic conductivity in α- and
β-Na4P2S6.

Generally, vacancies are cumbersome to introduce by chemical substitutions to enhance
the ionic conductivity. High amounts of sodium vacancies in thiophosphates are to our
knowledge only known for Na11Sn2PS12, where they lead to superionic conductivity,24
but they have not been observed in more highly condensed thiophosphates yet.

Electrochemical impedance spectroscopy

After revealing the structural differences in Na4P2S6 prepared via different synthetic
routes, the ionic conductivity was tested with impedance spectroscopy on cold pressed
pellets. The measurements were performed on solid-state synthesized powder (batches
ss1 and ss2) resembling the α phase at room temperature, on precipitated material (p1
and p2) with a more β-like structure and inter- and intralayer disorder, and on annealed
powder (a1) characterized by an intermediate structure with significant impurities as
discussed above.

First, we present results on the Arrhenius behavior of all samples well below the phase
transition temperature (≤ 100 °C). Representative complex impedance spectra in the
Nyquist-representation are shown in Figure 5.7a for all three Na4P2S6 types. Please refer
to Appendix B for a more detailed discussion of the impedance spectra interpretation and
fitting. All spectra recorded at room temperature consist of only one (depressed) semicircle
with an associated (averaged) capacitance of 7 · 10−11 F/cm2 and 8 · 10−11 F/cm2 for ss1
and ss2, 1 · 10−10 F/cm2 and 4 · 10−11 F/cm2 for p1 and p2, and 6 · 10−11 F/cm2 for a1.
A capacitance on the order of 10 pF is usually expected for bulk processes, whereas a
capacitance of nF is commonly attributed to grain boundaries.32,33 We checked all spectra
for a possible second (grain boundary) semicircle that could overlap with the first high
frequency arc by adding an additional (R)(CPE) circuit in series. The resulting fits were
unsatisfactory, both visually and as seen from calculated errors of the individual circuit
units. Therefore, we conclude that only one process at ambient temperature, based on the
associated capacitances presumably a bulk process, is observable for this material, similar
to the findings of Krauskopf et al. for Na3PS4.11 The room temperature ionic conductivity
for solid-state Na4P2S6 is about 7 · 10−7 S cm−1, whereas the precipitated material has a
higher mean conductivity of 2 · 10−6 S cm−1. The difference may be directly attributed
to the different polymorphs of Na4P2S6 as we expect a higher conductivity for the β-like
phase with Na+ and vacancy disorder as well as structural defects. Considering the batch-
to-batch variations, a smaller spread in conductivities is observed for the solid-state than
for the precipitated material. This speaks for a more homogeneous solid-state product, in
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line with the high crystallinity of the α polymorph. For precipitated Na4P2S6 the greater
spread in conductivities is rationalized with the different sample histories due to slow or
fast precipitation, re-crystallization, and dehydration, and also the varying amount of
disorder in the material. With this in mind, we trace back the difference to the reported
bulk conductivity for precipitated Na4P2S6 (σbulk = 3.4 · 10−6 S cm−1)29 to the higher
dehydration temperature, namely 175 °C instead of 100 °C in this study. Hood29 found
that at a dehydration temperature of 175 °C the ionic conductivity was highest, whereas
at 100 °C Na4P2S6 has a conductivity of around 5 · 10−7 S cm−1. Annealed Na4P2S6 has
a room temperature ionic conductivity of 2.3 · 10−7 S cm−1, which is considerably lower
than for both solid-state and precipitated Na4P2S6. We attribute this decrease to the
variety of low Na+ conducting thio-, thio/oxo- and oxo-phosphate impurities in this
sample.

Figure 5.7: (a) Exemplary Nyquist plots of solid-state α, precipitated β-like, and annealed
Na4P2S6 measured at 20 °C. (b) Arrhenius plots and (c) corresponding activation energies
(averages of three different pellets, error bars indicated). ss1, ss2 - solid-state; p1, p2 -
precipitated; a1 - annealed batches.

Next, activation energies of solid-state, precipitated, and annealed Na4P2S6 were
deduced from individual Arrhenius plots ln(σ T ) as a function of inverse temperature
(Figure 5.7b,c). They are on the order of 0.40 eV to 0.50 eV, with on average higher
barriers for precipitated Na4P2S6 compared to the solid-state material. The activation
energy remains the same when annealing the precipitated p1 Na4P2S6 sample. Based on
our theoretical considerations and calculations we expect a lower activation energy for
the β polymorph. However, we observe that α and β-like Na4P2S6 have a comparable
mean activation energy. Real structure effects (and side phases), especially present in the
precipitated sample, could be accountable for this unexpected result.

As reported before, first principles investigation of the electrochemical properties
of α-Na4P2S6 performed by Rush et al. and Li et al. yielded an activation energy of
Ea ≈ 0.4 eV27,34 and 0.34 eV,28 respectively. MD simulations suggest an activation energy
of 0.41 eV along with an experimentally confirmed activation energy of 0.39 eV.28 All
activation energies published so far are in good agreement with the values presented in
this study. Although this level of agreement is encouraging and reinforces the notion that
Na4P2S6 has an activation energy of around 0.4 eV, one should be careful in comparing



100 5. Phase formation through synthetic control

ionic conductivities and activation barriers reported by different groups, as reinforced
by a recent benchmarking study.35 Not only sample history and preparation can have
an impact on measured ionic conductivity, but also factors such as applied pressure
and sample-electrode contacts. The study of Ohno et al.35 found that the spread of
reported activation values can be as big as 0.13 eV, depending on the setup and cell
preparation used for measuring impedance on a one-batch-material distributed within
different research groups.

Finally, the electronic conductivity of α (ss2) and β-like (p1) Na4P2S6 was deduced
from DC galvanostatic polarization measurements, establishing the material as a nearly
pure sodium ion conductor with an electronic conductivity on the order of nS/cm (cf. Ap-
pendix B). This is at least two orders of magnitude lower than the ionic conductivity,
hence the transference number for sodium ions is calculated to be ≥ 0.99.

Overall, the measured transport data are in line with the other structure sensitive
methods and confirm substantial differences between the Na4P2S6 samples due to changes
at the structural level, induced by different sample histories.

5.4 Conclusion
The development of all-solid-state sodium-ion batteries for scalable energy storage solutions
requires fast sodium conducting solid electrolytes. Abundant resources and a cheap and
green synthesis are seen as highly beneficial for large-scale application. Here, we have
prepared Na4P2S6 following two different routes, a solid-state and a precipitation method,
and traced the resulting differences back to the following changes at the structural level.

First, a Na+ and vacancy disorder-driven first order phase transition (α to β) is
observed for the solid-state synthesized material at temperatures around 160 °C, which is
associated with a symmetry change of the P2S 4–

6 anion and changes in the population of the
sodium sublattice. Second, the β-like polymorph is stabilized already at room temperature
for precipitated Na4P2S6, presumably through the assistance of inter- and intralayer defects.
Electrochemical impedance measurements and theoretical calculations reveal that the
sodium-ion conduction is substantially affected by these structural differences. The key
findings are as follows: Using bond-valence calculations, low-energy unoccupied sodium
positions in both α- and β-Na4P2S6 and possible short- and long-range 2D Na+ migration
pathways especially in the β polymorph were identified. Since the BVEL method does
not capture local environments such as Na+ vacancies which are present in high amounts
in Na4P2S6, NEB calculations were used as a more local approach to demonstrate that
the Na+ disorder leads to many possible migration paths with a wide spread of Emig.
Additional disorder, e.g. stacking faults, residual crystal water, or thiophosphate disorder
in precipitated Na4P2S6, even multiplies these possibilities. Finally, the ion transport for
both polymorphs with different types of disorder were studied by impedance spectroscopy.
The measurements suggest that the Na+ conductivity in the precipitated sample is slightly
higher than that of the solid-state sample (2 · 10−6 S cm−1 versus 7 · 10−7 S cm−1 with
Ea ≈ 0.4 eV for both materials at room temperature), which is consistent with the
stabilization of the more conductive β phase at room temperature in the precipitated
sample. In summary, the results point out that synthetic and post-synthetic treatment
of solid electrolytes can substantially impact a material’s properties. In fact, differences
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in sample preparation cannot only change the speciation and, hence, product outcome,
but also change more subtle structural properties such as phase formation and stability
range. Without critical investigation, important changes such as phase transitions with
small structural changes and low heat tinting can be easily overlooked. The findings thus
point to a rich and potentially unexplored phase space in thiophosphate solid electrolytes,
and at the same time motivate a somewhat underappreciated approach for the design of
improved solid electrolytes: Phase formation through synthetic control.
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6.1 Abstract
Sodium thiophophates are promising materials for large-scale energy storage applications
benefiting from high ionic conductivities and the geopolitical abundance of the elements.
A representative of this class is Na4P2S6, which currently shows two known polymorphs –
α and β. This work describes a third polymorph of Na4P2S6, γ, that forms above 580 °C,
exhibits fast-ion conduction with low activation energy, and is mechanically soft. Based
on high-temperature diffraction, pair distribution function analysis, thermal analysis,
impedance spectroscopy, and ab initio molecular dynamic calculations, the γ-Na4P2S6
phase is identified to be a plastic crystal characterized by dynamic orientational disorder
of the P2S 4–

6 anions translationally fixed on a body-centered cubic lattice. The prospect of
stabilizing plastic crystals at operating temperatures of solid-state batteries, with benefits
from their high ionic conductivities and mechanical properties, could have a strong impact
in the field of solid-state battery research.

6.2 Introduction
The rich chemistry of thiophosphates is an excellent platform for exploring compounds
with interesting and functional properties. The plethora of possible thiophosphate anions
ranges from the tetrahedral ortho-thiophospate PS 3–

4 to larger units, such as corner-
sharing P2S 4–

7 or P2S 4–
6 having a P–P central bond. The ability of sulfur to form disulfur

–S–S– bridges and the broad range of oxidation states of phosphorus allow for even larger,
ring-like or square-shaped anions.1,2

Many thiophosphate compounds containing alkaline metals are ion conductors. How-
ever, the number of highly conducting phases is still limited to a few well-known represen-
tatives (e.g. Na3PS4). The as-prepared tetragonal (low temperature) structure of Na3PS4
shows a low ionic conductivity of around 4.2 · 10−6 S cm−1 (50 °C), but it can be improved
up to ∼4.6 · 10−4 S cm−1 (room temperature) by stabilizing the high temperature cubic
phase as a glass–ceramic.3–5 This was achieved by ball-milling the starting materials and
subsequently annealing the glass at a low temperature of 270 °C to precipitate the cubic
phase. Recently, Krauskopf et al. have suggested that the room-temperature stabilized
cubic phase comprises tetragonal-like local-structure motifs.6

Another example of the phase-space flexibility of thiophosphates is Na4P2S6.7,8 This
material can be synthesized via a precipitation route, as well as by high-temperature
solid-state synthesis.9,10 Depending on the preparation method, Na4P2S6 crystallizes in
the monoclinic polymorphs α- and β-Na4P2S6.10,11 These polymorphs can be transformed
into each other by heating or annealing the sample. In this study, we identify a new
high-temperature polymorph of Na4P2S6, γ, which displays plastic crystal characteristics.

Plastic crystals are characterized by a high degree of reorientational freedom, often
found for spherical molecules, or conformational freedom, often found for polymers, of a
cationic, anionic, or neutral sub-lattice of a solid.12–14 The disordered species are transla-
tionally fixed, therefore maintaining the lattice. This renders the material a solid with weak
interactions in the partly “molten” anion sub-lattice. A number of inorganic ion conductors
show these characteristics, including ABH4 (A = Li, Na, K, Rb, Cs),15–17 Li2SO4,18,19
LiAgSO4,20 LiNaSO4,21 Li4Zn(SO4)321 Na3PO4,22,23 Na2AC60 (A = K, Rb, Cs),24–26
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Na2B12H12,27–29 Na2B10H10,30 ACB11H12 (A = Li, Na),31 Li2B12H12,29 Rb2B10H10,32
Na3PS4,33 and Na4Zn(PO4)234 (sorted by publication year). All these examples con-
tain rather globular-shaped anions with high point-group symmetries, such as Ih (e.g.
B12H 2–

12 and C 3–
60 ), D4d (e.g. B10H 2–

10 ), or Td (e.g. SO 2–
4 ). High intrinsic symmetry of the

anion species lowers the sterical hindrance for fast reorientational motion..35
The implementation of fast sodium ion conductors in solid-state batteries is vital for

large-scale applications like power-grid regulation and short-term wind or solar energy
storage. Cost and resource analyses have shown that using cheaper current collectors
and cathode materials can reduce the price and weight of Na-ion (solid-state) batteries
compared to their Li analogs, especially if relevant resources such as copper and cobalt
continue to increase to price up..36 The more homogeneous distribution of Na deposits
and the higher natural abundance (2.36% Na versus 0.002% Li)37 clearly points to a
sodium-driven future in grid (solid-state) battery technology. Solid-state batteries require
amongst other properties high intrinsic ion conductivity and a robust mechanical interface
between the ion conductor and the electrodes to provide high performance and long
cycle life. Plastic ion conductor materials can beneficially provide weaker cation–anion
interactions and increased volumes that allow for easier ion transport. Furthermore, the
ductility of the plastic phase can help to maintain better contact with the electrode
and reduce physical degradation of the interface during cycling. A major caveat is that
plastic phase transitions in ion conductors are often observed at high temperatures, which
impedes their application in real devices. Thus, it is vital to better understand the nature
and formation behavior of plastic crystals to inform strategies for rationally lowering the
transition temperature toward ambient conditions.

Here, we discover the new γ polymorph of Na4P2S6 which exhibits fast Na+ conduction
with a low activation energy, a cubic crystal structure, and plastic crystal characteristics.
The plastic phase transition is driven by the reorientational freedom of the elongated
thiophosphate anion P2S 4–

6 , rendering Na4P2S6 the first example of a salt, based on a
prolate, complex anion, showing plastic crystal behavior.

6.3 Results and discussion
Variable-temperature powder X-ray diffraction (PXRD) experiments were performed on
Na4P2S6 well above the α–β phase transition at 160 °C.11 A new set of Bragg peaks is
observed to emerge at 580 °C, as shown in Figure 6.1. The diffraction peaks of β-Na4P2S6
and the new crystalline phase coexist up to 585 °C (measured every 5 K), at which point
the β phase disappears. This suggests the existence of a third polymorph of Na4P2S6,
which we refer to as γ-Na4P2S6. Upon cooling, the transition is reversible with the
reformation of β- and α-Na4P2S6.

Several remarkable features of the PXRD patterns of γ-Na4P2S6 are discussed in the
following (labelled (i)–(iv)). These points lead us to conclude that γ is a newly observed
member of the plastic crystal family.

(i) The Bragg peaks of γ-Na4P2S6 can be indexed to the cubic space group Im3̄m
(no. 229) with a lattice parameter of 8.4509(3)Å at 580 °C. However, this high sym-
metry is not compatible with the ethane-like D3d configuration of the P2S 4–

6 anions,
suggesting that the anions cannot be crystallographically oriented in the structure.
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Figure 6.1: Variable temperature PXRD of Na4P2S6 upon heating (bottom) and cooling
(top) across the β–γ phase transition: contour plot of diffractograms (the color code, red to
purple/blue, indicates the ranges from low to high diffraction intensities, respectively) and
exemplary diffractograms (black) at 520 °C (β), 620 °C (γ), and 520 °C (β after heating
above the phase transition). The selected diffractograms are additionally depicted in
Figure C.1.

This observation suggests that some kind of static or dynamic disorder is present in
the anion orientations.

(ii) The β–γ phase transition is accompanied by a large increase in diffuse scattering
intensities, and the observed Bragg peak intensities rapidly decrease and disappear
at higher angles. The diffuse scattering can be due to significant disorder, which
could result for instance from different anion orientations, and lead to the destructive
interference of higher order diffraction components. These are common features
observable in the plastic crystal materials mentioned above.

(iii) The β to γ phase transition is accompanied by an unusually high increase in the
volume of the unit cell, from 575.4Å3 to 603.8Å3/f.u. (assuming Z = 2 for γ).
This gives an increase of ∼4.9% (see Figure 6.2a), which compares well to e.g.
∼3.2% for the monoclinic to cubic transition in Li2SO4 and ∼10% for the cubic to
orthorhombic transition in Na3PS4.18,33,38

(iv) A considerable hysteresis of ∼30 K in the β–γ transformation is observed from the
diffraction data between heating and cooling, comparable to 40 K in Na3PS4.33

It is worth noting that after cooling γ-Na4P2S6, changes in relative peak intensities are
sometimes observed for the subsequent β and α phases (see Figure 6.1 and Appendix C).
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Similar behavior reported for γ-Na3PS4 was attributed to the development of preferred
orientation.39 However, as no clear preferential orientations could be identified, and the
effect was not observed in other experiments where the sample spent less time at elevated
temperature (e.g. Figure C.2), possible effects due to reaction or degradation of the
sample cannot be excluded.

Figure 6.2: (a) Temperature-dependent volume expansion and contraction across the
β→γ phase transition relative to the room temperature unit cell volume Vrt of Na4P2S6.
(b) Differential scanning calorimetry (DSC) curve.

The phase transitions in Na4P2S6 were additionally studied with differential scanning
calorimetry (DSC) as shown in Figure 6.2b, using a much faster heating rate (20 K min−1)
than in the diffraction experiments. Overall, the DSC data confirm all three transitions
α→β (160 °C), β→γ (580 °C), and γ to the melt (∼800 °C), and back. Additional PXRD
patterns of α-, β-, γ- and molten Na4P2S6 are displayed in Figure C.2. The α→β phase
transition involves very small atomic rearrangements and shows a correspondingly small
latent heat of ∼8.7 J/g.11 In contrast, the β→γ transition has a latent heat corresponding
to about half that of the melting transition (∼60 J/g vs. ∼90–120 J/g). This implies that
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substantial structural rearrangements are now required to form the γ phase. Other known
plastic phase transitions also exhibit latent heats of this magnitude, for example, 214 J/g
in Li2SO4 or 150 J/g in Na3PS4.18,39 While the β→γ phase transition is observed at the
same temperature as in the diffraction experiments (580 °C), the hysteresis on cooling
appears much larger, ∼60 K. This could suggest kinetic limitations for the transformation
back to the β phase.

To check if the P2S 4–
6 anion undergoes any structural change during the β→γ transition,

we measured high-temperature Raman spectra. The spectra of Figure C.3 display no
change in the local D3h anion symmetry from β→γ-Na4P2S6, supporting the assumption
of an intact P2S 4–

6 unit at high temperature.
A direct structural solution of the γ-phase from the PXRD pattern is complicated by

the incompatibility between the observed space group symmetry and the lower symmetry
of the P2S 4–

6 anions. Therefore, we turned to the pair distribution function (PDF)
analysis40,41 of synchrotron diffraction data to determine possible configurations to
describe the local structure. Figure 6.3a shows the experimental PDF of γ-Na4P2S6 at
∼650 °C. Sharp peaks observed at 2.048 and 3.392Å can be assigned to P–P/P–S and S–S
(i–iii) atom-pair distances within the P2S 4–

6 anion. Another sharp peak at 2.801Å can be
assigned to the nearest-neighbor Na–S atom pairs. The peaks expected to correspond to
pairs of S atoms located at opposite ends of the anion are not distinctly observed, which
may suggest disorder of the anion dihedral angle.
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Figure 6.3: (a) Experimental synchrotron PDF with PDFs simulated from the fitted
structure model and P2S 4–

6 anion only and (b) Rietveld fit of the PXRD pattern for
γ-Na4P2S6 at 650 °C. (c) Illustration of the PDF-refined γ-structure with a static approx-
imation of the P2S 4–

6 anions in a 2×2×2 cell, and (d) in a single unit cell. (e) Overlay
of bond valence energy landscape (red surface) and the crystal structure visualizing the
3-dimensional Na+ conducting pathways.



6.3 Results and discussion 113

Above 6Å, the features in the PDF are broad and low-intensity, in contrast to the
PDFs measured for the α and β phases (see Appendix C Figure C.4). In line with
the body-centered cubic (bcc) space group from indexing, a pseudo-cubic model was
constructed, with P1 space group symmetry, in which the P2S 4–

6 anion barycenters are
translationally fixed on the lattice points. The rotational orientations about the lattice
points were allowed to refine freely against the experimental PDF data. A single cell model
(Z ′ = 2) gives good agreement to short-range distances and indicates that neighboring
anions prefer not to align in the same orientation. However, the model fails when r
is greater than the lattice parameter due to the fixed geometry of the second nearest
neighbor anions. A 2× 2× 2 supercell (Z ′ = 16) was further constructed to test against
the data at longer distances. This model allows for a much larger distribution of relative
anion orientations sampled at any given distance and also showed good agreement to the
data up to approximately 16Å. Overall, the data at higher distances prefer models with
more orientational disorder. This suggests weak or no correlation between relative anion
orientations at long distances (see Appendix C Figure C.5).

In order to generate a complete model that is compatible with the data, 8 Na sites
were introduced to the single cell model (64 Na sites to the supercell model), and allowed
to refine with restraints set for the distances of closest approach: 2.5Å (Na–S), 3.4Å
(Na–P), and 3.5Å (Na–Na). A unique set of positions could not be determined, but the
refinements preferred the Na atoms to distribute throughout the “interstitial” space around
the structure-forming anions, optimizing to give the best agreement to the preferred Na–S
neighbor distance. The good agreement between simulated and experimental PDFs and
resulting structure are shown in Figures 6.3a, c, d.

Inspired by the real-space model, Rietveld refinements were performed using the space
group Im3̄m with a single anion fixed at the origin, giving 48 anions each at the corner
and body-center position (mirroring free rotation of the anions averaged over all unit
cells). Crystallographic data and refinement details, as well as atomic positions and
displacement parameters are compiled in table C.1 and C.2 in Appendix C. The occupancy
was fixed to 1

48 . Then Na atom sites were sequentially added and refined until the Bragg
peaks could be reproduced. This resulted in two symmetry independent sites giving
96 positions each, with the occupancies constrained to give the expected stoichiometry
(details in the Experimental Section). Similar to the model from PDF refinement, the Na
atoms again distribute to fill the “interstitial” space around the structure-forming anions.
The Rietveld fit is shown in Figure 6.3b. By comparison of the Im3̄m model to higher
distances in real-space (see Appendix C Figure C.5), it is found to accurately reproduce
the on-average pair-density fluctuations beyond ∼8 Å. For the real-space refinements,
it was necessary to set up the models with separate intra- and intermolecular atomic
displacement parameters to properly describe the correlated motion.42 To test for disorder
within the anions, separate parameters were defined to describe the peak widths of
different atom-pair types.43 We found that correlations between opposing S–S pairs were
broader than other atom-pair contributions by a factor of more than 2, which further
supports the hypothesis of torsional distortions (along the P–P bond) of the anions.

In a complementary approach to locate and count low-energy sites and possible
migration pathways for Na+, softBV (bond valence) analysis44,45 was conducted for the
PDF-derived static approximation in a 2 × 2 × 2 cell. Figure 6.3e illustrates the BV
landscape and reveals many of the possible interstitials that exceed the number of Na+
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by far. Therefore, the crystal structure offers a high number of vacancies, which are
beneficial for fast ion conduction. A large number of alternative pathways can be found
in this structure with energy barriers of comparable barrier heights of ∼230 meV.

Figure 6.4: (a) Arrhenius plot of ionic conductivity and activation energies derived
from impedance spectroscopy. The heating and cooling segments are indicated by orange
and blue circles. The activation energy was extracted from the orange (heating) data
points, since the cooling data points possibly describe a mixed ionic-electronic conducting
(MIEC) phase. The error bars arise from the standard deviation of ionic conductivity
measured on three distinct pellets. (b) Mean-squared displacements (MSD) of Na, P, and
S at 1000 K from AIMD simulations. (c) Arrhenius plot of the ionic conductivity and
activation energy from AIMD simulations.

After obtaining insights into the ion transport pathways of γ-Na4P2S6 via BVmodelling,
an experimental characterization was attempted. High-temperature electrochemical
impedance spectroscopy (EIS) measurements were performed on pellets of Na4P2S6.
The malleability of γ-Na4P2S6 resulted in pellets being deformed under the slightest
contact pressure, changing their thickness as a result, and even leaking out of the set-up.
Additionally, the chemically aggressive nature of Na4P2S6 had major implications on the
corrosion of electrodes and contacts within a short amount of time. Contrary to good EIS
measuring practice, the data shown here were obtained with low contact pressures on
the pellets, short equilibration time and low temperature-step density, but, nevertheless,
highlight the characteristics of the phase transition. The results of the measurement are
presented in the Arrhenius plot of Figure 6.4a (see Appendix C Figure C.8 for exemplary
spectra). For β-Na4P2S6 (520 °C to 578 °C), an activation energy of 562(48) meV was
found, which is slightly higher than the previously reported value obtained in measurements
at lower temperature.11 The β→γ transition at around 580 °C causes an abrupt increase in
the ionic conductivity from 92(11) mS cm−1 to 140(12) mS cm−1. The order of magnitude
in ionic conductivities for β- and γ-Na4P2S6 is comparable to Na3PS4, where the β→γ
transition at 500 °C is accompanied with a jump from ∼40 mS cm−1 to ∼400 mS cm−1.39
γ-Na4P2S6 exhibits a lower activation energy of about 89(18) meV, much lower than the
BV calculated value on a rigid model, but comparable to γ-Na3PS4 (110(10) meV).39 The
behavior of ionic conduction is reversible on cooling, with a similar hysteresis of ∼40 K as
found in the diffraction experiments. The extracted ionic conductivities upon cooling the
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pellet are higher than for heating. This unusual behavior can be explained by accelerated
decomposition of Na4P2S6 at elevated temperatures. The visual appearance of the pellet
changed from initially white to dark gray after cooling down. The aggressive nature of
Na4P2S6 at elevated temperatures is reflected in the corrosion of the platinum electrodes
after the EIS measurement (see Images C.7). Presumably, Na4P2S6 reacts with the Pt
electrodes and forms some electronically conducting phases that increase the conductivity,
leading to apparent lower activation energies compared to the heating cycle. Hence, the
extraction of a true activation energy for ionic motion is vitiated for the cooling cycle.
We suspect the loss of sulfur and the reaction of sodium ions with ceramic or quartz glass
parts of our setups to be the origin of the accelerated decomposition of γ-Na4P2S6 that we
observed in some experiments. We refer to Appendix C for more details. Extrapolating
the linear Arrhenius behavior of γ-Na4P2S6 to 25 °C results in a room-temperature ionic
conductivity of 50(24) mS cm−1, similar to the findings of Famprikis et. al. for Na3PS4.39
Despite our efforts to rapidly quench Na4P2S6 from high temperature by submerging
an ampule in ice water, we were not successful in stabilizing the cubic γ phase at room
temperature.

So far, the experimental results strongly suggest plastic behavior of γ-Na4P2S6, but
do not yet distinguish a dynamic versus static nature of the rotational disorder of the
P2S 4–

6 anions. Therefore, the atomic motions of Na+ and P2S 4–
6 were tested using ab

initio molecular dynamics (AIMD) simulations, with the PDF-derived 2×2×2 model as
a starting point for optimization and subsequent MD calculations at different sampling
temperatures (600–1200 K). The average mean-squared displacement of the atoms of
Figure 6.4b supports the significant mobility of all Na+, while P and S atoms do not
undergo long-range motion. The calculated activation energy for Na+ migration above
800 K (the MD calculation temperature) is 223 meV, though is again much higher than
the experimentally obtained activation barrier (89(18) meV). For the 600 K calculation,
the Na+ diffusivity is many orders of magnitude smaller.

Figure 6.5: (a) Scheme of the definition of the azimuthal angle (φ) and polar angle (θ)
with respect to the P–P handle, and scheme of the P–P orientation in Cartesian octants.
(b) Orientation heatmap of all P2S 4–

6 in a 2× 2× 2 cell at 1000 K in a 300 ps simulation.
(c) Azimuthal angle (φ) and (d) polar angle (θ) as a function of time of an exemplary
P2S 4–

6 at 1000 K.

To determine the possibility for dynamic rotational motion of P2S 4–
6 anions, the P–P

bond orientations were tracked during the AIMD simulations. A detailed discussion about
the analysis of the AIMD simulation can be found in Appendix C. The orientation of
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individual P–P bonds within the cubic cell can be expressed in terms of azimuthal (φ)
and polar (θ) angles as depicted in Figure 6.5a. Starting from P–P orientations marked
as orange dots, the orientation of all 16 P2S 4–

6 anions were tracked throughout the AIMD
simulation and shown as a 2D histogram in Figure 6.5b. The polar coordinate system
allows for the division of the observed eight clusters into eight octants as depicted at
the bottom right in Figure 6.5a. Because the anions rotate about their center of mass,
rather than the P atom fixed at the origin, octants related by inversion (e.g. octants
II and VIII) signify the same orientation of the P–P handle with respect to the crystal
lattice (but with inverted P atoms). Thus, the ensuing population of these initially empty
octants indicates that significant reorientation of individual anions occurs. The four
orientational groupings point approximately along the body diagonals of the cell. Notably,
the population density of the 2D histogram at 1000 K is not uniform after the simulation
time of 300 ps. With higher simulation temperature the population density approaches a
more uniform distribution of orientations, as depicted in Figure C.9. Longer simulation
runs would result in a similar picture, i.e. a more equal distribution of orientations.

Figure 6.5c and d illustrate the φ and θ angles of an exemplary anion from the AIMD
simulations at 1000 K and enable the derivation of reorientation times of 20–100 ps. The
time evolution of the azimuthal and polar angles of four other anions are illustrated
in Figure C.10. Here, a direct comparison to plastic phases of sodium closo-borane
Na2B12H12 can be made: Just above the first-order transition from the low-T monoclinic
to the high-T cubic phase near 520 K, the reorientational jump rate τ−1, derived from
NMR experiments, is 1011 Hz (equal to 10 ps),27 a comparable value to the time between
P2S 4–

6 reorientations, although the different shape and size of the anions should be taken
into account. Meanwhile, the Na+ short-ranged hopping time was calculated to be ∼0.6 ps
at 1000 K (see Appendix C, Figure C.13), two orders of magnitude faster than the anion
motion.

Another degree of freedom for the anion is conformational freedom or rotation around
the PS3–PS3 bond similar to ethane and its derivatives. This is measured as the dihedral
angle spanned by S–P–P–S. The AIMD simulations suggest that the P–P bond rotation
happens on a similar timescale as the directional reorientation of the entire anion. We
refer to Appendix C for a more detailed analysis, including figures depicting the time and
population evolution of the dihedral angle.

To summarize, while showing dynamic disorder, the orientation distribution after
300 ps suggests that the anions prefer to point roughly along the four body diagonals of
their respective unit cells. This is in agreement with the on-average (Im3̄m) structure
obtained from Rietveld refinement, where the P–P bonds of all orientations on the
lattice point overlap to form a roughly cubic distribution that is co-oriented with the
crystallographic cell (see Appendix C). The results suggest that dynamic reorientation
of the P2S 4–

6 units occurs, consisting primarily of hops between the four body diagonal
orientations of the cubic lattice. The frequency of the P2S 4–

6 reorientation increases with
the simulation temperature. Further analysis of this behavior suggests that reorientation
of one anion does not necessarily induce a change in its neighbors’ orientations.
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6.4 Conclusion
In this work we have identified a new high-temperature phase transition at 580 °C in the
thiophosphate Na+ conductor Na4P2S6. The phase transition is accompanied by a large
latent heat, a change in crystal structure (from monoclinic C2/m to cubic Im3̄m), as
well as a jump in sodium ion transport properties. A structure model with P2S 4–

6 anions
occupying the bcc lattice points was derived from pair distribution function analysis.
The PDF structure model was used to simulate cation and anion dynamics with ab
initio molecular dynamics. We demonstrate that while sodium shows a high diffusion
coefficient in the AIMD simulation, the P2S 4–

6 anions form a translationally fixed sub-
lattice characterized by orientational disorder and the ability to dynamically reorient,
primarily between the four body diagonal directions. Na4P2S6 is malleable at high
temperature and mechanically deforms under even slight compressive stress: a property
in solid ion conductors that is unique to plastic phases. Altogether, the evidence suggests
that γ-Na4P2S6 is a new member of the plastic ionic conductors.

Despite the advantageous mechanical and conduction properties of plastic ion conduc-
tors, the temperatures needed to stabilize these phases are still far too high for operation
in solid-state batteries. A key goal in solid-state battery chemistry is thus to stabilize
such plastic phases at close to ambient temperature. Thus, further search and a detailed
understanding of the underlying structure–property relationships of such phases will be
necessary to identify plastic phases with lower transition temperatures.
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6.5 Experimental methods
6.5.1 Preparation of Na4P2S6
Na4P2S6 can be prepared using two different synthesis routes. A solid-state reaction as
described in Ref. [10] yields a very crystalline powder from which also single crystals can
be extracted. Further, the solution synthesis via the hydrated compound Na4P2S6 · 6H2O
as in Ref. [9] gives a powder product with stacking faults. The latter anneales above
500 °C to a product very similar to the solid-state material. The structural differences are
discussed in detail in Ref. [11]. The β→γ phase transition is not affected by the Na4P2S6
synthesis.

6.5.2 Variable-temperature powder X-Ray diffraction
Variable temperature powder X-Ray diffraction (PXRD) patterns were measured using a
STOE StadiP diffractometer (Mo-Kα1 radiation (λ = 0.7093Å), curved germanium (111)
monochromator, DECTRIS Mythen2R 1K detector) with a STOE capillary furnace in
Debye-Scherrer geometry. Fine powdered samples were filled in quartz glass capillaries
of 0.5 mm diameter by Hilgenberg and sealed under argon. Data collection was done
in the range from 2° to 62° 2θ with a step size of 0.015° in the temperature range of
510, 650, and 440 °C in steps of 5 K around the immediate β→γ phase transition and
10 K for more distant temperatures. The indexing of the powder patterns was performed
with Jana200646 in space groups C/2m and Im3̄m for β- and γ-Na4P2S6, respectively.
Errors of the results of the Rietveld refinements are specified as 3σ.

6.5.3 Total scattering measurements
Total scattering measurements were carried out using beamline P02.1 at PETRA III of
the Deutsches Elektronen-Synchrotron (DESY). Data were collected in rapid acquisition
mode47 with a large-area 2D PerkinElmer detector (2048×2048 pixels, 200×200 µm2

each) and sample-to-detector distance of 311.36 mm. The incident energy of the X-rays
was 59.772 keV (λ = 0.20743 Å). Samples were loaded into 0.7 mm diameter quartz glass
capillaries and measured at roughly 30 and 100–650 ◦C in increments of 50 ◦C. An empty
capillary was measured to account for the background, and a LaB6 standard was measured
at room temperature for calibration of the setup. Sample temperature was controlled
using a custom ceramic heater operated using a Eurotherm 2408 temperature controller.
Calibration, polarization correction, and azimuthal integration to 1D diffraction patterns
were performed using the software pyFAI.48 Further correction, background subtraction,
and normalization of the 1D diffraction intensities were carried out to obtain the total
scattering structure function, F (Q), which was Fourier transformed to the PDF, G(r),
using PDFgetX3 within xPDFsuite.49,50 The maximum value of the momentum transfer Q
used in the Fourier transform was 19.5 Å−1. Additional total scattering measurements were
performed using a Stoe Stadi-P diffractometer with Ag-Kα1 radiation (λ = 0.55941 Å), a
Ge(111) Johann monochromator, and an array of three DECTRIS Mythen 1K detectors
measured at two different positions in Debye-Scherrer geometry. The temperature was
controlled using a hot air blower from FMB Oxford. Data were directly corrected for the
2θ offset of the instrument, polarization, and background scattering.
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6.5.4 Pair distribution function and Rietveld refinements
Pair distribution function (PDF) refinements were carried out using TOPAS Aca-
demic v6.51,52 In all refinements, the P2S 4–

6 anions were set up as rigid bodies defined by
the P–P and P–S bond lengths and P–P–S bond angle. Anion positions were fixed at
the lattice points but allowed to rotate freely about their center of mass. When added,
Na atom positions were allowed to be refined with anti-bump constraints set to prevent
unrealistic distances. PDF refinements were performed in P1 symmetry with either
two separate anions (single cell model) refined over 1.5–7 Å, or sixteen separate anions
(supercell model) refined over 1.5–16 Å. The damping of the experimental signal due
to instrumental resolution and effects of data truncation were accounted for and fixed,
and the lattice parameter and scale factor were refined. Biso was fixed to 2.0 Å2 for
S and P atoms, and separate intramolecular pair linewidths were described with five
parameters corresponding to P–P, bonding P–S, adjacent S–S, non-bonding P–S, and
opposing S–S, to account for intra-anion disorder.43 Since Na atoms only show correlation
at short distances, the partial pair widths were described using an empirical function (x1
+ x2r + x3r2) that allows for high correlation with neighbor atoms at short distances and
progression to low structural correlation at higher distances.

Rietveld refinements53,54 were performed with the Im3̄m model refined over a range
of 4–28◦ 2θ. The background was described using Chebychev polynomials of 19th order.
The Lorentz-Polarization factor was set to 9.825. A zero-error correction was refined to
correct for detector offset, and a simple axial model was used to describe the instrumental
peak shape along with Gaussian and Lorentzian components for crystallite size and strain
broadening. The lattice parameter, global scaling factor, and two separate isotropic
displacement parameters for Na and S/P were additionally refined. Convergence of the
reciprocal- and real-space refinements was achieved using the global optimization method
of simulated annealing in real space.55

6.5.5 Differential scanning calorimetry
For Differential Scanning Calorimetry (DSC) measurements 50 mg of fine powdered sample
were sealed in quartz ampules (6 mm diameter, 10 to 15 mm in height) under vacuum.
For improved heat flow ampules with a flat bottom were used. DSC measurements were
performed on a NETZSCH STA 449 F5 Jupiter in a temperature range of 30–850 °C. The
heating rate for all segments was set to 20 K min−1. This rate is a good tradeoff between
measurement stability (rate linearity) and sensitivity. Data evaluation was performed
using the NETZSCH software package Proteus.
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6.5.6 Electrochemical impedance spectroscopy
Electrochemical impedance spectroscopy (EIS) measurements were performed using a
Novocontrol Technologies Alpha-A analyzer. For sample preparation fine powder
of Na4P2S6 (ca. 70 mg) was pressed uniaxially at 1 GPa into pellets of 6 mm diameter.
Both sides of the pellets were sputtered with platinum to ensure electrical contact during
the the high-temperature impedance measurement. Pellets were placed between two
lithium ion blocking platinum electrodes and loaded onto an in-house built cell. To
prevent the deformation of the pellet due to mechanical softening in the γ phase, the
pellet was placed in a hole in a ceramic spacer of 1 mm height. This has proven to
give reproducible results that are only affected by sample decomposition and corrosion
of the electrode by sulfur at high temperature. The equilibration time prior to each
impedance measurement at the programmed temperature steps was set to 15 min. A
short equilibration time translates into a shorter time the sample is exposed to high
temperatures. This was necessary as the sample decomposes within in day at 600 °C or
above. On the other hand, short equilibration times bear the difficulty of measuring in a
non-equilibrium state, that can result in visible drifts in long impedance measurements.
Hence, the spectra were recorded in a frequency range of 1 MHz to 10 Hz and with an
applied voltage of VRMS = 100 mV. The spectra were recorded between 500–640 °C. Data
treatment and evaluation was performed using the rhd instruments software package
RelaxIS 3. To check data reliability Kramers-Kronig relation tests were performed prior
to fitting. Fitting the impedance spectra to equivalent circuits was done by weighting the
data points proportionally. Given error bars stem from error propagation of uncertainties
in pellet geometric area, pellet thickness, and applied temperature as well as errors in
resistance obtained by equivalent circuit fitting.

6.5.7 Raman spectroscopy
Temperature dependent Raman spectra were recorded using a Jobin Yvon Type 010
labram single grating spectrometer equipped with a double super razor edge filter. Data
collection was performed with a peltier cooled CCD camera (spectral resolution: 1 cm−1).
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6.5.8 Computational methods
DFT simulations were performed using the Vienna ab initio Simulation Package.56,57
The unknown exchange correlation energy in DFT was approximated by the generalized
gradient approximation,58 and van der Waals forces were captured using the Grimme
scheme.59 Valence electrons were expanded as plane-waves with a maximum kinetic energy
of 520 eV, and DFT total energies integrated at the Γ-point. Core electrons were described
with projected augmented wave potentials,60,61 treating the following electrons explicitly:
Na (2s1), S (3s23p4) and P (3s23p3).

Starting from the PDF-derived crystal structures of γ-Na4P2S6 (2 × 2 × 2 cell), all
P2S 4–

6 units were oriented along the 〈111〉 directions and being perpendicular with each
other in the (100) and (010) planes. Then a structure optimization was performed until
the interatomic forces are less than 0.01 eV/Å while keeping the cell volume fixed to that
derived from the temperature dependent diffraction experiments.

Using the DFT-optimized γ-Na4P2S6 model, canonical (NVT) ensemble ab initio
molecular dynamics (AIMD) simulations were performed at selected temperatures of
600, 800, 900, 1000 and 1200 K, respectively. The NVT ensemble was achived via a
Nosé–Hoover thermostat62,63 with a 2 fs time step. The simulations were initialized at 100
K, and temperatures were ramped to target values within 2 ps. MD runs were performed
with a production time of 600 ps (for 600 and 800 K) and 300 ps (for 1000 and 1200 K).
Trajectories were collected for the data analysis excluding the initial period of 20 ps for
equilibration.
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7.1 Abstract
This work investigates the structure and transport properties of the layered material
Li2Sn2S5 · xH2O. The anhydrous phase shows a room-temperature Li+ diffusivity below
10−9 cm s−2 and conductivity below 10−5 S cm−1. Upon exposure to humidity, water
intercalates between the layers and increases the interlayer distance, inducing first-
order transitions to a hydrated phase (x ≈ 2–4) and then to a second hydrated phase
(x ≈ 8–10). The latter is soft and sticky but remains solid. Diffusion of both Li+
ions and H2O remains predominantly two-dimensional under all conditions. The Li+
diffusivity and conductivity both increase by three orders of magnitude upon hydration,
reaching values of 5 · 10−7 cm s−2 and 10−2 S cm−1 in the second hydrate. These transport
rates are extraordinary for a solid electrolyte and approach what is typically seen in
aqueous solutions. The material Li2Sn2S5 · xH2O thus bridges the gap between a hydrated
solid electrolyte and a confined liquid electrolyte, which is scientifically interesting and
potentially useful in battery applications. In the light of these findings, a previous work
on Li2Sn2S5 from our groups is revisited.

7.2 Introduction
Hydration is relevant for both fundamental science and technological applications because
it can strongly modify the charge transport properties of materials. In general, the
reversible incorporation of water can proceed by a dissociative or a molecular mechanism.
Dissociative incorporation is frequently encountered in oxides, hydroxides, and apatites,1
and it leads to the formation of OH species, which are often accommodated on oxygen sites.
Molecular incorporation of H2O can arise in a broad range of structures, including oxides
with roomy structures.2,3 Criteria as to whether water is incorporated in a dissociative or
non-dissociative way are based on site and bond properties.4 Both mechanisms frequently
lead to a substantial increase in H+ conductivity, as seen in a variety of materials including
minerals5–13 and polymers.14,15 Some of these materials (Nafion, Y-doped BaZrO3) play
a crucial role in state-of-the-art electrochemical devices. Hydration can also promote
the transport of other cations besides protons. For example, perfluorinated ionomer
membranes can be converted by ion exchange into single-ion conductors for various
cations.16,17 Similarly, layered silicate compounds can be converted into Li+, Na+, Mg2+
or Ca2+ conductors. Water uptake can influence the cation mobility by solvation or
by modifying the crystallographic geometry, usually by incorporating water into the
SiO2–Al2O3 sheets and consequent coordination to the present cation, which increases
the interlayer distance.5–13 The ability to undergo cation exchange is a general feature
of layered structures and is observed in various chemical compositions.18–20 The two-
dimensional (2D) arrangement must remain intact after hydration for the cations in the
interlayer galleries to remain highly mobile.21 Another example is Li-exchanged Nafion,
which shows high Li+ conductivity when hydrated.22 In the case of solid Li+ and Na+
conductors, hydration studies are rather scarce23–29 and tend to suggest that water
uptake promotes Li+ and Na+ conduction;30 one recent paper reported a material in
which the opposite is true.29 The compound Li2Sn2S5 is a good candidate for hydration
studies. In an initial report, Li2Sn2S5 was shown to be a layered material consisting of
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covalently-bonded (and partially Li-substituted) tin sulfide sheets which are held together
by ionic bonds to interlayer Li+ ions.31 Upon immersion in water, the ionic bonds are
disrupted, and the material exfoliates into a suspension of monolayer sheets. A follow-up
work explored reassembling the exfoliated sheets as part of a Bragg stack.32 The water
content, interlayer spacing, and optical properties of the restacked sheets were shown to
be sensitive to the surrounding water partial pressure, a property that can be used for
humidity sensing. Another work characterizing the structure and ion transport properties
of the restacked material is forthcoming.33 A fourth work confirmed by XRD refinement
that 75% of the Li+ ions are on interlayer sites (Li+‖ ), while the remaining 25% substitute
onto Sn4+ sites within the sheets (Li+⊥), such that the available interlayer Li+ sites are
only 38% occupied.34 Accordingly, the general formula of this solid solution system can
be written (Li‖)3z[(Li⊥)zSn1−zS2]. That work also reported that Li2Sn2S5 shows fast Li+
diffusion,34 which raises questions about the mechanism and about whether the transport
properties can be further improved by hydration. One can be optimistic that the material
will not decompose, since other lithium tin sulfides are reportedly stable under air and
moisture35–41 (unlike the thiophosphates),39–55 while Li4SnS4 and other alkali tin sulfides
can form stable hydrates.35,56 Here we show that the water content in Li2Sn2S5 · xH2O
can be varied from x = 0 to 10 by adjusting the humidity. The material undergoes
first-order phase transitions to two hydrated phases, but the layered structure remains
largely intact. Pulsed-field gradient nuclear magnetic resonance (PFG NMR) reveals
that the Li+ transport remains predominantly 2D at all water contents. The transport
in the anhydrous material is far slower than previously reported. NMR and impedance
spectroscopy measurements reveal strong increases in the Li+ mobility, Li+ conductivity,
and H2O mobility with increasing water content. The fully hydrated compound remains
solid, but exhibits liquid-like Li+ conductivity and Li+ diffusivity values of 10−2 S cm−1

and 10−7 cm s−2 at room temperature. These transport rates are extraordinary in a solid
and approach what is seen in concentrated aqueous electrolytes.57 The amount of water
incorporated is sufficient to provide the interlayer Li+ ions with a full hydration shell.
Connections between the behavior of hydrated layered solids and confined concentrated
liquids are discussed, and the final two sections re-evaluate our previous work on Li2Sn2S5
and offer an outlook for applications.
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7.3 Results

7.3.1 TGA and XRD: hydration study
A typical measurement of the water content x in Li2Sn2S5 · xH2O is shown in Figure 7.1a.
The thermogravimetric analyzer (TGA) can resolve changes in x of about 0.01 or larger.
After an increase in the water partial pressure pH2O, x stabilizes at a higher value on a
typical timescale of several hours. Dehydration steps show far longer stabilization times,
on the order of tens of hours. Due to the sluggish kinetics, for practical reasons the
humidity was usually switched at the onset of a plateau in the mass–time trace, before
the mass had truly stabilized. Follow-up experiments with longer dwell times suggest
that the error in x introduced by this approach is below 0.1 (Figure D.4a). A substantial
contribution from surface adsorption is unlikely in light of the slow kinetics and the large
particle size (∼ 50 µm). The variation of water content with humidity and temperature
is summarized in Figure 7.1b. Values of x in the range 0.4 to 1.6 do not appear, which
suggests the presence of a miscibility gap, i.e., a first-order phase transition. The position
of the phase boundary can be estimated by averaging the steepest and shallowest lines
that fall between the brown and blue points in Figure 7.1b. If the water content changes
across the transition by y molecules of H2O per formula unit, the law of mass action can
be written:

Kh =
(pH2O

1 bar

)−y
= exp

(
− (∆hH

◦ − T∆hS
◦)

kBT

)
(7.1)

where Kh is the equilibrium constant, ∆hH
◦ and ∆hS

◦ are the standard enthalpy and
entropy of the transition, and kB and T are the Boltzmann constant and temperature.
Fitting the boundary line by this equation yields (−0.52± 0.03) eV and (−1.20± 0.09)
meV K−1 for the standard enthalpy and entropy, normalized per mole of water. The
intervals give the range of possible values that are consistent with the data in Figure 7.1b.
Similar values are reported for dissociative hydration of perovskite oxides (about −0.65
eV and −1.4 meVK−1).58 The phase with x ≤ 0.4 is hereafter denoted ‘anhydrous’, with
the understanding that this term is not strictly correct under all conditions.

Samples that are cycled between the anhydrous and hydrated (x ≈ 2–3) states show
a small but reproducible hysteresis. Specifically, the dehydration steps require a higher
temperature by 20-30 °C than the rehydration steps (Figure D.1 and D.2). Similar
hysteresis is observed in isothermal measurements (Figure D.3). Hydrolysis can be ruled
out, as discussed in Appendix D.

Figure 7.2a shows XRD patterns measured from ten powder samples with different
average water contents. The pattern obtained for x = 0 shows good agreement to that
reported previously for anhydrous Li2Sn2S5.34 A few small additional reflections are visible,
which likely arise from stacking faults.5960 This attribution is supported by XRD patterns
acquired from a single anhydrous particle, which show multiple diffraction spots in close
proximity, consistent with some degree of stacking faults, twinning, and/or mosaicism
(Figure D.16a). From the published structural determination, the reflection at 6.5° can be
attributed to (001) planes. Using that reflection, the interlayer distance d is found from
Bragg’s law to be 6.24Å, similar to the value of 6.17Å obtained previously (Figure 7.2b).
The samples with an average water content of 1.0, 1.6, and 1.9 show similar patterns as
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Figure 7.1: Average water content x in Li2Sn2S5 · xH2O. (a) Typical gravimetric data
(after buoyancy correction) measured under isothermal conditions (here 39 °C) while
varying the absolute humidity pH2O. (b) Dependence of x on pH2O and temperature, as
measured using a TGA (brown and light blue circles) or a balance and salt solutions
(dark blue circles). Black line shows the estimated boundary between the anhydrous
and hydrated phases. Typical ambient conditions are also shown, assuming a relative
humidity of 50–70%.

the anhydrous sample, except a new reflection appears at 4.9°, and the intensity of the
reflection at 6.5° is somewhat smeared to lower angles. With increasing x, the reflection
intensity increases at 4.9° and decreases at 6.5°, until at x = 2.7 the reflection at 6.5°
is entirely absent. This behavior is consistent with a first-order phase transition to a
hydrated phase with an interlayer distance of 8.4Å.

The patterns at x = 2.7–3.4 show no additional reflections, suggesting that in this
range a single phase is present into which water is miscible. New reflections appear
and increase in intensity when the average water content is increased to x = 5.9 or
7.4, and they are the only reflections visible at x = 10.5, consistent with a first-order
transition to a second hydrated phase. Assuming the reflection at 3.7° corresponds to
(001) planes, an interlayer distance of 11.1Å is obtained. Thus, upon hydration, the
interlayer distance jumps by 2.0Å when transitioning to the first hydrate, and it jumps
by another 2.7Å when transitioning to the second hydrate. The latter jump matches the
diameter of an oxygen ion in a water molecule (about 2.7Å).61 The interlayer distance
remains essentially constant within the single-phase ranges (x ≈ 2-4 for the hydrated
phase, x ≈ 8–10 for the swollen phase), suggesting that in these ranges, incorporation
is accommodated by denser packing of the water molecules rather than swelling of the
material. Pattern refinements and a more detailed structural discussion will be given in a
future work.

In terms of mechanical properties, the material remains solid up to x = 10.5 but
becomes noticeably softer and stickier with increasing water content. At high water
contents (x ≥ 7.4), it seemed possible to squeeze some water out of the material by the
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Figure 7.2: (a) Powder X-ray diffraction patterns of Li2Sn2S5 · xH2O samples with in-
creasing degree of hydration. The patterns are vertically offset to facilitate comparisons.
(b) Distance between (001) planes inferred from the patterns in (a).

application of pressure. At x > 11 the material was deliquescent and became a solid-liquid
composite; this situation was observed at the saturation pressure of water (40-120 mbar)
at 30-50 °C.

7.3.2 NMR: Li+ and H+ diffusion
Li2Sn2S5 · xH2O has a layered structure, so anisotropic properties are expected. Electron
density analysis of anhydrous Li2Sn2S5 predicted a far higher Li+ diffusivity in-plane
than out-of-plane.34 To test this suggestion, the normalized echo signal attenuation
data obtained by PFG NMR can be fit by a standard isotropic 3D model with a single
diffusivity,62 as well as an anisotropic 2D model with different in-plane and out-of-plane
diffusivities.63 For all water contents, the 2D model yields visually satisfactory fits (Figure
7.3), acceptable values of the goodness of fit, and reasonable confidence intervals for the
fit parameters. In contrast, the 3D model leads to substantially worse fits (Figure D.6).
Additional models were also attempted and discarded. By averaging over all possible
crystal orientations, the effective Li+ diffusivity D∗eff(Li

+) of a polycrystalline sample is
obtained. More details are given in Appendix D.

The dependence of D∗eff(Li
+) on temperature and average water content is shown in

Figure 7.4. The overall trend is clear: the Li+ diffusivity increases monotonically with
increasing x. For x ≈ 8.0, the diffusivity reaches 5 · 10−7 cm s−2 at room temperature,
which is three orders of magnitude higher than the corresponding (extrapolated) value for
the anhydrous material. Similar results are obtained when the diffusion time in the PFG
measurement is increased from 10 to 100 ms (see also Figure D.5). The activation energy
determined from the linear fits in Figure 7.4a is 0.28, 0.29, 0.28, and 0.31 eV for the x ≈ 0,
2.3, 4.0, and 8.0 samples. The fact that the activation energy is nearly constant suggests
that the faster diffusivity is due to an increased exponential pre-factor, and specifically
an increased attempt frequency, since the entropy of migration is expected to be small.
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Figure 7.3: Normalized echo signal versus the squared gyromagnetic ratio times the
integral I (G), as measured by 7Li PFG NMR at 180 °C (green), 140 °C (orange) and 60 °C
(red) from Li2Sn2S5 · xH2O samples with the indicated water contents. Points are raw
data; curves are fits by the 2D model. See Appendix D for details.

Figure 7.4: Effective diffusivity of (a) Li+ and (b) H+ in Li2Sn2S5 · xH2O samples, as
determined from 7Li and 1H PFG NMR measurements using a diffusion time of 10 or 100
ms. In (a), solid lines are linear fits to all points at a given water content, except the
data for x ≈ 4.0 below 80 °C show significant scatter and were excluded. For a few points
in (b), the goodness of fit in the PFG data was noticeably worse; these are marked with
an asterisk.

At lower water contents and lower temperatures, the degree of attenuation was below
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the PFG NMR detection limit, so diffusivity values could not be reliably extracted. The
7Li data for x ≈ 4.0 show somewhat anomalous behavior near room temperature, which
is tentatively attributed to small variations in water content due to condensation in the
NMR capillary. The condensation issue was mitigated before acquiring the x ≈ 8.0 data,
as described in the Experimental details.

Figure 7.4b shows the results from 1H PFG NMR measurements. The effective proton
diffusivity D∗eff(H

+) is comparable to the effective Li+ diffusivity in samples with x ≈ 4
and 8. This proton motion is attributed to the diffusion of water molecules, since there
is no evidence for the presence of protonic defects, as discussed below. Assuming this
attribution is correct, the data indicate that Li+ ions and water molecules in the interlayer
galleries have a comparable mobility. The diffusivity of water decreases by a somewhat
larger factor (3-10×) than the Li+ diffusivity when the diffusion time is increased from 10
to 100 ms, which hints that grain boundaries are more blocking for water molecules than
for Li+ ions. The data show more scatter compared to Li+; the underlying reason may
again be small variations in water content due to a tiny amount of condensation inside the
sealed NMR capillary. Measurements by 1H PFG NMR for x ≈ 2.3 were also attempted,
however, the T2 relaxation time was too short to apply feasible gradient durations.

Magic angle spinning (MAS) 6Li NMR spectra acquired at various water contents
and temperatures are shown in Figure 7.5a. To facilitate comparisons, the spectra are
normalized to have the same maximum intensity. The 6Li spectrum for x = 0 at room
temperature can be fit by 5 signals. The strong signals at 2.2 and 1.2 ppm exhibit an
intensity ratio of 0.8 and are nearly identical to those seen in previous work.34 The
weak signals at 1.7 and −0.1ppm can be attributed to the presence of ∼ 4% crystalline
Li2SnS3.34 The signal at 0.8 ppm comprises ∼ 30% of the Li present and was not observed
in the previous work. These observations are corroborated by a 1

1Sn MAS spectrum
(Figure D.8b), which shows three strong signals consistent with those previously observed
for Li2Sn2S5; a weak (∼ 4%) signal consistent with Li2SnS3; and two broader signals which
were not observed in the previous work and which comprise ∼ 40% of the Sn present.34 We
assign these signals to a disordered Li-Sn-S side phase, reflecting the possible phase width
and stacking disorder in this system. The presence of side phases adds some uncertainty
to the interpretation of changes in overall water content; in principle, it is possible that the
apparent phase widths at x = 2–4 and 8–10 are due to hydration of the side phases rather
than Li2Sn2S5 · xH2O. Otherwise the side phases are unlikely to affect the conclusions
about Li2Sn2S5 · xH2O in this work. One reason is that the PFG NMR data show the
fast-conducting phase is a layered material; if the disordered side phase is not layered,
then it is unlikely to be the fast conductor. As a note, the spectra acquired for x = 0
below room temperature required long measurements times and are less reliable due to
possible drift.

The spectra at x ≈ 2, x ≈ 3 (not shown), and x ≈ 4 are nearly identical, and they are
clearly distinct from the spectra at x = 0 and x ≈ 8, consistent with the phase transitions
seen by XRD between x = 0, 2–4, and 8. For simplicity, we fit all the 6Li spectra from the
hydrated samples by two signals. The signals are labeled 1 and 2 in Figure 7.5; example
fits are shown in Figure D.8a; and the full width at half maximum (FWHM) and chemical
shift data are plotted in Figure D.9. The FWHM of signal 1 remains approximately
constant throughout, while signal 2 narrows as the temperature increases from −90 to
23 °C. The latter is a signature of motional narrowing.64 A likely explanation is that the
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Figure 7.5: (a) 6Li and (b) 1H NMR measurements of Li2Sn2S5 · xH2O for various water
contents and temperatures.

Li+ ions on tin sites (Li+⊥) correspond to signal 1 and remain immobile, while the Li+
ions in the interlayer galleries (Li+‖ ) give rise to signal 2 and are increasingly mobile with
increasing temperature or water content. Upon hydration from x ≈ 4 to 8, the chemical
shift of signal 1 remains unchanged, while signal 2 shifts to ∼ 0 ppm, consistent with
interlayer Li+ ions becoming solvated by the incorporated water. For comparison, fully
solvated Li+ in liquid water shows a similar chemical shift, slightly below 0ppm.65,66
Although we cannot exclude that the two signals are a convolution of multiple signals,
the simple fitting approach used here leads to a reasonable physical interpretation.

The signals in the 1H spectra also narrow with increasing temperature, consistent
with the presence of mobile protons (Figure 7.5 b). Indeed, the concurrent broadening
of the 6Li and 1H signals suggests coupled short-range motion of Li+ and H2O under
all hydrated conditions. Also, the 1H spectra at x ≈ 2 and 4 show spinning sidebands,
consistent with a low diffusivity of water, while the sidebands disappear above −60 °C for
x ≈ 8, suggesting a higher (more liquid-like) diffusivity of water.

To review, the MAS NMR results suggest:

• (i) for all x values there are Li+⊥ and Li+‖ present, but only the latter are mobile;

• (ii) the behavior in the range x ≈ 2 ,- 4 is similar;

• (iii) Li+ and H2O exhibit coupled short-range motion, with higher mobilities at
x ≈ 8 than at x ≈ 4.
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7.3.3 EIS: ion transport
The conductivity and dielectric properties of Li2Sn2S5 · xH2O were characterized by
impedance spectroscopy.67 Figure 7.6 shows representative spectra for three degrees of
hydration. At all x, a depressed high frequency semicircle and a low-frequency blocking arc
were observed. The latter is typical for blocking of ions at a metal electrode. For samples
with x . 4.0, cooling below 25 °C was required to observe the semicircle. The semicircle
was fit by the simple equivalent circuit shown in Figure 7.6. The resistance scales linearly
with sample thickness (Figure D.10), as expected for bulk conduction. The dielectric
constant εr and conductivity σ were extracted using standard relations (see Experimental
details). The εr values are unusually high, falling in the range 80-300 depending on
temperature and humidity (Figure D.15). The reason is unclear. For comparison, the
dielectric constant of pure water in the kHz range is 80 at room temperature.68

Figure 7.6: Typical impedance spectra measured from Li2Sn2S5 · xH2O compacts at 30 °C
(x = 0 and x ≈ 2.3) and −80 °C (x ≈ 8.0, inset).

An apparent high dielectric constant seems to be a common feature in hydrates (cf.
Li3InCl6 · 1.5H2O),29 which suggests that the presence of H2O molecules induces polariza-
tion effects. It can be ruled out that the capacitance is due to blocking grain boundaries;
strong blocking behavior would show two distinct (non-overlapping) semicircles, but here
only one is observed, even after cooling as low as −130 °C. The red-orange color of
the material hardly changes upon hydration, which suggests that the bandgaps of the
hydrated phases are near that measured previously31 for the anhydrous phase (1.9 eV).

Figure 7.7 shows that the conductivity increases strongly and monotonically with
increasing water content. At room temperature the increase is by more than three orders of
magnitude, from 7 · 10−6 to 2 · 10−2 S cm−1 as x increases from 0 to 10.0. The activation
energy (determined from the slope of σT ) is 0.40, 0.57, 0.39, 0.34, and 0.24 eV for x ≈ 0,
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2.3, 4.0, 8.0, and 10.0. The influence of porosity is judged to be minor due to adequate
densification and the soft nature of the hydrated materials. Additional conductivity data
showing reproducibility as well as heating and cooling steps are given in Figure D.11.

Figure 7.7: Conductivity values measured from Li2Sn2S5 · xH2O by electrochemical
impedance spectroscopy (EIS, open squares). Solid lines are linear fits. Also shown
are conductivity values estimated from the 7Li PFG NMR results in Fig. 7.4 using the
Nernst–Einstein equation (triangles), as well as values measured previously for a 1M
aqueous solution of LiCl (dashed line).57

For comparison, one can estimate the conductivity from the effective diffusivity
obtained by PFG NMR using the Nernst–Einstein equation:

σLi+T = e2[Li+]D∗eff(Li+)
kB

(7.2)

where e is the charge of an electron. For this calculation, it was assumed that only
the Li+‖ ions in the interlayer galleries are mobile, and to account for ∼ 10% porosity,
the conductivity was multiplied by a factor of 0.9 (the precise equation used to calculate
[Li+] is given in Appendix D). The resulting Li+ conductivity values show reasonable
agreement in both magnitude and activation energy to the values measured by impedance
spectroscopy (Figure 7.7). This agreement provides confidence in both the PFG NMR
and impedance results; it supports the assumption that all the interlayer Li+ ions are
mobile; and it strongly suggests that the conductivity is due predominantly to Li+ ions.

A few final experiments are noteworthy. Below room temperature, the conductivity
of Li2Sn2S5 · 8H2O was found to drop far more quickly than that of Li2Sn2S5, such that
the conductivity trends for those phases cross at −60 °C (Figure D.12). Thus, below
−60 °C the presence of H2O is detrimental to ion transport. In addition, conductivity and
electromotive force (EMF) experiments performed using Li and LiAl electrodes indicate
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that Li2Sn2S5 reacts in contact with Li to yield a composite material with a high overall
electronic conductivity (Figure D.13). Simultaneously, the apparent dielectric constant εr
increases by a factor of ∼ 50 (Figure D.14), suggesting that the electronic conductivity is
dominated by pathways within the grain boundary network.
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7.4 Discussion

7.4.1 (a) Overall interpretation

Reasonable quantitative agreement between the Li+ diffusivity and the total conductivity
is obtained if all Li+ ions in the interlayer galleries are assumed to be mobile. The
agreement suggests that the improved conductivity upon hydration is due almost entirely
to increased Li+ mobility, while the concentration of mobile Li+ carriers remains roughly
constant (decreasing slightly with increasing x due to volume expansion). Such behavior
is reasonable, given the ability of water to promote ion motion. It is also chemically
intuitive that the Li+ ions in the interlayer galleries would be hydrated by adjacent
water molecules. The coupling offers a natural explanation for why Li+ and H+ exhibit
comparable diffusivities in this system.

Because the water diffusivity in Li2Sn2S5 · xH2O strongly increases with increasing
water content, water incorporation effectively accelerates during hydration and decelerates
during dehydration. This phenomenon explains why dehydration is far more sluggish
than hydration, and it suggests that the hydration process is diffusion-limited, at least
for the 50 µm particle size used in this work.

The protonic conductivity is probably quite low, due to a lack of protonic charge
carriers. Significant dissociation of the incorporated water is not observed in the MAS
NMR data. An internal ion exchange process (whereby H+ ions exchange positions with
Li+ in the layers, leaving behind excess OH– carriers in the interlayer galleries) is also
unsupported by the data. By comparison, pure liquid H2O also shows a high water
diffusivity and a low proton conductivity.57,69–71

In unconfined aqueous solutions, Li+ ions are hydrated by 4–5 H2O molecules.72
To provide the same coordination for the 1.5 interlayer Li+ ions per formula unit of
Li2Sn2S5 · xH2O, approximately 6–8 water molecules per formula unit are required. One
might therefore predict that the Li+ transport rates in Li2Sn2S5 · xH2O will approach
“liquid-like” values when x > 6. The data are broadly consistent with this simple picture.
For example, a 1M aqueous solution of LiCl shows a total conductivity of 2.3 · 10−2 S cm−1

at room temperature (Figure D.7),57 which—since the cation transference number in
liquids is usually around 1

3—implies a Li+ conductivity of 8 · 10−3 S cm−1. The second
hydrate, Li2Sn2S5 · 8H2O, exhibits a virtually identical value of 9 · 10−3 S cm−1 at 25 °C.
However, since the negatively-charged tin sulfide layers are immobile, the Li+ transference
number in Li2Sn2S5 · xH2O is probably unity. Thus, Li2Sn2S5 · 8H2O achieves a liquid-
like conductivity with a solid-like Li+ transference number. Both of these features are
beneficial for electrolyte applications.

Further hydration up to x ≈ 10 provides almost no additional conductivity ben-
efit, which is consistent with the idea that the electrostatic influence of the tin sul-
fide sheets on the interlayer Li+ ions is already fully screened out at x ≈ 8. This
point suggests more broadly that the transport rates in concentrated aqueous solu-
tions represent an upper bound to what is achievable in hydrated layered solids such
as Li2Sn2S5 · xH2O. In this work the highest measured conductivity at 27 °C was
2 · 10−2 S cm−1 in Li2Sn2S5 · 10.2H2O, surpassing prominent oxide Li+ electrolytes such
as Li7La3Zr2O12 (3 · 10−4 S cm−1)73 and on par with state-of-the-art sulfide electrolytes
such as Li9.54Si1.74P1.44S11.7Cl0.3 (2.5 · 10−2 S cm−1).74
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To recapitulate, the simple model discussed so far involves a nearly constant mobile
Li+ concentration, a Li+ mobility which is promoted by increasing water content up to
x ≈ 8, and H2O molecules which coordinate to the Li+ ions and show similar mobility.
Further hydration above x ≈ 8 yields little or no additional benefit in conductivity. The
Li+ migration enthalpy remains in the range 0.3–0.6 eV. Figure 7.8 summarizes the basic
picture: At x = 0 conductivity is poor because of electrostatic interactions (trapping as
extreme case) with the tin sulfide layers (A). The interaction is weakened by increasing
temperature or introducing water. A moderate water content (x ≈ 4) leads to efficient
screening (B), while a high water content (x ≈ 8) enables liquid-like nano-ionic transport
(C).

Figure 7.8: Conductivity at 30 °C as a function of the average water content in
Li2Sn2S5 · xH2O. Dashed line is a guide for the eye. Schematics show the interlayer
water (red/white) and Li+‖ ions (gray).

This model explains the major trends at 25 °C and above. Below room temperature,
some refinement may be needed. Aqueous solutions freeze slightly below 0 °C, and
the formation of a rigid ice lattice causes the conductivity of dissolved ions to drop
sharply by several orders of magnitude.75 In contrast, Li2Sn2S5 · 8H2O is solid at room
temperature, and the ionic conductivity shows no first-order transition during cooling
to −70 °C (Figure D.12). Evidently the formation of an ice lattice is hindered by the
water molecules being confined between the tin sulfide layers.76,77 Instead, during cooling
the activation energy increases steadily for x ≈ 8. It is unclear if this change is due to
a concentration or a mobility effect. One can speculate that “ice-like” clusters of water
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molecules gradually form upon cooling and associate with Li+ ions (reducing the mobile
Li+ concentration) and/or change the potential landscape (causing the Li+ mobility to
decrease more rapidly with decreasing temperature).

7.4.2 (b) Previous work revisited
The previous work from our groups34 on anhydrous Li2Sn2S5 must be reinterpreted in
two respects:

First, in the current work we consistently find that anhydrous Li2Sn2S5 exhibits a
Li+ diffusivity below 10−9 cm s−2 at 25 °C. The higher value of 10−7 cm s−2 reported
previously is obtained here only at hydration levels of x ≥ 8. The simplest and most likely
explanation is that the PFG NMR measurements published previously were inadvertently
conducted on hydrated samples. An alternative possibility is that the different synthesis
protocols in the previous work led to structural differences which facilitate ion transport,
such as fewer stacking faults or reduced amorphous content. Our numerous attempts to
confirm this alternative were unsuccessful, but it cannot be entirely ruled out.

Second, anhydrous Li2Sn2S5 exhibits an ionic conductivity slightly below 10−5 S cm−1

at 25 °C. The value of 10−4 S cm−1 reported previously using LiAl electrodes appears
to correspond not to ion conduction, but rather to electron conduction that arises
when Li2Sn2S5 is reduced by LiAl and electronic pathways form in the microstructure
(Figure D.13 and D.14).

7.4.3 (c) Outlook
An interesting avenue for future work is to incorporate other solvents besides water
into Li2Sn2S5, to promote Li+ conductivity while making the material compatible with
non-aqueous conditions. Another promising direction is to investigate hydrated layered
compounds based on higher-valent cations such as Mg2+ or Zn2+. The anhydrous forms
of such materials will likely show quite poor cation conductivity due to strong coulombic
interactions with the immobile lattice. However, the hydrated forms may achieve a
liquid-like ionic conductivity while remaining solid, as in the present work, due to the
ability of water to promote ion motion. A few examples of this approach have already
been demonstrated.9,47,78

Although not attempted in this work, it should be possible to use Li2Sn2S5 · xH2O as
a battery electrolyte. At x ≈ 8 the Li+ conductivity is competitive with that of liquid
electrolytes, and the material is soft enough that simple pressing may be sufficient to
assemble composite electrodes with good interfacial contact at the electrode-electrolyte
interfaces. As with any solid-state battery, the key challenge is to maintain good interfacial
contact during cycling despite interfacial reactivity and volume changes. The softness
of Li2Sn2S5 · xH2O at high water contents could plausibly help in this regard. The
practical voltage window for battery cycling may extend beyond the limits associated
with splitting of liquid water, since Li2Sn2S5 · 8H2O is conceptually similar to water-
in-salt electrolytes,79 and the geometric confinement of H2O might even widen the
window further. The fact that the Li+ transference number is probably near unity is
also beneficial for avoiding concentration polarization effects at high current densities.
However, some concerns are worth noting. Despite the possible suppression of water
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splitting, the electrochemical stability window of Li2Sn2S5 · xH2O is narrow, as seen for
other sulfides.80 In particular, contact with low-voltage anodes may be impractical due
to Sn4+ reduction and the formation of a mixed-conducting passivation layer, similar to
the impact of Ti4+ reduction in well-known electrolyte materials such as LiLaTiO3 or
Li1+xAlxTi2–x(PO4)3.81,82 The addition of water could mitigate this issue, because the
typical hydrolysis products of lithium (LiOH, Li2O, LiH) are electronically blocking,83
but it seems risky to rely on this point.84,85 Another concern is that the application of
pressure—a standard method for restoring interfacial contact in solid-state batteries—may
squeeze water out of Li2Sn2S5 · 8H2O and thereby reduce the Li+ conductivity. The
surrounding water partial pressure may also need to be controlled to avoid deliquescence.
Finally, high current densities may deplete water on one side of the electrolyte due to the
coupled motion of Li+ and H2O; it seems reasonable to expect that this phenomenon is a
general feature of hydrated layered materials.

7.5 Conclusion
Upon exposure to humidity, water intercalation into the layered structure of Li2Sn2S5
is facile. The resulting material Li2Sn2S5 · xH2O shows a water content x that varies
from 0 to about 10 depending on the humidity and temperature. Both Li+ and H2O are
transported within the material predominantly by 2D diffusion in the interlayer galleries.
The transport rates increase strongly with increasing water content up to about x ≈ 8,
which corresponds approximately to a full hydration shell of 4–5 water molecules for each
interlayer Li+ ion. At x ≈ 8 the material remains a soft solid, but the Li+ diffusivity
and conductivity reach liquid-like values of 5 · 10−7 cm s−2 and 10−2 S cm−1. Anhydrous
Li2Sn2S5 consistently showed far lower transport rates than those reported in a previous
work by our groups. The discrepancy is most likely due to inadvertent hydration of
the material in the previous work, but an alternative explanation based on structural
differences cannot be ruled out. In any case, Li2Sn2S5 · xH2O offers a case study of the
transition between a hydrated solid electrolyte and a confined liquid electrolyte, which is
both scientifically interesting and potentially useful in applications.
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7.6 Experimental

7.6.1 General

Anhydrous samples were prepared, handled, and measured under dry inert gas (Ar or N2
with < 1ppm H2O) or vacuum. Hydrated samples were sealed in containers with small
dead volumes to minimize water loss. The water content, x, was assessed gravimetrically;
for a two-phase mixture, the reported value of x is an average over both phases. Some
transfer steps required exposing hydrated samples to dry inert gas for a short time, on the
order of minutes. The water loss during these transfer steps was estimated by weighing
representative samples before and after exposure. The cumulative decrease in x from these
transfers was estimated to be 0.5 or less and was neglected. Although Li2Sn2S5 · xH2O
appears to be stable in ambient air, the water content is sensitive to water partial pressure
(pH2O), so air exposure was avoided except where indicated. See Appendix D for more
details.

7.6.2 Sample preparation

Anhydrous Li2Sn2S5 was synthesized by solid state reaction of Li2S (99.9%, Alfa Aesar) and
SnS2 at 650 °C. Hydrated Li2Sn2S5 · xH2O was prepared using either a TGA or saturated
salt solutions. Both materials were compacted by uniaxial pressing for impedance
measurements; anhydrous Li2Sn2S5 with 5–10 kbar and various pressure values for
Li2Sn2S5 · xH2O depending on x. Various heat treatments were attempted to increase the
density of anhydrous Li2Sn2S5 further. See Appendix D for more details.

7.6.3 Thermogravimetric analysis

The equilibrium water content in Li2Sn2S5 · xH2O was measured by installing anhydrous
powder samples (70-600 mg) inside a quartz crucible in a TGA system. The sample
was exposed to ambient air for approx. 30 s during transfers. The TGA was a Netzsch
STA 449 instrument with a protective N2 gas flow (< 10 ppm H2O including trace leaks,
60 mL min−1). To remove water absorbed during sample installation, a pre-anneal was
typically conducted under flowing N2. The sample mass was measured after a typical dwell
time of 1–2 h under humid N2 at various temperatures in the range 27-100 °C and pH2O in
the range 1.4–17.1 mbar (0.4–48.2% relative humidity). The humidity was set by mixing
dry and humidified N2 in different ratios (0-60 mL min−1 dry or wet N2). The N2 gas
was humidified by bubbling dry N2 gas through deionized water in a double-walled glass
container, which was temperature controlled using a thermostat in the range 5–18 °C. The
flow rates were sufficiently low that saturation could be assumed, such that the humidity
is given by the saturation pressure of water at the thermostat set point. The exhaust gas
of the TGA was analyzed by a Balzers Prisma quadrupole mass spectrometer. A buoyancy
correction was performed by subtraction of mass changes at measurement temperatures
from data obtained of an empty crucible in a separate measurement. The recorded mass
changes of the empty crucible were fit with a polynomial and the extrapolation line was
used for the buoyancy correction.
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7.6.4 X-ray diffraction
Powder XRD measurements were acquired using a STOE StadiP diffractometer (curved
Ge (111) monochromator, DECTRIS Mythen2R 1K detector, Debye–Scherrer geometry,
Mo-Kα1, wavelength 0.7093Å). Powder samples with lower x values (0-4.0) were packed in
borosilicate capillaries (Hilgenberg, 0.3 mm diameter) and flame sealed under argon. Due
to their soft and sticky consistency, samples at higher x values (4.0-10.0) were prepared
in Kapton tubes of 0.8 mm diameter. These data were analyzed using WinXPow (STOE).
Phase analysis checks were performed on a second setup, as described in Appendix D.

7.6.5 Pulsed-field-gradient
nuclear magnetic resonance

Li2Sn2S5 · xH2O powder was packed at one end of an NMR glass capillary (Deutero, D400)
with ground joints, and a solid glass rod that matched the capillary inner radius was
inserted to reduce the dead volume. The capillary was then sealed under slightly reduced
pressure (∼ 0.5 bar) of inert gas. Water loss during the sealing was negligible. Capillaries
prepared in this way were installed in the NMR instrument (Bruker Avance III 400)
equipped with either a diff60 gradient probe (max. 2900 G/cm, specialized RF inserts for
1H and 7Li) or a double resonance broad band probe (max. 1750 G/cm, BBO 400 MHz
W1/S2 5 mm with Z-gradient) with tuneable frequency for different nuclei. The sample
end of the capillary was heated stepwise between 25-180 °C. After a ∼ 0.5 h effective dwell
time at each temperature to allow for equilibration, NMR measurements were acquired. At
all temperatures the intent was to keep the water content in the powder constant. However,
some amount of condensation was visible at the protruding cold (non-sample) end of the
capillary, suggesting the samples underwent a small (and reversible) amount of water loss
during heating. For the x ≈ 8.0 sample, the capillary sealing was modified to essentially
eliminate the dead volume of gas, and no condensation was observed. Data were acquired
using a stimulated echo sequence with spoiler gradients. Various diffusion times in the
range 10-100 ms were used, with effective gradient durations of 1–3 ms. Remagnetization
times were chosen to be 4 to 5 times higher than the spin–lattice relaxation time, T1. The
measured echo-signal attenuation peaks were phase corrected, and the integrated areas
were used to extract the diffusivities. The main analysis approach assumed anisotropic
diffusion with negligible out-of-plane diffusivity, so the procedure given in Ref. [63] was
used to calculate the diffusivity.

7.6.6 Solid state nuclear magnetic resonance
Powder samples were filled in a Pyrex magic angle spinning (MAS) rotor insert (Rototec)
under argon. The insert was custom fitted with a ground glass joint for transfers. The
sample bottom part of the insert was immersed in liquid nitrogen, and under slight
static vacuum (∼ 0.5 bar) the sample was flame sealed. Spectra were acquired on a
Bruker Avance III 400 MHz instrument (magnetic field of 9.4 T) at Larmor frequencies
of 400 MHz (1H), 155.5 MHz (7Li), 149.15 MHz (119Sn) and 58.8 MHz (6Li), using a
Bruker BL4 double resonance MAS probe and 4 mm OD ZrO2 spinners (10 kHz if not
stated otherwise). The MAS spectra for all nuclei were acquired with a simple Bloch
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Decay experiment (i.e., pulse-acquisition), and acquisition delays sufficiently long for
a complete magnetization recovery. The 7Li experiments were performed using central
transition selective 90° pulses (the non-selective liquid 90° pulses were scaled by a factor
of (I + 0.5)− 1 = 0.5).86,87 7Li and 6Li variable temperature spin–lattice T1 relaxation
times measurements were performed both on spinning and non-spinning samples using
saturation-recovery method. Experiments with static samples were performed in a Bruker
static double resonance PE400 probe with a horizontal 5 mm coil. Between 8 and 64 scans
were commonly averaged for a good signal-to-noise ratio. The temperature in the probes
was regulated with a Bruker BVT3000 temperature controller. Actual temperature of
the sample was calibrated on 207Pb signal of powdered Pb(NO3)2.88 Chemical shifts were
referenced externally relative to tetramethylsilane (1H, δiso = 0.0 ppm), to tetramethyltin
(119Sn, δiso = 0.0 ppm), using SnO2 as a secondary standard (−603 ppm), and to 1 M LiCl
(6.7Li, δiso = 0.0 ppm).89

7.6.7 Electrochemical impedance spectroscopy
Depending on x, samples were contacted either by sputtering ruthenium electrodes or
with stainless steel rods. For x = 0, measurements were conducted under inert gas flow,
and for x > 0, a closed set-up was used. In either case the impedance was measured with
a Novocontrol Alpha-A analyzer (2-wire measurement, 106 to 10−1 Hz, 0.1 V amplitude).
When necessary, the stray impedance of the measurement setup was measured separately
(by short-circuiting the electrodes at the respective temperatures) and pointwise subtracted
out. Impedance spectra were fit using either Zview (Scribner, Version 3.5.c) or RelaxIS
3 (rhd instruments) in the high-frequency range by an equivalent circuit consisting of a
resistor and constant phase element (CPE) in parallel. The obtained values for resistance
and capacitance when including the low-frequency blocking feature by an additional CPE
and having the dielectric capacitance in parallel were comparable. The conductivity σ
and dielectric constant εr were extracted using the standard relations:

σ = L

RA
, (7.3)

εr = CeffL

ε0A
, (7.4)

where R is resistance, L is sample thickness, A is cross-sectional area, ε0 is the electrical
permittivity of free space, and Ceff is the effective capacitance calculated from:

Ceff = Qn
−1
R
n−1−1 , (7.5)

where Q and n are the magnitude and exponent of the CPE.67 See Appendix D for more
details.
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8.1 Abstract
All-solid-state batteries promise higher energy and power densities as well as increased
safety compared to lithium ion batteries, by using non-flammable solid electrolytes and
metallic lithium as the anode. As the liquid electrolyte is replaced by a solid electrolyte,
ensuring permanent and close contact between the various components as well as between
the individual particles is key for the long-term operation of a solid-state cell. Currently,
there are few studies on how a solid-state electrolyte behaves when compressed by
external pressure. Here we present a study in which the compression mechanics and
ionic conductivity evolution of the fast solid-state conductor Li7SiPS8 were investigated
under pressure on two samples with different particle sizes. In operando electrochemical
impedance spectroscopy under pressure allows the determination of the activation volume
of Li7SiPS8. In addition to the experiments under pressure, we show that the determined
ionic conductivity additionally depends on the contact pressure. Furthermore, we simulate
pelletizing using the discrete element method followed by finite volume analysis, where the
effect of the pressure dependent microstructure can be distinguished from the atomistic
effect of the activation volume. We conclude not only that the pelletizing pressure is an
important parameter for describing the ionic conductivity of a solid, but also the particle
size and morphology as well as the contact pressure during the measurement affect the
impedance of a solid tablet. Furthermore, the relative density of a tablet is a weaker
descriptor for the sample’s impedance, compared to the particle size distribution.

8.2 Introduction
The global market for lithium-ion batteries (LIB) is expected to grow rapidly due to the
need for high-energy storage media for consumer electronics and automotive applications.
For battery electric vehicles (BEVs), high capacity is critical to compete with the high
mileage of conventional internal combustion engine vehicles. The all-solid-state (lithium-
ion) battery (ASSB), which is based on a solid rather than liquid electrolyte, promises to
meet the growing energy needs of modern BEVs. The ASSB design not only enables bipolar
stacking, but could also enable the use of high-capacity lithium metal- or silicon-based
anodes as an alternative to low-capacity carbon-based anodes in LIBs.1 These advantages
in cell design promise to increase energy density by about 70% compared to conventional
LIBs.2 In a fully solid system, close contact between particles is required to generate
homogeneous electric fields and minimize internal resistance. In industry, the consolidation
of powdered starting materials by calendering, i.e., pressing between two rotating steel
cylinders, is the established standard, while isostatic or uniaxial pressing is used for
laboratory-scale pellet and solid-state battery production. Besides the consolidation effect
caused by pressing, large external and internal forces can lead to undesirable effects, such
as the pressing of lithium metal into separator pores.3–5 A recent interlaboratory study
by Ohno et al. pointed out that in solid electrolyte research, no uniform protocol for
fabricating and measuring ion conductors exists. The study found that both the pelletizing
pressure and stack pressure (pressure during measurement) influence the reported ionic
conductivities, especially for mechanically soft thiophosphates.6 We refer to stack pressure
as the pressure constantly applied during operation by the cell housing or an external
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system. Although the influence of (stack) pressure on the ionic conductivity of materials
like silver halides,7–10 lithium borohydrides,11,12 lithium metal oxides (e.g. lithium
lanthanum titanate (LLTO)13 and Li-β-alumina13), as well as sodium ion conductors
(e.g. Na3SbS414 and Na3PS415) have been studied, data for lithium thiophosphates is still
sparse. To classify the existing literature, two effects need to be distinguished. First,
pressure can impact the state of sample densification. If the (crystalline) sample under
study is not a single crystal, the relative density ρrel, i.e., the ratio of the geometric
density ρgeo and the crystallographic density ρcryst normally is 0 < ρrel < 1. While low
ionic conductivity is commonly expected at low relative density, higher relative densities
promise higher ionic conductivity, because the amount of non-contributing voids between
solid electrolyte particles is lower and particle contacts are increased. Kodama et al.
imaged the compression of Li6PS5Br particles using X-ray computed tomography (CT)
and used the three-dimensional information to simulate the evolution of ion transport
in the sample at different pressure levels.16 They concluded for increasing pressure that
the particles are crushed and fill empty cavities, which is similar to a sintering process at
room temperature. Following this work, Kodama et al. used morphological descriptors
such as sphericity and contact ratio measured on individual particles via X-ray CT. They
showed that the increased ionic conductivity was due to the collapse of the cavities and
the increase in contact area with increasing pressure.17 While these studies focused on
the compression of a powdered sample - a microstructural phenomenon14,16–19 - other
research groups focused on the atomistic effect of pressure on ionic conductivity.8–13,15,20,21
Although often neglected, solids can be elastically compressed by shrinkage of the unit
cell, resulting in smaller bond lengths and different bond angles. All these effects alter
the dynamics of ion migration by changing the volume required for migration between
different sites. This fundamental thermodynamic effect is described by the activation
volume which we will discuss in more detail further below.

Figure 8.1 compiles literature data on some lithium, sodium and silver ion conductors.
The hollow data points represent measurements where the pressure on the powder sample
was increased, thus compressing the sample into a pellet. The filled data points represent
conductivity measurements made on preformed pellets (circle) or, in the case of Li-β
alumina, on a single crystal (diamond). While the conductivity data measured on pre-
pressed pellets mostly show a linear behavior of ln(σ) with pressure, the measurements
starting with unpressed powder show a different trend. With increasing pressure, the
ionic conductivity increases rapidly at first, eventually approaching a maximum. For
Na3PS4, the pressure behavior after reaching the maximum in conductivity is similar
to the behavior of pre-compressed samples.15 Famprikis et al. explained this behavior
with two regimes, an extrinsic compaction regime at low and an intrinsic activation
volume regime at high pressure.15 However, the extrinsic regime for the second and third
compression cycle exhibits the low pressure characteristics of the first cycle, indicating
detrimental electrode-sample contacts at low pressure. In the extrinsic, low pressure
region, the compaction of the powder dominates,15 while at higher pressure the effect of
unit cell compressibility, as observed in β-AgI,8 LiBH4,12 Li-β-alumina,13 and LLTO,22
dominates.
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Figure 8.1: Pressure behaviour of Na3PS4,15 Na3SbS4,14 Na2S·P2S5 glass,18 β-AgI,8
LiBH4,12 Li-β-alumina,13 and Li0.35La0.52TiO2.96

22 (LLTO) ion conductors extracted from
literature. The conductivities σ were normalized to the conductivity σ0 measured at the
lowest available pressure to better compare literature data that is otherwise several orders
of magnitude apart.

In this study, we investigate the effect of pelletizing and stack pressure on the powder
compression of the Li10GeP2S12-like ion conductor t-Li7SiSP8, and show how (stack)
pressure affects pellet density and sample impedance. An analysis of the mechanical
response of the powder under uniaxial loading shows that the t-Li7SiSP8-thiophosphate
sample follows the empirical Heckel equation for powder compression, enabling the
distinction of different compaction regimes. Furthermore, we show that particle size
influences the measured compression mechanics and ionic conductivity, but not the
derived activation volume. The transport properties and positive activation volume of
t-Li7SiSP8 are supported by ab initio molecular dynamics (AIMD) calculations. Finally,
we demonstrate how image-based analysis of particle size and morphology, in conjunction
with simulation using the discrete element method and subsequent finite volume analysis
of the microstructure, helps to gain insight into the pellet formation process by only using
geometric information as an input.
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8.3 Results and discussion

8.3.1 Mechanical stages of powder consolidation
First we investigate the macroscopic mechanical response of t-Li7SiSP8 powder to the
applied pressure as a function of particle size. To this end, we have prepared two particle
size fractions by sieving with a 50 µm mesh-size sieve. We refer to Appendix E for more
details on domain and particle size. The fraction passing the sieve is denoted as the
<50 µm fraction, while the powder remaining in the sieve is denoted the >50 µm fraction.
We determined the (secondary) particle size distribution (PSD) of the two fractions
by analyzing scanning electron microscopy (SEM) images with ImageJ23 plugins24,25
(see Figure 8.2a). The procedure is included in Appendix E file along with a flowchart
(Figure E.2), example images (Figure E.3), and SEM images (Figure E.4 and E.5).
Additionally, information about particle morphology is included in Appendix E (Figure E.7
and E.8). Figure 8.2b shows the relative number fraction of binned (1 µm) particle sizes
for both samples. The <50 µm sample follows a monomodal particle size distribution
(PSD), while the >50 µm sample shows a bimodal PSD. Despite the fact that small
particles dominate the number-based PSD for the >50 µm sample, the bulk of the sample
consists of >50 µm particles, as shown in the volume-based PSD (see Figure 8.2c, blue
dashed line) and indicated by the D10 = 89 µm value. The D10, D50, and D90 values for
the PSDs are summarized in Table E.1 and E.2 in Appendix E.

The evolution of the pellet thickness with (uniaxial) pelletizing pressure of the two t-
Li7SiSP8 powder samples is shown in Figure 8.2d. A scheme representing the experimental
procedure is depicted using an insert in Figure 8.2d. Increasing the pressure leads to a fast
initial decrease in pellet thickness that saturates at a thickness where the relative density
of the pellet approaches 100%. Upon releasing the pressure, the pellet thickness increases
and the pellet density decreases by about 4%, as depicted in Figure 8.2e. The <50 µm
sample has a higher initial density and results in a denser pellet after pressing at 1.7 GPa
compared to the >50 µm sample. To better understand the compaction mechanism of
t-Li7SiSP8, the empirical Heckel equation26 derived from the compaction of metal powders
was applied to the “in die” pressure-density data. Despite the large number of published
mathematical descriptions of powder compaction, the Heckel equation is still widely used
in particle technology and pharmaceutics. Assuming that the functional form of pellet
formation is formally analogous to a first-order chemical reaction, the Heckel equation
takes the form:

ln
(

1
1− ρrel

)
= Kp+A, (8.1)

where ρrel is the relative density of the specimen at pressure p. K and A are the slope
and y-intercept of the linear region of the Heckel plot. Additionally, Heckel plots can
be classified into “in die” and “out of die” measurement conditions. While “in die”
plots represent data measured during compaction under pressure, “out of die” plots are
generated from data measured at very low or zero pressure.27

Generally, three different states of powder compression regimes can be identified in “in
die” Heckel plots, if sufficently high pressures are applied.27,28 A schematic “in die” Heckel
plot is given in Figure E.9a in Appendix E. Notably, the three compression regimes may
merge and different consolidation mechanisms may prevail at the local level, depending on
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Figure 8.2: (a) False color SEM image of the two t-Li7SiPS8 sieving fractions. (b)
Relative number fraction of t-Li7SiPS8 particle sizes (expressed as the Feret diameter).
(c) Cumulative number- (straight line) and volume-based (dashed line) PSD. The volume-
based distribution curves were calculated based on the Feret diameter. Evolution of
pellet thickness (d) and pellet relative density (e) of t-Li7SiPS8 sieving fractions under
pelletizing pressure. The insert in (d) schematically depicts the experiment. The filled
data points indicate increasing pressure, while the hollow points indicate the release sweep.
(f) “in die” Heckel plot analysis for the two sieving fractions. The dashed lines indicate
the linear regime, while the dotted lines aid to estimate the relative density of the sample.
The gray and white areas correspond to the regions in which particle rearrangement
and (agglomerate) fragmentation (I), as well as plastic deformation of the particles (II)
dominate the compression sweep.

the local density and the availability of voids. In regime I, individual particles rearrange
until they are held in place by interlocking with neighboring particles or the die wall. To
some extent, agglomerates may also fragment when the capability for elastic and inelastic
deformation of the agglomerate is exhausted. Fragmentation depends on the particle size
and critical stress intensity factor that describes the stress needed for crack propagation.29
This adds to the increase of the relative density as voids are filled and is indicated by the
nonlinear regime in the Heckel plot. Figure 8.2f indicates that regime I dominates the
compression up to 0.5GPa and that both sieving fractions behave comparably in this
first compression stage.

Once (fragmented) particles are locally fixed, elastic and plastic deformation of a
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majority of particles takes place. This phase of the compression is referred to as regime
II and dominates for pressures above 0.5GPa. It can be recognized in Figure 8.2f as
a linear region of the Heckel plot, following Equation (8.1). Once local stresses exceed
the elastic limit of an individual particle, irreversible mechanical changes, either by
plastic deformation or fragmentation, lead to further consolidation.27,28 Whereas brittle
materials tend to break into smaller pieces that can fill voids, softer materials such as
thiophosphates may exhibit plastic deformation.30 While similar in regime I, the two
PSD samples exhibit different slopes in regime II. The reciprocal of the slope K can
be interpreted as the mean yield pressure Py of the material, which describes the stress
required for plastic flow.28,30–32 For the <50 µm sample the calculated Py from the “in die”
data is smaller (0.95(3)GPa) than that for the >50 µm sample (1.65(3)GPa), indicating
easier plastic deformation for the sample with the smaller particle size. The mean yield
pressure calculated from “out of die” data shown in Figure E.9d is higher for both PSDs
compared to the “in die” data, but still follows the trend of higher Py for larger PSD.
Lower mean yield strength can indicate lower fracture strength of individual particles,
leading to more facile deformation under pressure and thus higher compressibility.33

In the final compression stage, regime III starts to dominate when almost all pores are
eliminated and the density is close to 90%-95%.34 At this stage, the individual particles
are no longer distinguishable (see Figure E.10 d), and the pellet behaves more like a single
body that deforms elastically as the pressure increases.35 In the Heckel diagram, this
condition is usually visible as an upward curvature with increasing pressure, as shown in
the schematic Heckel plot in Figure E.9a.35 For t-Li7SiSP8, no distinct deviation from the
linear regime is observed at high pressure, indicating that the pressure is not sufficient
to enter regime III. However, the comparison of “in die” and “out of die” Heckel plots
(see Figure E.9d) clearly depicts elastic contributions in regime II. Since the “out of
die” curve is measured at a low stack pressure of 0.01 GPa, where almost no additional
elastic recovery is to be expected, the difference between “out of die” and “in die” data is
attributed to the elastic deformation of the pellet.36 Hence, the typical Heckel regimes II
and III cannot be visually differentiated for t-Li7SiSP8 in the “in die” analysis within the
measured pressure range, but pellet elasticity is observed as the difference between “in
die” and “out of die” curves.

The release of pressure decreases the density and is commonly described as regime
IV of fast elastic recovery/relaxation into the “final” pellet size.37 The <50 µm sample
exhibits a larger elastic recovery compared to the larger sized sample, as indicated by
the steeper slope upon pressure release (see Figure 8.2f). This agrees well with the
compression sweep that yielded a larger difference between the “in die” and “out of die”
Py for the <50 µm sample compared to the >50 µm sample.

The pellet formation process, which includes elastic and more importantly plastic
deformation, leads to microscopic defects in the pellet body. SEM images taken on pellets
compressed at 1.7 GPa, depicted in Figure E.10b-c, show signs of cracks on the scale of
tens of micrometers after release from the die. While the cracks are caused by the plastic
deformation process and can be restrained by elastic deformation at higher pressure, they
appear when the pressure is relieved.
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8.3.2 Influence of pelletizing pressure on the ionic conductivity
of t-Li7SiPS8

The nontrivial mechanical response of the powder samples, as described in the previous
section, clearly affects the ionic conductivity. Figure 8.3 shows the evolution of the
ionic conductivity of the two different t-Li7SiSP8 samples with increasing and decreasing
pressure. Exemplary Nyquist plots are shown in Figure E.11. At 0.01 GPa, the untreated
and uncompacted powder samples show an ionic conductivity of 0.3 · 10−3 S cm−1 for
the <50 µm and 0.7 · 10−3 S cm−1 for the >50 µm sample. This difference is likely due
to contact effects between individual particles: In the <50 µm sample more individual
particles are present in the same total sample mass. Consequently, this results in more
microscopic grain-to-grain contacts (secondary particles), thus possibly leading to a higher
resistance for ionic conduction due to more unfavorable grain-to-grain orientations. Harm
et al. have shown that in the glass-ceramic t-Li7SiSP8 intra- and intergrain diffusion
processes are mixed, with a higher diffusivity on a shorter (intergrain) length scale.38
A recent study of Ates et al. also points out that grain boundaries impact the ionic
conductivity more than particle porosity and tortuosity.39 As the pressure increases, this
trend of lower ionic conductivity for the smaller PSD continues and is observed for all
measured pressures.

Figure 8.3: Evolution of ionic conductivity with applied uni-axial pressure (first cycle).
Orange and blue circles represent < 50 µm and > 50 µm particle size fractions, respectively.
Hollow and filled circles denote impedance measurements performed on increasing and
decreasing the applied pressure (see inserted scheme).

Both samples show a sharp increase in σ with increasing pressure until a maximum
of 4.1 · 10−3 S cm−1 is reached for the small and 5.7 · 10−3 S cm−1 for the large particle
sizes (both at 0.5 GPa). Although the smaller batch is more densely packed (Figure 8.2b),
the ionic conductivity is lower, suggesting that detrimental particle-particle contacts
dominate the conductivity (vide supra). After reaching a maximum ion conductivity, both
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samples show a nearly linear decrease in ln(σ) with pressure. Upon pressure release, σ
increases until it reaches a maximum of 5.3 · 10−3 S cm−1 (<50 µm) and 6.6 · 10−3 S cm−1

(>50 µm) at about 0.1–0.2 GPa. At the lowest applied pressure (0.01 GPa), the pelletized
samples exhibit an ionic conductivity of 3.8 · 10−3 S cm−1 (<50 µm) and 1.1 · 10−3 S cm−1

(>50 µm). After repeating the compression and release procedure, the ionic conductivity
at 0.01 GPa is 4.4 · 10−3 S cm−1 and 2.1 · 10−3 S cm−1 (not shown) for the small and large
fractions, respectively. While the smaller PSD sample shows only a slight improvement
on the second compression cycle, the larger PSD fraction almost doubles in ionic con-
ductivity (at 0.01 GPa). Subsequent compression/release cycles are expected to improve
the pellet/electrode interface by plastically deforming the top particles, thus smoothing
the surface. A similar behavior for the second and third compression cycle was observed
for Na3PS4 (see Figure 8.1).15 We draw two conclusions from the observations so far.
First, the ionic conductivity of t-Li7SiSP8 powder batches with larger particle fractions is
higher than for the smaller particle fraction, regardless of the compression stage during
pelletizing. In addition, the >50 µm is more sensitive towards the release of pressure.
Relative pellet density has a smaller influence on ionic conductivity than particle size when
the pellet is formed. Therefore, higher pellet density, as observed for the <50 µm sample,
is not the only influencing factor for higher conductivity, as measured for the >50 µm
sample. Our metadata analysis of Ohno’s study about the reliability of conductivity
measurements on argyrodites also shows that pellet density only weakly correlates with
ionic conductivity.6 For more information, please refer to Appendix E. Second, the ionic
conductivity at very low pressure (release sweep) is affected by factors other than pellet
compression. As the contact pressure decreases, the contact resistance at the interface
between the electrode and the sample has an increasing effect on the measured impedance,
and is sensitive towards the particle size distribution. This low pressure effect and possible
explanations are presented in a later section.

8.3.3 Influence of activation volume on ionic conductivity
As described before, the non-linear evolution of ionic conductivity of a powder sample
under increasing pressure is a result of two effects. The microscopic effect (see above) is
governed by powder compression and pellet formation at low pressures, and the atomistic
effects of molar volume compression dominates at high pressures. To better understand
these atomistic effects, let us first analyze the Li transport properties of t-Li7SiSP8 in the
absence of pressure.

Harm et al.38 have reported a high total ion conductivity of 2 · 10−3 S cm−1 and
an activation energy of 0.27 eV for t-Li7SiSP8. The activation energy is in line with
calculated migration barriers of 0.22 eV for 1D ion migration along the c direction and
0.28 eV for 3D migration obtained from bond valence sum simulations,40–42 as illustrated
in Figure 8.4a. This anisotropy is confirmed in ab initio molecular dynamics simulations:
The diffusion coefficient along the c direction has a lower activation barrier and is found
to be approximately four times higher than along the a/b directions (see Figure E.17).
For more details on the AIMD simulations, we refer to Appendix E.

At pressures above 0.5–0.7 GPa, the linear decrease of ln(σ) in Figure 8.3 reveals
that the effect of molar volume compression dominates the pressure dependence. In
other words, the pressure leads to an elastic compression of the formed pellet and thus
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the material. To illustrate how this affects the Li migration, AIMD simulations have
been performed based on structural models, whose cell parameters have been uniformly
rescaled (see Figure 8.4b). Based on the calculated elastic constants (see Appendix E),
the estimated pressures of these calculations are 0.8 and 1.7 GPa for the utilized scaling
factors f of 0.99 and 0.98, respectively. The resulting Li mean square displacement (MSD)
indicate that the diffusion is lowered in compressed cells.

The pressure dependence of the ionic conductivity is connected to the activation
volume ∆V . The activation volume can be formally expressed by the following equation:

∆V = kBT

((
∂ln(σ0)
∂p

)
T,Ni

−
(
∂ln(σ)
∂p

)
T,Ni

)
(8.2)

We refer to Appendix E for a more detailed derivation of equation (8.2). The pressure
dependence of the pre-exponential factor σ0 is small (less than 10% of the second term in
equation (8.2))11,15,43–47 as verified with AIMD simulations for Li10GeP2S12.48 Therefore,
we can simplify equation (8.2) to:

∆V ≈ −kBT
(
∂ln(σ)
∂p

)
T,Ni

(8.3)

A more accurate approximation of the activation volume, which was derived specifically
for cubic crystal systems, is presented in Appendix E. For t-Li7SiSP8, we will refer to the
simplified definition of the activation volume as given in Equation (8.3).

While activation energy is generally understood as an activation barrier to be overcome,
the activation volume has a different physical meaning. In ion-conducting solids, the ions
require a certain volume Vm for local migration from one site to another, i.e. the space
needed at the saddle point, while the (anionic) sublattice provides a free volume Vf. The
activation volume ∆V is defined as the difference between Vm and Vf:13,15,47,49

∆V = Vm − Vf (8.4)

Thus, a non-zero activation volume indicates a mismatch between the free volume of the
structure and the volume required for ion migration. If an ion must migrate through
a bottleneck too narrow for its size, the lattice locally expands, which is described by
a positive activation volume.13,15,49 In some cases, ∆V is negative and enhanced ion
transport with increasing pressure is observed.13,50

Based on the data shown in Figure 8.4b we estimate an activation volume of 1.7–
2.0 cm3mol−1. However, more extensive simulations would be required to accurately
verify the computed activation volume. Nevertheless, these results align well with the
findings of Fu et al. for tetragonal Li10GeP2S12 (LGPS).48 Through structural relaxation
and AIMD simulation, they calculated an activation volume of 2.17 cm3mol−1 and found
a (positive) linear correlation of lithium ion diffusivity with the volume of the unit cell
and the “neck size” of the migration path, similar to the triangle spanned by sulfur ions
from tetrahedral units as drawn in Figure 8.4a.48

In addition to simulating the effect of cell compression via AIMD calculations, we
extracted the activation volume based on experimental data. A small increase in pellet



160 8. Pressure and particle size effect on t-Li7SiPS8

Figure 8.4: (a) Crystal structure of t-Li7SiPS8 with the bond valence sum iso-energy
landscape in red, indicating favorable 1D conduction channels along the c direction. The
black triangle depicts the bottleneck spanned by three sulfur atoms. (b) Li MSD from
AIMD simulations at 700 K for different cell volumes of t-Li7SiPS8. Linear fits of Li
MSD are depicted as straight grey lines. (c) Natural logarithm of ionic conductivity of
t-Li7SiPS8 from the experiment with pressure. The fitted slope is depicted as a black line.
The data points and error bars represent the average and standard deviation of three
(< 50 µm) and two (> 50 µm) consecutive pressure-release sweeps.

density is observed in the second (and third) compression sweep, which affects the
calculated ionic conductivity. To exclude further consolidation effects (deviation from
linearity), only the release sweeps were considered for evaluating the activation volume.
The activation volume resulting from fitting the linear range in Figure 8.4c is approximately
1.4 cm3mol−1 for both size fractions, indicating that the activation volume is independent
of particle size and morphology and is an intrinsic material property. The magnitude of
the activation volume is in line with our simulations as well as with other lithium and
sodium solid electrolytes.15

The positive sign of ∆V indicates that the t-Li7SiSP8 host structure must expand
locally to accommodate a lithium ion at the saddle point of ion migration.

8.3.4 Pressure effect on crystallinity
In addition to the effect of activation volume, phase transitions, as in LiBH4,11,12 can also
lead to changes in the impedance of a sample under pressure. However, phase transitions
usually manifest in jumps in one or more properties of a material, like volume expansion,
change in crystal structure, or a change in the transport properties. The impedance
shows no such jump, hence a pressure induced first-order phase transition can be ruled
out. Li7SiPS8 is a glass-ceramic38 in which a side phase limits the ionic conductivity.
The side phase was assumed to be amorphous due to the absence of additional Bragg
peaks.38 We measured 31P-solid-state NMR to determine the amount and change of the
side phase in the untreated and pressed samples. The 31P MAS NMR spectra are shown
in Figure E.12a. The pristine sample has 8.2 to 9.0 wt% side phase, while the sample
pressed at a pelletizing pressure of 1.7 GPa has a weight fraction of 9.7 to 10.2% side
phase. For samples with larger particles, the weight fraction of the side phase is slightly
higher than for the fraction with smaller particles. However, this difference is minute and
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unexpected since both particle size fractions were recovered from the same sample. The
difference in the side phase is thus probably due to small differences in the homogeneity
of the sample or to fitting errors. The increase of around 1–1.5% after pressing could be
due to stress from plastic deformations during pellet formation. In particular, where the
material flows plastically into voids, the crystalline domains could be subject to greater
shear forces, resulting in sliding of lattice planes and thus loss of long-range order. This
is reflected in a significant peak broadening (FWHM) for the t-Li7SiSP8 signals of the
pressed samples compared to the unmodified powder (see Figure E.12b). Additionally,
the peaks associated with the amorphous side phase exhibit broadening, indicating a
wider range of chemical environments for the side phase, likely caused by the stress during
compaction.

8.3.5 Influence of stack pressure on the ionic conductivity of t-
Li7SiPS8

As described above, the ionic conductivity of t-Li7SiSP8 pellets formed at high pressure
is lower at low stack pressure. This might be caused by a higher surface roughness, as
indicated by the cracks observed in the SEM image in Figure E.10b, leading to lower
apparent conductivity of the sample due to current limiting effects. To mitigate this
problem, noble metals are usually sputtered onto the pellets to better distribute the
current load. Since sputtering is not available for every lab, we systematically investigate
how improving the sample-electrode contact can be reached by varying the stack pressure.
To this end, we programmed a pressing routine that includes impedance measurements
at 0.01 GPa and 0.1 GPa stack pressure in between pelletizing steps at variable pressure.
These stack pressures are close to those used in spring-loaded setups such as Swagelok
cells or threaded rod press cages, and represent the pressure under which the lowest and
highest ionic conductivity was measured previously in the pelletizing pressure experiments.
Additionally, any influence of the activation volume on conductivity can be neglected at
these pressures.

Figure 8.5 shows the evolution of ionic conductivity of t-Li7SiSP8 for both particle
size fractions at 0.01 and 0.1 GPa stack pressure after being compacted at increasing
pelletizing pressures (x-axis in Figure 8.5). It reveals that the trend toward higher
ionic conductivities for the >50 µm compared to the <50 µm sample also holds for the
stack pressure test. We find that measured ionic conductivity depends not only on the
compaction state of the pellet, expressed here by the pelletizing pressure, but also on the
pressure applied to the pellet during the impedance measurement. The initial increase
in conductivity up to a pelletizing pressure of 0.3–0.5 GPa is observed for both contact
pressures and can be explained by the rearrangement and fragmentation of the particles,
as previously described in the Heckel plot analysis. However, at low stack pressure, a
plateau followed by a further increase in conductivity is observed for both size fractions of
t-Li7SiSP8, while at a higher stack pressure of 0.1 GPa, the measured impedance after the
initial regime is almost independent of the pelletizing pressure. Cronau et al. observed a
similar behavior for glass-ceramic and micro-crystalline Li6PS5Br, where a stack pressure
of at least 0.05 to 0.1 GPa is needed to achieve low sample impedance.19

Here, two effects could explain the observed difference between high and low stack
pressure. First, higher stack pressure could result in smoother sample-electrode interfaces,
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Figure 8.5: Evolution of ionic conductivity with applied uni-axial stack pressure. Hollow
and filled circles represent EIS measurements performed at a stack pressure of 0.01 GPa
and 0.1 GPa, respectively. The particle size fractions of < 50 µm and > 50 µm are depicted
in orange and blue. The inserted scheme describes the measurement procedure of EIS
measurements at a fixed stack pressure after pressing at variable pelletizing pressures.

which reduces the interfacial impedance. At very low or zero stack pressure, a pronounced
surface roughness is expected. Figure E.10b shows the pellet surface (prepared at 1.7 GPa)
imaged by SEM. Although the surface seemed to be smooth when inspected with bare
eyes, it exhibits lots of cracks on the scale of tens of micrometers, thus is microscopically
rough. A higher stack pressure likely prevents the surface crack opening. As a second
effect, the release of pressure down to 0.01 GPa could increase the impedance of the
particle-particle contacts. This effect might be larger at low pelletizing pressures where
particle binding, i.e., the formation of a solid pellet, is not fully achieved. At higher
pelletizing pressures, the impedance between grains should decrease and approach bulk
conductivity. As can be seen in Figure 8.5, the conductivity measured at 0.01 GPa
stack pressure approaches the conductivity obtained at higher stack pressure, but is still
lower even at the highest pelletizing pressure. There, the higher elastic deformation
present at higher stack pressure prevents internal crack opening and explains the higher
conductivity. This suggests that the mechanical response, as well as the interface contact
and the internal crack opening (see Figure E.10) contribute to the unique features of the
conductivity evolution at 0.01 GPa stack pressure shown in Figure 8.5. The higher elastic
compression at a higher stack pressure can prevent crack opening and ensures a better
electrode contact. This agrees well with the finding of Cronau et al. who have reported
sufficient particle binding in glass-ceramic Li6PS5Br at a pelletizing pressure of at least
0.4 GPa.19 They also suggest to sputter metal electrodes onto the pellet if maintaining a
higher stack pressure during the measurement is not possible.
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8.3.6 Simulation of powder compression

The influence of t-Li7SiSP8 powder compression on the conductivity was further inves-
tigated by simulating the pellet compression using a discrete element method (DEM)
simulation followed by electrochemical analysis of the obtained pellet microstructures
using a finite volume analysis (FVA).

The DEM model, as described in the methods section in detail (see Appendix E), is
implemented in the in-house multi-physics research code BACI51 and used to perform
the powder compacting simulations. To parameterize the simulation model, information
from the experimental investigations concerning the material, the geometric dimensions
of the pelletizing experiments, and the particle size distribution is necessary. Relevant
parameters that have been used for the DEM simulations are listed in Table E.5 in
Appendix E. A domain with a base of 210 × 210 µm2 and a height of 1700 µm was
constructed and loaded with 9591 particles for the simulations. Obviously, the lateral
dimensions of the pellet in the experiment are significantly larger. However, we chose
the lateral dimension in the simulation such that the discrete particle distribution is
reasonably close to the experimentally determined one, and such that we can assume
that all relevant interaction effects are properly represented. To account for the larger
dimensions in reality, periodic boundary conditions where applied in the lateral directions
(x− and y−direction) to actually extend the area infinitely, whereas the correct pellet
thickness in z−direction is exactly captured. Furthermore, the required particle size
distribution of the synthesized material was measured using SEM image analysis as
described before and in more detail in Appendix E.

Figure 8.6a shows the particle distribution of the < 50 µm t-Li7SiSP8 sample as a 1 µm
bin histogram of the Feret diameter (see definition in Appendix E). The histogram was
fitted with a gamma distribution with a = 1.94431 and b = 7.04802, and the distribution
parameters were used as input for the parameterization of the DEM model.

At the end of the particle compacting simulations, we extracted the positions and radii
of the particles defining the resulting microstructures, serving as an input to the FVA,
for which voxel-based structures were generated. Using the finite volume implementation
BEST (Battery and Electrochemistry Simulation Tool)52,53 effective ionic conductivities
of the compressed electrolyte pellets were calculated by simulating the steady state
current distribution in the sample for an applied voltage difference. In the first simulation
scenario, the bulk conductivity was reduced with the effect of activation volume at
constant stack pressure, while in the second scenario the bulk conductivity was reduced
with increasing variable pressure. Details concerning the applied FVA method can be
found in Appendix E.

The normalized ionic conductivity determined from the experiment under variable
pressure and constant stack pressure (0.1 GPa) is shown in Figure 8.6b. In addition,
Figure 8.6b includes the results from the DEM/FVA -simulations for both scenarios.
Since the conductivity values are normalized, the simulated values do not depend on the
assumed bulk conductivity but only on the geometric properties of the input structures.
Qualitatively, the simulations show good agreement with the experimental results, captur-
ing the observed effects for both the measurements at constant and variable stack pressure.
The applied external pressure results in the compaction of the pellet by rearrangement
and deformation of the particles. The larger contact surface between the particles (see



164 8. Pressure and particle size effect on t-Li7SiPS8

Figure 8.6: (a) Histogram plot of Feret diameter distribution of t-Li7SiPS8 (< 50 µm)
with gamma distribution function fit in blue. A workflow scheme for the DEM/FVA is
depicted as an insert. (b) Normalized ionic conductivity from varying pelletizing pressure
(orange) and constant stack pressure (0.1 GPa, blue) experiment as a function of variable
compression pressure. For the DEM/FVA, the pressure axis relates to the experimental
pellet thickness, that was used for parametrization. The activation volume effect was
considered in both scenarios, however it is almost negligible in the 0.1 GPa stack pressure
scenario (upward triangle) compared to the variable pressure scenario (downward triangle).
The experimental conductivity was normalized to the value at 0.5 GPa. At this pressure,
the maximum ionic conductivity in the pelletizing pressure experiment was reached.

Figure E.13 in Appendix E), which is modeled by particle overlapping in the DEM,
leads to better transport pathways in the electrolyte pellet and a consistently increasing
effective conductivity for the first scenario resembling the stack pressure experiment.
The good agreement with the experimental measurement shows that the changes of the
electrolyte microstructure are captured correctly by the DEM-simulations. For the second
case considering the increasing activation volume effect with pressure, the decrease in
bulk conductivity with increasing external pressure in the FV-simulations leads to a
drop in effective conductivity after reaching a maximum at moderate pressures. The
resulting slope corresponds to the experimental values and indicates that the reduction of
ionic conductivity described by the activation volume is indeed the prominent effect at
variable pelletizing pressure. However, for small pressures in regime (I) the simulated
conductivities are consistently higher than the experimental values for both simulation
cases. The observed deviation from the experiment can be attributed to the difference
between the DEM model consisting of perfect spheres and the powder, which consists of
particles that are not perfectly spherical. Consequently, friction and contact resistance
effects stemming from the different particle morphology are not fully taken into account
in the DEM model. Furthermore, grain boundary resistances, which could be higher
for small external pressures, are not included in the FV-simulations. A more detailed
discussion on particle morphology is presented in Appendix E.
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8.4 Conclusion
In this study, we investigate the macroscopic (i.e. microstructural) and microscopic (i.e.
atomistic) effects of pelletizing and stack pressure on the ionic conductivity of t-Li7SiSP8,
and support our findings by a comprehensive multiscale simulation study of powder
compression. Our study reveals a profound influence of particle morphology and particle
size distribution (PSD) on the pressure behavior of thiophosphate solid electrolytes. The
“in die” (variable pelletizing and stack pressure) and “out of die” (variable pelletizing and
constant stack pressure) Heckel analysis suggest that the particle size distribution affects
both relative pellet density and the mean yield pressure, and thus the plastic deformation
of particles, as well as the elastic recovery. As a consequence, the PSD also has subtle
effects on the fraction of amorphous side phases in this thiophosphate glass ceramics,
as well as surface and internal crack opening. In all experiments, pellets prepared from
larger PSD powders consistently exhibit higher ionic conductivity, despite their lower
density compared to pellets consisting of smaller particles. We conclude that a higher
number of secondary particle-particle contacts are detrimental for the ionic conductivity
of the investigated glass ceramic, which highlights the importance of particle size control
to maximize ionic conductivity. This further implies that the PSD should be specified in
order to increase the inter-laboratory comparability and reproducibility of conductivity
measurements.
In contrast to the microstructural effects, the atomistic effect of elastic unit cell compression
is not affected by the PSD of t-Li7SiSP8. We point out that this intrinsic effect should be
considered in high-pressure impedance measurements, as the activation volume influences
the conductivity under pressure. The combination of DEM and FVA simulations is able
to reproduce the experimental results both at pelletizing and variable stack pressure with
high fidelity, confirming the combined effects of microstructure and activation volume
on the effective conductivity. Based on our study, we expect samples with an optimized
particle size distribution to exhibit an improved mechanical compression response which
translates into higher ionic conductivity, thus pinpointing additional handles to improve
the performance of solid electrolytes.

To conclude, we summarize the following recommendations for determining ionic
conductivities of solid-state ion conductors: To obtain comparable ionic conductivity
values, the particle size distribution should be comparable. We suggest using sieves to
obtain a fraction with a well defined PSD. Additionally, the influence of pelletizing pressure
should be carefully evaluated, as higher pressures can introduce plastic deformation and
thus influence phase fractions, like the amount of amorphous side phase in glass ceramics,
or lead to a loss in crystallinity. A pelletizing pressure of around 0.5 GPa and a stack
pressure of 0.1 GPa are required for glass-ceramic thiophosphates to minimize interfacial
resistance and maximize ionic conductivity. These values may well differ for other solid
electrolytes with significantly differing elastic moduli. We further note that data measured
under high pressure should be interpreted with care, as they can include the atomistic
activation volume effect. The same is true for pellet densities, which only present a weak
correlation with ionic conductivities. Overall, our study reveals the importance of pressure
effects on ionic conductivity and puts forward best practices to ensure a more reproducible
reporting of ionic conductivities, thus increasing inter-laboratory comparability of ionic
conductivity results.
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CHAPTER 9

Summary, conclusion and outlook

Solid electrolytes have the potential to pave the way for all solid-state batteries (ASSB).
ASSBs, while considered superior to current lithium-ion battery technology, are still in
the early stages of academic and industrial research and development. The use of solid
electrolytes for ASSBs, either as part of the cathode/anode or as a spatial and electronic
separator, is accompanied by solving numerous challenges that have emerged over the
past decade. The most pressing goal is to identify materials with high ionic conductivity.
Although many classes of materials and compounds with suitable ionic conductivity
are currently available, most of them perform poorly in an ASSB. Interfacial problems
resulting from ill-fitting electrochemical stability windows or mechanical contact issues
due to volume change during cycling often hinder the long-term operation of ASSBs.
This work addresses some of the current challenges of sulfide- and thiophosphate-based
solid electrolytes by addressing various aspects of enhancing ionic conductivity, including
the role of composition, the influence of synthetic routes, anion dynamics, post-synthetic
modification, and microstructure engineering.
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Summary

An Introduction into battery performance indicators, as well as lithium and sodium
ion batteries, including historical developments, material selection and challenges, was
given in Chapter 1. Additionally, the concept of the all solid-state battery, fundamental
physics of ionic conduction, optimization strategies and an overview of material classes
and structures was introduced. Chapter 2 briefly summarized the analytical methods
used in this thesis. The research objectives of this work were presented in Chapter 3.

In Chapter 4, three new lithium scandium hypodiphosphates, monoclinic (m-)LiScP2S6,
trigonal (t-)LiScP2S6, and Li4–3xScxP2S6 (x = 0. 358) were presented. Upon heating, m-
LiScP2S6 transforms into the trigonal polymorph, which is the first known compound with
the disordered version, [P2/2P6/6S6]4–, of the ethane-like P2S 4–

6 anion. DFT revealed that
both polymorphs are less stable than an ordered trigonal modification. However, this mod-
ification, predicted to be isotypic to AgScP2S6, has not yet been synthesized. Compared to
the LiScP2S6 polymorphs (σ < 10−9 S cm−1), Li4–3xScxP2S6 showed an ionic conductivity
of 1.2 · 10−6 S cm−1 that is at least three orders of magnitude higher. This improvement
is due to the mixed occupancy of Li and Sc, compared to the ordered, full occupancy of Li
and Sc in both monoclinic and trigonal LiScP2S6 modifications. Chapter 4 illustrated the
importance of composition, structure, and cation disorder in improving ionic conductivity
and adds to the literature on classical structure-property relationships in solid electrolytes.

Similar to Chapter 4, Chapter 5 and Chapter 6 present the introduction of disorder
as a means to improve ionic conductivity of sodium based compounds. In Chapter 5, the
influence of two synthesis routes on the structural and transport properties of Na4P2S6 is
examined in detail, namely a solid-state synthesis and precipitation from a liquid. While
the solid-state route yields the highly crystalline, ordered α-Na4P2S6 phase, precipitation
and subsequent drying of Na4P2S6 · 6H2O leads to the disordered β-phase that exhibits
additional defects in its layered structure. Both polymorphs crystallize in the C2/m space
group, but the β polymorph differs in the point group symmetry of the P2S 4–

6 anion (D3d)
and the sodium population in the interlayer. At 160 °C, the α-polymorph transitions to
the β-polymorph and vice versa. The sodium ion transport pathways calculated with
DFT-NEB and BVS are found to be more favorable for the β-polymorph, especially
for the 2D long-range migration of Na+, which is reflected in the slightly higher ionic
conductivity for β-Na4P2S6. Chapter 5 outlines the often underappreciated importance of
synthesis for structure, phase stabilization, and transport properties in solid electrolytes.

High-temperature diffraction and scanning calorimetry experiments on Na4P2S6 iden-
tified a third polymorph, γ-Na4P2S6. In Chapter 6, the cubic structure of γ-Na4P2S6 is
presented as a consequence of the unique and previously unreported P2S 4–

6 anion dynamics.
A cubic structure model (Im3̄m) obtained from total scattering experiments was used as
a starting point to study the cation and anion dynamics by AIMD simulations. It was
found that the anions are translationally fixed but dynamically reorient, aligning them
mostly along the body diagonal of the cubic cell. The sodium ions, on the other hand,
exhibit high translational mobility as reflected by a significant jump in the mean squared
displacement obtained from AIMD simulations as well as the in the ionic conductivity
during the phase transition from β- to γ-Na4P2S6 at 580 °C. The unique properties of
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the γ polymorph, i.e., the cubic symmetry, the rotational disorder of the anion on a fixed
sublattice, the large heat exchanged during the phase transition, and the soft mechanical
nature, strongly suggest that γ-Na4P2S6 is a plastic crystal. Indeed, this is the first plastic
phase composed of elongated P2S 4–

6 anions. Summarizing Chapter 6, the structure of the
cubic γ-Na4P2S6 was solved and used to computationally simulate the cation and anion
dynamics, ultimately demonstrating the potential of utilizing plastic crystal behavior to
improve ionic conductivity in solids.

Figure 9.1: Graphical abstract of the projects presented in this thesis. Top left: Chapter 4,
top right: Chapter 5 and Chapter 6, bottom left: Chapter 7, bottom right: Chapter 8.

So far, the ionic conductivity of solid electrolytes has been improved by adjusting
the composition or by introducing disorder in the cation and anion sublattices. In Chap-
ter 7, a post-synthetic approach was presented using hydration as a tool to effectively
screen attractive interactions between the host structure and the migrating ion. For
this purpose, water was intercalated into the interlayer space of layered Li2Sn2S5 via the
gas phase. This transforms the anhydrate Li2Sn2S5 into two distinctive solid hydrates,
Li2Sn2S5 · xH2O, each of which has a broad hydration range in which it exists. A cor-
relation was established between the water content in Li2Sn2S5 · xH2O, ion diffusivity
and conductivity, and interlayer spacing. While at zero or low water content (x < 4)
the ionic conductivity is low (10−6 S cm−1–10−5 S cm−1), higher water content leads to
higher conductivity up to 2 · 10−2 S cm−1 for x = 10.2. This positive correlation between
water content and conductivity also applies to the layer distances. The larger the dis-
tance between adjacent (negatively charged) layers, the higher the ionic mobility. It
is therefore reasonable to assume Coulomb interaction shielding by intercalated water
molecules. The hydration shell around the lithium ions facilitates the mobility of lithium
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between the layers, in extreme cases (x > 8) to almost liquid-like behavior. In addition,
the effective proton diffusivity on the order of lithium diffusivity in Li2Sn2S5 · xH2O
(x ≈ 4 and 8) was observed, indicating a comparable mobility of lithium ions and wa-
ter molecules. In summary, Chapter 7 demonstrates how the incorporation of water
into the two-dimensional structure of Li2Sn2S5 improves ionic conductivity by reduc-
ing the Coulomb interactions between the lithium cation and the negatively charged layers.

The diffusion of ions in solids can be rationalized by fundamental thermodynamic
laws that lead to certain approaches in solid state chemistry to improve ionic conductivity.
Some of the commonly known set screws in chemistry and presented in this work are
changing the charge carrier concentration, introducing disorder, or shielding trapping
forces such as Coulomb interactions. Although these microscopic aspects and properties
are the first to be optimized in solid electrolytes, the macroscopic properties of the studied
solid should not be ignored. In Chapter 8, a multiscale study of the influence of pressure
and particle size on the macroscopic and microscopic behavior of the tetragonal ion
conductor Li7SiPS8 was presented. Heckel analysis, which describes the evolution of the
relative density of a granular sample under compression, was for the first time applied to
solid electrolytes and allowed discrimination between at least three mechanical regimes of
pellet formation. Particle size distribution (PSD) affects both relative density, mean yield
pressure, and elastic recovery. In terms of effective conductivity, samples with a larger
PSD exhibit higher overall conductivity than samples with a smaller PSD, suggesting
detrimental particle-particle contacts for Li7SiPS8. The effect of pressure on conductivity
was described by two regimes. While in the first, low pressure regime (<0.5 GPa), powder
compression leads to a sharp increase in conductivity, at higher pressure (>0.5 GPa),
unit cell compression decreases conductivity, as expected from a material with positive
activation volume. The second conductivity regime, governed by the atomistic activation
volume effect, is not affected by the PSD. Both regimes were successfully simulated using
numerical methods based on laws of continuum mechanics. All in all, in Chapter 8, the
importance of controlling PSD and external pressure during sample preparation and
measurement was demonstrated by analyzing the mechanical and electrical response of
Li7SiPS8 in operando.
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Conclusion and outlook

For compounds with some compositional flexibility, often dictated by structure type,
introducing disorder at specific sites on the cation sublattice is a common strategy, espe-
cially for materials composed of more than one metal cation. In addition, cation disorder
can be achieved by occupying vacant sites with similar potential energy with the mobile
cation at the expense of other sites. In this work, cation disorder was used to improve the
ion conducting properties of Li4–3xScxP2S6 by synthetically changing the stoichiometry
and—in Na4P2S6—by choosing a different synthetic route. This highlights the impor-
tance of sample synthesis for a material’s properties. Moreover, the results indicate the
presence of unexplored polymorphism in thiophosphate-based solid electrolytes due to
the structural and dynamic flexibility of molecular thiophosphate anions such as P2S 4–

6 .
A comprehensive study of the influence of synthesis, or even the search for new ways to
synthesize a material, holds the potential to identify new, higher-performance compounds
or polymorphs.

Compared to cation disorder, which is commonly reported in solid electrolytes and
related materials, studies on anion disorder are sparse. Plastic crystals are an excellent
example of how anion disorder can be used to enhance ionic motion in solids, as shown
in this thesis. In addition, their malleability is an advantageous property for a solid
electrolyte. Although some aspects of the plastic crystal behavior of γ-Na4P2S6 are
beneficial for ASSBs, the high transition temperature stands in the way of its practical
application. Stabilization of the plastic phase at lower temperatures should be the main
objective for future work. This could be achieved by substituting selenium for sulfur,
which should increase the polarizability and covalency of the anion. In addition, the
introduction of a cation disorder through the aliovalent substitution of P by Si or Ge
could enable the low temperature paddle wheel effect observed in plastic crystals. In the
future, high-energy ball milling should be considered as an option to introduce defects,
change the crystallite size, or even reach an amorphous state to lower the plastic transition
temperature in Na4P2S6. As a second goal, an in-depth investigation of the short- and
long-range cation-anion interactions and correlations with respect to possible coupled
dynamic motion should be performed. For this purpose, advanced characterization tech-
niques such as quasi-elastic neutron scattering, high-temperature solid-state NMR, and
AIMD simulations on larger supercells should be employed.

Two-dimensional structures offer the possibility to change the material properties
by intercalation of charged or uncharged atoms, ions or molecules. This behavior has
been exploited to improve the ionic conductivity of layered Li2Sn2S5 by hydration, taking
advantage of the hydrophilic nature of lithium ions. At first glance, the combination of
water and solid electrolyte is counter-intuitive for sulfide-based systems due to hydrolysis
and evolution of H2S. However, materials with predominantly covalent bonding character,
such as Li2Sn2S5, are able to largely resist hydrolysis, allowing modification of transport
properties due to lower lithium ion trapping interactions. The high ionic conductivities
achieved by hydration of Li2Sn2S5 are of potential interest for aqueous batteries. In the
long term, and in view of the application of ASSB, the goal for further development of
this intercalation strategy should be the replacement of water by other types of solvents
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that promise improved hydrolysis stability as well as a larger electrochemical window.
A reasonable pathway might involve hydration as the first step, followed by gradual
displacement of water by protic (alcohols) and finally aprotic (e.g., tetrahydrofuran)
solvents. By using larger sized solvents, the layers should have greater spatial separation,
leading to better coulombic shielding. A second future project should involve structure
determination of hydrated species and investigation of the role of disorder on transport
properties, particularly turbostratic disorder introduced during synthesis, hydration, or
dehydration.

In addition to synthetic and post-synthetic modifications to optimize the crystal
structure for improved ionic conductivity, influencing microstructural aspects such as
particle size distribution and residual porosity after compaction is key to achieving high
ionic conductivity at the macroscopic level. In particle technology, the influence of PSD
on the macroscopic properties of samples prepared from granular powder has long been
known, but less attention has been paid to this knowledge in the field of solid electrolytes.
The results of this work show the importance of controlling the PSD as well as the pressure
used during sample preparation and during measurement. Moreover, the correlation of the
regimes of mechanical solid electrolyte powder compaction and the transport properties
of the compacted pellet illustrates the validity of applying the Heckel relationship to
understand the interplay of microstructure and effective conductivity. This work paves the
way for a deeper understanding of macroscopic effects in solid electrolytes and promotes
awareness of specifying properties such as pressure and PSD to improve comparability
and reproducibility between studies. Several experimental and modeling objectives for
the future emerge from the presented study. From an experimental perspective, different
classes of materials should be investigated for their pressure and PSD sensitivity to effec-
tive ionic conductivity. This can elucidate the influence of mechanical material properties
on mechanical behavior under pressure and help to optimize the processing of battery
components. In addition, temperature needs to be considered as an important parameter
in future mechanical studies of powder compression. Investigating and understanding the
sintering behavior of solid electrolytes will allow further optimization of the microstructure
by reducing grain boundary effects and achieving higher densities for more homogeneous
samples and films. Regarding the microstructure simulations, the following investigations
are proposed. First, the simulations should be extended to model grain boundary effects.
Possible scenarios could include a core-shell microstructure for single particles or modeling
the pellet microstructure with major and minor phase fractions of different conductivities
corresponding to the weight fraction in the sample. However, this is more specific to glass-
ceramic systems with amorphous side phases, as in Li7SiPS8. Second, a future simulations
should include testing of different particle size distributions, including monomodal and
bimodal distributions, to identify conductivity optimized particle size mixtures. Third,
transfer to composite cathodes, testing and simulation of material mixtures with different
elastic moduli such as oxides and thiophosphates is of particular interest for the future.
The results and simulation models developed in this work could also help to clarify the
role of microstructure for heat transport in solid-state batteries, as heat dissipation could
be an important aspect in future high C-rate ASSBs.
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Closing remarks

Following Aristotle’s famous quote "The whole is greater than the sum of its parts", the
search for high ionic conductivity in solids is about optimizing many different aspects that
can influence each other both positively and negatively. Sulfide- and thiophosphate-based
compounds have many desirable properties, such as high structural flexibility, ductility,
and single-ion conductivity, making them at the forefront of research on solid electrolytes
as separators in ASSBs. Despite their drawbacks, which include interfacial stability issues
at very high and very low potentials and a current lack of scalable synthetic routes, this
class of materials has been found to be overall suitable as solid-state electrolytes, as well as
highly adaptable for unconventional optimization strategies. This work has demonstrated
how different synthetic and post-synthetic approaches can be used to improve the ionic
conductivity of sulfide- and thiophosphate-based solid electrolytes, given material-specific
prerequisites. The results and findings from this research not only contribute to the
literature, but also point to new ways to develop and optimize materials or components
with high ionic conductivity that have the potential to improve the way we use and store
energy.
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A.1 Crystallographic data

Table A.1: Atomic coordinates and equivalent isotropic displacement factors (Å2) for
trigonal Li4–3xScxP2S6 (x = 0.358) as obtained from single-crystal X-ray diffraction at
298 K.

atom site x y z SOF Ueq (Å2)

Sc1 2d 1/3 2/3 1/2 0.179(1) 0.0166(3)
Li1 2d 1/3 2/3 1/2 1–SOF(SC1) 0.0166(3)
S1 6k 0.32225(5) 0 -0.2538(1) 1 0.0169(1)
P1 2e 0 0 0.3316(1) 0.925(3) 0.0132(2)
P2 2e 0 0 0.1710(14) 1–SOF(P1) 0.018(2)
Li2 2c 1/3 2/3 0 0.642(1) 0.048(3)

Table A.2: Atomic coordinates and equivalent isotropic displacement factors (Å2) for
monoclinic LiScP2S6 as obtained from single-crystal X-ray diffraction at 298 K.

atom site x y z SOF Ueq (Å2)

Sc1 4e 1/2 1.0082(1) 1/4 1 0.0272(5)
S1 8f 0.1792(2) 0.9854(1) 0.1225(1) 1 0.0291(4)
S2 8f -0.3325(2) 0.8354(1) 0.1373(1) 1 0.0303(4)
S3 8f 0.1555(2) 0.6739(1) 0.1251(1) 1 0.0298(4)
P1 8f 0.1462(2) 0.8317(1) 0.2189(1) 1 0.0255(4)
Li1 4e 1/2 0.647(1) 1/4 1 0.049(4)

Table A.3: Atomic coordinates and equivalent isotropic displacement factors (Å2) for
trigonal LiScP2S6 as obtained from single-crystal X-ray diffraction at 298 K.

atom site x y z SOF Ueq (Å2)

Sc1 2a 0 0 1/4 1 0.082(1)
S1 12i 0.6597(2) 0.6804(3) 0.1266(1) 1 0.082(1)
P1 4f 1/3 2/3 0.1622(4) 1/2 0.068(2)
P2 12i 0.168(1) 0.654(1) 0.218(1) 1/6 0.050(2)
Li1 2d 2/3 1/3 1/4 1 0.140(14)
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A.2 DSC measurements

Figure A.1: Temperature dependent DSC measurement for m-LiScP2S6. The transitions
are indicated. m-LiScP2S6 transforms endothermally to t-LiScP2S6 at roughly 560 °C.
The sample decomposes at roughly 840 °C.

Figure A.2: Time dependent DSC measurements for m- and t-LiScP2S6. The temperature
profile is shown in red. The transitions are indicated.



A.3 Temperature dependent X-ray Diffraction 183

A.3 Temperature dependent X-ray Diffraction
m-LiScP2S6 was investigated with temperature dependent X-ray diffraction in a sealed
capillary. While there is little change in the powder pattern until 500 °C, the pattern at
700 °C resembles the one of t-LiScP2S6. At 600 °C the pattern shows some intermediate
phase. At 850 °C the pattern changes again and most of the peaks can be indexed by
Sc2S3 with a small amount of additional Li4–3xScxP2S6. The decomposition is irreversible
as shown by the diffraction patterns after cooling. These findings match the results from
DSC and suggest that t-LiScP2S6 is the high temperature phase of the system.

Figure A.3: Temperature dependent power X-ray diffraction patterns of m-LiScP2S6.

A.4 Phase stability calculation



184 A. Three new Li-Sc Hexathiohypodiphosphates

Table
A
.5:R

elative
totalelectronic

energiesand
optim

ized
lattice

param
etersofLiScP

2 S
6 structure

m
odels,PBE-D

3
calculations;

m
onoclinic

m
odelserved

as
reference

value
(m

t-LiScP
2 S

6
is
the

m
onoclinic

m
odelderived

from
the

trigonalstructure
by

full
occupation

ofone
ofthe

SO
F(P)

=
1/6

positions).

m
odel

∆
E
/

kJm
ol −

1
a/Å

b/Å
c/Å

α/°
β
/°

γ/°
V
Z
−

1/Å
3

space
group

m
-LiScP

2 S
6

0.0
6.876

10.683
10.871

90
94.71

90
198.94

C
2/c

(no.15)
t*-LiScP

2 S
6

-25.8
6.038

6.038
12.038

90
90

120
190.70

P
3̄1c

(no.163)
m
t-LiScP

2 S
6

0.0
6.876

10.687
10.866

90
85.32

90
198.95

C
2/c

(no.15)



A.5 Calculation of Raman active modes 185

A.5 Calculation of Raman active modes

Table A.6: Calculated Raman active modes for t-LiScP2S6 (total intensities for polycrys-
talline samples).

Raman shift/cm−1 irrep. intensity/a.u.

46 Eg 0
132 Eg 9.89
164 A1g 53.02
184 Eg 43.45
195 Eg 31.05
227 Eg 177.14
267 A1g 509.14
273 Eg 218.16
297 Eg 6.92
313 Eg 395.64
364 A1g 1000
515 A1g 320.02
544 Eg 2.23
556 Eg 30.21
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Table A.7: Calculated Raman active modes for m-LiScP2S6 (total intensities for polycrys-
talline samples).

Raman shift/cm−1 irrep. intensity/a.u.

52 Ag 0.28
52 Bg 0
83 Bg 0.06
99 Bg 0.21
110 Ag 7.65
123 Bg 5.43
141 Bg 1.48
154 Bg 12.14
167 Ag 37.16
182 Ag 59.53
191 Ag 41.6
202 Bg 9.55
225 Bg 46.13
228 Ag 24.42
239 Ag 50.41
250 Bg 20.49
266 Bg 42.26
278 Ag 23.48
283 Bg 26.14
292 Ag 35.13
292 Bg 54.1
309 Ag 281.85
322 Bg 16.95
359 Ag 1000
428 Bg 9.85
503 Ag 362.22
550 Ag 13.35
559 Bg 6.4
562 Ag 1.16
576 Bg 2.99

A.6 BVEL calculations and impedance measurements
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Figure A.4: (a) & (b) Crystal structures of m-LiScP2S6 and t-LiScP2S6. (c) & (d) Top
view of unit cells of (a) and (b). Dashed lines indicate the cut-off box of bond valence
energy landscape isosurfaces shown in (e), (f), (i) and (j). (e) & (f) Isosurface at E(Li) =
−4.5 eV and −4.3 eV (E(Li)min = −6.1 eV and −6.2 eV) for m-LiScP2S6 and t-LiScP2S6,
respectively. (g) & (h) Schematic representation of octahedral-octahedral-tetrahedral-
octahedral-octahedral (Ol-Oi-Ti-Oi-Ol) trajectory of Li ion movement through interlayer
vacancies. (i) & (j) Isosurface at E(Li) = −3.8 eV and −2.9 eV (E(Li)min = −6.1 eV and
−6.2 eV) for m-LiScP2S6 and t-LiScP2S6, respectively. Li drawn in green, Sc drawn in
purple, P drawn in red and S drawn in yellow.

Figure A.5: Nyquist-plots of EIS measurement of m-LiScP2S6 (a) and t-LiScP2S6 (b)
with equivalent circuit fit (solid line). Fitted values for RSE, CPEint and CPEpol and
Cstray are tabulated in Table A.8
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Appendix B contains supporting information for Chapter 5.
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B.1 Experimental Section

B.1.1 Syntheses
Na4P2S6 was prepared using different synthesis routes:

The solid-state reaction was conducted according to Ref. [1] . Stoichiometric amounts
of Na (Alfa Aesar, 99.8%), P4S10 (Acros, 98+%), and sulfur (Alfa Aesar, 99.5%, sublimed)
were vacuum-sealed in double-walled silica tubes and heated slowly to the reaction
temperature of 850 °C with 20 K h−1. This synthesis yields a highly crystalline white
powder from which also colorless single crystals can be extracted.

Further, Na4P2S6 was prepared via the precipitation of the hydrated compound
Na4P2S6 · 6H2O and subsequent dehydration as in Ref. [2] . Na2S · 9H2O (75 g; Aldrich,
≥99.99%) was dissolved in deionized water (100 mL) under stirring. Next, PCl3 (6.6 mL;
Arcos, 99%) was added slowly over 30 min due to its violent reaction with water. Then,
the reaction vessel was placed in an ice bath, and the reaction was stirred for 20 min.
During that time, white Na4P2S6 · 6H2O precipitated. The vessel was removed from the
ice bath and stirred at room temperature for 1 h. Finally, the reaction mixture was stored
at 4 °C over night. After that time, the crude reaction product was separated from the
supernatant solution and recrystallized from an 80 °C water : ethanol solution (75:25).
The dehydrated phase, Na4P2S6, was obtained by heating the colorless crystals of the
hexahydrate at 100 °C under dynamic vacuum for 12 h (Büchi furnace). The obtained
powder is white and is characterized by inter- and intralayer defects.

On the cost of forming some side phases (e.g. phosphates), the precipitated Na4P2S6
can be annealed to a product with less defects at 500 °C for 1 h in vacuum-sealed silica
tube.

B.1.2 Powder X-Ray diffraction
Powder X-Ray Diffraction (PXRD) patterns were measured using a STOE StadiP
diffractometer (MoKα1 radiation λ = 0.7093Å, curved germanium (111) monochromator,
DECTRIS Mythen2R 1K detector) in Debye-Scherrer geometry. For room-temperature
and high-temperature measurements, finely powdered samples were filled in capillaries of
0.3 mm and 0.5 mm diameter borosilicate and quartz glass (Hilgenberg), respectively.
The capillaries were sealed under argon. High-temperature patterns were collected using
a STOE capillary furnace. Data collection was done in the range from 2° to 50° 2θ with
a step size of 0.015° for temperatures from 20 °C to 300 °C in steps of 10 °C or 20 °C. All
data analysis was performed with Jana2006.3 The structure of β-Na4P2S6 was solved
starting from the α structure and evaluating the residual electron density at the 2d
position. For the Rietveld refinements4 a pseudo-Voigt function with axial divergence
was utilized. The sum of occupation of Na2 and Na3 were constrained to one to comply
with the chemical formula. Errors of the results of the Rietveld refinements are specified
as 3σ taking local correlations into account. To account for the higher sensitivity of the
P2S 4–

6 tilting, uncertainties were adjusted upwards for internal consistency. Detailed
data of the temperature-dependent structural parameters for solid-state and annealed
Na4P2S6 obtained by Rietveld refinements are available online in an additional supporting
information file.
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B.1.3 Single crystal X-Ray diffraction
Single crystals suitable for single-crystal X-ray diffraction were collected under a mi-
croscope in dried petroleum and mounted into sealed glass capillaries for single-crystal
X-ray diffraction measurements. Diffraction data were collected at 25 °C and 227 °C
on a Smart APEX-I diffractometer with a Cryostream 700Plus cooling device (Oxford
Cryosystems, Oxford, United Kingdom, 80-500K). The diffractometer (Bruker AXS,
Karlsruhe, Germany) uses MoKα radiation (λ = 0.710 73Å).

The reflection intensities were integrated with the SAINT subprogram in the Bruker
Suite software package.5 A multi-scan absorption correction was applied using SADABS.6
The structure was solved by direct methods and refined by full-matrix least-squares fitting
with the SHEXTL software package.7,8

Crystallographic data for β-Na4P2S6 may be obtained from the joint CCDC/FIZ
Karlsruhe online deposition service: https://www.ccdc.cam.ac.uk/structures/ by quoting
the deposition number CSD-2031308.

B.1.4 Transmission electron microscopy
Powder samples of Na4P2S6 were thoroughly ground in an agate mortar in an Argon
filled glovebox and subsequently distributed onto a holey carbon/copper grid. A Philips
CM 30 ST microscope (300 kV, LaB6 cathode) was used for taking TEM images (TVIPS
TemCam-F216 CMOS camera). Selected area diffraction (SAD) patterns were simulated
using the JEMS software package.

B.1.5 Differential scanning calorimetry and thermogravimetric
Analysis

For Differential Scanning Calorimetry (DSC) measurements 15-25 mg of fine powdered
sample were sealed in quartz ampoules (6 mm diameter, 10 to 15 mm in height) under
vacuum. For improved heat flow ampoules with a flat bottom were used. DSC measure-
ments were performed on a NETZSCH STA 449 F3 Jupiter in temperature segments
of 30 °C to 300 °C. The heating and cooling rates were set to 10 K min−1. Due to the
insulation of the furnace and its inability to actively cool, the actual temperature was
cycled between 80 °C to 300 °C. Prior to measuring Na4P2S6 samples, a temperature and
DSC sensitivity calibration was performed. Thermogravimetry (TG) was measured using
the same instrument as for DSC measurements. Some fine powder was filled into an open
Al2O3-crucible and heated up to 200 °C with a heating rate of 10 K min−1. The data
was referenced against an empty crucible to correct for buoyancy. Data evaluation was
performed using the NETZSCH software package Proteus.

B.1.6 Solid-state nuclear magnetic resonance Spectroscopy
All ssNMR measurements were performed on a Bruker Avance-III wide bore spectrometer
in a magnetic field of 9.4 T. 23Na (Larmor frequency 105.8 MHz) and 31P (Larmor
frequency 161.9 MHz) MAS NMR spectra were recorded in 4 mm ZrO2 rotors using a
Bruker BL4 MAS probe at a spinning speed of 10 kHz. Due to the air and moisture
sensitivity of the studied materials, they were flame sealed in pyrex MAS inserts for Bruker
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4 mm rotors (Wilmad Glass, product # DWGSK2576-1). Measurements on both 23Na
and 31P were done using a simple Bloch Decay excitation scheme with a total of 512-4096
accumulations in each experiment. Long enough relaxation delays were used to provide
for a complete relaxation of magnetization and ensure quantitative measurements. 23Na
spectra were recorded using a very short excitation pulse of π/24 to ensure homogeneous
excitation of the central transitions for sites with very different quadrupolar coupling
constants.9 The spectra were referenced to the external signals of 85% H3PO4 (31P) and
0.1M solution of NaCl (23Na).10 Spectra fitting and signal integration was performed
with the Dmfit software, using a Qmas 1

2 model for all 23Na spectra and a Gauss lineshape
model for all 31P spectra.11

B.1.7 Raman spectroscopy
Raman spectra of solid-state synthesized powder and single crystals as well as precipitated
powder were recorded using a Jobin Yvon Typ V 010 LabRAM single grating spectrometer,
equipped with a double super razor edge filter and a Peltier-cooled charge-coupled
device camera. The resolution of the spectrometer (grating, 1800 lines/mm) was 1 cm−1.
The spectra were taken in a quasi-backscattering geometry using the linearly polarized
632.817 nm line of a He/Ne gas laser. The power was lower than 1mW, to protect
against local heating. The spot size was 10 µm, focused by a 50× microscope objective
on to the surface of the sample. For heating experiments, the set-up is equipped with a
heating microscope stage (THMS600, controlled by Linkam TMS 94). The scanning range
was from 25 °C to 500 °C at a ramping rate of 5 K min−1 under a nitrogen atmosphere.
Measurements were taken at temperatures ranging between 25 °C and 500 °C with 0.1 °C
accuracy. All spectra were fitted using a Lorentz type profile for all spectral peaks form
50 cm−1 to 700 cm−1. The background was modeled to represent a broad central peak
with a fixed peak center at 0 cm−1.

B.1.8 Bond valence energy landscape calculations
To identify possible sodium ion diffusion pathways, bond valence energy landscape (BVEL)
calculations were performed using the programm 3DBVSMAPPER.12 The program
calculates bond valence (BV) sums based on soft-BV parameters.13 Additionally, attraction
and repulsion terms account for coulombic interactions of different ions with the tested
ion and therefore convert bond valence sum maps into an energy-scaled landscape. The
cutoff distance for any interaction was set to a maximum value of 8Å. Images were
created with VESTA.14

B.1.9 Calculations
All DFT calculations were carried out with the Vienna Ab initio Simulation Package
(VASP).15–18 The PBE19 exchange-correlation functional with the D320 dispersion correc-
tion and the PAW21,22 potential were applied. For all electronic structure calculations, a
convergence criterion of at least 10−5 eV was used. The Monkhorst-Pack23 k-point mesh
used for Brillouin zone integration was energetically converged for all calculations while
the energy-cutoff was set to 500 eV.



194 B. Phase formation through synthetic control

Nudged elastic band (NEB) calculations24,25 were used to analyze the Na+ migration
in α- (0 K DFT optimized structure) and β-Na4P2S6 (experimental 200 °C structure).
In these calculations we neither attempt full treatment of Na+ disorder nor account for
correlated ion motion. Scenarios with different exemplary sodium ion-vacancy orderings
(belonging to three classes: Na2’
Na3’ intra-triple diffusion, Na2’
Na3” inter-triple
diffusion, and Na2’
Na2” inter-triple diffusion) were chosen instead of considering partial
Na+ occupation. The results are considered to provide a qualitative understanding of
the ion motion in Na4P2S6. The pathways were chosen according to the BVEL results
through tetrahedral voids (TV, Wyckoff position 8j). Therefore, the NEB calculation
was divided into two separate parts from start to TV and from TV to the final location.
Simplifications were applied in order to reduce calculation time. As a first simplification,
NEB calculations were, if not stated otherwise, computed in the unit cell instead of a
super cell since a local migration was analyzed. Second, fixed atomic positions were
used for defining start, TV, and final structures. Only the migrating Na+ was allowed
to optimize its position prior to the NEB calculation. The benchmarking of different
DFT approximations, van der Waals corrections, cell sizes and increasing stages of atomic
optimization can be found on page 209 for Scenario 1. All-atom optimization reduces the
Emig a lot but also strongly distorts the local environment around the migrating Na+.
Overall, our calculations overestimate Emig so that we only consider qualitative effects
for the different examined scenarios.

B.1.10 Electrochemical impedance spectroscopy
Electrochemical impedance spectroscopy (EIS) measurements were performed using
a Novocontrol Technologies Alpha-A analyzer (batches ss1, ss2, p1, a1) or a
Novocontrol Technologies NEISYS (p2). For sample preparation fine powder
of Na4P2S6 (30-60 mg) was pressed uniaxially at 1 GPa into pellets of 5 mm diameter.
Pellets were placed between two sodium ion blocking polished steel electrodes, In-foils
(batches ss1, ss2, p1, a1) or graphite foil (p2) (rhd instruments TSC Battery cell)
and loaded onto a Microcell HC cell stand (rhd instruments). A spring-loaded
pressure of approximately 10 MPa was applied during the measurement. The spectra
were recorded in a frequency range of 3 MHz to 100 mHz and with an applied voltage
of VRMS = 100 mV. The spectra were recorded between 20 °C and 100 °C. For each
prepared sample, three pellets of different cell constants (variation in pellet thickness)
were measured. The average of three extracted conductivities for one sample is presented
in this study. Additionally, we measured one heating and subsequent cooling cycle (1 h of
equilibration between individual measurements to account for subtle differences between
batches and possible hysteresis effects). Data treatment and evaluation was performed
using the rhd instruments software package RelaxIS 3. To check data reliability,
Kramers-Kronig relation tests were performed prior to fitting. Fitting the impedance
spectra to equivalent circuits was done by weighting the data points proportionally. Given
error bars stem from error propagation of uncertainties in pellet geometric area, pellet
thickness, and applied temperature as well as errors in resistance obtained by equivalent
circuit fitting. Galvanostatic polarization measurements were performed with the same
two-electrode setup used for EIS measurements. Data collection was performed with a
Keithley potentiostat.
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B.2 Crystallographic data for α- and β-Na4P2S6
B.2.1 Crystal structure of α- and β-Na4P2S6

Figure B.1: Layered structure of α-Na4P2S6 at room temperature and β-Na4P2S6 at
200 °C. The [ABC] stacking order of the P2S 4–

6 is indicated by capital Latin letters.
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B.2.2 Solid-state synthesis

Table B.1: Crystallographic data and refinement details. Statistical errors as obtained
from the Rietveld refinements are given in parentheses.

α-Na4P2S6 β-Na4P2S6 β-Na4P2S6
Temperature ϑ (°C) 20 200 500
Formula weight M (g mol−1) 346.3 346.3 346.3
Crystal system monoclinic monoclinic monoclinic
Space group C2/m (no. 12) C2/m (no. 12) C2/m (no. 12)
Lattice parameter a (Å) 6.7358(2) 6.6595(2) 6.7094(3)
Lattice parameter b (Å) 11.1998(3) 11.4256(4) 11.5522(6)
Lattice parameter c (Å) 7.5309(2) 7.6523(3) 7.7786(1)
Monoclinic angle β (°) 107.000(2) 107.093(3) 107.504(3)
Volume V (Å3) 543.31(3) 556.53(3) 575.58(5)
Formula units Z 2 2 2
Crystallographic density ρ
(g cm−3) 2.12 2.07 2.00

X-ray radiation MoKα1 MoKα1 MoKα1
2θ range (°) 2.000-61.835 2.000-61.835 4.000-35.905
No. of refined parameters 55 55 55
No. of restraints/constraints 0/3 0/3 0/3
Rp, Rwp (%) 4.8/6.0 4.1/5.3 5.7/7.1
RBragg, RF (%) 7.9/5.0 7.3/5.1 8.7/6.5

Table B.2: Atomic positions and displacement parameters of α-Na4P2S6 at 20 °C. Statis-
tical errors as obtained from the Rietveld refinement are given in parentheses.

Atom Wyckoff
position x y z Uiso (Å2) Occupancy

Na1 4g 0.5 0.1625(6) 0 0.031(1) 1
Na2 4h 0.5 0.3177(4) 0.5 0.031(1) 0.981(4)
Na3 2d 0 0.5 0.5 0.031(1) 2(1−Occ(Na2))
P1 4i 0.5569(5) 0.5 0.1507(4) 0.019(1) 1
S1 4i 0.2916(5) 0.5 0.2423(4) 0.019(1) 1
S2 8j 0.7244(4) 0.3489(2) 0.2325(3) 0.0220(9) 1
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Table B.3: Atomic positions and displacement parameters of β-Na4P2S6 at 200 °C. Statis-
tical errors as obtained from the Rietveld refinement are given in parentheses.

Atom Wyckoff
position x y z Uiso (Å2) Occupancy

Na1 4g 0.5 0.1625(5) 0 0.066(2) 1
Na2 4h 0.5 0.3218(7) 0.5 0.066(2) 0.679(3)
Na3 2d 0 0.5 0.5 0.066(2) 2(1−Occ(Na2))
P1 4i 0.5504(6) 0.5 0.1498(4) 0.026(1) 1
S1 4i 0.2836(7) 0.5 0.2341(4) 0.045(2) 1
S2 8j 0.7251(5) 0.3519(2) 0.2343(3) 0.040(1) 1

Figure B.2: Rietveld refinement of (a) α-Na4P2S6 at 20 °C and (b) β-Na4P2S6 at 200 °C.
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Table B.4: Atomic positions and displacement parameters of β-Na4P2S6 at 500 °C. Statis-
tical errors as obtained from the Rietveld refinement are given in parentheses.

Atom Wyckoff
position x y z Uiso (Å2) Occupancy

Na1 4g 0.5 0.1615(5) 0 0.123(3) 1
Na2 4h 0.5 0.3333(7) 0.5 0.123(3) 0.654(5)
Na3 2d 0 0.5 0.5 0.123(3) 2(1−Occ(Na2))
P1 4i 0.5488(8) 0.5 0.1440(6) 0.037(2) 1
S1 4i 0.2883(7) 0.5 0.2364(6) 0.094(3) 1
S2 8j 0.7265(7) 0.3525(5) 0.2369(6) 0.088(2) 1

Figure B.3: Rietveld refinement of β-Na4P2S6 at 500 °C.
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Figure B.4: Results of the Rietveld refinements for the α-β phase transition in solid-state
Na4P2S6 upon heating and cooling. (a-d) Lattice parameters a, b, c and monoclinic angle
β.
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B.2.3 Annealed solution-synthesized Na4P2S6

Figure B.5: Results of the Rietveld refinements for the α–β phase transition in annealed
Na4P2S6 (bold data markers) upon heating (pink data points) and cooling (teal data points)
for the first three cycles (color code from dark to light with increasing cycle number).
Small data markers are taken from the solid-state synthesized Na4P2S6 for comparison.
(a) Occupation of the sodium positions Na2 and Na3 between the P2S 4–

6 layers. (b)
Volume change with temperature. (c) Distances of the P2S 4–

6 anions as a measure for the
hexagonality of the layer. (d) Tilting of neighboring P2S 4–

6 anions in a direction expressed
as the P–P–Pneighbor angle.
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Figure B.6: Results of the Rietveld refinements for the α–β phase transition in annealed
Na4P2S6 upon heating and cooling (bold data markers). Small data markers are taken
from the solid-state synthesized Na4P2S6 for comparison. (a-d) Lattice parameters a, b, c
and monoclinic angle β.
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B.2.4 Single crystal

Table B.5: Crystallographic data as obtained from single-crystal X-ray diffraction (Mo-Kα)
measured (a) at 25 °C, (b) subsequently at 227 °C, and (c) again at 25 °C.

(a) α-Na4P2S6 (b) β-Na4P2S6 (c) α-Na4P2S6
Temperature ϑ (K) 298 500 298
Formula weight M (g mol−1) 346.3 346.3 346.3
Crystal system monoclinic monoclinic monoclinic
Space group C2/m (no. 12) C2/m (no. 12) C2/m (no. 12)
Lattice parameter a (Å) 6.761(1) 6.671(3) 6.760(1)
Lattice parameter b (Å) 11.233(2) 11.450(5) 11.234(2)
Lattice parameter c (Å) 7.549(2) 7.663(4) 7.550(2)
Monoclinic angle β (°) 107.034(3) 107.107(7) 107.034(3)
Volume V (Å3) 548.2(2) 559.5(4) 548.2(2)
Formula units Z 2 2 2
Crystallographic density ρ
(g cm−3) 2.10 2.06 2.10

2θ range (°) 2.822-35.353 2.781-35.341 2.822-35.353
Index range −10 ≤ h ≤ 10 −10 ≤ h ≤ 10 −10 ≤ h ≤ 10

−17 ≤ k ≤ 17 −18 ≤ k ≤ 18 −17 ≤ k ≤ 17
−11 ≤ l ≤ 12 −12 ≤ l ≤ 12 −12 ≤ l ≤ 11

Total reflections 4141 3838 4257
Unique reflections 1224 1246 1226
Parameters 32 38 32
R1(≥ 2σ) (%) 2.9 4.6 3.1
wR2 (≥ 2σ) (%) 7.7 10.9 8.6
GooF 1.1 1.2 1.1
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Table B.6: Atomic coordinates and equivalent isotropic displacement factors of (a) α-
Na4P2S6 at 298 K.

Atom Wyckoff
position x y z Ueq (Å2) Occupancy

Na1 4g 0.5 0.16203(9) 0 0.0267(2) 1
Na2 4h 0.5 0.3149(1) 0.5 0.0305(2) 1
P1 4i 0.55377(8) 0.5 0.15629(7) 0.0146(1) 1
S1 4i 0.29560(8) 0.5 0.24190(7) 0.0197(1) 1
S2 8j 0.72262(6) 0.34949(4) 0.23026(5) 0.0219(1) 1

Table B.7: Atomic coordinates and equivalent isotropic displacement factors of (b)
β-Na4P2S6 at 500 K.

Atom Wyckoff
position x y z Ueq (Å2) Occupancy

Na1 4g 0.5 0.1659(2) 0 0.0495(4) 1
Na2 4h 0.5 0.3199(4) 0.5 0.077(1) 0.656(2)
Na3 2d 0 0.5 0.5 0.109(2) 2(1−Occ(Na2))
P1 4i 0.5502(1) 0.5 0.1539(1) 0.0260(2) 1
S1 4i 0.2860(2) 0.5 0.2311(1) 0.0412(2) 1
S2 8j 0.7229(1) 0.35324(6) 0.2320(1) 0.0397(2) 1

Table B.8: Atomic coordinates and equivalent isotropic displacement factors of (c) α-
Na4P2S6 at 298 K after heating to 500 K.

Atom Wyckoff
position x y z Ueq (Å2) Occupancy

Na1 4g 0.5 0.1620(1) 0 0.0267(2) 1
Na2 4h 0.5 0.3149(1) 0.5 0.0305(3) 1
P1 4i 0.55377(9) 0.5 0.15627(8) 0.0147(1) 1
S1 4i 0.29560(9) 0.5 0.24192(9) 0.0197(1) 1
S2 8j 0.72256(7) 0.34946(4) 0.23024(5) 0.0219(1) 1
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B.3 Differential scanning calorimetry
After performing DSC on the three Na4P2S6 samples we opened the sealed quartz glass
ampoules to record PXRD patterns. A comparison of before and after DSC powder
diffraction patterns is given in FigureB.7. Although, the patterns of the DSC treated
samples (four-times cycling up to 300 °C) show good agreement to the patterns recorded
prior to the DSC, some new reflections mainly around 10° 2θ (Mo Kα1) arise in the
precipitated Na4P2S6 (see FigureB.7b). We account this to some degree of annealing, since
the position of the new reflections is comparable to reflections found in both solid-state
and annealed Na4P2S6. Cycling the temperature for a few times up to 300 °C over the
course of a few hours might have a similar impact on “healing" the β-like precipitated
sample as annealing it at 500 °C for a shorter time. Since the ampoules did not show
any indication of reaction with the sample, like discoloration or opacification, we exclude
degradation of the powder during DSC.

Figure B.7: Room temperature PXRD patterns of (a) solid-state, (b) precipitated, and
(c) annealed Na4P2S6 before and after DSC measurements up to 300 °C.



B.4 Thermogravimetric analysis 205

B.4 Thermogravimetric analysis
Precipitated Na4P2S6 was checked for residual water after drying the hydrate precursor
in a Büchi furnace (cf. Experimental Section). A thermogravimetric diagram is shown in
Figure B.8. The dried compound still holds some residual water, however, the amount is
small enough to consider this material as dry. Assuming the observed weight loss to be
crystal water, a sum formula is calculated to Na4P2S6 · 0.004H2O. Since some degree of
re-hydration in air cannot be rules out during the transfer into the instrument, we are
confident that the dehydration procedure yields virtually crystal water free Na4P2S6.

Figure B.8: Thermogram of precipitated Na4P2S6.

B.5 Raman spectroscopy
The molecular anion P2S 4–

6 can exist in two different point group symmetries, depending
on the chemical surrounding. The more symmetrical configuration D3d resembles the
symmetry of an ethane molecule, composed of two trigonal pyramids that are connected
via a central homonuclear bond (C–C or P–P). This symmetry is for example found in
Mg2P2S6, (NH4)4P2S6, Na4P2S6 · 6H2O, and Li4P2S6.26,27 An analysis of the vibrational
modes of a molecule of D3d gives:

Γvib(D3d) = 3A1g(R) + 1A1u(ia) + 2A2u(IR) + 3Eg(R) + 3Eu(IR),

with (R) being Raman active modes, (IR) being infrared active modes, and (ia) being
inactive modes. Therefore six Raman active modes should be present for an P2S 4–

6 of
ethane-like symmetry.

By slightly elongating or shortening one P–S bond and changing the corresponding
S–P–S angle the P2S 4–

6 anion adapts a less symmetrical C2h point symmetry. Anions of
this kind are found in Ca2P2S6, Sr2P2S6, Ba2P2S6, and Sn2P2S6.26,28 According to the
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analysis the vibrational modes for a molecule of this symmetry,

Γvib(C2h) = 6Ag(R) + 4Au(IR) + 3Bg(R) + 5Bu(IR),

nine Raman active modes are expected. A visualization of the P2S 4–
6 anion in α- (C2h)

and β- (D3d) Na4P2S6 is shown in Figure B.9.

Figure B.9: P2S 4–
6 anion in α- and β-Na4P2S6 at 20 °C and 200 °C with C2h and D3d

symmetry, respectively.

Figure B.10: Room temperature Raman spectra of solid-state synthesized Na4P2S6 powder
with a more pronounced deformation mode around 200 cm−1 compared to the single
crystal.
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B.6 Cationic and anionic sublattice

Figure B.11: (a) Na2/Na3 cation and (b) P2S 4–
6 anion order in β-Na4P2S6. (c) Superim-

posed images of (c) and (b).
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B.7 DFT calculations

Figure B.12: Energy curves for Na+ migration in Na4P2S6 from NEB calculations. (a)
Comparison of different DFT inputs for Scenario 1 to the reference used in Chapter 5
(PBE approximation, D3 Grimme van der Waals correction, DFT-optimized structure
(0 K), unit cell, fixed atom positions). PBEsol: PBEsol approximation. no vdW: without
D3 correction. 200 °C: experimental 200 °C structure. 2 × 2 × 2 supercell. All Na/all
atoms optimized in the NEB calculation. (b) Migration of Na1 through a favorable
tetrahedral void to the Na2/Na3 layer with an Emig = 1.82 eV.
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B.8 Impedance spectroscopy and DC polarization
In this section the fitting process of the measured impedance spectra and the DC
polarization measurement is discussed.

B.8.1 Impedance spectroscopy
Typically, impedance spectra of pure ion conductors are composed of a semicircle at high
frequencies, described as a parallel arrangement of a resistance R and a constant phase
element CPE, followed by a polarization spike at low frequencies, modeled as a second
CPE in series of the parallel (R)(CPE1) circuit. For this study, some spectra were fitted
using an additional capacitor C parallel to the (R)(CPE1)–CPE2 circuit, to account
for parasitic stray capacitance.29 The stray capacitance was found to be on the order
of a few pF for all measured temperatures. Constant phase elements are often used to
describe a non ideal behavior entailing a dispersion of relaxation times, often stemming
from microscopically imperfect contacts at the sample–electrode contact or a distribution
in material properties and thus a non-uniform current through the sample.30 To extract
an effective capacitance (in units of F) from a CPE parallel to a resistance R, the Brug
formula CBrug = Q

1
αR( 1

α−1) is widely used, with Q being the CPE’s numerical value of
admittance, α being the element’s exponential factor, and R being the resistivity in units
of Ω.31

Ionic conductivties were calculated by σion = 1
R
d
A , with R being the resistivity, d

being the sample thickness, and A being the geometrical electrode area.

B.8.2 Electronic conductivity
The electronic conductivity σeon of a material with an ionic conductivity σeon and a total
conductivity of σ can be determined by measuring the DC galvanostatic polarization in an
ion blocking configuration. Cold-pressed pellets of ss2 and p1 Na4P2S6 with a thickness
of L were sandwiched between two stainless steel electrodes. A constant current I of 1 or
10 nA, depending on the sample, was applied for 2400 s. The polarization curves of ss2
and p1 samples are shown in Figure B.13. The transient time τ δ (represented as a grey
box) was too short to reach a steady state condition (zero slope) but was sufficiently long
to reach a region of linear slope (potential U as a function of the square root of time t).
The electronic contribution can be estimated by solving the following linear equation32
for σeon:

U − UGB = IL

σ
+ σion

σ

IL

σeon

4
π

3
2

√
t

τ δ

This equation describes the evolution of the potential under an applied current for the
characteristic semi-finite chemical diffusion time τ δ. For practical measurements τ δ is the
time of applied current (here 2400 s). For solving the equation, we made the assumption
of σeon � σion, hence σ ≈ σion. Furthermore we expect no significant grain boundary
contribution (negligible UGB) since the extracted capacities on the order of 10 pF/cm2

suggest a bulk rather than a grain boundary limited process. Recently Dawson et al.
have calculated that for Na3PS4 no significant grain-boundary resistance is present in
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poly-crystalline samples,33 which is in good agreement with the experimental findings of
Krauskopf et al.34 We therefore suspect a similar behavior for Na4P2S6.

Figure B.13: DC galvanostatic polarization measurements on ss2 and p1 samples of
Na4P2S6 at room temperature. Pressed pellets were contacted with steel electrodes in an
ion blocking configuration.

With these assumptions made we estimate the electronic conductivity of p1 and
ss2 Na4P2S6 samples to be 1.4 · 10−10 S cm−1 and 2.6 · 10−9 S cm−1, respectively. The
transference number t(Na+), describing the ratio of sodium ion conductivity to total
(ionic and electronic) conductivity, is ≤ 0.99. Hence, Na4P2S6 can be described as a nearly
pure sodium ion conductor.
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C.1 Variable temperature powder X-Ray diffraction

Figure C.1: Powder X-Ray diffraction pattern of β-Na4P2S6 at 520 °C upon heating and
cooling, and of γ-Na4P2S6 at 620 °C. The patterns were extracted from the measurement
depicted in Figure C.1. One hour measurement time per pattern; about 51 hours in total.
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Figure C.2: Powder X-Ray diffraction pattern of (a) α-Na4P2S6 at 25 °C, (b) β-Na4P2S6
at 500 °C, (c) γ-Na4P2S6 at 700 °C, (d) molten Na4P2S6 at 900 °C, and (e) β-Na4P2S6 at
500 °C after crystallizing from the melt. One hour measurement time per pattern; about
6 hours in total.
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Table C.1: Crystallographic data and refinement details. Estimated standard deviations
as obtained from the Rietveld refinements are given in parentheses.

γ-Na4P2S6
Temperature ϑ (°C) 650
Formula weight M (g mol−1) 692.593
Crystal system cubic
Space group Im3̄m (no. 229)
Lattice parameter a (Å) 8.4851(5)
Volume V (Å3) 610.91(10)
Formula units Z 2
Crystallographic density ρ (g cm−3) 1.8826(3)
X-ray radiation AgKα1
2θ range (°) 4–28
No. of refined parameters 37
Rexp (%) 1.90
Rp (%) 2.10
Rwp (%) 2.77
RBragg (%) 0.36

Table C.2: Atomic positions and displacement parameters of γ-Na4P2S6 at 650 °C. Es-
timated standard deviations as obtained from the Rietveld refinement are given in
parentheses.

Atom Wyckoff
position x y z Occupancy Biso (Å2)

Na1 96l 0.729(4) 0.271(4) 0.151(4) 1/24 6(2)
Na2 96l 0.731(6) 0.455(6) 0.140(2) 1/24 6(2)
P1 96l –0.090(6) 0.057(5) –0.079(5) 1/48 11.5(4)
P2 96l 0.090(6) –0.057(5) 0.079(5) 1/48 11.5(4)
S1 96l –0.099(11) 0.287(4) –0.016(16) 1/48 11.5(4)
S2 96l –0.011(16) 0.026(16) –0.3024(15) 1/48 11.5(4)
S3 96l –0.2956(17) –0.058(11) –0.038(15) 1/48 11.5(4)
S4 96l 0.011(16) –0.026(16) 0.3024(15) 1/48 11.5(4)
S5 96l 0.099(11) –0.287(4) 0.016(16) 1/48 11.5(4)
S6 96l 0.2956(17) 0.058(11) 0.038(15) 1/48 11.5(4)
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C.2 Raman spectroscopy

Figure C.3: Raman spectra of α-, β-, and γ-Na4P2S6.
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C.3 Pair distribution function analysis

Figure C.4: PDFs of solid-state synthesized and precipitated Na4P2S6 measured (a) on
the pristine samples at 30 °C, (b) in the β-phase regime at 250 °C, (c) in the γ-phase
regime at 650 °C, and after the high temperature measurements at 30 °C. The gray shaded
region represents the unphysical interatomic distance range that is more highly affected
by systematic errors from data processing.
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Figure C.5: (a) Comparison of the measured and fitted PDFs of the single cell and
super-cell structure models of γ-Na4P2S6 (constructed with P1 symmetry), with and
without sodium contribution. For reference, the partial PDFs between Na and all other
atoms were extracted from fits to the lower temperature data to index the Na-S distances
around ∼ 3 Å. The PDF simulated for a single P2S 4–

6 anion is also shown. (b) A fit of the
average structure with overlapping anion orientations (Im3̄m) obtained from Rietveld
refinement to the high-r region of the PDF. The gray shaded region represents the
unphysical interatomic distance range that is more highly affected by systematic errors
from data processing.
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Figure C.6: Analysis of the effect of S-P-P-S dihedral angle on the intramolecular PDF
signal for a P2S 4–

6 anion. The PDFs for staggered (60◦) and eclipsed (0◦) conformations
are shown for comparison, along with an overlay of PDFs for all conformations. The lack
of the short S–(P–P)–S pair correlation just under 4 Å suggests the possibility for some
distribution of the dihedral angles. We show that this peak can be washed out by averaging
all possible conformations, but also more simply, by averaging conformations over a range
of just 20◦ around the preferred, staggered conformation. The long S–(P–P)–S peak
cannot be distinctly resolved to help further disambiguate these cases.
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C.4 Impedance spectroscopy

Figure C.7: Images of (a) pristine Na4P2S6 pellet, (b) broken pieces of a Na4P2S6 pellet
after high-temperature impedance measurement, and (c) the Platinum electrode after
being in contact with Na4P2S6 at 640 °C.

Figure C.8: Exemplary Nyquist plots of high temperature impedance measurements
(hollow circles) and equivalent circuits fits (lines) at six selected temperatures.
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C.5 Experimental difficulties and aggressive nature of
Na4P2S6

In this section we discuss the experimental difficulties we faced while characterizing
γ-Na4P2S6 with high-temperature diffraction, DSC and impedance spectroscopy. The
following points summarize the experiments in which we noticed the chemically aggressive
nature of γ-Na4P2S6 and describe the visual changes we observed:

• High-temperature diffraction: Starting with white to light-gray powder, we noticed
a darkening to gray in every HT (diffraction) experiment we performed. The color
change was often accompanied with increasing issues in the mechanical stability
of the capillary with increasing measurement time. Longer experiments resulted
in capillaries that were difficult to unload from the furnace. Hair-cracks probably
formed over time and resulted in a not airtight seal of the capillary. Sulfur loss
and/or decomposition could be the cause of the extreme brittleness of the glass
capillary. Shorter experiments were less affected.

• Preferred orientation: In some longer HT PXRD experiments we noticed a change
of the reflection intensities before and after heating to the γ-phase (see Figure C.1).
Another, shorter HT PXRD experiment does not show any of this change (compare
Figure C.2b and e). We suspect the before mentioned capillary issue to be one
possible explanation of this effect. Another explanation could the the formation
of preferred orientation of crystallites during a rather slow cool-down. We fitted
the HT PXRD data with higher order spherical harmonics to correct for preferred
orientation. However, form fitting, we could not tell if preferred orientation or a
compositional change by sulfur loss and/or decomposition leads to the change in
intensity. It is plausible that both effects contribute to the observation.

• Differential scanning calorimetry: To test the thermal stability of Na4P2S6 pellets, we
performed a simple thermogravimetric experiment. We observed a slow, monotonic
mass loss at 650 °C (12 hours). At the top of the furnace sulfur vapor condensed.
Thus, we suspect that Na4P2S6 slowly, but constantly, evaporates sulfur if the
material is not contained in a closed vessel. Additionally, we noticed that the Al2O3
crucibles started to become porous and allowed Na4P2S6 to leak and consequently
corrode the platinum wires of the thermocouple.

• High-temperature impedance spectroscopy: As shown in image C.7c, the platinum
electrodes severely suffered from corrosion. After the experiment the electrodes
needed to be replaced and the connecting wire had to be cut to a shorter length,
since they started to corrode at the jointed end. We suspect that sulfur vapor
attacks the platinum components of the setup and consequently forms PtS or PtS2,
materials with a small bandgaps of 0.471 eV and 1.444 eV.1
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C.6 Additional information on the P2S 4–
6 dynamic dis-

order
The individual P2S 4–

6 anions were placed into a reference frame with one P atom fixed
to the origin of a Cartesian coordinate system that aligns with the unit cell axes at all
times (see Figure 6.5a, top left). Then, the orientations were expressed in terms of polar
coordinates as a function of azimuthal (φ) and polar (θ) angles. Visually, the chosen origin
divides the possible orientations into eight octants as depicted in Figure 6.5a. Because
the anions rotate about their center of mass, rather than the P atom fixed at the origin
of the reference frame, octants related by inversion signify the same orientation of the
P–P handle with respect to the crystal lattice (but with inverted P atoms). Note that
with each simulation frame (i.e. reorientational motion of the P2S 4–

6 anion), the reference
frame origin changes with respect to the crystal lattice, such that the center of mass
of the P–P handle remains translationally fixed. Thus, the ensuing population of these
initially empty octants indicates that significant reorientation of individual anions occurs.

Figure C.9: Orientation heatmap of all P2S 4–
6 in a 2× 2× 2 supercell at (a) 600 K, (b)

800 K (both 600 ps calculations), (c) 1000 K, and (d) 1200 K (both 300 ps calculations).
Initial positions are depicted in orange.
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Figure C.10: Azimuthal angle (φ) and polar angle (θ) as a function of time of four
P2S 4–

6 at 1000 K.

C.7 Analysis of the S–P–P–S dihedral angle dynamics
The conformational freedom of the P2S 4–

6 anions was investigated. Rotation around the
PS3–PS3 bond is possible (see Figure C.11). The initial anions had a gauche conformation
(|^| = 60◦) as observed in the α and β crystal structures. To capture the evolution of
the P2S 4–

6 dihedral angle for the ensemble of anions, we counted the number of dihedral
angles for different time scales. The histogram plots depicted in Figure C.11b, c, e, and f
show an increase in the anti (|^| = 180◦), and Figure C.12 show the time evolution of the
dihedral angle of three randomly chosen S–P–P–S units. Although rotations around the
P–P axis are observed, some anions showed no conformational reorientation on the 300 ps
time scale. The likelihood for rotation around the P–P bond of the anions is supported by
the lack of sharp correlations between the S–P–P–S atom-pairs in the experimental PDF
and the corresponding need for significantly broadening these contributions in fitting the
model.
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Figure C.11: Newman projection of the P2S 4–
6 anion in the staggered conformation

with a dihedral angle of (a) 60◦ and (d) 180◦. Histograms of the dihedral angles of the
P2S 4–

6 anions (defined by two planes spanned by S1–P–P–S4) after the simulation time of
(b) 10 ps, (c) 100 ps, (e) 200 ps and (f) 300 ps has elapsed.

Figure C.12: Dihedral angles (S1–P–P–S4, as defined in Figure C.11) of three P2S 4–
6 anions,

randomly chosen from the 2× 2× 2 supercell, as a function of time (in ps). (a) and (b)
depict the diheral rotation of one PS3 group around the P–P bond, whereas in (c) no
rotation is observed in the simulation time of 300 ps (1000 K).
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C.8 Short-ranged Na+ hopping time analysis
Na+ short-ranged hopping time was evaluated by analyzing the Na+ trajectory from
AIMD. The simulation cell was divided into 4× 4× 4 identical cubic units each with a
volume of ∼ 76.34 Å3. A hopping event happens when Na+ crosses a boundary of these
units. The hopping time for each Na+ starts to count from 0, and it is checked every dt
(dt = 10 fs in this study) to see whether there is a hopping event. If there is a hopping
event, the total hopping time will be recorded and reset to 0. If there is no hopping
event within dt, the hopping time of this Na+ will keep on accumulating until it crosses a
boundary. Finally, the hopping time was averaged over all hopping events as well as over
all Na+ at each temperature, which is shown in Figure C.13.
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Figure C.13: Averaged short-ranged hopping time (in ps) of Na+ as a function of
temperature (in K). Error bar shows the standard deviation between different Na+.
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Appendix D contains supporting information for Chapter 7.
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D.1 Experimental
D.1.1 Sample preparation
Li2Sn2S5 was synthesized from SnS2 (precursor synthesized by heating a stoichiometric
amount of Sn (99.8%, Acros) and S8 (99.998%, Sigma Aldrich) with a slight excess of
sulfur to 680 °C (12 h, 2 K min−1) and Li2S (99.9%, Alfa Aesar). A small amount of
excess sulfur was added to the stoichiometric mixture to ensure a sulfur-rich atmosphere
during the reaction. The mixture was manually ground and mixed in a mortar and pestle,
pressed into pellets, and transferred into a glassy carbon crucible inside a quartz ampoule.
The ampoule (17 mm diameter, 12 cm length) was flame sealed under low vacuum and
annealed (650 °C, 48 h, 2 K min−1). A shiny violet powder was obtained. During cooling,
residual sulfur condensed at the cold end of the ampoule and was discarded. Samples of
Li2Sn2S5 · xH2O with specific values of x were prepared by sealing anhydrous Li2Sn2S5
powder in a glass container next to (but not in contact with) the desired amount of
deionized water. The system was then allowed to equilibrate at 25 or 50 °C for at least
1–2 days. An additional synthesis was performed in the second TGA system described
below. Another preparation method employed saturated salt solutions for humidification.
Samples were placed in a custom-built desiccator containing the solution, a small fan
as well as a sensor (SHT35, Sensirion AG) to measure both humidity and temperature.
The samples were kept in the humid atmosphere for sufficiently long time to ensure
equilibration at the respective humidities. Compacts of the anhydrous material were
prepared by uniaxial pressing (5 mm diameter, 10–20 kN (5–10 kbar), 1–5 min, 25 °C). In
one case a 5 mm square die was used. The resulting pellets had thicknesses in the range
0.5–7.3 mm and were about 87% dense as determined by mass and volume measurements.
In order to further densify samples of Li2Sn2S5 · xH2O (x = 0) different heat treatments
were conducted:

Pressed 300 °C:
Pellet pressed with 10 kN (5 kbar), heated to 300 °C with 5 K min−1, dwelled for 0.3 h,
cooled to room temperature with 5 K/min; relative density of 92.5%

Pressed 25 °C, sintered 400 °C:
Pellet pressed at 25 °C with 10 kN (5 kbar), heated to 400 °C with 1 K min−1 in a S8
flux, dwelled for 72 h, heated to 520 °C with 1 K min−1, dwelled for 3 h, cooled to room
temperature with 5 K min−1; relative density of 86.7%

Pressed 25 °C, sintered 700 °C:
Pellet pressed at 25 °C with 15 kN (7.5 kbar), heated to 700 °C with 2 K min−1 in a S8
rich atmosphere, dwelled for 48 h, cooled to room temperature with 1 K min−1 (similar
to synthesis conditions); relative density of 87.8%
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The sintering was done under vacuum either in Al2O3 or glassy-C crucibles inside
quartz ampoules. Compacts of the hydrated material were similarly prepared by uniaxial
pressing (5 or 12 mm diameter, 0.1–1 min, 25 °C, 1.0–2.9 mm thickness). The material
became softer with increasing water content, so the pressing force was decreased to 7–10
kN (3.5–5 kbar) for 0 < x . 3.0 and about 0.1–1 kN (0.05–0.1 kbar) for x & 4.0. For
samples with x & 4.0, pressing forces above this range were avoided, since they seemed to
squeeze water out of the material. The relative density of the resulting compacts was
estimated to be at least 79% for 0 < x . 3.0, at least 72% for x ≈ 4.0, and at least 61%
for x ≈ 8.0.

D.1.2 Thermogravimetricanalysis
The TGA set-up used for synthesis employed a balance (Mettler AT20) magnetically
coupled (Rubotherm) to a quartz glass crucible containing the sample powder. The sample
chamber (double-walled brass container) was connected to a transfer stage, which was
directly attached to a humidifier (double-walled glass container). The sample chamber,
humidifier and transfer stage were temperature controlled within an accuracy of ± 0.05
K. To ensure sufficient water feeding for the humidifier, it was connected with a 4 L
storage vessel positioned higher than the water level of the humidifier. The storage vessel
was connected to a wobble piston pump, which would dropwise feed enough water into
the humidifier. Water spill-over was controlled by an installed overflow drain positioned
at half height and attached with a bubbler to prevent the humidified gas of escaping
through the overflow drain. N2 was used as protective and carrier gas (< 10 ppm H2O
including trace leaks, 50 mL min−1) and the humidified gas after passing the sample would
escape through a heated (180 °C) capillary-exhaust at the top of the sample chamber.
The recorded weight gain was corrected using a two-dimensional (T and pH2O) buoyancy
correction parameterized for the empty crucible.

D.1.3 X-Ray powder diffraction
Powder samples were sealed under dry inert gas in a polycarbonate dome (PANalytical).
From previous experiments it was confirmed that the sample holder provides sufficient pro-
tection from atmosphere for ∼ 24 h. XRPD patterns were measured at room temperature
(PANalytical Empyrean Series 2 diffractometer, Bragg-Brentano configuration, Cu-Kα,
PIXcel 3D detector). The data were analyzed using HighScore Plus 3.0e (PANalytical).

D.1.4 Pulsed-field gradient nuclear magnetic resonance
The magnetization data were fit by the following equations:

M(G) = M(0) · exp
(
−γ2

i D
∗
xy(i) · I(G)

) ∫ 1

0
exp

(
ζχ2) dχ (D.1)

I(G) = G2δ2
(

∆− δ

3

)
for a rectangular gradient pulse (D.2)
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ζ =
(
D∗xy(i)−D∗z (i)

)
γ2
i · I(G) (D.3)

D∗eff(i) = 2
3D
∗
xy(i) + 1

3D
∗
z (i) (D.4)

In the above equations, M(G) and M(0) are the area of the Fourier transformed
attenuating spin-echo signal of the measured and maximum value; γi is the gyromagnetic
ratio of nucleus i; G and δ are the gradient strength and length of the pulse; ∆ is
the diffusion time; I(G) is a double integral which can be represented with negligible
error by the approximation in Equation D.2; χ is an integration variable; and D∗xy(i),
D∗z (i), and D∗eff(i) are the tracer diffusivities of species i in the xy and z directions as
well as the overall effective tracer diffusivity. The fits were performed using the nlinfit
function in Matlab (Mathworks, Version R2017a). The resulting fit curves were visually
satisfactory, with a reasonable goodness of fit (typically χ2 < 1.5) and relatively small
confidence intervals. Alternative models for data fitting were also tested which we will
briefly discuss here (also see Figure D.6). The first one was based on free, isotropic
(3D) diffusion of ions with one mobile species (Stejskal and Tanner equation; M(G) =
M(0) · exp

(
−γ2

i G
2D∗iso(i)δ2 (∆− δ

3
))
).1 This model yielded visually unsatisfactory fits

with larger goodness of fit and confidence intervals and was consequently discarded. The
second model described 3D diffusion with two mobile species. This model was often as
good if not superior to the one from Ref. [2], however, this could be attributed to the
extra fitting parameter, and given that this model lacked in physical meaning, it was
judged to be unsuited. The last alternative model was the same as in Ref. [2] yet allowing
for out-of-plane diffusion (D∗z (i) 6= 0). Similar to the second model, due to the additional
parameter the fitting was often superior, but again it repeatedly produced unphysical
results, and was therefore also dismissed. In principle, the non-linearity of the attenuation
signals obtained in this work could also be partly caused by geometric confinement of the
diffusing species, e.g., due to grain boundaries. However, based on the high fit quality
for the 2D model, the degree of attenuation and the layered crystal structure, we judge
that confinement effects have only a small impact on the observed signal, as discussed
in Chapter 7. The 2D model yielded values for both the in-plane diffusivity D∗xy(Li+)
and the out-of-plane diffusivity D∗z (Li+). The latter was found to be far smaller than
the former, and the variance in D∗z (Li+) was of the same order of magnitude as D∗z (Li+)
itself. In light of this large variance, D∗z (Li+) could not be precisely determined, but
we conclude that D∗z (Li+) is at least one order of magnitude smaller than D∗xy(Li+) for
allconditions and water contents. The effective Li+ diffusivity of the entire polycrystalline
sample, D∗eff(Li

+), was calculated from an average over all possible orientations, according
to the relation D∗eff(Li+) = 2

3D
∗
xy(Li+) + 1

3D
∗
z (Li+) ≈ 2

3D
∗
xy(Li+).2

D.1.5 Electrochemical measurements
For impedance measurements, compacts with x < 3.0 were contacted on both sides
by ∼ 400 nm thick ruthenium electrodes (99.95%, Lesker) applied by DC sputtering
(Emitech K575X, 100 mA current, either 4 or 2 min sputter time) in a glovebox. A mask
was used to prevent metal deposition on the sides of each sample. During sputtering
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the samples were exposed to high vacuum for several minutes, and the temperature
increased to ∼ 50 °C as measured by an adjacent thermocouple. This process caused a
slight amount of water loss, which was accounted for by weighing. Typically, x decreased
by ∼ 0.5. For compacts with x & 4.0, electrical contact was sufficient without adding
metal electrodes,so the sputtering step was omitted. All measurement cells and chambers
were leak-checked in advance using a helium leak detector (UL 200 dry, Oerlikon Leybold
Vacuum). Anhydrous compacts (x = 0) were installed next to a thermocouple in an
enclosed quartz holder in a tube furnace. Samples were heated to various temperatures
under flowing inert gas (Ar or N2, 100 ml min−1), and after a 1 h dwell, impedance
spectra were acquired. Typically, two spectra were acquired at each condition to confirm
reproducibility. Additional measurements were acquired at −133 to 27 °C by installing a
compact in a cryostat (LH Fluke Appliance, He cooling) under high vacuum. Hydrated
samples (x > 0) were installed in a Teflon-lined tube fitting (Swagelok) and contacted by
two rods that sealed to the fitting using Teflon ferrules. This cell was installed in a quartz
tube, and measurements were performed as described above, except with a 0.5 h dwell
between steps. Additional measurements at −69 to 27 °C were acquired by immersing
the quartz tube containing the Swagelok cell in a thermostat-controlled silicone oil bath
(thermostat FP90, silicone oil Thermal HY, Julabo). For comparison, another setup (TSC
Battery closed, rhd instruments) was employed in which powder samples were contacted
directly by steel electrodes under a constant pressure of 30 kPa in a Microcell HC cell
stand (1 h equilibration time). The results from this setup are shown as Dataset 2 in
Figure D.11.

D.1.6 Inductively coupled plasma optical emission spectroscopy
(ICP-OES)

Samples for ICP-OES were prepared by solubilizing fine ground powder in HNO3 (65%) for
25 min at 185 °C with a microwave-assisted digestion system (Discover-SP-D). ICP-OES
was performed with a Vista Pro Spectrometer (Varian/Agilent Technologies) with an axial
plasma, Echelle grating polychromator, and a CCD-detector system. Data evaluation
was performed with the software ICP-Expert.

D.1.7 Scanning electron microscopy and single crystal diffraction

Prior to SEM imaging, samples were placed on carbon tape and coated with ∼ 2–3
nm carbon (ACE600, Leica). Micrographs were then acquired by a Zeiss microscope
(Merlin) using SE2 (Everhart-Thomley type) and/or in-lens detectors. The transfer
steps were performed under high vacuum and inert gas, with no air exposure. For single
crystal measurements, a suitable, transparent crystal (∼ 10 × 10 × 5 µm3) was picked
in grease (Dow Corning) under a microscope in a glovebox. The crystal was mounted
using grease on a 0.3 mm capillary (Hilgenberg, glass no. 14), inserted in a 0.5 mm
capillary, and sealed with a hot wire under argon. Diffraction data were then collected
at room temperature (Bruker AXS diffractometer, graphite-monochromated Mo-Kα,
SMART-APEX-II detector) and analyzed (Bruker Suite software, precession module).3
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Figure D.1: Typical TGA measurement of Li2Sn2S5 · xH2O at various temperatures and
constant pH2O of 17.1 mbar.

D.2 Thermogravimetric analysis
The mass change during hydration was found to be initially proportional to time (Fig-
ure D.4b).4 It is unclear if this dependence arises from bulk- or surface-limited behavior,
since the water diffusivity strongly increases with increasing water content. We think the
kinetics are probably bulk-limited, as discussed in Chapter 7. However, if the kinetics are
surface-limited, then the surface exchange constant k can be estimated from the relation
k = 0.5 · (L1/2/t1/2), where L1/2 is the particle radius (∼ 25 µm) and t1/2 is the time at
which the mass uptake is halfway finished.4 For example, a value of 1.3 · 10−7 cm s−1 at
39 °C is obtained.
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Figure D.2: Degree of hydration x as a function of temperature T showing the hysteresis
behavior of Li2Sn2S5 · xH2O at different isobaric conditions; (a) 17.1mbar; (b) 4.5mbar.
For each measurement, freshly prepared anhydrous Li2Sn2S5 was used as starting material.
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Figure D.3: (a) Degree of hydration x as a function of partial pressure of water pH2O
showing the hysteresis behavior of Li2Sn2S5 · xH2O at the isothermal conditions for 40 °C
and 60 °C. For each measurement, freshly prepared anhydrous Li2Sn2S5 was used as
starting material. (b) Isobaric measurement of Li2Sn2S5 · xH2O at 17.1mbar shown in
Figure D.2 with inserted data points from the isothermal measurement.
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Figure D.4: Long-time TGA measurement of Li2Sn2S5 · xH2O at constant pH2O
(17.1mbar) and temperature (60 °C); (b) Normalized mass change for the measure-
ment in Figure 7.1a; here m, m1, and m2 are the mass at time t, the initial mass, and
the mass at equilibration.

D.3 Pulsed-field gradient nuclear magnetic resonance
Figure D.5 shows the effective diffusivity as a function of diffusion time for three values of
the water content, as well as at different temperatures for x ≈ 8.0. It is evident that the
obtained value of D∗eff(Li

+) decreases slightly (by a factor of 1.5–3) when the diffusion
time is increased from 10 to 100 ms. This behavior can be attributed to slightly slower
transport at grain boundaries, as discussed previously.5 If so, then to be precise, the
in-plane diffusivity within a single grain is best estimated by D∗xy(Li+) measured at a
shorter diffusion time, although the true value in the absence of all boundaries may be
slightly higher. The effective diffusivity across a randomly oriented polycrystalline sample
is best estimated by D∗eff(Li

+) measured at a longer diffusion time, although the true DC
value when all boundaries are accounted for may be slightly lower.

D.3.1 Solid-state nuclear magnetic resonance
Anhydrous Li2Sn2S5 was measured by ssNMR to record both its relaxation time T1 and
the full width at half maximum (FWHM) of the peaks (Figure D.7). Using the equation
(T1)−1 = F × (τ◦c )−1 exp

(
−ELT

A
kBT

)
; where F is a constant, τ◦c is the correlation time of

the Larmor frequency, ELT
A is the activation energy at low temperatures and kB is the

Boltzmann constant;6 one can estimate ELT
A from linearly fitting the low temperature

branch, yielding 0.05 eV for anhydrous Li2Sn2S5. This very low activation energy, however,
does not correspond to the long-range migration enthalpy recorded by PFG NMR and
impedance, and rather reflects a local hopping of ions. The recorded FWHM can be
analyzed with the empirical expression EA = 1.617 · 10−3 ·TcK−1, where Tc is the onset
temperature of motional narrowing.7,8 The resulting activation energy is 0.56 eV for high
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Figure D.6: Comparison of PFG NMR fits in Li2Sn2S5 · xH2O (x ≈ 8.0, 170 °C) using
different diffusion models; (a) Li+ diffusion, (b) H+ diffusion.

temperatures. Even though this value is not far from the ones measured by PFG NMR
and impedance, one should keep in mind the empirical nature of this method.
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Figure D.7: (a) NMR relaxometry measurement of Li2Sn2S5 · xH2O (x = 0) at different
temperatures. The low temperature regime is fitted linearly to yield a low activation
energy of ELT

A = 0.05 eV; (b) Plot showing the Full Width at Half Maximum (FWHM), also
referred to as motional narrowing, of Li2Sn2S5 · xH2O (x = 0) at different temperatures.
The onset temperature yields an activation energy of EA = 0.56 eV.8

Figure D.8: 6Li and (b) 119Sn MAS NMR spectra of anhydrous Li2Sn2S5 (single batch).
Brown colored signals correspond to crystalline material, while turquoise colored signals
are broader and are attributed to a disordered side phase and/or stacking faults. Signals
3 and 5 in the 6Li and signal 5 in the 119Sn spectrum are assigned to Li2SnS3. Slight
batch-to-batch variations were observed in the 6Li spectra.
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signal 1 (squares) and signal 2 (circles) in the 6Li NMR spectra in Figure 7.5. Dashed
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accompanied by a transition from a Gaussian to a Lorentzian line shape, for simplicity a
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D.4 Electrochemical measurements
To convert the by PFG NMR measured diffusivities into conductivity with the Nernst-
Einstein relation (see equation (7.2) in Chapter 7), the lithium ion concentration [Li+]
was estimated with: [

Li+
]

= d0

dx
· ZLi

VUC
(D.5)

where d0 and dx are the interlayer spacing for x = 0 and x > 0 (see Figure 7.2), ZLi
and VUC are the number of Li atoms (3.78) and volume (438.8 Å3) per unit cell for x = 0.
Note that the here estimated concentration is an upper bound, since, at least for x = 0,
it is unclear how crystallinity affects the ionic transport (referring to the less crystalline
content seen in Figure 7.5).
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Figure D.10: Impedance measurements of Li2Sn2S5 · xH2O (x = 0) with different sample
thicknesses showing (a) the impedance spectra and (b) the linear scaling of the resistance
with thickness. The line is a linear fit going through 0.

Electromotive force (EMF) and conductivity measurements were performed with Li+
reversible electrodes, for which anhydrous compacts were sandwiched between Li (99.9%,
Alfa Aesar) and LiAl (> 99.5%, ELSAindustries SAS) electrodes (Figure D.13). LiAl
powder was co-pressed with Li2Sn2S5 powder, while slabs of Li were applied directly to
the compacts. The Li+ reversible electrodes themselves were contacted by either stainless
steel rods or disks of molybdenum to avoid alloying of the metals. The measurement
conditions were the same as described for the Li+ blocking electrodes in Chapter 7.
The measured EMF was 0.32 V initially, close to the Nernst voltage expected for these
electrodes.9 Over tens of hours it decreased to below 0.05 V, while the conductivity
increased gradually to ∼ 10−4 S cm−1 and the dielectric constant εr increased from ∼ 100
to ∼ 4000. If instead noble metal electrodes are used, DC polarization experiments
indicate pure ionic conduction,5 as does the blocking impedance arc at low frequencies
observed in this study. Taken together, these observations indicate that Li2Sn2S5 is a
predominant ion conductor, which however reacts in contact with Li alloy electrodes to
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Figure D.11: Temperature dependence of the conductivity measured from Li2Sn2S5 · xH2O
by impedance spectroscopy showing different sample preparation methods for x = 0 as
well as heating and cooling runs for x > 0. (b) Comparison of impedance data of
Li2Sn2S5 · xH2O collected at two different experimental set-ups. Solid lines are linear fits.

2 3 4 5 6 7 8

10
-7

10
-5

10
-3

10
-1

10
1

280 140 0 -140

T /  °C

��
T

/
 S
�K
�c

m
-1

1000/T /  K
-1

x = 0(*)

x 8.0

(*) Pellet preparations:

pressed 25°C

pressed 25°C, sintered 700°C

.
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yield a phase with substantial electronic conductivity.
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Figure D.13: Conductivity of anhydrous Li2Sn2S5 after being contacted by Li metal
electrodes. (b) EMF measurement of Li2Sn2S5 at 30 °C with Li and LiAl as electrodes
under high and low pressure. The Nernst voltage for this cell is 0.38 V.9



D.4 Electrochemical measurements 245

0 40 80 120 160
0

2000

4000

6000

ap
pa

re
nt

 d
ie

le
ct

ri
c 

co
ns

ta
nt
� r

time /  h

1.2 mm thick

3.1 mm thick

3.8 mm thick

Li2Sn2S5

Li

Li

.
Figure D.14: Apparent dielectric constant εr of anhydrous Li2Sn2S5 corresponding to the
data shown in Figure D.13a
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Figure D.15: Apparent dielectric constant εr of Li2Sn2S5 · xH2O over the temperature
ranges shown. For x = 0, two datasets are shown: pellet pressed at 25 °C (closed squares);
pellet pressed at 25 °C, sintered at 700 °C (open squares). For comparison, the dielectric
constant of pure liquid water in the kHz range is 80 at 20 °C.10
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D.5 Inductively coupled plasma optical emission spec-
troscopy (ICP-OES)

Table D.1: ICP-OES results from three samples of anhydrous Li2Sn2S5 prepared in
separate batches. The last column shows the Li:Sn molar ratio.

Li2Sn2S5 (x = 0) wt.% Li wt.% sn Li:Sn
Sample 1 3.49 56.82 1.05
Sample 2 3.44 57.71 1.02
Sample 3 3.35 58.43 0.98

D.6 Scanning electron microscopy and single crystal
diffraction

Hydrolysis of Li2Sn2S5 was ruled out by studying its electron micrographs. The particle
morphologies are virtually unchanged by hydration and subsequent dehydration (Figure
D.16). However, a few lamellar cracks are visible after dehydration, which is to be
expected since other layered hydrates such as Li3InCl6 also show similar behavior.11 The
extent of cracking probably becomes slowly more severe over repeated hydration and
dehydration cycles, or if particles are hydrated to a higher x value (cf. Figure 3 in ref.
[12]). In fact, the covalent bonding in the defective SnS2 layers of Li2Sn2S5 is sufficiently
strong that the layers remain intact even after being exfoliated,12 however, some degree of
hydrolysis is observed upon complete immersion in water. The resilience against hydrolysis
of lithium tin sulfides is also shown by the compositions Li2SnS3 and Li4SnS4 (including
derivatives), which are stable in humid atmosphere.13–19 It must be mentioned that a
faint H2S smell was noticed when Li2Sn2S5 powder was exposed to ambient air, indicating
only minor hydrolysis owing to the enormous sensitivity of the human nose with respect
to H2S.20 Finally, a TGA measurement performed while switching from argon to pure
oxygen observed no change in mass, suggesting that anhydrous Li2Sn2S5 is stable towards
oxygen as well.

As shown in Chapter 7, the incorporation of water causes an expansion of the unit cell
volume. Naturally, the water will coordinate to Li+ in the structure, meaning that H2O
molecules will predominantly reside in-between the (Li⊥,Sn)S2-sheets. Figure D.17 shows
a schematic representation how the structure would change upon the incorporation of
water molecules, related to the observed behavior from XRD, SEM as well as the change in
mechanical properties. The proposed coordination chemistry in Li2Sn2S5 · xH2O between
Li+ and H2O is in line with findings for the layered mineral vermiculite,21–23 in which
the water would accommodate between sheets of tetrahedrally coordinated Si/Al cations
(units of Si3AlO10) and coordinate to an ion exchanged metal cation M (M = Li, Na,
Mg, Ca, Ni, Cu).
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Figure D.16: (a) Single crystal diffraction images in reciprocal space of Li2Sn2S5 · xH2O
(x = 0) of all three net planes. Scanning electron micrographs of Li2Sn2S5 · xH2O; (b) x
= 0; (c) x ≈ 2.7. In the SEM the sample was exposed to high vacuum (> 1 h), meaning
the images in (c) depict (partially) dehydrated grains
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.
Figure D.17: (a) Crystal structure of anhydrous Li2Sn2S5; (b) schematic structure of
Li2Sn2S5 · xH2O
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D.7 Unpublished data
This section contains unpublished data from the project "Impact of hydration on ion
transport in Li2Sn2S5 · xH2O" presented in Chapter 7. The data include a brief discussion
of synthetic routes for Li2Sn2S5.

D.7.1 Literature synthesis of Li2Sn2S5
The synthesis of Li2Sn2S5 was first reported by Kuhn et al.,12 and later by Holzmann et
al.5 Three different synthesis routes have been propoesed:

Li2S + 2 Sn + 4 S −−→ Li2Sn2S5 (D.6)
2 Li2CO3 + 2 SnS2 + S −−→ Li2Sn2S5 + "CO2" (D.7)

Li2S + 2 SnS2 + S −−→ Li2Sn2S5 (D.8)

In all three reactions, excess sulfur was used to ensure complete oxidation of Sn by
creating an oxidizing atmosphere at elevated temperature. Upon cooling, the excess sulfur
solidifies at the cold end of the ampoule. For the reaction D.6, Holzmann reported the
formation of an amorphous side phase observed by NMR.5 However, a NMR spectrum
showing the amorphous side phase or information on the chemical shift of the side phase
peaks was not reported. In the other reactions, a crystalline product is reported to form
without any side phases.

D.7.2 Synthesis approaches
The following synthetic routes were investigated after unknown NMR peaks were identified
in the "Impact of hydration on ion transport in Li2Sn2S5 · xH2O" project presented in
Chapter 7.

Li2S + 2 SnS2 −−→ Li2Sn2S5 SnS2 prepared from Sn + 2 S
(D.9)

Li2S + 2 SnS2 −−→ Li2Sn2S5 SnS2 from Johnson Matthey
(D.10)

2 Li + 2 Sn + 5 S −−→ Li2Sn2S5 (D.11)
Li2CO3 + 2 Sn + 5 S −−→ Li2Sn2S5 + "CO2" (D.12)

Li2CO3 + 2 SnS2 + S −−→ Li2Sn2S5 + "CO2" SnS2 prepared from Sn + 2 S
(D.13)

For reactions D.9, D.10, D.12, and D.13, the powdered starting materials were mixed
in a mortar until a visually homogeneous mixture was obtained. For D.11, a homogeneous
Sn/S was prepared in the same way as for the other reactions and then metallic Li
was added to the mixture. The reaction mixtures were transferred to glassy carbon
crucibles and sealed under vacuum in fused silica ampoules. The ampoules were heated
in a round tube furnace to 700 °C at a heating rate of 120 K/min. The ampoules were



250
D. Impact of hydration on ion transport in

Li2Sn2S5·xH2O

heat treated for 24 h (D.10), 48 h (D.9), or 72 h (D.11, D.12, D.13) and then cooled to
room temperature at a rate of 120 K/min (D.9, D.10), or 180 K/min (D.11, D.12, D.13).
The heating and cooling rates as well as the synthesis temperature are in accordance
with the literature (120 K/min heating, 700 °C dwelling for 72 h, 180 K/min cooling)..5
Previous synthesis experiments have shown that for the reaction D.9 the dwelling time
can be reduced to 24 h, which is also confirmed by NMR and PXRD of the synthesis
product of D.9 and D.10. After cooling, the ampoules were opened in an argon-filled
glovebox and the reaction product was ground to a fine powder in a mortar. Significant
depressurization was observed when the ampoules of D.12 and D.13 were opened, while
the other ampoules remained evacuated after heat treatment, indicating gas evolution
during heat treatment of approach D.12 andD.13.

Holzmann et al. synthesized Li2Sn2S5 from commercial Li2S and SnS2. While Li2S was
still available from Alfa Aesar, Johnson Matthey ceased production of SnS2. Therefore,
and due to the small amount left from Johnson Matthey, for the project "Impact of
hydration on ion transport in Li2Sn2S5 · xH2O", SnS2 was prepared from the elements
and used as a precursor (see above). To compare commercially available (from Johnson
Matthey) and self-prepared SnS2, D.9 and D.10 reactions were performed.
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D.7.3 Characterization
Solid-state NMR

Figure D.18 presents 6Li and 119Sn solid-state MAS NMR spectra of the synthesis
approaches D.9, D.10, D.11, D.12, and D.13. The solid-state MAS NMR spectra of the
five investigated synthesis approaches can be roughly divided into two groups (1 + 2 + 3
and 4 + 5 in Figure D.18).
The reactions D.9 (1), D.10 (2), and D.11 (3) yield similar 6Li and 119Sn spectra, differing
only in the amount of Li2SnS3 side phase (purple peaks) and unknown phase (turquoise
peak). The 6Li and 119Sn peaks assigned to Li2Sn2S5 are nearly identical in terms of their
chemical shift, peak broadening, and peak integrals.
The reactions D.12 (4) and D.13 (5) give different NMR spectra compared to group 1/2/3.
There, the unknown phase (turquoise peak) and the Li2SnS3 peaks5 are missing. However,
the 6Li peaks associated with Li2Sn2S55 are much more asymmetric and are best fitted
with a broader, downshifted shoulder peak. The 6Li peak at about 2.4 ppm could be
assigned to unreacted Li2S (2.4 ppm24), at least based on the chemical shift. For D.13,
at least two peaks at 0.25 ppm and −0.65ppm are observed in the 6Li spectrum. The
peak at 0.25 ppm can be assigned to Li2O2 or Li2CO3, but the literature on 6Li chemical
shifts for Li2O2 (−0.1 ppm,24 0 ppm,25 0.21 ppm,26 0.33 ppm27) and Li2CO3 (0.18 ppm,25
0.11 ppm27) does not allow a clear assignment. Given the low decomposition temperature
of 195 °C,28 it seems unlikely that Li2O2 would remain as a side phase after dwelling at
a reaction temperature of 700 °C for 72 h. The 6Li chemical shift of Li2O (2.8 ppm,24,25
2.9 ppm26,27) does not match any of the observed peaks. In the 119Sn spectra of the
D.12 and D.13 reactions, additional peaks (shown in black and red) are observed that
are not assigned to Li2Sn2S5. The (black shaded) peak at −759ppm could be assigned
to unreacted SnS2 (−764ppm29), stacking faults, or highly distorted SnS6 polyhedra in
Li2Sn2S5.5 The (red shaded) peak at about −795ppm remains undetermined because
the literature does not provide a suitable chemical shift for any literature known Sn(IV)
compound at −795ppm.
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Figure D.18: 6Li and 119Sn MAS-NMR spectra of Li2Sn2S5 samples prepared from
different starting materials. Reference chemical shifts of Li2S,24 Li2SnS3,5 and Li2Sn2S55
are depicted a dashed and dotted vertical lines. Peaks assigned to known phases are
color-coded or directly labeled.
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PXRD

Figure D.19 corresponds to the PXRD pattern of D.9, D.10, D.11, D.12, and D.13. As
with the solid-state NMR spectra, the PXRD pattern can be divided into two groups
based on similar reflection patterns. Reactions with Li2S or metallic Li as lithium source
(1 + 2 + 3) give a different pattern than reactions with Li2CO3 (4 + 5). While the first
group (1 + 2 + 3) shows a higher number of reflexes compared to the later group (4 + 5),
all approaches give more reflexes than from the published5 monoclinic Li2Sn2S5 structure.
A qualitative phase analysis by comparing the obtained pattern with the pattern of the
used starting materials or possible side phases did not give a clear agreement of the
additional peaks. Since Li2Sn2S5 is a layered material, stacking faults or turbostratic
disorder must be considered for the deviation of the reported and observed PXRD pattern.
Superstructure reflections could also contribute to the observed reflections.

Figure D.19: XRD pattern of Li2Sn2S5 samples prepared from different starting materials.
Reference Bragg peak positions of Li2Sn2S55 are depicted a vertical lines.



254
D. Impact of hydration on ion transport in

Li2Sn2S5·xH2O

Elemental analysis

Elemental analysis by inductively coupled plasma optical emission spectroscopy (ICP-
OES) was performed for all five reaction mixtures. The results are listed in table D.2.
The Li/Sn ratio of Li2Sn2S5 is ideally one, but all synthesis methods give higher Li/Sn
ratios. Possible explanations for this are: (i) weighting errors of the Li-containing starting
material, (ii) sublimation of volatile Sn-containing compounds during heat treatment, or
(iii) compositional flexibility of the underlying Li2S-SnS2 solid-solution. Since SnS2 can be
sublimed at the reaction temperature of 700 °C and the formation of small amounts of SnS2
single crystals is almost always observed at the top (colder) end of the ampoule, it stands
to reason that Sn escapes from the reaction crucible in the form of a volatile compound.
The synthesis approaches tested differ in the Li/Sn ratio. While the synthesis with Li2S
and SnS2 gives a Li/Sn ratio close to 1, all other tested reactions show much higher Li/Sn
ratios, which cannot be explained by the chosen starting materials alone, indicating a
compositional flexibility of the aimed product. Moreover, the reactions using Li2CO3 as
the starting material are contaminated with O- and C-containing compounds, as shown
by the elemental analysis. This supports the results of possible, but low contamination of
Li2CO3 observed in the solid-state NMR spectra of D.12 and D.13.

Table D.2: Results of ICP-OES measurements and O/C elemental analysis for different
Li2Sn2S5 synthesis approaches.

Reaction equation Li/Sn
ratio O / wt% C / wt%

Li2S + 2SnS2 −−→ Li2Sn2S5 1.018 — —
2Li + 2Sn + 5S −−→ Li2Sn2S5 1.103 — —
Li2CO3 + 2Sn + 5S −−→ Li2Sn2S5 + "CO2" 1.104 3, 45± 0, 11 0, 88± 0, 01
Li2CO3 + 2SnS2 + S −−→ Li2Sn2S5 + "CO2" 1.090 3, 30± 0, 05 0, 82± 0, 01

D.7.4 Conclusion
The published synthesis approaches as well as the reflections calculated from the published
crystal structure show some discrepancies with the results presented in this section. This
could be due to the influence of the experimenter or the different quality of the starting
material, ultimately leading to a different product. Although it was not possible to
reproduce the literature compound of Holzmann et al., this section has provided insight
into the difficult synthesis of Li2Sn2S5 by testing different approaches. For future projects
dealing with Li2Sn2S5, it is of utmost importance to further optimize the synthesis and
reduce the amount of side phases and even refine the structure, including stacking faults
and turbostratic disorder.30 The results presented in this section can serve as a starting
point for this and help to compare other synthesis approaches with those presented in
this work.
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E.1 Crystallite size of pristine Li7SiPS8
The primary particle size, i.e. the crystallite size, can be estimated from the peak
broadening observed in X-ray diffraction experiments. Peak broadening is affected by
the domain size and instrumental broadening (size broadening), as well as broadening by
lattice strain (defects). We measured powder X-ray diffraction (see Figure E.1) to compare
the Bragg peak broadening of the <50 µm and >50 µm PSD fractions. The peaks of the

Figure E.1: (a) XRD pattern of t-Li7SiPS8 for the <50 µm and >50 µm fractions measured
in Debye-Scherrer (capillary) geometry. (b) Zoomed-in XRD pattern.

<50 µm sample are slightly broader compared to the >50 µm sample, which is reflected
in the FWHM and integral breadth of the five selected single peaks shown in Figure E.1b.
According to the Scherrer equation, a lower FMHM or integral breadth translates to a
larger crystallite size. However, one needs to account for instrumental broadening, which
for the used lab diffractometer (STOE StadiP) is almost on the same order as the FWHM
or integral breadth of the t-Li7SiPS8 sample. As a reference for instrumental broadening, a
Si standard (NIST 640d) was measured using the same instrument parameters. Although,
a precise domain size determination by XRD is not feasible, the slightly larger FWHM
of the <50 µm sample indicates slightly smaller domain sizes compared to the >50 µm
sample.
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E.2 Process of SEM image analysis using ImageJ

This section describes the workflow for analyzing gray-scale images acquired using scanning
electron microscopy (SEM). SEM images can contain different information depending
on the type of detector used to generate the image. While secondary electron (SE)
detectors provide topographic information, back-scattered electron (BSE) detectors resolve
compositional details by displaying heavier atoms brighter than lighter elements. Since
the subject of this study, the solid electrolyte t-Li7SiPS8, is homogeneous in composition,
SE images were used to analyze particle morphology and size distribution. However, for
composites such as catholytes—a mixture of solid electrolyte, cathode active material,
binder, and conductive additive—BSE images can help distinguish between the individual
components of the mixture. Combining the analysis of SE and BSE images can improve
segmentation.

The flowchart of the analysis of SEM images to determine the particle size distribution
and morphology parameters is shown in Figure E.2. In the following, important parts
of the process and possible sources of error are described in more detail. These mainly
concern the decisions that the user must make and depend on the user’s experience.
Since SEM images consist of individual pixels, each with a gray-scale value, the intensity
of the pixel, such as brightness, can be used to determine whether a pixel belongs
to the foreground or the background. For this method, the background should have
a homogeneous gray value without artifacts, such as individual "high spots" (bright
pixels/noise) or "shadows". Overexposure of the background can be corrected by applying
a filter, such as a Gaussian blur, to the image (see Figure E.3b). While this process
smooths the image and reduces noise, it has the disadvantage of losing detail and blurring
the boundaries between the background and particles. Therefore, the user should be
careful in this processing step and try different smoothing algorithms to find the best
one for the task. After preparing the image, a mask must be created to separate the
background from the region of interest (ROI) by choosing an appropriate threshold (see
Figure E.3c). Here, only the ROI is analyzed while the background is ignored. For
the analysis of particles, they must be separated. This can be done either by physical
separation before image acquisition or by image processing. Although we finely dispersed
t-Li7SiPS8 powder on the SEM sample holder, we visually observed larger agglomerates
of touching particles. To digitally separate the agglomerates, the distance-transformed
watershed algorithm was used as part of the MorphoLibJ1 plugin. This algorithm is a
combination of Euclidean distance map and watershed segmentation that together results
in good segmentation without oversegmentation of particles. The segmented particles
are separated by either a 4-fold (pixels sharing an edge) or 8-fold (pixels sharing an edge
or vertex) connected line. The type of connection can affect the roundness of objects,
especially for smaller objects. It can also be a source of error for later analysis, as some
algorithms interpret diagonally (8-fold connectivity) separated particles as not separated.
Once the agglomerates are resolved and the remaining holes are filled, the ROI can be
analyzed (see Figure E.3d). Several particle counting and particle morphology algorithms
are available either as a built-in function or as part of a ImageJ plugin. For this study, the
plugin morphology by G. Landini2 and the built-in particle analysis tool of ImageJ were
used. After analyzing the ROI, the overlaid gray-scale mask that distinguishes individual
particles can be converted to a randomly colored mask (see Figure E.3e), which can be
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Figure E.2: Flowchart of particle size and morphology analysis used in this study.
Processes are displayed as rectangular boxes, decisions as diamond boxes.

used to create false-color SEM images (see Figure E.3f), as shown in this paper.
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Figure E.3: (a) Original SEM image, (b) after applying Gaussian blur filter, (c) binary
mask after thresholding. Black and white parts denote the background and ROI. (d)
Separated particles after applying distance transform watershed algorithm, (e) Colored
mask showing the individual particles, and (f) False-color SEM image by merging (a) and
(e).
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E.3 Particle size distribution of t-Li7SiPS8
Figure E.4a-c and E.5a-e show SEM images with a false-color overlay used to analyze
the particle sizes and shapes of the two screened size fractions. The PSD, as shown in
this work, is truncated at smaller particle sizes, as a consequence of the chosen image
magnification. This effect is more pronounced for the >50 µm sample, because a lower
SEM image magnification was needed for this sample in order to have good count statistics
while still resolving small particles compared to the respective largest ones.

Figure E.4: (a)–(c) False-color SEM images of < 50 µm t-Li7SiPS8 particles. A total
number of 3475 particles were measured.

Figure E.5: (a)–(e) False-color SEM images of > 50 µm t-Li7SiPS8 particles. (f) SEM
image of a t-Li7SiPS8 particle showing the rough surface morphology observed on large
particles. A total number of 5118 particles were measured.

In addition to the number-based particle size distribution measured by SEM image
analysis, we used sedimentation analysis in a centrifugal field (LUMiSizer, LUM GmbH)
to measure the volume-based PSD of t-Li7SiPS8. For this purpose, some powder was
dispersed in a solution of p-xylene and 4.5 wt.% HNBR, the latter being added to adjust
the viscosity. During centrifuging with increasing speed from 300 to 4000 rpm, the samples
were illuminated with an 870 nm laser beam. The PSD could be calculated from the
measured sedimentation velocity distribution based on known material properties such as
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viscosity and density. The PSD from sedimentation analysis (LumiSizer) and SEM image
analysis is shown in Figure E.6.

Figure E.6: Cumulative volume percent as a function of particle size for the <50 µm
sieving fraction of t-Li7SiPS8. The distribution curve for the SEM image analysis is
calculated from the number-based distribution of Feret diameters.

The particle size parameters D10, D50, and D90, given in table E.1 and E.2, describe
the particle size (Feret diameter) at which 10%, 50%, and 90% of the volume- and
number-based size distribution are smaller than the given value.

Table E.1: Volume based size distribution parameters for t-Li7SiPS8 particle size fractions
obtained by sieving. The volume based distribution was calculated from the Feret
diameter.

Parameter <50 µm >50 µm
D10 / µm 17 89
D50 / µm 35 138
D90 / µm 60 240

Table E.2: Number based size distribution parameters for t-Li7SiPS8 particle size fractions
obtained by sieving.

Parameter <50 µm >50 µm
D10 / µm 3 9
D50 / µm 11 17
D90 / µm 27 98
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Morphology of t-Li7SiPS8 particles

Parameters describing the (2D) shape of a particle must meet certain criteria.3 Based
on these criteria, many shape descriptors have been proposed and used by researchers
in different research areas. In this study, we have used some of the most popular shape
descriptors, namely convexity, sphericity, circularity, and solidity. The dimensional and
derived dimensionless parameters extracted from SEM image analysis using ImageJ are
shown in Table E.3 and Table E.4, respectively.

Figure E.7a shows the particle shape parameters convexity, solidity, and sphericity in a
2D scatter plot for the <50 µm particle size fraction. Most particles have quite high values
of convexity and solidity, but sphericity is quite low. While sphericity correlates negatively
with bumps (small inscribed circle) and positively with spikes (large circumscribed circle),
solidity and convexity are more robust to star-like patterns. The 2D representations of
four different particles shown in Figure E.7 help to understand the concepts of convexity,
solidity, and sphericity. Convexity is sensitive to the outline because it is the ratio between
the perimeter of the shape and the perimeter of the smallest enclosing polygon (convex
hull). It is 1 for shapes such as rectangles, spheres, or triangles, while it is close to 0
for stars. Solidity, on the other hand, is sensitive to area, as it is the ratio between the
particle area and the area of the convex hull. A comparison of particles 1 and 2 from
Figure E.7a shows that the two dents in particle 1 caused by the elongated part result
in lower solidity, while the convexity in 1 and 2 is almost identical. When the outline
of the particle is more irregular and thus the circumference is longer, as in particle 3,
the convexity is lower compared to particles with regular outline like 1. In this case,
the solidity is not strongly affected by the irregularity in the particle outline. Particle
2 has a higher sphericity than particles 1, 3 and 4. Since sphericity describes the ratio
between the radii of the inscribed and circumscribed circles, dents, grooves, or peaks
directly affect these circles and thus reduces sphericity. Therefore, sphericity is a good
measure of how close a 2D object is to a circle. From Figure E.7a, it can be seen that
t-Li7SiPS8 particles with higher convexity and solidity also have higher sphericity values,
with the latter correlating more strongly with solidity than with convexity.

The corresponding figure for the >50 µm particle size fraction is shown in Figure E.8.
It is evident, that the larger PSD sample also shows a broader distribution of convexity
and solidity values, with values as low as 0.6 for convexity and 0.5 for solidity. However,
the majority of particles have convexity and solidity values close to unity. The sphericity
only shows a clear correlation with solidity but not with convexity. This trend was not
observed as pronounced for the smaller PSD sample. Additionally, more particles have
low sphericity as in the smaller PSD sample.

Since particle shape analysis is based on 2D representations consisting of pixels, the
size of the particles, expressed here as the Feret diameter, can affect the calculation of
dimensional parameters such as area and perimeter. Generally, smaller particles are more
prone to artifacts because they appear “blockier” than they are. Higher magnification
can mitigate this problem, but at the cost of increasing surface roughness artifacts and
generally lower count statistics (see section above). Here, Feret diameter correlates
negatively with convexity, a parameter sensitive to circumference (see Figure E.7b).
Smaller particles have lower resolution of their respective roughness and therefore tend to
have higher convexity. However, this artifact is less pronounced for solidity. Nevertheless,
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Figure E.7: 2D scatterplot of particle shape, convexity and solidity, with respective
marginal histograms to show the data marker density. The associated sphericity (a)
and Feret diameter (b) is represented by a color code as the marker infill color. 2D-
representations of four particles are depicted as filled outlines. The data was measured
on the <50 µm sieving fraction.

Figure E.8: 2D scatterplot of particle shape, convexity and solidity, with respective
marginal histograms to show the data marker density. The associated sphericity (a)
and Feret diameter (b) is represented by a color code as the marker infill color. 2D-
representations of four particles are depicted as filled outlines. The data was measured
on the >50 µm sieving fraction.

when analyzing particle size and shape, the magnification and resolution of the image are
of great importance to the quality of the analysis. Therefore, the user should be aware
of this effect and check the robustness of the morphology parameters to resolution and
magnification.
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Table E.3: Dimensional parameters from SEM image analysis using the Morphology2
plugin particles8 for ImageJ.

Parameter Symbol Unit Short description

Area A px2 Object’s area defined by outline

Perimeter p px Calculated from the boundary pixel’s centers

Feret DFeret px Maximal distance of two parallel tangents
(caliper diameter)

Breadth DBreadth px Largest diameter perpendicular to Feret

Circumscribed circle Rmax px radius of the circumscribing circle

Inscribed circle Rmin px radius of the inscribing circle

Convex hull phull px Perimeter calculated from the convex hull
pixel’s centers

Convex area Ahull px2 Area defined by convex hull outline
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Table E.4: Dimensionless parameters4 from SEM image analysis using the Morphology2
plugin particles8 for ImageJ.

Parameter Formula Comment

Aspect Ratio (AR) DFeret

DBreadth
A simple measure of elongation. Not varying with
surface irregularities.

Circularity 4πA
p2 Synonymous to form factor. Varies with surface

irregularities.

Solidity A

Ahull
Measure of how dense an object is. Objects with
holes or a highly irregular boundary appear to have
a low solidity.

Convexity phull
p

Relative amount that an object differs from a concave
object. Measure of how irregular an object is.

Sphericity Rmin

Rmax
Measure of the degree to which an object approaches
a circle. Equal to unity for a circle and close to zero
for extreme star-like shapes.

Compactness

√
4
πA

DFeret
Ratio of an object’s area to the area of a circle of
the same perimeter. Elliptical objects or those with
irregular boundaries have a low compactness.



268 E. Pressure and particle size effect on t-Li7SiPS8

E.4 Pellet densification of t-Li7SiPS8

Figure E.9: (a) Schematic Heckel plot with the 4 distinctive regimes dominated by particle
rearrangement (I), particle plastic deformation (II), compact elastic deformation (III),
and compact elastic recovery (IV). The orange, dotted line represents the linear regime
of the Heckel plot. (b) Scheme of irreversible plastic deformation by shifting along a
(lattice) plane. (c) Scheme of reversible elastic deformation by compressing the unit cell.
(d) Heckel plots of < 50 µm (orange) and > 50 µm (blue) t-Li7SiPS8 samples. Hollow and
filled data markers represent “out of die” and “in die” data, respectively. “Out of die”
data was extracted from stack (constant) pressure experiments at 10 MPa, “in die” data
was extracted at pelletizing (variable) pressure.

If the compaction of a granular powder exhibits rearrangement and/or fragmentation
of the particles, a deviation from the linear Heckel plot can be observed, as indicated
in region (I) in Figure E.9a. The models of Cooper and Eaton,5 and Wünsch6 et al.
attempt to provide a two-term model, including the initial (low pressure) regime of
particle rearrangement/fragmentation, as well as the solid compressibility of the compact.

Comment on pellet recovery

Upon pressure release, the cracks, observed in E.10, may be introduced, which could
increase the tortuosity for ion conduction. In the process of pellet recovery, we have
experienced that the mechanical stability of the sample is sensitive to the previously
applied pressure. Since the die limits the expansion of the pellet in the axial direction,
it is likely that some stress builds up on the walls of the die as the pressure is released.
To press the pellet out of the mold, the friction between the die wall and the pellet
must be overcome. The stress on the walls can increase the friction, possibly leading to
mechanical failure of the pellet when it is released from the die. The abrupt movement
of the press bars resulted in the breaking of the pellet edges at best, but most often
the pellet broke into many pieces. Taking the pellet out more slowly helped solve this
problem in some cases. Notably, we observed that for some solid ion conductors (other
than thiophosphates) a lower compaction pressure yielded a more stable pellet, while
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higher pressures led to mechanical failure of the pellet during recovery from the die. This
might be caused by a large elastic recovery of some materials building up internal stress.

Figure E.10: SEM images of t-Li7SiPS8. (a) Broken cross-section of the pellet, (b) surface
of the pellet, (c) broken cross-section close to the pellet’s surface and (d) in the middle of
the pellet.
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Nyquist plots

Figure E.11: Nyquist plots of t-Li7SiPS8 at low (a) and high (b) pelleting pressures. The
circle and triangle data markers represent the < 50 and > 50 µm particle size fractions,
while the fill color represents the pelleting pressure.

Derivation of activation volume

Similar to the effect of temperature on diffusion, which is a temperature-activated process
following an Arrhenius law, thermodynamic laws allow the definition of an activation
volume ∆V . Here, we briefly review the thermodynamics of ion diffusion and the definition
of the activation volume. The ionic conductivity of solids can be described as a thermally
activated process following an Arrhenius behavior:

σT = σ0e
−∆G
kBT (E.1)

During diffusion, mobile ions must overcome the Gibbs free energy ∆G to jump from
one lattice site to an adjacent one. Solving equation (E.1) for ∆G and assuming a closed
system with the number of particles N of chemical potential i (Ni = const.) at a constant
temperature (T = const.), we obtain:

∆G = kBT (ln(σ0)T,Ni − ln(σ)T,Ni) . (E.2)

Equation (E.1) includes the pre-exponential factor σ0, that is defined as:

σ0 = gnq2r2ν0

kB
, (E.3)

with g, n, q, r, and ν0 being a geometrical factor, the number of charge carriers per unit
volume, the charge (e.g. for Li+ q = 1), the "jump" distance between two neighboring
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sites, and the attempt frequency, respectively.
Assuming z, n, and q to not change with pressure, equation (E.2) can be written as:

∆G = kBT (ln(r)T,Ni + ln(ν0)T,Ni − ln(σ)T,Ni) (E.4)

It follows, that the Gibbs free energy ∆G depends on the jump distance, the attempt
frequency and the conductivity. The partial derivative of ∆G with pressure is defined as
the activation volume ∆V : (

∂∆G
∂p

)
T,Ni

= ∆V (E.5)

Combining equation (E.2) and (E.5) gives:

∆V = kBT

((
∂ ln(σ0)
∂p

)
T,Ni

−
(
∂ ln(σ)
∂p

)
T,Ni

)
(E.6)

While the variation of conductivity with pressure is readily available through experimen-
tation, it is much more difficult to obtain information on the pressure variance of the
jump distance and attempt frequency that contribute to the pre-exponential factor. Some
approximations and simplifications can be found in the literature. In a cubic crystal
system, for example, this correction term can be estimated by the compressibility β and
the Grüneisen constant γ:7–10

∆V = kBT

(
β

(
γ − 2

3

)
−
(
∂ ln(σ)
∂p

)
T,Ni

)
(E.7)



272 E. Pressure and particle size effect on t-Li7SiPS8

31P-NMR of pristine and pressed t-Li7SiPS8

Figure E.12: (a) 31P MAS NMR spectra of pristine and pressed t-Li7SiPS8 of different
particle size fractions. Peaks attributed to crystalline t-Li7SiPS8 and to the amorphous
side phase are depicted in orange and blue, respectively. The fit is displayed as an orange,
dashed line. The measured data is depicted as a dark gray line. (b) Full width half
maximum (FWHM) of 31P MAS NMR t-Li7SiPS8 peaks.
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Discrete element method simulation

Figure E.13: Contact surface as a function of the pelletizing pressure.

In the DEM simulation the compaction of perfect spheres attributed with friction
effects, form the pellet. The solid electrolyte powder, however, consists of particles
that are far from spherical. They rather have various morphological features, such as
holes, jags, dips, and bulges, which contribute to surface roughness (see for example
Figure E.7). This can increase friction by causing the particles to coalesce into larger
agglomerates that require higher stress to break up. Additionally, surface roughness can
introduce current constriction effects11–13 at the inter-particle contacts, especially, when
the particles are not allowed to connect at low pressure. Fleig has shown that a larger
number of inter-particle contact spots give rise to a smaller current constriction effect and
thus a smaller grain-boundary resistance.11 At a higher compression stage, the number of
contact surface increases, as shown in Figure E.13.
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E.5 Methods
E.5.1 Synthesis and sample preparation
Tetragonal Li7SiPS8 (t-Li7SiPS8) was prepared from a stoichiometric mixture of Li2S
(Sigma Aldirch, 99.98%), red phosphorus (Merck, 99%) and sulfur (sublimed). An excess
of 5 wt% sulfur was added to the mixture to ensure an oxidizing reaction atmosphere
during the synthesis. The starting mixture (10 g) was ball-milled using a Retsch PM 200
ball mill with 50 mL ZrO2 jar and 10 ZrO2 balls of 10 mm diameter. The ball mill was
programmed to mill for 24 h at 500 rpm, with 5 min milling and 1 min cooling down pause.
The homogenized mixture was placed in glassy carbon crucibles and subsequently sealed
in quartz glass ampules under vacuum. The ampules were transferred to a tube furnace
and heated to 525 °C at a rate of 50 K min−1, annealed for 100 h, and naturally cooled
down by switching of the furnace. The crystalline powder is pale-yellow colored and
sensitive to moisture. The samples and cells were thus prepared and stored in an Argon
filled glovebox ((p(O2)/p < 5 ppm, p(H2O)/p < 5 ppm). Pristine t-Li7SiPS8 powder was
sieved using a 50 µm mesh size sieve to yield particle fraction, one with particle sized
smaller than 50 µm and one with particles larger than 50 µm. The sieve was placed on a
vortex mixer to facilitate the powder sieving by vibration. This was done until visually
no more powder accumulated at the bottom of the sieving pan. The powder that passed
the 50 µm mesh size sieve is denoted the < 50 µm fraction, while powder that remained in
the sieve after the sieving process is denoted the > 50 µm fraction. Although the > 50 µm
fraction has a greater number of particles below 50 µm, the volume of the sample is
dominated by particles larger than 50 µm.

E.5.2 Scanning electron microscopy
Scanning electron microscopy images were taken with a Vega TS 5130 MM microscope
(equipped with an Oxford X-MaxN 20 (SDD) detector) or a TESCAN VEGA4 LMU
microscope. The samples were prepared by scattering little amounts of t-Li7SiPS8 powder
on a sticky carbon tape. Images were taken of areas at which individual particles were
evenly spread out to ensure better image analysis. The particles were analyzed using
the software ImageJ 14 and the plugins MorphoLibJ 1 and Morphology2 by G. Landini. A
more detailed description of the particle segmentation and size analysis can be found in
the electronic supporting information (see above).

E.5.3 Gas pycnometer
The true density of t-Li7SiPS8 was measured with a micromeritics AccuPyc II 1340 gas
pycnometer using Helium gas. A weighed amount of t-Li7SiPS8 powder was placed in
an aluminum crucible and subsequently transferred to the gas pycnometer. The analysis
chamber was purged 10 times with Helium prior to the measurement. The accessible
analysis chamber volume was measured 10 times (10 s of equilibration time) per sample
and the mean density of the sample was calculated from the volume displacement and
the sample weight. An average of four samples was used as the reference density for the
calculation of relative pellet density. The density of t-Li7SiPS8 powder was measured
to be 2.008(6) g cm−3, while the reported crystallographic density is 1.923(9) g cm−3.15
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The experimentally determined density is by 4.4% larger that the reported one. This
difference is small and might originate from measurement and weighting uncertainties.

E.5.4 Nuclear magnetic resonance
31P solid-state NMR measurements were performed on a Bruker Avance-III wide bore
spectrometer in a magnetic field of 9.4 T. The powder sample was loaded into a pyrex
MAS insert (Wilmad Glass, product # DWGSK2576-1), flame sealed and subsequently
transferred into a 4mm ZrO2 rotor. The 31P spectra (Larmor frequency 161.9MHz) were
recorded using a Bruker BL4 MAS probe at a spinning speed of 10 kHz. A simple Bloch
Decay excitation scheme with a total of 512–4096 accumulations in each experiment was
used. The relaxation delay was chosen long enough to allow for complete relaxation of
the magnetization and to ensure a quantitative measurement. The spectra are referenced
against the external signal of 85%H3PO4

16 and were fitted using the Dmfit17 software.

E.5.5 Variable pressure measurements
For the variable pressure measurements, CompreCell cells (rhd instruments) were used.
The cells are comprised of an electrically insulating Al2O3 cylinder in a stainless steel liner.
Hard metal pistons of 6 mm diameter apply the uniaxial force onto the sample, while also
serving as the electrodes. The cell was loaded with 50 mg of sieved t-Li7SiPS8 powder. A
double O-ring design ensures an air-tight seal for inert atmosphere conditions during the
experiments. The cell was inserted into a CompreDrive press (rhd instruments) and
connected to a potentiostat in a two-electrode configuration. The CompreDrive system
allows for constantly monitoring the applied force and actively controlling the pressure.
The information about the motor position can be used to calculate the displacement of
the hard metal piston at each pressure step and thus the pellet thickness. A reference run
without sample was performed prior to the compaction experiment to later subtract the
influence of setup deformation during the high pressure experiment. The temperature was
controlled using a Julabo Presto A40 thermostat connected to heating/cooling mantle
housing the cell.

E.5.6 Electrochemical impedance measurements
Prior to measuring the electrochemical impedance of t-Li7SiPS8, the potentiostat was
calibrated using a load-short (100 Ω-shorted cell) calibration. The impedance spectra
were recorded at 25 °C in a frequency range of 1 MHz to 100 Hz and with an applied
voltage of VRMS = 10 mV. The spectra interpretation was performed using the rhd
instruments software package RelaxIS 3. Kramers-Kronig relation tests were performed
prior to fitting to check for the reliability of the measured data. All data points were
proportionally weighted during the fitting process to an equivalent circuit. The spectra
were mostly fitted in the frequency range of 1 MHz to 1 kHz, however, depending on the
pressure, adjustments had to be made to avoid unmeaningful fits. Error bars originate
from error propagation calculated from uncertainties in pellet thickness and fitting error.
The spectra were fitted using an equivalent circuit composed of a resistor in series with a
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constant phase element, accounting for the ionic resistance and the polarization spike at
lower frequencies.

E.5.7 DEM and FV Simulation
As already discussed in the introduction, we expect the mesostructural compaction of
the powder to be the dominant effect in the low pressure regime. The discrete element
method (DEM) is a common tool to model such effects as it enables to incorporate
the crucial phenomena of powder compaction, i.e. the particle-particle and particle-wall
interactions. Thus, we decided to employ DEM simulations to verify the hypothesis that
powder compaction is indeed the dominant effect in this pressure regime.

The applied model is based on our previous work in the field of additive manufac-
turing.18,19 It is premised on the DEM, as proposed by Cundall and Strack,20 where
the particles are described as rigid spheres. Therefore, the kinematics of each particle
are completely described by the position vector of the center of gravity rG as well as
the angular velocity vector ω. To mathematically describe the position and rotation we
incorporate the balance of linear and angular momentum of an individual particle i:

(mr̈G)i = mig +
∑
j

(
f ijCN + f ijCT

)
, (E.8)

(IGω̇)i =
∑
j

(
rijCG × f ijCT

)
, (E.9)

where the particle mass is defined as m = 4/3πr3ρ, and the moment of inertia with
respect to the center of gravity of the particle is denoted by IG = 0.4mr2. Additionally, g
represents the gravitational acceleration, f ijCN, and f ijCT symbolize the interaction forces of
particles i and j in normal, and tangential direction, respectively. Finally, the vector from
the centroid of particle i to the contact point with particle j is delineated as rijCG = rijC−riG.
Additionally, we need to define the contact laws to model the interaction between particles.

Figure E.14: Sketches of normal as well as tangential contact laws applied to the particle
pair i, j. (a) Schematic of the spring-dashpot model applied as normal contact law. (b)
Schematic of Coulomb’s law of friction applied as tangential contact law.
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Figure E.14 shows sketches of the applied contact laws in both normal and tangential
directions. In normal direction a typical spring-dashpot model is employed:

f ijCN =
{

min (0, kNgN + dNġN) n, gN ≤ 0
0, gN > 0,

(E.10)

with the normal gap between the contacting particles gN = ||rjG−riG||−
(
rj + ri

)
and the

corresponding unit normal vector n =
(

rjG − riG

)
/||rjG − riG||.21,22 The case distinction

in (E.10) ensures that contact forces are only applied if a pair of particles i, j is in
contact (gN ≤ 0). Furthermore, kN denotes the elastic normal contact stiffness and dN
the damping constant in normal direction. The latter calculates as:

dN = 2 |ln (cCOR)|
√

kNmeff

ln (cCOR)2 + π2
, (E.11)

where cCOR represents the coefficient of restitution and meff = mimj/
(
mi +mj

)
denotes

an effective mass of the contacting particle pair.
Finally, the tangential contact law is based on Coulomb’s law of friction:

f ijCT =
{

min
(
µ||f ijCN||, ||kTgT + dTġT||

)
tT, gN ≤ 0

0, gN > 0,
(E.12)

with the friction coefficient µ as well as the constants for tangential contact dT = dN and
kT = (1− ν)/(1− 0.5ν)kN using Poisson’s ratio ν. Moreover, the time derivative of the
tangential gap vector is defined as:

ġT =
(
I − n⊗ nT

) (
viG − vjG

)
+ ωi × rijCG − ω

j × rjiCG, (E.13)

where I denotes the identity tensor. Please note that the tangential gap vector gT is not
uniquely defined by the geometric configuration. Instead, it is computed by numerical
integration of (E.13). Furthermore, the unit tangent vector tT is calculated as:

tT = − kTgT + dTġT
||kTgT + dTġT||

. (E.14)

The parameters listed in E.5 have been used to perform the DEM simulations.
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Based on the results from the DEM-simulations, finite volume (FV) simulations were
conducted on the particle microstructures to determine the effective ionic conductivities of
the compressed electrolyte pellets. First, from the known particle positions and diameters
in the compressed samples, voxel-based microstructures with a voxel size of 1 µm were
generated. Then, the simulation environment BEST (Battery and Electrochemistry
Simulation Tool)27,28 was used to calculate the effective conductivity of the pellets by
simulating the steady state current j for an applied voltage difference of U = 1 V.
Essentially solving the Poisson equation for the electrolyte phase allows to evaluate the
mean current density at the boundary of the computational domain. For an electrolyte
pellet with the thickness li, the effective conductivity can be calculated according to
equation (E.15):

σeff,i = li ·
j

U
(E.15)

To allow for a comparison of calculated and measured conductivities, the calculated
conductivities were normalized to the maximum value σeff,max.
In order to consider the atomistic effect of the activation volume, the bulk conductivity
of the electrolyte was reduced with increasing pressure. For each pressure level pi
corresponding to a certain pellet thickness, the bulk conductivity σi can be calculated
from a reference state according to equation (E.16), which was derived from the simplified
expression of the activation volume (equation (8.3) in Chapter 8). However, due to the
normalization of the simulated conductivities, the values in Figure 8.6b in Chapter 8 do
not depend on the assumed bulk conductivity but only on the geometric properties of the
pellet microstructure.

σi = e
lnσref− ∆V

kBT
(pi−pref) (E.16)

In the FV-simulations the electrolyte material was treated as a homogeneous phase
without any additional grain boundary resistances between individual particles.
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E.5.8 DFT and AIMD Simulations
Density functional theory (DFT) and ab initio molecular dynamics (AIMD) simulations
have been performed using the The Vienna Ab initio Simulation Package (VASP).29–32
The PBE exchange-correlation functional33 and projector augmented wave pseudopoten-
tials34,35 as shipped with VASP have been used. Total energy calculations and structural
relaxations were performed with a k-spacing of 0.25Å−1 and an energy cutoff of the plane-
wave basis set of 600 eV until the electronic structure and forces were converged within
10 · 10−6 eV and 0.01 eVÅ−1, respectively. For the determination of elastic constants,
the cutoff energy was increased to 900 eV. Ab initio molecular dynamics simulations
were performed in the NVT ensemble using the default cutoff energy of 499 eV, only
including the gamma-point, with time steps of 1 fs, and using the Nosé-Hoover thermostat.
Based on the slope of the mean-squared-displacements (MSD) of Li ions, tracer diffusion
coefficients D have been determined.
2×2×1 supercells (12 formula units) of t-Li7SiPS8 have been used in all simulations and
the supercell program36 was utilized to first occupy the shared Si/P sites, from which
seven explicit arrangements were considered (see Figure E.15). Next, Li was distributed
among its partially occupied sites in several steps and the structure with the lowest
electrostatic energy was used as basis for the next step. After merging pairs of Li1-Li1
sites (fully occupied), the supercell program was used to occupy 87.5% and 62.5% of the
Li2 and Li4 sites simultaneously. Finally, 87.5% of the Li3 sites were occupied.

Structural models for DFT/AIMD simulations

Molecular dynamics simulation

For LGPS, the structural archetype to t-Li7SiPS8, AIMD37 and single crystal impedance
spectroscopy38 hint for a weak anisotopic conductivity, while PFG-NMR points more to
isotropic ion conduction. Based on the reported crystal structure15 (see Figure 8.4a),
we have calculated an activation barrier based on the bond valence sum approach39–41
of 0.22 eV for 1D ion migration along the c direction and 0.28 eV for 3D migration.
Additionally, we performed AIMD simulations of several explicit arrangements of the
PS 3–

4 /SiS 4–
4 anions to calculate tracer diffusion coefficients of lithium via an analysis

of the MSD. The diffusivity of lithium along c is on average four times higher than in
the a/b direction (see Figure E.17). This finding agrees well with the four times higher
conductivity in [001] direction compared to [110] measured with single crystal impedance
spectroscopy.38 This anisotropy is also reflected in a higher activation barrier of about
155 meV in the a/b, compared to 127(13) meV in the c direction (see Figure E.18). The
activation barrier derived from the total MSD amounts to 136(13) meV, fitting to the
trend of the bond valence sum results. The AIMD activation barriers are lower than
measured barriers in other sulfide solid electrolytes and we attribute this discrepancy
to the shortcomings of extracting activation barriers from AIMD simulations at high
temperatures.42 Moreover, the simulations represent the single crystal properties and do
not consider grain boundaries or (amorphous) side phases.



E.5 Methods 281

Figure E.15: Structural models of t-Li7SiPS8 that have been used for DFT and AIMD
simulations. For clarity, only PS 3–

4 (purple) and SiS 4–
4 (blue) tetrahedra are shown.

Planes have been added as a guide to the eyes and indicate layers that are occupied by
the same type of tetrahedra.
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Figure E.16: (a) Averaged total Mean squared displacement (MSD) of lithium from
AIMD simulations at different temperatures, in comparison to the individual spatial
contributions of the (b) z, (c) x, and (d) y directions. The x, y, and z directions align
with the crystallographic a, b, and c direction.

Figure E.17: Mean squared displacement (MSD) of lithium at MD simulation temperatures
of (a) 500 K, (b) 700 K, and (c) 900 K. The x, y, and z directions align with the
crystallographic a, b, and c direction.
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Figure E.18: Arrhenius plot of the total lithium tracer diffusion coefficient (diamond, light
gray), and its individual contributions along the crystallographic a, b and c directions.

Elastic properties

We calculated the volume-energy curves for the different structural models and fitted them
to the Birch-Murnaghan equation of state.43,44 An average bulk modulus of 22.8 GPa is
obtained. Additionally, the full elastic tensor of t-Li7SiPS8 was calculated (see Table E.6)
and a bulk modulus of 23.5 GPa within the Reuss-Voigt-Hill approach45 is obtained.
Comparable bulk moduli have been calculated for Li10MP2S12 (M =Si, Ge, Sn) and
Li6PS5X (X =Cl, Br, I) (see Table E.7).
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Table E.6: Averaged stiffness tensor Cij (all entries in GPa) of t-Li7SiPS8, obtained from
the stiffness tensors of four structural models of t-Li7SiPS8 with different PS 3–

4 /SiS 4–
4 ar-

rangements. With partially occupied sites, the space group of t-Li7SiPS8 is P42/nmc.15
Hence, the entries of Cij that are put in brackets are expected to vanish. The explicit
distribution of PS 3–

4 /SiS 4–
4 tetrahedra as well as the distribution of Li ions, however,

formally lower the symmetry of the structural models in almost all cases. As a result,
several entries in Cij become non-zero. These entries, however, are all below 1 GPa
and therefore negligibly low compared to the proper entries of a tetragonal system with
P42/nmc space group.

Cij =


38.5 26.4 13.5 (0.7) (−0.4) (0.2)
26.4 41.7 15.4 (−0.1) (−0.4) (0.3)
13.5 15.4 40.5 (0.9) (0.1) (−0.2)
(0.7) (−0.1) (0.9) 11.4 (0.3) (0.2)

(−0.4) (−0.4) (0.1) (0.3) 9.6 (0.7)
(0.2) (0.3) (−0.2) (0.2) (0.7) 17.8



Table E.7: Calculated bulk modulus (B), Young’s modulus (E), shear modulus (G),
Poisson’s ration (ν), and Pugh’s ratio (G/B) of selected argyrodite and LGPS-type
thiophosphate ion conductors based on the Reuss-Voigt-Hill approach. The values are
taken from the references in column Ref. †The value in brackets was obtained from fitting
energy-volume curves to the Birch-Murnaghan equation of state.

Compound B / GPa E / GPa G / GPa ν G/B Ref.

t-Li7SiPS8 23.5 (22.8)† 29.5 11.4 0.29 0.49 this
work

Li10GeP2S12 30.36 37.19 14.35 0.30 0.47 [46]
Li10GeP2S12 27.3 21.7 7.9 0.37 0.29 [47]
Li10SiP2S12 27.8 24.8 9.2 0.35 0.33 [47]
Li10SnP2S12 23.5 29.1 11.2 0.29 0.48 [47]
Li6PS5Cl 28.7 22.1 8.1 0.37 0.28 [47]
Li6PS5Br 29.0 25.3 9.3 0.35 0.32 [47]
Li6PS5I 29.9 30.0 11.3 0.33 0.38 [47]

E.5.9 Densities of pressed argyrodite pellets - a metadata analy-
sis

Although the importance of pellet density and preparation pressure is well known,
few studies have addressed the influence of these two factors on the conductivity of
thiophosphate-based solid electrolytes. Recently, Ohno and others published a laboratory
comparative study that included such metadata. However, they focused only on the effects
on ionic conductivity and activation energy. Figure E.19 shows the relative pellet densities
as a function of the pelletizing pressure. While intuition suggests higher pellet density
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Figure E.19: Relative density of pellets prepared from Li6.6P0.4Ge0.6PS5I, Li6PS5Cl,
Li6PS5Br0.75I0.25, Li6PS5Br0.25I0.75, and Li6PS5I at different pressures. The data was
extracted from the ESI of Ohno et al.48 The average density and the standard deviation
is shown as a horizontal dashed line and light orange region, respectively.

with pressure, the data presented in Figure E.19 do not show a positive trend in pellet
density with pelletizing pressure. In fact, pellet density fluctuates around an average
value of about 85%, with outliers > 100% (nonphysical value) and < 70%. This metadata
analysis indicates that applied pelletizing pressure is not an appropriate descriptor of the
achievable pellet density. However, for some materials used in the study by Ohno et. al.,
ionic conductivity shows a positive trend with increasing pellet density, while no such
trend is observed for pelletizing pressure.

Since the bulk (B) and elastic (E) modulus, as well as the G/B ratio of aryrodites,
such as Li6PS5Cl, and the t-Li7SiPS8 prototype, Li10GeP2S12, is comparable (see Table
E.7), we expect similar high pressure densification behavior of the two classes of materials.
Both materials meet Pugh’s criterion for a ductile material (B/G < 0.5),49 undergoing
plastic deformation rather than fragmentation under stress.
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