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Abstract

This work presents a robust Random-Phase-Approximation (RPA) method to compute ground
state energies not only for molecules but also for solids. A translation symmetry adapted
Hartree kernel under periodic boundary conditions is derived using Bloch functions of local,
atom-centered Gaussian-type basis functions and resolution of the identity (RI) factorization.
Long-range Coulomb sums are evaluated in direct space using an adapted fast continuous
multipole method (CFMM), which works for defined points in reciprocal space apart from Γ.
The computational cost of this method scales as O(N4log(N)) with system size N and as
O(N2

k ) with the number of sampled points k in reciprocal space Nk. Explicit treatment of 1D
and 2D periodic materials avoids the need of full 3D calculations for chains or films. This
method is implemented in the quantum chemistry package TURBOMOLE and adapts sparse
density matrix storage and pre-screening of shell pairs to achieve further speedup.

As an addendum to these results a parallel implementation of the periodic electrostatic po-
tential (ESP) is provided. This ESP implementation adopts the evaluation of the Coulomb
lattice sums from density fitting (DF) accelerated CFMM present in the RIPER Code in TUR-
BOMOLE. CPU parallelisation of the code yields a speedup of about 13 times for 16 cores
compared to single core calculations.

This main part is accompanied by studies on the triphenyl triazin thiazole covalent organic
framework (TTT-COF). COFs distinguish themselves from other polymers by their covalent
connectivity, porosity, and crystallinity. The challenge of COF synthesis is to both yield a
stable and a highly crystalline product with a minimum amount of structural defects. There-
fore, a two step process is established for the synthesis of the TTT-COF. First, the trihphenyl
triazine imine COF (TTI-COF) is formed via a thermodynamically reversible order inducing
step. Second, a post-synthetic topochemical conversion with elemental sulfur forms the aro-
matic sulfur rings of the TTT-COF. The TTT-COF exhibits enhanced chemical and electron
stability compared to its precursor, allowing for an in-depth structural study via transmission
electron microscopy (TEM). In particular, the TTT-COF displays one-dimensional defects,
such as edge dislocations and grain dislocations introduced during the TTT-COF formation.
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Introduction

In quantum chemistry, there are different approaches to determine the ground state energy of
molecular systems. One well-established method to do so is density functional theory (DFT),
which employs the electron density for this purpose [1–5]. In doing so, it deliberately differs
from Slater determinant based approaches such as Hartree-Fock, by substantially reducing
the complexity of a Slater determinant to that of a density. The Hohenberg-Kohn theorem
proves that the density functional of the (electronic) ground state energy of a given system
exists, however the form of the exact functional is unknown. With the emergence of the Kohn-
Sham (KS) approach, the electronic ground state energy could be approximated [1–5]. The
remaining electron exchange correlation energy of the system [6], however, require further
advanced approximations which gave rise to a wide variety of classes of density functionals,
which vary strongly in accuracy [1, 3–5].

For a long time, it was unclear how the error in electron correlation energy estimation could
be improved systematically besides functional approximations. The random phase approxi-
mation (RPA) offered a way to introduce such improvements in the estimation of the electron
correlation energy [1, 7]. Historically, RPA has a long tradition. It was first introduced in
the work of Bohm and Pines in the 1960s [8–10] and is one of the oldest non-perturbative
methods. RPA re-emerged in the 2000s with the work of Furche [11], who reformulated RPA
via the adiabatic-connection fluctuation dissipation theorem (ACFDT) by using the Bethe-
Salpeter equation. The ACFDT allows to express the electron correlation energy in terms of
the variables KS polarization propagator, Hartree kernel and dynamic frequency exchange ker-
nel [1, 7, 11–14]. By neglecting the exchange correlation kernel, RPA emerged as a zero-order
approximation to the exchange-correlation energy and is on the fifth rung of Jacob’s ladder
for DFT [1, 7]. RPA is parameter-free, non-perturbative, and contains long range dispersion
[15, 16]. Especially dispersion interactions prove difficult for many density functionals [17]
and may require extensive parametrization due to semiempirical corrections [18, 19]. Remark-
ably, RPA is both applicable to DFT and Hartree-Fock [7, 12, 14] and can be extended even
further [20].



2 1. Introduction

Overall, RPA offers the opportunity to improve the accuracy of the already well-established
DFT frameworks. Nevertheless, original calculations made by the formalism of Furche [11]
are restricted to molecular systems. Transferring this approach from molecular to periodic
systems is the next step. In order to do so, it comes naturally to apply already established DFT-
formalisms, such as Bloch functions [21], to RPA. In contrast to a plane wave basis function
approach, Bloch functions based on atom-centered local basis functions are used [22–28].
These Bloch functions allow for explicit treatment of any number of periodic directions in the
system and direct spatial screening of local interactions [22–28].

The aim of the present work was to enable the calculation of RPA ground state correlation
energy calculations for 1D (slabs), 2D (sheets), and 3D (crystals) periodic systems. To this
end, a periodic RPA scheme was newly developed by utilizing the Hartree kernel and the po-
larization propagator. The first step was to introduce Bloch functions (already known from
periodic DFT frameworks) to the periodic RPA formalism. The periodic Bloch functions were
expanded to local Gaussian-type basis functions from molecular basis sets. This not only al-
lowed for the explicit treatment of 1D and 2D systems in addition to 3D systems, but also
reduces the number of basis functions compared to plane waves. In doing so, lattice sums over
the complete crystal lattice were introduced, which, however, required additional treatment.
In the case of RPA electron correlation energy this resulted in a particular evaluation of the
two electron four center integrals in the Hartree kernel. Resolution of the identity (RI) for the
Coulomb metric (known as well from DFT frameworks) allowed to reduce the computational
cost of these integrals. Introducing standard Gaussian auxiliary basis functions, however, re-
sulted in divergent terms at the Γ-point. To overcome these obstacles, charge projection (CP)
[24] was used to eliminate the charged functions in the auxiliary basis set, which allowed for
convergent calculations of the lattice sums over the integrals. The resulting lattice sums were
evaluated using the continuous fast multipole method (CFMM) [24, 27, 29–35]. This method
consists of two parts, an iterative scheme for the evaluation of the infinite periodic part of the
lattice sum and a molecular part identical to molecular calculations. Taken together, the meth-
ods (Bloch functions, RI, CP, CFMM) allowed for an substantial speedup of the calculations
and an overall scaling of O(N4log(N)). Implementation was programmed in TURBOMOLE
using the existing periodic RI-DFT code RIPER as a basis. The paper I in chapter 3 details the
implementation of this molecular and solid state implementation of RI-RPA in TURBOMOLE.

Additionally to this main part a conversion process of an imine- into a thiazole-linked co-
valent organic framework (COF) is characterized in this work. The examined imine- and
thiazole-linked COFs consisted of 2D sheets stacked and kept in place by means of disper-
sion forces in the third dimension. The examined conversion enabled a novel insight into
the crystalline nature of the material, including but not limited to crystal defects between and
within the 2D sheets. The contribution to this work specifically consisted of 2D periodic DFT
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calculations as a basis for the calculation of non-periodic, molecular nuclear magnetic reso-
nance(NMR) shifts as shown in paper II, chapter 3.

Additional unpublished work is presented in part III, chapter 3.3. It introduces a scheme
for calculating the periodic electrostatic potential (ESP) for the periodic DFT code RIPER in
TURBOMOLE. The ESP can be considered as a fundamental part of quantum chemical calcu-
lations because it lays the foundation for solvation models [36, 37], may be used to align band
structures for 3D systems[38, 39], may help in predicting the stability of organic cations[40],
and may be used to derive atomic charges[41]. The ESP implementation described in chapter
3 employed CFMM to speed up the calculation.





2
Theory

2.1 Random Phase approximation

This chapter gives detailed insight of the derivation of the RPA following the adiabatic con-
nection (AC) fluctuation-dissipation (FD) formalism of Furche and Eshuis [11, 20, 42–49]
and is based upon the lecture notes of Burow [50] and standard textbooks [7, 12, 14]. This
section forms the basis for paper I and stresses the fact, that the RPA formalism holds both
for molecular orbitals and Bloch wave functions in the framework of density-functional the-
ory (see section 2.2). The derivation starts with the AC formalism for the electron correlation
energy leading to its exact expression in terms of excitation densities. The second part refor-
mulates the AC correlation energy in terms of density fluctuations. The third section introduces
the time-dependent linear response theory for the electron density followed by the derivation
of the FD theorem in section 4 and the ACFD correlation energy in section 5. The last part
concludes with the formula for the final RPA correlation energy.

2.1.1 Adiabatic connection

The idea behind the adiabatic connection is to avoid the calculation of the exact eigenstates of a
system by instead solving a simpler, i.e. in the context of electron correlation, non-interacting
system. Transition from the non-interacting to the fully interacting system is done by switching
on the additional interaction contributions. This is done infinitely slow or adiabatically. In
this section the adiabatic connection is used to derive an exact expression for the electron
correlation energy [7, 14, 47, 50]. We start with the Hamiltonian of the form

Ĥ = T̂ + V̂ext + V̂ee . (2.1)
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T̂ is the kinetic energy operator and V̂ee the electron-electron interaction operator. V̂ext is the
operator for the external potential. We now introduce the coupling strength factor λ and rewrite
equation 2.1 into the adiabatic Hamiltonian of the form [7, 47, 51–54]

Ĥ(λ) = T̂ + V̂
(λ)

ext + λV̂ee. (2.2)

λ can assume any value between 0 and 1. At these boundaries the Hamiltonian respectively
becomes the Hamiltonian for a system of non-interacting electrons λ = 0 or the fully inter-
acting system λ = 1. V̂ (λ)

ext is chosen such that the adiabatic condition for the corresponding
electron density ρ(λ)

ρ(λ)(x) = ρ(1)(x) = ρ0(x) (2.3)

is satisfied for every 0 ≤ λ ≤ 1. ρ0 is consequently the electron density of the fully interacting
system. x = (r, σ) denotes a combined space-spin coordinate with space r and spin σ. The
electronic ground state energy E0 of the fully interacting system

E0 = E
(1)
0 = E

(0)
0 + E

(0→1)
0 with E(λ)

0 =
〈
Ψ

(λ)
0

∣∣Ĥ(λ)
∣∣Ψ(λ)

0

〉
(2.4)

then consists of the ground state energy of a non-interacting system

E
(0)
0 =

〈
Ψ

(0)
0

∣∣Ĥ(0)
∣∣Ψ(0)

0

〉
=
〈
Ψ

(0)
0

∣∣T̂ + V̂
(0)

ext

∣∣Ψ(0)
0

〉
(2.5)

and an additional correction term

E
(0→1)
0 = E

(1)
0 − E

(0)
0 =

∫ 1

0

∂E
(λ)
0

∂λ
dλ. (2.6)

Applying the Hellmann-Feynmann theorem [55] and the adiabatic condition 2.3 allows to
reformulate equation 2.6

E
(0→1)
0 =

〈
Ψ

(0)
0

∣∣V̂ (1)
ext − V̂

(0)
ext

∣∣Ψ(0)
0

〉
+

∫ 1

0

〈
Ψ

(λ)
0

∣∣V̂ee
∣∣Ψ(λ)

0

〉
dλ . (2.7)

The complete ground state energy

E0 =
〈
Ψ

(0)
0

∣∣Ĥ∣∣Ψ(0)
0

〉
+ EC (2.8)

is now expressed in terms of an Hartree-Fock like term and an energy correlation term

EC =

∫ 1

0

〈
Ψ

(λ)
0

∣∣V̂ee
∣∣Ψ(λ)

0

〉
−
〈
Ψ

(0)
0

∣∣V̂ee
∣∣Ψ(0)

0

〉
dλ . (2.9)



2.1. Random Phase approximation 7

2.1.2 Density fluctuation operators

This section lays the foundation for the AC formalism and connects it with the time-dependent
density response. We start with the electron-electron interaction operator in second quantiza-
tion [12, 47]

V̂ee =
1

2

∑
PQRS

〈
PQ

∣∣RS〉ĉ†P ĉ†QĉS ĉR . (2.10)

P , Q, R, S are orbital indices. The orbitals are explicitly not restricted to molecular orbitals,
they can either be single indices or compound indices as in the case of Bloch functions (see
section 2.2.3). ĉP is the annihilation operator and removes an electron in orbital P . Its ad-
joint ĉ†P is the corresponding creation operator. As usual

〈
PQ

∣∣RS〉 is the electron-electron
repulsion integral in Dirac-notation. We now define the field operator

ψ̂(x) =
∑
P

ϕ∗
P

(x)ĉP , (2.11)

where ϕP (x) is a single electron orbital. This definition allows to introduce the two-particle
density operator

P̂ (x, x′) =
1

2
ψ̂†(x)ψ̂†(x′)ψ̂(x′)ψ̂(x) (2.12)

and reformulates the electron-electron interaction operator in terms of P̂ (x, x′)

V̂ee =

∫
P̂ (x, x′)

|r− r′|
dxdx′ . (2.13)

Equation 2.12 can be reordered by the commutation and anti-commutation rules for creation
and annihilation operators [12, 47]

P̂ (x, x′) =
1

2

(
−δ(x− x′)ψ̂†(x)ψ̂(x′) + ψ̂†(x)ψ̂(x)ψ̂†(x′)ψ̂(x′)

)
(2.14)

by exploiting the relation
∑
P ϕP (x)ϕ∗

P
(x′) = δ(x − x′). It is now obvious, that P̂ (x, x′) can

be entirely rewritten in terms of the density operator

ρ̂(x) = ψ̂†(x)ψ̂(x) . (2.15)

Insertion of the density fluctuation operator

∆ρ̂(x) = ρ̂(x)− ρ(x) (2.16)
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and combining equations 2.9, 2.14, 2.15, and 2.16 yields

EC =
1

2

∫ 1

0

dλ

∫ 〈
Ψ

(λ)
0

∣∣∆ρ̂(x)∆ρ̂(x′)
∣∣Ψ(λ)

0

〉
−
〈
Ψ

(0)
0

∣∣∆ρ̂(x)∆ρ̂(x′)
∣∣Ψ(0)

0

〉
|r− r′|

dxdx′ (2.17)

This expression of the correlation energy can be further simplified by inserting the complete-
ness of states ∑

n

∣∣Ψ(λ)
n

〉〈
Ψ(λ)
n

∣∣ = 1 (2.18)

for all states n for any arbitrary λ. The integrals in equation 2.17 can thus be divided into

〈
Ψ

(λ)
0

∣∣∆ρ̂(x)∆ρ̂(x′)
∣∣Ψ(λ)

0

〉
=
∑
n6=0

ρ
(λ)
0n (x)ρ

(λ)
n0 (x′) (2.19)

containing the transition densities

ρ(λ)
nm(x) =

〈
Ψ(λ)
n

∣∣∆ρ̂(x)
∣∣Ψ(λ)

m

〉
=
〈
Ψ(λ)
n

∣∣ρ̂(x)
∣∣Ψ(λ)

m

〉
=
(
ρ(λ)
mn(x)

)∗
. (2.20)

The sum over all states in equation 2.19 deliberately excludes the ground state as the expec-
tation value of the density fluctuation operator is zero. Equation 2.17 can now be expressed
exclusively in terms of transition densities.

EC =
1

2

∑
n6=0

∫ 1

0

dλ

∫
ρ

(λ)
0n (x)ρ

(λ)
n0 (x′)− ρ(0)

0n (x)ρ
(0)
n0 (x′)

|r− r′|
dxdx′ (2.21)

For real transition densities ρ(λ)
n0 = ρ

(λ)
0n , i.e. in the molecular case, the AC correlation energy

in equation 2.21 simplifies to [47]

EC =

∫ 1

0

∑
n 6=0

EH [ρ
(λ)
0n ]− EH [ρ

(0)
0n ]dλ with EH [ρ] =

1

2

∫
ρ(x)ρ(x′)

|r− r′|
dxdx′ . (2.22)

2.1.3 Linear response theory

Equation 2.21 will form the basis for connecting the linear response theory with the AC cor-
relation theory. This section therefore focuses on the basics of the time-dependent linear re-
sponse theory and introduces the spectral or Lehmann representation [7, 12] of the density-
density response function.

Time-dependent Schrödinger equation

As a prerequisite we introduce two important pictures used in quantum chemistry, the
Schrödinger picture and the interaction picture [12]. Starting point is the time-dependent
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Schrödinger equation written as

i~
∂

∂t

∣∣Ψ(t)
〉

= Ĥ
∣∣Ψ(t)

〉
, (2.23)

where Ψ(t) is the time-dependent wave function. In this so called Schrödinger picture Ĥ is
explicitly time-independent save for a possible time-dependent external field and the wave
function ∣∣Ψ(t)

〉
= e−iĤ(t−t0)/~∣∣Ψ(t0)

〉
(2.24)

is defined by its initial state at time t0. If not stated otherwise we set t0 = 0 in the following.
In many cases the Hamiltonian can be decomposed into two time-independent parts Ĥ0 and
Ĥ ′

Ĥ = Ĥ0 + Ĥ ′ . (2.25)

Assuming that the time-independent solution to Ĥ0 is already established, the interaction
picture allows to conveniently take the effect of Ĥ ′ into account by

i~
d

dt

∣∣ΨI(t)
〉

= Ĥ ′(t)
∣∣ΨI(t)

〉
. (2.26)

ΨI(t), the wave function in the interaction picture, is derived from the Schrödinger picture by

ΨI(t) = eiĤ0t/~
∣∣Ψ(t)

〉
. (2.27)

An operator in the interaction picture ÔI(t) consequently takes a more complicated form as in
the Schrödinger picture ÔS

ÔI(t) = eiĤ0t/~ÔSe
−iĤ0t/~ . (2.28)

Linear response

In the next step we introduce the basics of the linear response theory [7, 14, 56, 57]. The
framework of the adiabatic connection from section 2.1.1 is adapted in this context and we
insert the adiabatic Hamiltonian from 2.2 into the Schrödinger picture 2.23. Consider an
observable A for the ground state wave function Ψ

(λ)
0 . We now perturb the time-independent

ground-state Hamiltonian Ĥ(λ)
0 by a time-dependent perturbation Ĥ(λ)

1 (t) at t0 [7, 14]

Ĥ(λ) = Ĥ
(λ)
0 + Ĥ

(λ)
1 (t) with Ĥ(λ)

1 (t) = 0 for t < t0 . (2.29)

Ĥ
(λ)
1 (t) = Ĥ1(t) is identical for every λ and should not be confused with Ĥ ′ in equation 2.25:

Ĥ1(t) is a time-dependent perturbation applied to the time-independent Hamilton operator,
whereas Ĥ ′ is part of the ground state Hamilton operator. We assume, that Ĥ1 is sufficiently
small so that Ĥ1 can be described by a small scalar Field F , which couples to an observable
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B,
Ĥ

(λ)
1 (t) = Ĥ1(t) = F (t)B̂ for t ≥ t0 . (2.30)

We now define a time-evolution operator U [7]

Ψ(λ)(t) = Û(t, t0)Ψ(λ)(t0) , (2.31)

which acts on the initial state of the wave function Ψ(t0) in 2.23) and propagates it to time t.
In the framework of linear response theory it is formally simpler to decompose Û into

Û(t, t0) = e−iĤ
(λ)
0 (t−t0)/~Û1(t, t0) . (2.32)

Combination of equation 2.31 with 2.32 and subsequent insertion into the time-dependent
Schrödinger equation in the Schrödinger picture 2.23 yields

i~
d

dt
Û1(t, t0) = eiĤ

(λ)
0 (t−t0)/~F (t)B̂e−iĤ

(λ)
0 (t−t0)/~Û1(t, t0) . (2.33)

Equation 2.33 can be solved by iteration using the fact that the time evolution operator of the
initial state or zeroth-order contribution must be the identity operator Û(t0, t0) = 1̂. The first
order approximation of Û1 becomes

Û1(t, t0) ≈ 1− i

~

∫ t

t0

F (t′)B̂(t− t′)dt′ , (2.34)

where B̂(t) is given in the interaction picture

B̂(t) = eiĤ0t/~B̂e−iĤ0t/~ . (2.35)

The complete time-evolution operator to first-order can now be constructed by equation 2.34
and 2.32

U(t, t0) ≈ eiĤ
(λ)
0 (t−t0)/~

{
1− i

~

∫ t

t0

F (t′)B̂(t− t′)dt′
}

. (2.36)

We now examine the effect of the perturbation on an observable A. Let

〈
A
〉(λ)

0 =
〈
Ψ

(λ)
0

∣∣Â∣∣Ψ(λ)
0

〉
(2.37)

be the ground state expectation value of the observable for the unperturbed system and

〈
A
〉

(λ) =
〈
Ψ(λ)

∣∣Â(t)
∣∣Ψ(λ)

〉
(2.38)

be the expectation value of the time-dependent system. As long as the perturbation Ĥ1 is
sufficiently small the expectation value can be expanded via a series expansion dependent on
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the field F 〈
A
〉

(λ)(t) =
〈
A
〉(λ)

0 +
〈
A
〉(λ)

1 (t) +
〈
A
〉(λ)

2 (t) + . . . . (2.39)

The first order or linear response
〈
A
〉(λ)
l =

〈
A
〉(λ)

0 +
〈
A
〉(λ)

1 (t) can then be derived by insertion
of the first order time-evolution operator 2.36 into 2.38

〈
A
〉(λ)
l = − i

~

∫ t

t0

dt′F (t′)
〈
Ψ

(λ)
0

∣∣[Â(t), B̂(t′)]
∣∣Ψ(λ)

0

〉
. (2.40)

Both operators Â(t) and B̂(t) are given in the interaction picture. The linear response is
commonly expressed in terms of the retarded response function [7, 12]

χ
(λ)
AB(t, t′) = − i

~
θ(t− t′)

〈
Ψ

(λ)
0

∣∣[Â(t), B̂(t′)]
∣∣Ψ(λ)

0

〉
(2.41)

by insertion into equation 2.40

〈
A
〉(λ)
l (t) =

∫ ∞
−∞

F (t′)χ
(λ)
AB(t, t′)dt′ . (2.42)

The Heaviside step function θ(t− t′) ensures that no system response occurs before the initial
perturbation at time t′, hence the prefix ’retarded’. Note that the integral boundaries are modi-
fied: θ(t − t′) allows to modify the upper integral bound, whereas the lower boundary can be
set to −∞ as long as F (t′) vanishes for t < t0.

Response function and Lehmann representation

We will now transform the retarded response function into a more suitable form. We start by
taking the relation [7]

〈
Ψ

(λ)
0

∣∣[Â(t), B̂(t′)]
∣∣Ψ(λ)

0

〉
=
〈
Ψ

(λ)
0

∣∣[Â(t− t′), B̂]
∣∣Ψ(λ)

0

〉
(2.43)

into account. The response function in equation 2.41 is therefore only dependent on the rela-
tive time difference t− t′

χ(t− t′)(λ) = − i
~
θ(t− t′)

〈
Ψ

(λ)
0

∣∣[Â(t− t′), B̂]
∣∣Ψ(λ)

0

〉
. (2.44)

It is thus advantageous to Fourier transform the response function from the time to the fre-
quency domain ω [7, 12]

χ
(λ)
AB(ω) =

∫ ∞
−∞

d(t− t′)eiω(t−t′)χ
(λ)
AB(t− t′) . (2.45)
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This representation of the response function allows to conveniently express the linear response
2.42 in terms of the frequency

〈
A
〉(λ)
l (ω) = F (ω)χ

(λ)
AB(ω) , (2.46)

where F (ω) is the Fourier transform of the scalar field F (t). To find an expression for χ(λ)
AB(ω)

we start with the formulation in the time-domain in equation 2.41 and combine this with the
completeness of states in 2.18

χ(t− t′)(λ) = − i
~
θ(t− t′)

∑
n6=0

[
e−

i
~ (E

(λ)
n −E

(λ)
0 )(t−t′)A

(λ)
0nB

(λ)
n0

−e−
i
~ (E

(λ)
0 −E

(λ)
n )(t−t′)B

(λ)
0n A

(λ)
n0

] (2.47)

with the following short hand notation

A(λ)
nm =

〈
Ψ(λ)
n

∣∣Â∣∣Ψ(λ)
m

〉
B(λ)
nm =

〈
Ψ(λ)
n

∣∣B̂∣∣Ψ(λ)
m

〉
.

(2.48)

To simplify equation 2.47 we use∫ ∞
−∞

e−i(ω−ω
′)(t−t′)d(t− t′) = 2πδ(ω − ω′) , (2.49)

where δ is the Dirac-distribution. Combination of equation 2.49 with the integral representa-
tion of the Heaviside step function [12]

θ(t− t′) = − lim
η→0+

∫ ∞
−∞

1

2πi

1

ω + iη
e−iω(t−t′)dω (2.50)

results in the relation ∫ ∞
−∞

θ(t− t′)eiω(t−t′)d(t− t′) = lim
η→0+

−i
ω + iη

. (2.51)

η is an infinitesimally small real frequency greater than zero and guarantees that the expres-
sion is analytic. Finally combining equation 2.51 and 2.47 with 2.45 yields the spectral or
Lehmann-representation of the retarded response function [7, 12, 14, 47]

χ(λ)(ω) =
1

~
lim
η→0+

∑
n6=0

A
(λ)
0nB

(λ)
n0

ω − Ωλ
n0 + iη

− B
(λ)
0n A

(λ)
n0

ω + Ωλ
n0 + iη

. (2.52)

Ωλ
n0 = (E

(λ)
n − E(λ)

0 )/~ is the excitation energy of the system divided by ~. In the following
atomic units will be used, e.g., ~ =̂ 1 is normalized to one and Ωλ

n0 = (E
(λ)
n −E(λ)

0 ). The poles
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of χ(λ)(x, x′, ω) are located in the lower complex plane at ω = Ωλ
n0 − iη and ω = −Ωλ

n0 − iη
at the resonance frequencies, therefore the name ’spectral representation’.

The density-density response function

Following the formalism of linear response theory we now want to describe the first order
perturbation of the density to the fully interacting system due to an external perturbing poten-
tial. We therefore set Â(x, t) = ∆ρ̂(x, t) in equation 2.38 and B̂(x, t) = ∆ρ̂(x, t) in equation
2.30 and perturb by the scalar field F (x, t) = v1(x, t). The potential of the perturbed adiabatic
Hamiltonian in equation 2.2 then becomes [7, 56]

v
(λ)
0 (x, t) = v

(λ)
0 (x) + v1(x, t) . (2.53)

We keep the convention, that v1(x, t) = 0 for t < t0. The first order response of the density
for the (partially) interacting system λ can now be written as

ρ
(λ)
1 (x, t) =

∫ ∞
0

dt′
∫
dx′χ(λ)(x, t, x′, t′)v1(x′, t′) . (2.54)

The form of the density-density response function in atomic units according to 2.41 is

χ(λ)(x, t, x′, t′) = χ
(λ)
∆ρ̂∆ρ̂(x, t, x

′, t′) = −iθ(t− t′)
〈
Ψ

(λ)
0

∣∣[∆ρ̂(x, t),∆ρ̂(x′, t′)]
∣∣Ψ(λ)

0

〉
(2.55)

The expression above can be reformulated in the more conventional Lehmann-representation
by taking equation 2.20 and 2.52 into account

χ(λ)(x, x′, ω) = lim
η→0+

∑
n6=0

ρ
(λ)
0n (x)ρ

(λ)
n0 (x′)

ω − Ωλ
n0 + iη

− ρ
(λ)
0n (x′)ρ

(λ)
n0 (x)

ω + Ωλ
n0 + iη

. (2.56)

The form of the response function is normally non-analytical. An exception to this is the
Kohn-Sham response function of the non-interacting system. Its derivation is straightforward
by insertion of the Kohn-Sham determinant and evaluation of the transition densities in 2.56
[7, 47, 56]

χ(0)(x, x′, ω) = lim
η→0+

∑
PQ

∑
σ

(fPσ − fQσ)δσσ′
ϕ∗

P
(x)ϕQ(x)ϕ∗

Q
(x′)ϕP (x′)

ω − (εQ − εP)− iη
. (2.57)

No further restrictions are applied to the orbital indices P and Q of the Kohn-Sham orbitals ϕ
and their orbital energies ε; they may be either molecular orbitals or compound indices. δσσ′

ensures, that only compound coordinates x and x′ with identical spin components contribute to
χ(0). fPσ and fPσ are occupation numbers of the Kohn-Sham ground state. An explicit spin de-
pendency is included, so that the expression is both valid for open and closed shell cases. Nat-
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urally the question arises if we can express the interacting response function entirely in terms
of the non-interacting response function. We therefore examine the response function in more
detail: According to the Runge-Gross [4, 7] and van Leeuwen theorem [7] there is a one-to-one
correspondence between the fully-interacting time-dependent density ρ0(x, t) = ρ(1)(x, t) and
the time-dependent potential v(1)[ρ](x, t). Furthermore this density can be expressed in terms
of a time-dependent non-interacting Kohn-Sham potential vs[ρ](x, t) = v(0)[ρ](x, t) marking
ρ(1) as a functional of both v(x, t) and the time-dependent Kohn-Sham potential vs(x, t) [7]

ρ(1) ≡ ρ(1)[v(1)(x, t)] ≡ ρ(1)[vs(x, t)] . (2.58)

For any partially interacting system, this should hold as well. The linear response of any
partially interacting system perturbed by v1 can then be described as

ρ
(γ)
l (x, t) =

∫ ∞
0

dt′
∫
dx′χ(0)(x, t, x′, t′)v

(γ)
1 (x′, t′) . (2.59)

The linear effective potential

v
(λ)
1 (x, t) = v1(x, t) +

∫
dx
λρ1(x′, t)

|r− r′|
+ v

(λ)
xc1(x, t) (2.60)

contains the scaled electron-electron interaction potential. Its exchange-correlation part can be
derived via

v
(λ)
xc1(x, t) =

∫
dt′
∫
dx′f (λ)

xc (x, t, x′, t′)ρ
(λ)
l (x′, t′) (2.61)

as long as the perturbation is sufficiently small. The exact form of the time-dependent
exchange-correlation kernel [58–60]

f (λ)
xc (x, t, x′, t′) =

δv
(λ)
xc (x, t)

δρ(x′, t′)

∣∣∣∣∣
ρ=ρ0

(2.62)

is not known a priori. By setting equation 2.54 equal to equation 2.59 we obtain∫ ∞
0

dt′
∫
dx′χ(λ)(x, t, x′, t′)v

(λ)
1 (x′, t′) =

∫ ∞
0

dt′
∫
dx′χ(0)(x, t, x′, t′)v

(λ)
1 (x′, t′) . (2.63)

Insertion of equation 2.60 and 2.61 [7, 14] into 2.63 results in∫
dt2

∫
dx2χ

(λ)(x1, t1, x2, t2)v1(x2, t2) =

∫
dt2

∫
dx2χ

(0)(x1, t1, x2, t2)[
v1(x2, t2) +

∫
t3

∫
dx3

{
λδ(t2 − t3)

|r2 − r3|
+ f (λ)

xc (x2, t2, x3, t3)

}
∫
dt4

∫
dx4χ

(λ)(x3, t3, x4, t4)v1(x4, t4)

]
. (2.64)
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The response functions in the expression above are ground state properties of the correspond-
ing systems and therefore independent of v1(x2, t2). This allows to further simplify the ex-
pression to

χ(λ)(x1, t1, x2, t2) = χ(0)(x1, t1, x2, t2) +

∫
dx3

∫
dt3

∫
dx4

∫
dt4χ

0(x1, t1, x3, t3)(
λδ(t3 − t4)

|r3 − r4|
+ f (λ)

xc (x3, t3, x4, t4)

)
χ(λ)(x4, t4, x2, t2) .(2.65)

Equation 2.65 gives the final Dyson-like relation between the interacting and non-interacting
response function. A more compact notation can be derived by applying the Fourier transfor-
mation to equation 2.65. We introduce the following short hand notation

(ab)xx′ =

∫
dx′′a(x, x′′, ω)b(x′′, x′, ω) . (2.66)

and can then write the Dyson equation as [14, 43, 58, 59]

χ(λ) = χ(0) + χ(0)f
(λ)
hxcχ

(λ) . (2.67)

For convenience we use the combined Hartree-exchange kernel

f
(λ)
hxc = λv + fxc (2.68)

and write the Hartree kernel as (v)xx′ = v(x, x′) = v(r, r′) = 1
|r−r′| .

2.1.4 Fluctuation-dissipation theorem

We now link the density fluctuations occurring in the AC formalism to the response func-
tion. We therefore derive an expression of the fluctuation-dissipation theorem for the density
response formalism. The fluctuation-dissipation theorem was first introduced by Callen and
Welton [61], who applied it to electrical systems and extended it to, e.g., Brownian motions
and pressure fluctuations in gases. We first decompose equation 2.56 into two contributions
[50]

χ(λ)(x, x′, ω) = lim
η→0+

∑
n6=0

{
f+
λ,n(x, x′, ω)− f−λ,n(x, x′, ω)

}
(2.69)

with

f+
λ,n(x, x′, ω) =

ρ
(λ)
0n (x)ρ

(λ)
n0 (x′)

ω − Ωλ
n0 + iη

and f−λ,n(x, x′, ω) =
ρ

(λ)
0n (x′)ρ

(λ)
n0 (x)

ω + Ωλ
n0 + iη

. (2.70)

Following the Cauchy integral theorem [62] we define a closed counterclockwise contour Γ

in the complex frequency plane consisting of the contour on the imaginary axis ci and the
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half-circle on the ’left’ side of the imaginary axis (see picture 2.1)∮
Γ

χ(λ)(x, x′, ω)dω =

∫
ci

χ(λ)(x, x′, ω)dω +

∫
carc

χ(λ)(x, x′, ω)dω =

= i

∫ ∞
−∞

χ(λ)(x, x′, iu)du+

∫
carc

χ(λ)(x, x′, ω)dω (2.71)

The second line of equation 2.71 follows by substituting dω = diu = idu, where u is the
imaginary part of ω. The residues of χ(λ)(x, x′, ω) are properly defined by the single poles
according to the residue theorem, i.e.

Res
(
χ(λ)(x, x′, ω)

)∣∣
ω=Ωλn0−iη

= Res
(
f+
λ,n(x, x′, ω)

)∣∣
ω=Ωλn0−iη

=ρ
(λ)
0n (x)ρ

(λ)
n0 (x′) (2.72)

Res
(
χ(λ)(x, x′, ω)

)∣∣
ω=−Ωλn0−iη

=− Res
(
f−λ,n(x, x′, ω)

)∣∣
ω=−Ωλn0−iη

=− ρ(λ)
0n (x′)ρ

(λ)
n0 (x) . (2.73)

Following the Cauchy theorem the path integral over Γ is characterized by all enclosed poles
and their residues, respectively,∮

Γ

χ(λ)(x, x′, ω)dω = −2πi
∑
n6=0

ρ
(λ)
0n (x′)ρ

(λ)
0n (x) . (2.74)

The integral∫
carc

χ(λ)(x, x′, ω)dω = lim
η→0+

∑
n6=0

{∫
carc

f+
λ,n(x, x′, ω)dω −

∫
carc

f−λ,n(x, x′, ω)dω

}
(2.75)

can be solved by approximating [50]

∫
carc

1

ω ± Ωλ
n0 − iη

dω ∼
∫
carc

1

ω
dω =

∫ 3
2
π

1
2
π

iφdφ = iπ (2.76)

This relation holds as long as |Ωλ
n0| is finite and small compared to |ω| and η tends to zero. The

path integral over carc can then be expressed as∫
carc

χ(λ)(x, x′, ω)dω =
∑
n6=0

{
iπρ

(λ)
0n (x)ρ

(λ)
n0 (x′)− iπρ(λ)

0n (x′)ρ
(λ)
n0 (x)

}
(2.77)
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Inserting equation 2.77 and 2.74 into 2.71 finally results in [50]∫ ∞
−∞

χ(λ)(x, x′, iu)du =

=
∑
n6=0

{
−2πρ

(λ)
0n (x′)ρ

(λ)
n0 (x)−

{
πρ

(λ)
0n (x)ρ

(λ)
n0 (x′)− πρ(λ)

0n (x′)ρ
(λ)
n0 (x)

}}
=

= −π
∑
n6=0

{
ρ

(λ)
0n (x)ρ

(λ)
n0 (x′) + ρ

(λ)
0n (x′)ρ

(λ)
n0 (x)

}
=

= −2π
∑
n6=0

Re
{
ρ

(λ)
0n (x)ρ

(λ)
n0 (x′)

}
. (2.78)

Equation 2.78 links the response of the system to a time-dependent perturbation to the real part
of transition density products and is therefore the fluctuation-dissipation theorem applied to
density fluctuations. Note that for real transition densities ρ(λ)

n0 = ρ
(λ)
0n equation 2.78 simplifies

to the molecular expression [7, 14, 47].

Im(ω)

Re(ω)

carc

ci

Figure 2.1: Integration path for the retarded response function χ(λ)(x, x′, ω) in the frequency plane.
The ’+’ mark simple poles of χλ stemming from the f+-term, the ’x’ from the f−-term. The contour
Γ = ci + carc consists of two separate contours ci and arc enclosing all poles in the left half of the
complex plane. ci is the integration path along the imaginary axis from −∞ to ∞ and carc is the
counter-clockwise half circle in the left half of the complex plane.

2.1.5 ACFD correlation energy

We now recall the adiabatic connection correlation energy from equation 2.21

EC =
1

2

∑
n6=0

∫ 1

0

dλ

∫
dxdx′ρ

(λ)
0n (x)ρ

(λ)
n0 (x′)v(r, r′)− ρ(0)

0n (x)ρ
(0)
n0 (x′)v(r, r′) . (2.79)
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With equation 2.78 at hand, the final adiabatic-connection fluctuation dissipation (ACFD)
correlation energy becomes

EC = Re(EC) =
1

2
EC +

1

2
EC
∗ =

=
1

4

∑
n6=0

∫ 1

0

dλ

∫ {
2Re

(
ρ

(λ)
0n (x)ρ

(λ)
n0 (x′)

)
v(r, r′)− 2Re

(
ρ

(0)
0n (x)ρ

(0)
n0 (x′)

)
v(r, r′)

}
dxdx′ =

= −1

2

∫ 1

0

dλ

∫
dxdx′

∫ ∞
−∞

du

2π
χ(λ)(x, x′, iu)v(r, r′)− χ(0)(x, x′, iu)v(r, r′) . (2.80)

However, this transformation comes with the cost of an additional integration over the fre-
quency u, which hast to be performed numerically [47, 63]. As the order of spatial and fre-
quency as well as spin integration can be interchanged we can write this expression in a more
compact form using the convention of 2.66

EC = −1

2

∫ 1

0

dλ

∫ ∞
−∞

du

2π
tr
{
v
[
χ(λ)(iu)− χ(0)(iu)

]}
, (2.81)

where tr {A} denotes the trace over matrix A.

2.1.6 Random phase approximation

So far no approximations have been made for the first order ACFD correlation energy. Equa-
tion 2.81 is still an exact expression. However, no analytically expression for the interacting
density-density response function are known except for the simplest physical systems. We
therefore have to approximate the interacting response function. The so called direct Random-
Phase approximation sets the exchange-correlation kernel in equation 2.68 to zero [20]

fRPAhxc = λv . (2.82)

The approximation is termed ’random-phase approximation’ for historical reasons [8–10, 64]
and might as well be named time-dependent Hartree approximation [14]. The Dyson equation
2.67 can now be solved analytically for the random-phase response function

χ
(λ)
RPA =

[(
χ(0)

)−1
+ λv

]−1

(2.83)

We now insert 2.83 into 2.81. The resulting first term can be reformulated by expanding the
inverse of the matrices into a series expansion and regrouping it via the logarithm∫ 1

0

dλtr
[
vχ

(λ)
RPA(iu)

]
=

∫ 1

0

dλtr
[
χ

(λ)
RPA(iu)v

]
= −tr

[
ln
(
1 + χ(0)(iu)v

)]
. (2.84)
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The final RPA correlation energy thus reads [20, 43–49]

ERPA
C =

1

2

∫ ∞
−∞

du

2π
tr
[
ln
(
1 + χ(0)(iu)v

)
+ χ(0)(iu)v

]
, (2.85)

It should be noted, that different approaches to the RPA exist. It is for example possible to
derive an identical expression for ERPA

C via the polarization propagator formalism [12, 13].
By using a diagrammatic approach the correlation energy can be expressed via the causal
polarization propagator Π(λ) of coupled system λ

EC = −1

2

∫ 1

0

dλ

∫ ∞
−∞

du

2π
tr
{

V
[
Π(λ)(iu)−Π(0)(iu)

]}
, (2.86)

V is the Coulomb kernel, Π(0) the KS-polarization propagator, which is used in publication
I. One can use the Bethe-Salpeter equation [12, 14, 47, 65–67] as an analogue to the Dyson
equation

Π(λ)(iu) = Π(0) + Π(0)(iu)
(
λV + K(λ)(iu)

)
Π(λ)(iu) . (2.87)

K denotes the XC-kernel. Alternative derivations employ the ring Coupled-Cluster approach
[47, 68, 69], the plasmon equation [44], or the density-matrix-density-matrix response function
[47, 65].
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2.2 Solids

Ab initio quantum chemical methods play an integral part in the analysis of crystals and solids
in chemistry. Advances both in theory as well as technology allow increasingly detailed insight
in fields of catalysis and material science. Technological improvements, i.e., multi-core archi-
tectures and parallelization of code on graphical processors, open the door for more demand-
ing calculations. The methodological challenges lie in the compromise between accuracy and
(computational) demand. Highly accurate methods usually require a corresponding amount of
mathematical operations resulting in an unfavorable scaling behavior. We can generally distin-
guish between two ab initio approaches in this context, wave-function based methods [6, 55]
and density functional theory (DFT) [3, 4]. The first approach aims, as the name already im-
plies, at solving the Schrödinger equation by approximating of the exact wave function. One
of the most fundamental wave-function approaches is the Hartree-Fock or mean field approach
[6, 55]. However, this method normally requires additional improvements to reach chemical
accuracy. One favorable feature of the Fock-approach is, that it can be improved systematically
to yield gradually more accurate results [6, 55]. This led to the ’gold standard’ of numerical
accuracy, the coupled-cluster approach, CCSD(T) coupled cluster with singles, doubles and
perturbative triples excitations [6, 55, 70]. However the scaling behavior, i.e., the ratio be-
tween number of mathematical operations and system size with growing system size, inhibits
the application to larger systems. An alternative to wave function based methods is DFT. DFT
is based upon the electron density in contrast to the wave function, a reason for its comparable
cheap computational cost [3, 4]. Density functionals designed for specific applications allow
efficient treatment of electronic systems. For periodic systems, DFT may for example give in-
sights into analysis of hydrogen storage materials [71] or zeolite supported chromium catalysts
[72]. This chapter provides an overview of the general setup of periodic DFT calculation. It
aims to outline the concepts and tools used to treat periodic boundary conditions (PBCs) with
focus on the implementation in TURBOMOLE [73]. This section provides the basic theory
for the original work in chapter 3 beginning with the concepts of density functional theory.
The next two sections deal with the concept of crystal lattices and periodic basis functions
under PBCs [21, 74]. The following section introduces periodic boundary conditions (PBCs)
and Bloch-like Gaussian type orbitals (GTOs) in the DFT formalism [27, 28]. The last two
sections deal with the adaption resolution of identity (RI) approach for periodic boundary con-
ditions [24, 27, 75–78] and the continuous fast multipole method for infinite periodic systems
[27, 29–35].

2.2.1 Density functional theory and Kohn-Sham formalism

This chapter recapitulates the standard DFT formalism as described in standard textbooks, e.g.
Refs. [3–5]. As the name suggest, density functional theory relies on the determination of the
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electron density instead of the electronic wave function. This leads to a significant reduction
of variables (one position vector for the electron density in comparison to Nel electron coor-
dinates for the wave function) and overall speedup of the method. The theoretical foundation
for DFT was given by Hohenberg and Kohn [79], who directly established a one to one corre-
spondence between the wave function and the electron density as well as the electron density
and the external potential of a non-degenerate system. This finding can be rigorously extended
to degenerate systems. It is therefore mathematical valid to replace the wave function by the
electron density and vice versa [3–5]. The ground state energy [3–5]

E[ρ] = Eel[ρ] + Eext[ρ] = T [ρ] + J [ρ] + Exc[ρ] with J [ρ] = EH [ρ] + Eext (2.88)

can thus be written as a functional of the electron density ρ. The functional Eel contains the
coupling between ρ and Eext, the coupling between external potential and particles (electrons
and nuclei in most cases). The single components ofEel are the kinetic energy T , the electronic
Hartree or Coulomb interaction energy EH and the exchange-correlation term Exc. Exc is
defined by equation 2.88 and contains electron correlation and exchange energies. EH and
Eext can be combined into the complete Coulomb interaction energy J . EH and Eext can be
straight forward expressed as [3–5]

EH [ρ] =
1

2

∫∫
dxdx′ρ(x)v(x, x′)ρ(x′) . (2.89)

and
Eext[ρ] =

∫
dxvext(x)ρ(x) . (2.90)

v(x, x′) = v(r, r′) = 1
|r−r′| is the Hartree kernel as introduced in section 2.1.3 and vext(x)

the external potential. Unfortunately the exact functional for the kinetic energy is not known.
Kohn and Sham therefore formulated a different approach to T [2]. They proposed that for a
given electron-electron-interacting system there exists a corresponding non-interacting system,
whose ground state density is identical to the ground state density ρ0 of the interacting system.
This Kohn-Sham system is then expanded by a Kohn-Sham determinant Φ of orbitals ε. Φ

is therefore a functional of ρ itself. The kinetic energy of the interacting system can thus be
expressed by the non-interacting system as [2–5]

T =
〈
Φ
∣∣T̂ ∣∣Φ〉 , (2.91)

where T̂ is the kinetic energy operator. The Kohn-Sham orbitals are constructed via a self
consistent field approach (SCF) out of a linear combination of atomic orbitals (LCAO) (see
section 2.2.3 and 2.2.4). The Kohn-Sham ground state is characterized by the Kohn-Sham
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potential
vS[ρ](x) = vext(x) + vH [ρ](x) + vxc[ρ](x) (2.92)

vext is the external potential from above, vH the Hartree potential

vH [ρ](x) =

∫
dx′v(x, x′)ρ(x′) (2.93)

and vxc the exchange-correlation potential

vxc[ρ](x) =
δExc[ρ]

ρ(x)
. (2.94)

vxc has to be approximated by corresponding functionals. The complete Kohn-Sham equation
in atomic units thus becomes(

−1

2
52 +vs(x)

)
ϕi(x) = εϕi(x) . (2.95)

To determine the expansion coefficients C of the ϕ in terms of basis functions the SCF ap-
proach is necessary as vs is itself dependent on ρ and consequently on the coefficients C. as
vs is itself dependent on ρ (see sections 2.2.3 and 2.2.4).

2.2.2 Crystal lattice

The three-dimensional periodic structure of crystals requires a systematic way of description.
This section introduces the concept of the Bravais lattice to account for this translational sym-
metry. A three dimensional Bravais lattice is defined by all points accessible via the lattice
translation vectors of the form [21, 22, 74]

L = n1a1 + n2a2 + n3a3 . (2.96)

a1, a2 and a3 are the primitive vectors of the lattice and their corresponding prefactors n
can assume any integer value. Leaving surface and similar effects aside the infinite Bravais
lattice is a profound approximation for the interior of a macroscopic crystal. The concept of
the Bravais lattice is however not confined to three dimensions. Lower dimensional periodic
systems like films or nanowires may be analogously defined by a reduced set of lattice vectors.
Let Ndim be the number of lattice vectors corresponding to the number of periodic directions
then

L =
l∑

Ndim

nlal . (2.97)
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Closely related to the concept of the Bravais lattice is the term of the primitive unit cell [21].
The primitive unit cell of a Bravais lattice is a volume of space, which does not overlap with
any of its translationed counterparts according to the Bravais lattice. As this definition allows
to choose a multitude of possible geometries a more rigid and systematic definition is necessary
in practical cases. The Wigner-Seitz unit cell is defined as the region of space closer to a
chosen lattice point than to any other [21]. By filling the unit cell with atoms the final crystal
lattice is constructed. It therefore combines the translation symmetry of the Bravais lattice
with the point group symmetry of the single unit cell. Only special Bravais lattice and point
group combinations are mathematically possible resulting in the 230 distinct space groups
[21]. Each Bravais lattice is assigned a so called lattice in reciprocal space reciprocal lattice
for short [21, 22, 74]. Given the definition of the (direct space) Bravais lattice the reciprocal
lattice is defined as the lattice satisfying the relation

eiK(L+r) = eiKr . (2.98)

K is called the wave vector of the reciprocal lattice, i.e., the lattice vector of the reciprocal
lattice [21, 22, 74]. The reciprocal lattice is therefore the set of all plane waves with the
periodicity equal to the periodicity of the direct space Bravais lattice. It is in itself a Bravais
lattice and its primitive vectors bi follow the relation [74]

aibj = 2πδij . (2.99)

For a three-dimensional Bravais lattice this results in the following primitive vectors

b1 = 2π
a1 × a2

det(a1a2a3)
(2.100)

The Wigner Seitz cell in reciprocal space is called the first Brillouin zone (FBZ). This becomes
especially important in the next sections as integration of the reciprocal space can normally be
confined to the FBZ without loss of information [21, 74].

2.2.3 Basis functions under periodic boundary conditions

Following from the translation symmetry of crystals the single particle electron functions of
a quantum chemical system have to fulfill special conditions, summarized under the Bloch
theorem [21, 22, 74, 80]. It states that the translation of any wave function ϕ in accordance
with the symmetry of the underlying Bravais lattice only leads to a change in phase

ϕ(r + L) = eiKLϕ(r) . (2.101)
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ϕ might in this exemplary case be any single particle electronic wave function. The wave
vector k is often called crystal momentum [22]. Equivalently the electronic wave function can
be expressed as combination of a lattice-periodic part u and a phase factor or plane wave part
[21]

ϕk(r) = eikruk(r) . (2.102)

Note that the expression above contains a wave vector k, which can be seen as an additional
’quantum number’. To prove this point we apply Born von Karman periodic boundary condi-
tions (PBCs) to a macroscopic but finite crystal [21]

ϕ(r) = ϕ(rNiai) , (2.103)

where Ni is equal or smaller to the number of primitive cells in this crystal direction. Then it
directly follows from Bloch’s Theorem that all k have discrete values [21, 74]

k =

Ndim∑
i=1

mi

Ni

bi . (2.104)

mi is an integer value and Ndim the number of periodic directions. The results from the Bloch
theorem can be transferred to the constructions of basis sets. Under boundary conditions
(PBC), two popular types of analytical basis functions, which fulfill the Bloch theorem, are
plane waves and Bloch-like local atom-centered basis functions. Plane waves arouse early in
the development of solid state physics since energy expressions resulting from this basis have
a mathematically simple form and improvement of the basis is rather systematic, as the basis
is orthogonal [22, 23]. In principle it expresses u in equation 2.102 by a linear combination
of plane waves. A major drawback of plane waves is the large number of basis functions
needed to describe atomic cores [22]. An accepted approach, that recovers efficiency, is the
use of projector-augmented plane waves [81–86]. In this method part of the wave functions
is replaced by a pseudo-potential, which reduces the number of basis functions significantly.
Furthermore, as plane waves are inherently 3D periodic, 2D systems have to be treated as a
crystal of slabs and may require additional decoupling schemes to prevent slab interactions.

The computational demand of plane wave methods for all-electron calculations and appli-
cation in slabs, tubes, and molecules may be reduced by employing instead atom-centered

local basis functions. They allow for explicit treatment of any number of periodic directions
in the system and direct spatial screening of local interactions. All used methods in this work
rely exclusively on Gaussian type orbitals (GTOs) as used in RIPER for this reason [24–28].
Speaking in terms of equation 2.102 the lattice periodic part u is now expanded in a linear
combination of GTOs. Restructuring, summation over L and normalization results in the form
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of the basis functions used in paper I (see equation (25) to (27) in paper I)

ϕ̃P(r) =
∑
L

ϕ̃P(r)L with ϕ̃P(r)L = eikLφL
P(r) , (2.105)

where
φL
P(r) =

∑
µ

CµPξ
L
µ (r) (2.106)

is a linear combination of atomic orbitals (LCAO) and P = (p,k, σ) a compound index. CµP
are the expansion coefficients. p is the index of the contracted GTO, where µ indicates the
primitive Gaussian type Functions (GTFs). Note that equation 2.105 and 2.106 are both
valid for crystals and molecules and that the spin dependence is shifted to P for clarity. The
final functions are in general normalized with the number of unit cells NUC within the crystal
[27, 32, 86]

ϕP(r) =
1

NUC

ϕ̃P(r) . (2.107)

Disadvantages of GTOs are the basis set superposition error (BSSE) [87] and linear depen-
dencies due to the construction of periodic functions out of GTOs [88]. Linear dependencies
can be eliminated via design [88, 89] or projection of the basis set [90]. Use of carefully
designed numerical local basis function (NAOs) can reduce BSSE and linear dependency by
construction [91]. The full benefits from employing adaptive local basis sets were discussed
by Schütt et al. [92]

2.2.4 Density functional theory under periodic boundary conditions

We can now combine the periodic GTOs in equations 2.105, 2.106 and 2.107 (or respectively
the equivalent equations (25) until (27) in paper I) with the Kohn-Sham equation 2.95 from
section 2.2.1. This ultimately results in the following matrix equation [27, 28, 32, 34]

Fk
σC

k
σ = SkCk

σε
k
σ , (2.108)

which is decoupled for every k and σ. Once again the spin is given here as an extra index for
clarity. Fk is the Kohn-Sham matrix , Sk the overlap matrix, εk the one particle energy matrix
of the atomic orbitals and Ck the coefficient matrix all of them in reciprocal space. The real
space matrices ML can be obtained via the Fourier transform of the reciprocal matrices Mk.
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To prove this, consider a generic matrix element Mk
PQ with an operator Ô [27, 34]

Mk
PQ =

〈
ϕP
∣∣Ô∣∣ϕQ〉 =

〈 1√
NUC

∑
L′

(
eikL

′
φL′

P

)∣∣Ô∣∣ 1√
NUC

∑
L

eikLφL
Q
〉

=

=
∑
L′

e−ikL
′〈 1√

NUC

φL′

P
∣∣Ô∣∣ 1√

NUC

∑
L

eikLφL
Q
〉

=

=
〈 NUC√

NUC

φ0
P
∣∣Ô∣∣ 1√

NUC

∑
L

eikLφL
Q
〉

=

=
〈
φ0
P
∣∣Ô∣∣∑

L

eikLφL
Q
〉

=

=
∑
L

eikL
〈
φ0
P
∣∣Ô∣∣φL

Q
〉

=

=
∑
L

eikLML
PQ (2.109)

Be aware that the indices P and Q in the equation above now explicitly exclude k but can
include the spin. The (real-space) Kohn-Sham matrix

FL
σ = TL + JL + XL

σ (2.110)

consists of three different contributions, the kinetic energy matrix T, the exchange-correlation
matrix X and the Coulomb matrix J. The operators for the corresponding matrices are defined
by the components of the KS-potential in equations 2.92, 2.93, 2.94 and 2.95. The kinetic
energy operator in atomic units is [25]

t̂ =
1

2
52 =

1

2
∆ , (2.111)

the Coulomb operator is [25]

ĵ[ρ] =

∫
ρ(r′)− ρn(r′)

|r− r′|
dr′ with ρn(r) =

∑
aL

Zaδ(r−Ra + L) (2.112)

and the exchange-correlation operator vxc is defined via the density functional. Note that the
Coulomb operator both contains the electron density ρ and the external charge distribution ρn,
i.e., the interaction with the external potential of point charges a (atoms, ghost charges, etc.)
with charges Za. The solution of equation 2.108 leads to the density matrix in reciprocal space
[25, 27, 32]

Dk
µνσ =

∑
fk
pσ(Ck

µpσ)∗Ck
νpσ . (2.113)

fpσ are occupation numbers and either one or zero for occupied or unoccupied orbitals, µ, ν are
indices of the primitive GTFs. The direct space density matrix is obtained via the integration
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over the first Brillouin zone (FBZ) [27, 32]

DL
µνσ =

1

Vk

∫
FBZ

Dk
µνσe

ikLdk , (2.114)

where Vk is the volume of the FBZ. For integration and summation over k in the FBZ see
equations (56) and (57) in paper I. Metallic systems may additionally require Fermi smearing
in this context [93]. The complete energy per unit cell thus becomes

EUC =
∑
µνσL

DL
µνσT

L
µν + Exc + J . (2.115)

All equations are valid for molecules with k = 0 and L = 0. In TURBOMOLE the complete
Fock matrix is constructed in direct space, transformed into reciprocal space and the SCF
approach is used to solve equation 2.108. The density matrix in reciprocal space can then be
re-transformed into direct space and to calculate the energy [27, 28, 32, 94]. However several
issues arise due to the periodic nature of the electronic system. First, as shown in equation
2.114, integration over the complete FBZ has to be performed. In theory this would require
an infinite number of k points as an analytical evaluation is impossible. This problem can be
solved by performing the integration on a grid of k points i.e., a finite and carefully chosen
number of k-points. The grid used in this work [27] is based on the work of Monkhorst and
Pack [74, 95, 96]. Special points of higher symmetry like the origin of the reciprocal lattice,
the totally symmetric or Γ-Point, are subject of consideration as well [21]. Another problem
for periodic calculations arises from the sums over all lattice vectors L. For a 1D and 2D
periodic system these lattice sums do not pose a problem. However, Stolarczyk and Piela [97]
showed, that the lattice sums contained in equation 2.108 and 2.115 and the elements therein
only converge for 3D periodic systems if the overall charge and dipole moment of the unit
cell is zero. This makes a dipole correction to the unit cell necessary for 3D periodic systems
[27, 33, 34]. The single components of equation 2.115 therefore require special attention
in their evaluation. The Coulomb interaction J is efficiently treated via a multipole method
[24, 27, 29–35] (see section 2.2.6) and accelerated by an adapted resolution of the identity (RI)
[24, 27, 75–77, 98] approach (see section 2.2.5). Exc can be treated by a hierarchical scheme
[25]. Only T can be evaluated analogously to the molecular case [27].

For the following chapters Exc containing true Fock-exchange is explicitly excluded. Treat-
ment of the Fock-exchange requires additional treatment of finite size errors in the real space
density matrix. These errors stem from an unphysical periodicity of the real space density
matrix due to the use of finite k grids [99, 100]

DL
µνσ = DL+LSC

µνσ , (2.116)
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where LSC is a supercell vector in real space corresponding to the structure of the k grid
in reciprocal space [99]. Truncation of the Coulomb interaction [101] or a Minimum Image
Convention approach [102] overcomes this problem by avoiding the unphysical interactions
[99].

2.2.5 Resolution of identity under periodic boundary conditions

For molecular calculations the resolution of identity (RI) [78, 103, 104] approach is a fre-
quently used tool to reduce the computational cost for the Coulomb energy calculation by an
order of magnitude. This section recalls the procedure to transfer this method to periodic sys-
tems as done in TURBOMOLE [24, 27, 75–77, 98]. It is therefore the foundation for section
2.2.6 and paper I. Consider the total Coulomb energy of a system

J =
1

2

(
ρ0 − ρ0n

∣∣ ρ− ρn) , (2.117)

where the complete ground state electron density

ρ0 =
∑
L

ρL with ρL =
∑
µνL′σ

DL′

µνσµL(r)νL(r− L′) (2.118)

is expressed as a sum over the single cell contributions ρL. Be aware that µL = ξµ(r−L−Rµ)

with atomic position vector Rµ. ρ − ρn is the complete charge density for the crystal. The
resolution of identity (RI) or density fitting approach replaces the electron density on the right
part of the integral by a fitted density [24, 27, 75]

ρ0 ≈ ρ̃ =
∑
L

ρ̃L with ρ̃L =
∑
α

cααL = cTαL . (2.119)

which is constructed out of a linear combination of atom-centered auxiliary GTOs α and the
corresponding coefficients cα. The error of the RI-approach is reduced by minimizing the
Coulomb self-interaction

D =

(
δρ0|

∑
L

δρL

)
=

(
ρ0 − ρ̃0

∣∣∣∣∣∑
L

ρL − ρ̃L
)

(2.120)

of the residual density δρL =
∑

L ρ
L − ρ̃L [24, 27, 75]. However, molecular RI basis sets

contain functions with non-vanishing monopole moments, i.e., charged functions. These con-
tributions result in divergent a lattice sum in equation 2.117 and 2.120. Instead of using
crystal basis sets [89, 105], which circumvent these functions, TURBOMOLE uses a different
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approach. The auxiliary density is split into two contributions

ρ̃ = ρ̃⊥ + ρ̃‖ with
∫
ρ̃⊥dr = 0 and

∫
ρ̃‖dr = Nel (2.121)

a charged part ρ‖ and an uncharged part ρ⊥. Nel is the number of electrons. Each part has it
own set of coefficients

c = c⊥ + c‖ with ρ̃⊥ = cT⊥α and ρ̃‖ = cT‖ α , (2.122)

which together yield the original coefficient matrix. The coefficients are projected from the
complete coefficient matrix by the projection matrices P‖ and P⊥

c‖ = P‖c and c⊥ = P⊥c . (2.123)

Let q be a charge vector of dimension Naux containing all charges of the auxiliary densities.
Then the projection matrices are defined via the normalized charge vector

n =
q

|q|
with q = (q1, q2, · · · ) and qα =

∫
α(r)dr (2.124)

as
P‖ = nnT and P⊥ = 1− nnT . (2.125)

The charged part of the auxiliary density can then be expressed as

c‖ =
Nel

|q|
n . (2.126)

The uncharged density can be solved by minimization of ∂D
∂c⊥

= 0, which leads to

(V⊥ + P‖)c⊥ = ς with V⊥ = P⊥VP⊥ and ς =

(
ρ0 − ρ̃0

∣∣∣∣∣P⊥∑
L

αL

)
. (2.127)

The elements of V contain the electron repulsion integrals of the form Vαβ = (α0|
∑

L βL),
where β is an index for the auxiliary functions as well. Due to the charge projection, the
charged part of the auxiliary basis set can be removed from the lattice sums. Using the RI-J
approximation [106] the final Coulomb energy is then [24, 25]

J =
∑
µνL

DL′

µνJ
L
µν −

1

2

(
ρ̃0 + ρn0

∣∣∣∣∣∑
L

ρ̃L − ρnL

)
(2.128)
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with the Coulomb matrix element

JL
µν =

(
µ0νL

∣∣∣∣∣∑
L′

ρ̃L
′ − ρL′

n

)
. (2.129)

2.2.6 Continuous Fast Multipole Method under Periodic boundary con-
ditions

Evaluation of the Coulomb energy in equation 2.128 faces the serious problem of infinite
lattice sums over L. As a straight forward summation is slowly converging, an elaborate
scheme has to be used to speed up summation. This section introduces the continuous fast
multipole method (CFMM) as a solution to this problem as used in TURBOMOLE [73] for
evaluation of the Coulomb matrix [24, 27, 29, 31–35]. This chapter is the prerequisite for the
complex density adapted CFMM formalism in paper I, appendix A, as well as the calculation
of the electrostatic potential in section 3.3. We start with the evaluation of a general Coulomb
integral of the form

∑
L(ρ1|ρL2 ) for the non-complex local charge density ρ1 and periodic

charge density ρL2 , which typically arises for periodic calculations. The densities can in fact
be point charges, shell pairs, auxiliary functions, additional ghost charges, etc. The FMM is
based on the assumption, that the Coulomb interaction between two charge densities ρ1 and ρ2

can be evaluated via the multipole expansion [6, 27, 29]

J(ρ1, ρ2) = Mρ1 � LρL2 =
lmax∑
l=0

l∑
m=−l

Mρ1
lmL

ρL2
lm (2.130)

as long as the two charges are well-separated, i.e, as long as the sum of extents ε of both
charges is smaller than the distance between the charge centers r1 and r2, i.e.,

|r1 − r2| > εP + εq . (2.131)

Mρ1 is the multipole or external moment of ρ1 and LρL2 the Taylor or local moment of ρL2 both
evaluated at the same center of origin. Definition of extents and charge centers for GTOs and
shellpairs can be found in the work of Lazarski et al. [27] The lattice sum is now divided into
a crystal near field (CNF) and crystal far field (CFF) part∑

L

(ρ1|ρL2 ) =
∑

L∈CFF

(ρ1|ρL2 ) +
∑

L∈CNF

(ρ1|ρL2 ) . (2.132)

We first consider the evaluation of the CFF part, which follows the recurrence scheme of Kudin
and Scuseria [31]. It defines a multipole to local operator (M2L) [6, 27, 29, 31],

L(r′ − r) = L(r)⊗M(r′) , (2.133)
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which transforms a multipole moment M(r′) at expansion center r′ to a local moment Lρ at
expansion center (r′ − r). L(r) is the uncontracted Taylor moment of a single point charge
evaluated at the origin and positioned at r. Let Mρ2 be the multipole moment of the ρ02 , who is
located at the central unit cell. This unit cell is not necessarily identical to its crystallographic
definition. Then the Taylor moment generated by all ρL∈CFF2 in the local cell can be calculated
by [31]

Lρ
L
2 =

∑
L∈CFF

L(L)⊗Mρ2 = LCFF ⊗Mρ2 . (2.134)

LCFF can be evaluated using a recurrence relation [31]. In the first step a 3× 3× 3 supercell
is constructed, which has the unit cell at its center (see paper I, appendix A, for a depiction
of this process). Then the Taylor moment (L) of every cell according to equation 2.134 is
accumulated, which is in the CFF of the unit cell but in the near-field of the supercell. We
call this region CFF ′. In the next step the 3 × 3 × 3 supercell is used as the new basis for
the construction of a 32 × 32 × 32 supercell. The corresponding (L) are summed up and the
process is repeated until convergence is reached. This procedure can be written as [31]

LCFF =
∞∑
t=0

Lt (2.135)

L0 =
∑

L∈CFF ′

L(L) (2.136)

Lt+1 = Uϑ(Lt)⊗ ωSC + L0 . (2.137)

ωSC contains the information for the translation of the multipole moments for the 31× 31× 31

cell [31] and Uϑ is a rescaling operator, which stretches Lt to the (t + 1)th supercell. LCFF

is computed only once during the SCF and is only dependent on the geometry of the unit cell.
More information can be found in the literature especially for the TURBOMOLE implemen-
tation [24, 27, 29–35]. In paper I appendix A a revised CFMM method is shown adapted for
the calculation of a complex ρ2. The remaining densities in the CNF are located in infinite,
enclosed space. Therefore any molecular method can be used to speed up the calculation of the
CNF. TURBOMOLE employs the molecular CFMM in this context, which should be outlined
in the following section [27]. It is based on the boxing scheme of White and Head-Gordon
[107] and is optimized for usage in crystals. It essentially divides the CNF into a hierarchical
system of boxes, the so called octree (see figure 2.2). The boxes are constructed by defining a
cubic box containing all ρ1 and ρ0 and dividing the box and its consecutive children boxes by
half. Each division defines a new lower level of the octree. A box is defined as a parent to a
one level lower box, if the lower box is contained within the parent box. The lower level box
is called a child of the parent box. All boxes are then filled with the densities ρ1 and ρ0 in such
a way, that each density is located within one box starting with the smallest low level boxes
and rising in level until a sufficient large box is found. Aggregation of densities in specific
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boxes is avoided by the introduction of a target number ntag of densities per lowest level box.
The octree is then replicated for every ρL 6=0 in the CNF and spread across the complete CNF.
The CNF itself is then divided into a near-field (NF) and a far-field (FF) contribution. The FF
contribution is then evaluated by the multiple expansion. This procedure is outlined below as
depicted in [27]. In the first step the multipole expansion for ρ1 and ρ20 are calculated for each
box with regard to its box center. The multipole moment of ρ20 is the translated upward the
octree by a multipole to multipole (M2M) operator P (see figure 2.2a). After this step every
parent box contains the complete information of the moments of its children and itself. In
step 2 the multipole moments of ρ2L are transformed into Taylor moments at centers of remote
boxes at the same octree level (see figure 2.2b) by applying the multipole to local operator
(M2L) Q. This is done for every non-well-separated box, whose parents are well separated.
Two boxes i and j are well-separated if their cell center distance dij satisfies [27, 29]

dij ≥WS ∗ Di −Dj

2
, (2.138)

where WS is an integer well-separateness criterion and Li the length of box i. This transla-
tion is also applied to every periodic image of the octree. Efficient grouping over Q for the
periodic images allows for a significant speedup of the method [27]. The Taylor moments are
then passed down the octree with the local to local operator (L2L) L (see figure 2.2c). Ev-
ery box then contains all Taylor moments of higher level parent boxes for ρ2L and L ∈ FF.
In the third step the Taylor moments of ρ2L are contracted box-wise with the multipole mo-
ments of ρ1 to yield the FF contributions for (ρ1|ρL2 ). The remaining NF contributions to
(ρ1|ρL2 ) are calculated by direct integral evaluation in the last step of the CFMM. Originally
the CFMM is used in TURBOMOLE to calculate the Coulomb matrix for the DFT energy
[27]. It is combined with the RI approach in section 2.2.5, termed the density fitting acceler-
ated CFMM (DF-CFMM) [27]. ρ1 therefore contains the sum of screened shellpairs, whereas
the periodic-density

∑
L ρ

L
2 contains the auxiliary functions from RI and the atomic charges.

The RI approach combined with the replication of the octree for L ∈ FF allows for an efficient
O(N) scaling calculation of the DFT energy. This method is adapted for the use of complex
ρ2L in paper I, appendix A, as well as the calculation of the electrostatic potential (ESP) in
section 3.3, where ρ2L now contain shell pairs and atomic charges, whereas ρ1 contain the
ESP point charges.
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Figure 2.2: Scheme for the CFMM for the calculation of (ρ1|ρL2 ) (based on depictions in [27, 29].
The octree levels are represented by 1D box lines. A well-separateness (WS) criterion of WS = 3 is
assumed. (a) Calculation of the multipole moments of ρ1 and ρL2 and their shift upwards the octree with
the M2M operator P . P is applied throughout the octree, however only one parent box (hatched) is
exemplary shown for the upward shift for each octree level. (b) M2L translation by Q of the multipole
moments of ρL2 for well-separated boxes with WS = 3. Dashed lines indicate translation to replicated
octrees with L 6= 0. Once again only one parent box is shown per level. (c) Downwards passing of
Taylor moments via the L2L operator L. (d) Calculation of NF contributions to (ρ1|ρL2 ) for one box
(hatched) for WS = 3.
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ABSTRACT: A method to compute ground state correlation
energies from the random phase approximation (RPA) is
presented for molecular and periodic systems on an equal
footing. The supermatrix representation of the Hartree kernel
in canonical orbitals is translation-symmetry adapted and
factorized by the resolution of the identity (RI) approximation.
Orbital expansion and RI factorization employ atom-centered
Gaussian-type basis functions. Long ranging Coulomb lattice
sums are evaluated in direct space with a revised recursive
multipole method that works also for irreducible representa-
tions different from Γ. The computational cost of this RI-RPA
method scales as (N4) with the system size in direct space,
N, and as (Nk

2) with the number of sampled k-points in
reciprocal space, Nk. For chain and film models, the exploration of translation symmetry with 10 k-points along each periodic
direction reduces the computational cost by a factor of around 10−100 compared to equivalent Γ-point supercell calculations.

1. INTRODUCTION

An increasing number of recent works1−5 uses the random
phase approximation (RPA) of the polarization propagator as
an important component in developing improved orbital-based
correlation energy functionals that remedy the shortcomings of
traditional semilocal and hybrid density functional theory
(DFT) approaches.
In fact, the RPA per se is one of the oldest nonperturbative

methods for computing the ground state correlation energy of
many-electron systems, and excellent reviews are found in the
literature.6−8 In early works, RPA and equivalent methods were
developed to calculate ground state correlation energies of the
uniform electron gas and jellium models.9−17 Over the last
decades, the concept of the adiabatic connection17−19 (AC)
combined with the fluctuation−dissipation (FD) theorem20−22

led to a general and formally exact expression of the many-
electron correlation energy. A recent classification of different
ACFD formulations is discussed in ref 23. Using ACFD theory
from the DFT perspective, the correlation energy may be
expressed in terms of the causal polarization propagator,24

which may be represented, via the Bethe−Salpeter equa-
tion,25,26 in terms of the Kohn−Sham (KS) polarization prop-
agator, the Hartree kernel, and the dynamic (frequency-depen-
dent) exchange−correlation kernel.27−32 If the exchange−
correlation kernel is neglected in the propagator, then the
RPA emerges as zero-order approximation to ACFD theory.
In terms of accuracy, major benefits of RPA are the parameter-
free inclusion of dispersive long ranging interactions and the
nondivergent behavior for small gap systems and metals. RPA
has been extensively tested for small systems,1,33−39 and unit

cells40−44 and RPA data of more complex systems45−52 were
published in the last years (see also the citations in refs 6, 7,
and 8). In summary, relative energies of conformers, molecular
equilibrium structures, lattice constants, bulk moduli, and reac-
tion energies improve in comparison to semilocal and hybrid
DFT approximations though binding energies are underesti-
mated compared to highly accurate reference data, and bond
dissociation can exhibit nonphysical features, as often demon-
strated for diatomics. Recent developments within RPA include
analytical gradients,3,38,53 the implementation of quasi-relativ-
istic two-component methods,54 and low-scaling implementa-
tions.55−59

Published works on developments and applications of ACFD
correlation energy approximations beyond RPA increase rapidly
and exceed the scope of the present work.60−66 In addition,
there are approximations derived from ACFD theory, which
impose stronger restrictions to the electronic degrees of free-
dom than RPA does and lead to very efficient methods to
model dispersion effects.67−69 Probably one of the most applied
models for van der Waals interactions in DFT calculations is
Grimme’s dispersion correction.70

RPA-based methods belong to the fifth rung in the Jacob’s
ladder classification of DFT,71 and their computational demand
is therefore much larger compared to popular DFT methods.
Reducing this computational cost by clever transformations and
evaluation schemes is a prerequisite to conducting practical
RPA calculations. The conventional evaluation cost of RPA
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employing the plasmon formula32 or a direct ring coupled
cluster doubles approach72 (drCCD) scales as N( )6 with the
system size N. This may be improved to N( )5 by using
iterative sign function methods.32 Further reduction of the
scaling behavior to N( )4 in the number of floating-point
operations (FLOP) and to N( )3 in the required memory are
achieved by the resolution of the identity (RI) technique based
on the Coulomb-metric.40,73,74 Using Coulomb-metric RI, it
was suggested that the amplitudes in the drCCD approach to
RPA can also be obtained with N( )4 cost.73 Effective linear
scaling was recently demonstrated with a double Laplace
transform ansatz combined with overlap-metric RI.58 Large
orbital basis sets are required for RPA correlation energies close
to the complete basis set (CBS) limit.32,35 This is typical for
correlated electronic structure methods75 and leads to enor-
mous prefactors in the computational cost. Explicitly correlated
approaches circumvent this problem; excellent modern reviews
are found in refs 76, 77, and 78. Existing RPA-F12 methods
were established via the drCCD route.79,80

Contemporary work on ACFD-RPA methods based on plane
waves can be found in refs 81−83. RPA subject to periodic
boundary conditions (PBC) is also part of implementations,
which use projector augmented plane waves (PAW),41 grid-
based PAW,49 and orbital basis sets of Gaussian-type functions
(GTF) mixed with grid-based auxiliary plane waves42 or with a
grid-free analytical Fourier-transform variant.59 These methods
make use of RI in the plane wave basis and thus scale at most
as N( )4 in the number of FLOP. Cubic scaling may be
achieved55,59 and explicit use of virtual orbitals can be
avoided.44

There are attempts to make RI-RPA more efficient employing
the local nature of GTF and other types of local atomic
functions.58,59,84 RI techniques, also called density fitting, based
on local basis functions were first developed to speed up the
calculation of the Coulomb term in molecular self-consistent
field (SCF) methods.85−88 Implementations of correlated
approaches such as RI-MP2,89 RI-CCSD,90 and RI-RPA73

followed later. In the rest of this article, we will only discuss
Coulomb-metric RI if not stated otherwise and simply use the
term “RI” from now on. It was shown that the RI error is
quadratic in SCF Coulomb and RPA correlation ener-
gies.73,86,87 This means that the RI-approximated SCF
Coulomb energy is a variational lower bound of the SCF
Coulomb energy, as can be clearly seen, for example, from
eq 44 in ref 91. The RI approximation to the RPA correlation
energy is a variational upper bound neglecting RI effects in the
underlying SCF reference.73 In general, variational RI approaches
are robust and yield accurate energies with moderately sized
auxiliary basis sets.73

Additional challenges arise for RI methods in solids due to
the long-range lattice sums in the Coulomb-metric matrix91,92

∬∑

η η

= ′

×
− ′ − −

| − ′|

·J r rq

r R r R L

r r

( ) e d d

( ) ( )

PQ
i

P P Q Q

L

q L 3 3

(1)

with local auxiliary functions ηQ centered on atomic positions
RQ + L in direct lattice cells L. A prerequisite for a well-defined
J matrix is a charge neutral auxiliary basis η. We are aware of
three approaches that directly construct charge neutral auxiliary
functions based on local basis functions. Approach 1 mixes

atomic basis functions with nuclear delta functions of opposite
charge.93−96 Approach 2 forms charge neutral linear combina-
tions of charged GTF.91 Approach 3 employs a dual basis of
charge neutral GTF and Poisson functions, however, truncates
all charged s-type GTF.97,98 An indirect approach was
introduced by Varga.99

In this work, we develop a molecular and solid state imple-
mentation of RI-RPA employing GTF orbital and auxiliary basis
sets using approach 2. Section 2.1 elaborates the RPA expres-
sions introducing the Hartree kernel and KS polarization prop-
agator in supermatrix representation. In section 2.2, the Hartree
kernel is adapted to the translation symmetry of the crystal
lattice. Next, the 4-index Hartree kernel is factorized into
3-index quantities employing RI in section 2.3. We generalize
the periodic fast multipole method100 to nonzero wave vectors
in order to achieve accurate and efficient evaluation of
Coulomb lattice sums, eq 1, and arrive at the final RI-RPA
correlation energy in section 2.4. In the remaining sections,
we provide details of the preliminary implementation, link our
developments to other recent RPA methods, and discuss our
results.

2. THEORY
2.1. Random Phase Approximation (RPA). We begin

with a review of the basic definitions for RPA in two common
representations, as this makes our work accessible to a broader
readership. In the adiabatic connection formalism, the exact
total nonrelativistic energy of the electronic ground state may
be written as7

= ⟨Φ | ̂ |Φ ⟩ +E H E0 0
C

(2)

with the nonrelativistic physical Hamiltonian Ĥ of the inter-
acting many electron system, the ground state determinant Φ0
built from the canonical KS orbitals, and the correlation energy
EC. We call the term ⟨Φ0|Ĥ|Φ0⟩ briefly Hartree−Fock (HF)
energy, EHF. With the use of the zero-temperature fluctuation−
dissipation theorem and the RPA,31 the following expression
for the correlation energy is found,30

∫ π
χ χ= − +

−∞

∞
E

u
v iu v iu

1
2

d
2

Tr{ln[1 ( )] ( )}CRPA
0 0 (3)

where

′ = | − ′|v r r r r( , ) 1/ (4)

represents the Coulomb operator and

∑ ∑χ

φ φ φ φ
ε ε

′ = −

×
* * ′ ′

− −

σ
σ σ

σ σ σ σ

σ σ

iu f f

iu

r r

r r r r

( , , ) ( )

( ) ( ) ( ) ( )

( )

0

(5)

is the noninteracting or KS density−density response func-
tion at imaginary frequency iu with a real-valued frequency
variable u.30,101 The asterisk (∗) stands for complex conju-
gation. The occupation numbers σf of unrestricted spatial KS
orbitals φ σ at zero temperature are either zero or one for
virtual and occupied orbitals, respectively. In this work, spins
are denoted by indices σ, τ, ..., orbitals have general indices

, , ..., occupied orbitals have indices , , ..., and virtual
orbitals have indices , , .... The notation in eq 3 assumes a
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matrix form for v and χ0, where the spatial arguments, r and r′,
represent the matrix indices, e.g.,

∬χ χ= ′ ′ ′v iu r r v iur r r rTr{ ( )} d d ( , ) ( , , )0
3 3

0 (6)

Analogously, the logarithm in the integrand of eq 3 is expanded as
a Taylor series of an additional perturbation parameter λ at λ = 0,

∑λ χ χ λ− = −
=

∞

v
n

vTr{ln(1 )}
1

Tr{( ) }
n

n n
0

1
0

(7)

with

∫ ∫χ χ=v r r v r r r rTr{( ) } ... d ... d ( , )... ( , )n
n n0

3
1

3
2 1 2 0 2 1 (8)

where iu is suppressed. This series is used with λ = 1 in eq 3,
where linear terms cancel. Next, the space representation of the
KS response function χ0, eq 5, is changed to the representation of
occupied and virtual orbitals for the zero temperature case,

∑

∑

χ
φ φ φ φ

ε ε

φ φ φ φ
ε ε

′ = −
* * ′ ′

− −

−
* * ′ ′

− +

σ

σ σ σ σ

σ σ

σ

σ σ σ σ

σ σ

iu
iu

iu

r r
r r r r

r r r r

( , , )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

0

(9)

Defining spatial orbital products

φ φΩ = *σ σ σr r r( ) ( ) ( ) (10)

and column vector b formed by all products Ω* σ and Ω σ ,

= Ω* Ωσ σb r r r( ) (..., ( ),..., ( ),...)T
(11)

eq 9 is represented by

χ Π′ = ′†iu iur r b r b r( , , ) ( ) ( ) ( )0 0 (12)

where the superscript † denotes the adjoint operator and the
matrix

π

π
Π =

−

+

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟iu

iu

iu

0

0
( )

( )

( )
0

(13)

represents the KS polarization propagator in canonical orbitals
with the submatrices24,64

π Δ= − ±± −iu iu1( ) ( ) 1
(14)

containing matrix elements

δ δ δ ε εΔ = −σ τ στ σ σ( )A I, (15)

Equation 12 is then inserted into eq 8,

∫ ∫χ Π= †v r r v r r b r b rTr{( ) } ... d ... d ( , )... ( ) ( )n
n n0

3
1

3
2 1 2 2 0 1

(16)

Note that this integral is a scalar number c and that c = Tr{c}.
Using the invariance of the trace of a matrix product under cyclic
permutation and defining the Hartree kernel matrix

∬= †r r vV b r r r b rd d ( ) ( , ) ( )3
1

3
2 1 1 2 2 (17)

the integral from eq 16 becomes

χ Π=v iu iuVTr{( ( )) } Tr{( ( )) }n n
0 0 (18)

This finally means that eq 3 may be written in a supermatrix
formalism,

∫ π
Π Π= − +

−∞

∞
E

u
iu iu1 V V

1
2

d
2

Tr{ln[ ( )] ( )}CRPA
0 0

(19)

We should mention that the Taylor series expansion used in this
derivation may not converge. As an alternative there is a rigorous
proof that the trace of the logarithm of 1−VΠ0 is invariant with
cyclic permutation within the matrix product VΠ0. This proof is
conducted using

Π Π− = −1 V 1 VTr[ln( )] ln[Det( )]0 0 (20)

and Sylvester’s determinant identity,102

Π Π− = −† †v v1 b b b bDet( ) Det(1 )0 0 (21)

The same argument applies to the Taylor series used in
Appendix C.
Published work evaluates RPA correlation energies in the

space representation, eq 3,30 reciprocal space representa-
tion,41,49 or using particle−hole representations.23,28 Super-
operators and their supermatrix representations have a long
tradition in propagator theory.24,103 The supermatrix formalism
in terms of orbitals was also presented for related approaches,
for example, for the RPA-renormalized many-body perturbation
theory64 and the GW method.104

2.2. Translation Symmetry in the Hartree Kernel. The
Hartree kernel V is defined by eqs 17, 11, and 10 yielding the
form

=
* *

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟V

V V

V V

11 12

12 11 (22)

The elements of submatrices in V are electron repulsion
integrals (ERI), in Mulliken notation,

σ τ

σ τ

= |

= |
σ τ

σ τ

V

V

( ) and

( )

11,

12, (23)

The formalism presented above is valid for any molecule or
crystal. Explicit use of translation symmetry in crystals is
achieved by turning the general orbital quantum number into
a combination of band index p and wave vector k,

≡ p k( , ) (24)

This pair of quantum numbers appears in the normalized KS
orbitals in Bloch’s form,105

φ φ= ̃σ σN
r r( )

1
( )p pk k

UC (25)

with unnormalized Bloch functions106

∑φ ϕ̃ =σ σ
·r r( ) e ( )p

i
pk

L

k L
k

L

(26)

where summation of direct lattice translation vectors L is car-
ried out over all NUC unit cells of the crystal. The cell functions

∑ϕ ξ=σ
μ

μ σ μCr r( ) ( )p pk
L

k
L

(27)

are expanded in N real-valued GTF ξμ
L ≡ ξμ(r−Rμ−L) centered

at atomic positions Rμ in a single cell L. Translation symmetry
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in the Hartree kernel elements, eq 23, is explored using the
Bloch orbitals,

∑σ τ

ϕ ϕ ϕ ϕ

| =

× * | *
σ σ τ τ

− · + · − · + ·

N
( )

1
e

( ),

i

a i j b

L L L L

k L k L k L k L

k
L

k
L

k
L

k
L

UC
2

( )a i j b

a i j b

1 2 3 4

1 2 3 4

1 2 3 4
(28)

where ERI of cell functions are invariant under translation,
that is,

ϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ* | * = * | *
σ σ τ τ σ σ τ τ

− − −( ) ( )a i j b a i j bk
L

k
L

k
L

k
L

k
0

k
L L

k
L L

k
L L

a i j b a i j b

1 2 3 4 2 1 3 1 4 1

(29)

In contrast to Mulliken notation, which implies complex
conjugation for indices , and , , we show explicitly
complex conjugation in ERI, if symbols of orbitals and basis
functions such as φ̃ and ϕ are used. The expression in eq 28 is
rearranged to107

σ τ δ ϕ φ φ φ| = * ̃ | *̃ ̃σ σ τ τ− + − + N
( )

1
( )a i j b0 k k k k k

0
k k k,

UC
a i j b a i j b

(30)

using eq 29 and the identity108

∑ δ=·

N
1

ei

L

k L
Kk

UC (31)

where K is a lattice vector of reciprocal space. In the present
work, wave vectors are always mapped into the first Brillouin
zone (FBZ) so that only K = 0 is employed. Introducing
exciton vectors,

= − ′ = −q k k q k kanda i b j (32)

the Hartree kernel V is reduced to integrals assigned to a single
reference unit cell L = 0 and is represented in terms of exciton
vector blocks V11(q,q′) and V12(q,q′) with elements

σ τ

δ ϕ φ φ φ

′ = |

= * ̃ | *̃ ̃

σ τ

σ σ τ τ− + ′ + + ′

V

N

q q( , ) ( )
1

( )a i j b0 q q k q
0

k k k q

11,

,
UC

i i j j (33)

σ τ

δ ϕ φ φ φ

′ = |

= * ̃ | ̃ * ̃

σ τ

σ σ τ τ− − ′ + + ′

V

N

q q( , ) ( )
1

( )a i b j0 q q k q
0

k k q k

12,

,
UC

i i j j (34)

Since for any nonzero q there is a corresponding −q in the
FBZ, the q-blocks in V are arranged symmetrically around
q = 0 leading to block diagonal and block antidiagonal sub-
matrices V11 and V12, see Figure 1.
The Hartree kernel matrix is the Hartree contribution to the

orbital rotation Hessian matrices, usually called A and B in the
literature,101 used in the eigenvalue problem of time-dependent
DFT (TDDFT).109 For periodic polymers, the Hartree kernel
in terms of occupied and virtual orbitals was already presented
by ref 110. In contrast to our result, which contains a sign
switch between q and q′ in V12 for nonvanishing elements, the
corresponding contribution in the orbital rotation Hessian B
seems to be missing in eq 32 of ref 110. This sign switch is not
relevant for the numerical results of ref 110 because single
particle excitations were restricted to direct transitions (q =
q′ = 0) in order to neglect vibronic effects in TDDFT cal-
culations. For the RPA correlation energy, however, the sign is
important as all exciton vectors must be included.

2.3. Density Fitting for Bloch Functions. The RI method
can be used to factorize the 4-index integrals, eqs 33 and 34,
into 3-index integrals reducing the effort to evaluate Hartree
kernel-dependent quantities. Our derivation follows a strategy
which is called density fitting. The densities to be fitted are
the Bloch orbital products Ω τ between orthogonal occupied
and virtual states, cf. eq 10, appearing in the Hartree kernel
elements, eq 23. These products represent Bloch functions of
exciton vectors q′ and are charge neutral densities,

∫ Ω =τr rd ( ) 03
(35)

Therefore, it is sufficient to fit each Bloch orbital product

∑ ηΩ ≈ Ω̃ =τ τ
τ

′dr r r( ) ( ) ( )
P

P Pq
(36)

by a linear combination of charge neutral auxiliary Bloch basis
functions of the corresponding exciton vector,

∑η η=′
′·

N
r r( )

1
e ( )P

i
Pq

L

q L L

UC (37)

If q′ ≠ 0 within the FBZ, then the Bloch function is charge
neutral for any of the Naux atom-centered auxiliary GTF ηP.
For q′ = 0, the Bloch function carries charge when function ηP
has a net charge as explained in Appendix A. The two cases,
zero and nonzero exciton vectors, must be treated differently in
order to obtain correct results for the Coulomb lattice sums.

Figure 1. Structures of the Hartree kernel matrix V (top) and the B
matrix (bottom). Black rectangles represent nonzero blocks V11(q,q),
V12(q,−q), and B(q,q). White area represents zero blocks.
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The discussion on evaluation of Coulomb lattice sums is left
within Appendix A.
Next, the fitting coefficients τdP are determined from

minimization of the real-valued Coulomb-norm of the residual
Bloch functions,

= Ω* − Ω̃* |Ω − Ω̃τ τ τ τD ( ) (38)

The norm may be reduced to a single reference cell similar to
eq 30,

∑

∑

∑

ϕ φ φ φ

η φ ϕ

ϕ φ η

η η

= * ̃ | *̃ ̃

− * *̃ | *̃

− * ̃ | ̃

+ * | ̃

τ τ τ τ

τ
τ τ

τ
τ τ

τ τ

+ ′ + ′

′ + ′

+ ′ ′

′

N D

d

d

d d

( )

( ) ( )

( )

( ) ( )

b j j b

P
P P j b

Q
Q b j Q

PQ
P Q P Q

k q
0

k k k q

q k k q
0

k q
0

k q

0
q

UC j j j j

j j

j j

(39)

where functions η̃Pq′ are defined by eq 37, however, without the
1/NUC normalization prefactor. The stationary condition

= ⇔
*

=τ τ
D

d
D

d
d

d
0

d
d( )

0
P P (40)

yields the τd vector of optimal fitting coefficients,

γ′ =τ τJ q d( ) (41)

with J matrix and γ vector elements

η η′ = | ̃ ′J q( ) ( )PQ P Q
0

q (42)

γ η φ ϕ= *̃ | *̃τ
τ τ′ + ′( )P P j bq k k q

0
j j (43)

J(q) is positive definite and Hermitian and can thus be
decomposed by Cholesky factorization

Λ Λ= †J q q q( ) ( ) ( ) (44)

into a matrix product containing the upper triangular matrix Λ,
for which

Λ Λ− = *q q( ) ( ) (45)

The factorization of J is used to solve eq 41 for the fitting
coefficients from eq 36,

γΛ Λ= ′ ′τ τ− − †d q q( ) ( ( ))1 1
(46)

It is shown in Appendix B that this solution to the
RI-approximation yields

∑ δ′ = ′σ τ σ τ′ ′V
N

B Bq q q q( , )
1

( ) ( )
P

i a P j b Pk qq k11,
RI

UC

(47)

with matrix elements

∑ϕ φ ηΛ= ̃ | ̃σ σ σ+
* −B q q( ) ( ( ( )) )i a P a i

Q
QP Qk k q

0
k q

1

(48)

The exciton vector blocks B(q) ≡ B(q,q) form the q-block
diagonal B matrix, Figure 1. Each q-block is a rectangular
matrix, where the first dimension runs over all combinations of
iakσ and the second dimension runs over all P. In Appendix B,
the outcome presented above is derived for all submatrices of

the Hartree kernel, eq 22, leading to the entire translation-
symmetry adapted and RI-approximated Hartree kernel,

≈ = †

N
V V

1RI

UC (49)

where is defined as

=
* ̅

⎛
⎝⎜

⎞
⎠⎟

B
B 1 (50)

For Nk wave vectors in the FBZ, the 1̅ matrix is a q-block
antidiagonal matrix of order Nk × Naux containing unit sub-
matrices 1aux of order Naux,

̅ = ⋮ ⋰ ⋮

⎛

⎝
⎜⎜⎜

⎞

⎠
⎟⎟⎟1

0 1

1 0

...

...

aux

aux (51)

2.4. RPA Correlation Energy Per Unit Cell. The RI
Hartree kernel factorized in terms of leads to the RI-RPA
correlation energy per unit cell, see Appendix C,

∫ ∑
π

= +

−

−∞

∞
E

u
N

u

u

1 Q q

Q q

1
2

d
2

1
Tr{ln( ( , ))

( , )}

k q
UC
CRIRPA

aux

(52)

with the complex square matrix

= †u
N

uQ q B q G q B q( , )
2

( ) ( , ) ( )
k (53)

of order Naux, for which

− = *u uQ q Q q( , ) ( , ) (54)

As the diagonal matrix

Δ Δ= + −u uG q q q 1( , ) ( )[ ( ) ]2 2 1
(55)

with Δ from eq 15 is real, the Q matrix is Hermitian, and the
trace in eq 52 is thus real. In Appendix C, the derivation of
eq 52 converts sums over discrete wave vectors to integrals,

∫∑ →
N
V

kd
kk

FBZ
UC

FBZ

3

(56)

with volume Vk of the first FBZ. Subsequently, the integrals are
approximated by numerical integration on a finite equispaced
grid within the FBZ,

∫ ∑→k
V
N

d k

k kFBZ

3

(57)

where Nk is the total number of wave vectors on the grid.

3. IMPLEMENTATION
All equations in the present work are valid for molecules and
crystals. If only the 0 contributions are left from all summations
over direct lattice vectors L and wave vectors k and q, and if the
total number of unit cells and wave vectors is NUC = Nk = 1,
then the expression of the molecular RI-RPA energy published
in ref 73 is recovered.
The algorithm to evaluate B is schematically shown in Figure 2.

Lattice sums in the 2- and 3-index ERI of J and B, eqs 42 and 48,
are evaluated as explained in Appendix A. In short, the crystal
near field (CNF) part is evaluated by direct integration.
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The long-range part of the lattice sums, the crystal far field
(CFF), is calculated by multipole methods. The implementa-
tion can be readily used for systems of all periodic dimensions
(0D to 3D) in the Γ-point approximation. The wave vector
implementation is restricted to 1D and 2D systems, as the
correction of quadrupole and second electric moments required
for 3D systems is not yet available in our program. Strategies to
implement such corrections were already published for SCF
methods.111 The subsequent evaluation of the correlation
energy from the Q matrix is straightforward because the molec-
ular and periodic implementations just differ by wave vector
loops and complex valued matrix algebra employed in the latter
case. The frequency integral is approximated by numerical inte-
gration over a finite grid of u. The optimal frequency points are
determined for the Γ-point with the procedure outlined in
ref 73 and are used for all wave vectors. The trace of the
logarithm is computed efficiently by Cholesky factorization of
the positive definite Hermitian matrix42

+ = †u u uQ q U q U q1 ( , ) ( , ) ( , )aux (58)

using the real diagonal elements of upper triangle U,

∏+ =u U uQ q qTr[ln(1 ( , ))] 2 ln( ( , ))
P

PP
(59)

Inversion symmetry of the Bravais lattice is used within the
DFT112 and RI-RPA implementations. The number of
FLOP in the contraction of B with G, eq 53, increases as

N N N N( )kaux
2

occ virt and represents the bottleneck of the calcul-
ation in large systems, where Nocc and Nvirt denote the numbers
of occupied and virtual orbitals, respectively. Referring to eq 52,
this contraction is performed Nk times. The computational
demand of the B matrix in GTF basis with increasing basis set
size N grows as N( )3 . This lowers to N( )2 in the asymptotic
regime, as the GTF products are prescreened by an overlap
criterion. The transformation of B into the canonical orbital
basis scales as N( )4 . The effort with increasing number of
wave vectors grows as N( )k

2 . While RI-RPA calculations
within our prototype implementation can be currently con-
ducted only on a single core, the underlying RI-DFT program
may run in parallel threads on shared-memory machines using
the OpenMP application programming interface.112 Our
RI-RPA program is implemented in a developer version of
the Turbomole program suite.113

4. COMPARISON TO RELATED METHODS
At this point, it is instructive to compare our work with pub-
lished similar approaches. Our work presents a quartic scaling

canonical Coulomb-metric RI-RPA method comparable to the
molecular approach of Eshuis et al.,73 which evaluates the Q
matrix, eq 53, directly from matrices in orbital basis, eqs 48
and 55. The relationship between this and two recently pub-
lished low-scaling RI-RPA approaches based on GTF from
Schurkus et al.58 and Wilhelm et al.59 is ideally discussed in the
Γ-point approximation. The latter schemes use the overlap-
metric RI approximation for molecules58 and Γ-point59

=B S T(3) (60)

instead of eq 48. The overlap RI is one of the RI variants already
discussed in ref 88. B is defined using the 3-index overlap

∫∑ ϕ ϕ η=σ σ σ
′

′S r r r rd ( ) ( ) ( )ia P i a P
LL

0 L L(3) 3

(61)

and the lower triangular matrix T from Cholesky factorization of
matrix S−1JS−1 with J from eq 42 and 2-index overlap matrix

∫∑ η η=S r r rd ( ) ( )PQ P Q
L

0 L3

(62)

This definition of B is used throughout this section and can be
used to define the overlap RI Hartree kernel via with eq 49
leading to expressions forQ matrix and correlation energy that are
formally identical to eqs 53 and 52. The evaluation of this overlap
RI-RPA energy expression still scales as N( )4 .
The scaling of RI-RPA calculations in the GTF representa-

tion was further reduced by a combination of the overlap-
metric approach with the “double Laplace transform”,

∫ τ τΔ + = τΔ−
∞

−u
u

u
1( ) d

sin( )
e2 2 1

0 (63)

where imaginary time τ is introduced.58 A reduced scaling is
achieved by inserting the G matrix, eq 55, represented by this
transform into the Q matrix of eq 53 together with GTF
expansions of real Γ-orbitals, cf. eqs 26 and 27, which appear in
the Siaσ P

(3) elements. This allows the representation of the Q
matrix in the imaginary frequency domain,

∫ τ τ τ=
∞

u
u

u
Q Q( ) d

sin( )
( )

0 (64)

as a transform of Q in the imaginary time domain,

τ τ= ̃Q T P T( ) ( )T
(65)

Figure 2. Algorithm for B matrix, eq 48. Einstein’s sum convention is used. Spin and multipole indices are suppressed. Γ means q = 0.
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where

∑ ∑τ
τ

τ τ̃ = −
σ μνκλ

μν μκσ νλσ κλP S D D S( ) 2
d

d
[ ( ) ( )]PQ P Q

(3) occ virt (3)

(66)

contains the pseudodensity matrices114,115 as defined in refs 58
and 59. Equation 64 of the present work represents eq 11 in
ref 58 and integration by parts with respect to τ leads to the
“INT” form of ref 58. This integrated double Laplace transform
is equivalent with the cosine transformation in eq 23 of ref 59,
which was used earlier in the PAW method.55 The sparsity of
the 3-index overlap in eq 66 leads to cubic scaling implemen-
tations of RPA.59 Wilhelm et al. showed that the deviation in
absolute correlation energies between overlap and Coulomb
RI-RPA is in the range of 70 μhartree for 32 water molecules in
a periodic box. In addition, Schurkus and co-workers made use
of sparse pseudodensity matrices leading to a linear scaling
algorithm for matrix P̃.58

The evaluation of the Coulomb-metric matrix J, eq 42,
appearing in Coulomb RI- and overlap RI-RPA is challenging
for periodic systems because it contains long-range lattice sum-
mations, which diverge for matrix elements between charged
s-type GTF. Wilhelm et al. and our work present two different
schemes to circumvent this difficulty.
The Γ-point implementation of Wilhelm et al. employs

formally a plane wave auxiliary basis. In contrast to the con-
ventional Gaussians and plane waves approach (GPW) in the
preceding work,42 the approach of Wilhelm et al. is grid-free,
represents J in a Hermite Gaussian basis, JHi,Hj, and uses an
analytical expansion of the plane wave electrostatic potential in
terms of a secondary auxiliary Gaussian-type basis. As result, the
number of terms evaluated for each matrix element JHi,Hj
depends on the number of reciprocal lattice vectors up to a
cutoff and the number of secondary auxiliary GTF. As this
approach is based on the GPW approach, the Γ-point matrix
of J must be calculated on the reciprocal lattice and only
3D-periodic calculations can be conducted.
Our approach evaluates J directly in the representation of

charge projected auxiliary GTF η. See Appendix A for an
explanation and citations of charge projected GTF and the
following multipole methods. The number of terms evaluated
for a single matrix element, JPQ, depends on the number of
calculated ERI in the crystal near field and the number of
multipole moments for the crystal far field expansion, which is
of l( )max

2 with maximum multipole order lmax. In the crystal
near field, the ERI (ηP

0|ηQ
L) are collectively calculated for all ηQ

L

in the local far field of ηP
0 with an atom-centered multipole

method. lmax of the atom-centered multipole expansion is the
l-moment of the GTF ηP

0, which is much smaller than lmax used
for the crystal far field. In this way, the number of directly
evaluated ERI and the computational demand are further
reduced. On the Γ-point, evaluation of J is possible for 0D to
3D-periodic systems.
In terms of general applicability, all approaches discussed

above do not yet serve as practical schemes to compute RPA
correlation energies of metals for mainly two reasons. First, all
these approaches rely on integer occupation numbers, dividing
orbitals into occupied (hole) and virtual (particle) states. This
assumption was made in the transition from eq 5 to eq 9.
On the contrary, metals are typically treated by use of fractional
occupations which do not allow the definition of a single set of
holes and particles. In the moment, we are not aware of any

practical RPA implementation in the particle−hole scheme,
eq 19, employing fractional occupations. Second, diffuse GTF
with exponents close to or below 0.1 au in the orbital expansion
may be required to describe the quasi-free electrons in a metal.
This leads to nearly linear dependencies between Bloch basis
functions, which may yield, for example, convergence problems
in the underlying SCF-DFT calculations. GTF basis sets opti-
mized for solids may help in this situation.116,117

If the orbital basis is expanded in plane waves, the Coulomb
operator and the response function are represented in recip-
rocal lattice vectors K. The response function is then eval-
uated similarly to the direct space representation in eq 5, that is,
all orbital contributions are contracted with orbital occupations
into elements χ0,KK′(q,iu).

40 This representation is convenient
for metals, as a distinction into holes and particles is not neces-
sary.41 In addition, a cubic scaling RPA method was reported55

and the orthogonal plane wave basis also prevents linear depen-
dencies. Major drawbacks may appear in terms of efficiency
for less dense and lower dimensional systems. All electron
calculations with relaxed core orbitals are practically prohib-
itive118,119 and calculations in 0D−2D periodicity can only be
accomplished by a decoupling scheme.120

5. COMPUTATIONAL DETAILS
All levels of electronic structure theory used in the present
work, i.e., DFT, RPA, and Møller−Plesset perturbation theory
of second order121 (MP2), employ RI factorization in Coulomb
terms. The prefix “RI” is thus implied if it is not explicitly
mentioned. DFT calculations employ the generalized gradient
approximation of Perdew, Burke, and Ernzerhof122 (PBE) and,
in selected cases, Grimme’s dispersion correction.70 All DFT
and MP2 results are obtained from calculations performed with
Turbomole revision 7.1.112,113,123 Triple-ζ valence basis sets
with polarization functions124 (TZVP), augmented quadruple-ζ
basis sets125 (QZVPPD), and Dunning’s correlation consis-
tent triple-ζ to quintuple-ζ valence basis sets126 (cc-pVXZ, X =
T, Q, 5) are used as orbital basis sets. Dunning’s augmented
(aug) basis sets are used in addition.127 Corresponding auxiliary
basis sets are used in DFT, MP2, and RPA calculations.128−131

DFT calculations employ grid sizes 3 and 5 in the numerical
integration of the exchange−correlation term.132 DFT energies
are converged within 10−7 hartree, if the KS reference state is
used for RPA calculations. Hartree−Fock energies of the
infinite 1D chains are obtained with a preliminary implementa-
tion of the Fock exchange133 and always use 15 k-points.
RPA correlation energy calculations are performed employing
60 to 150 frequency points.73 As explained for the underlying
DFT implementation in ref 112, Γ-centered uniform grids
similar to the Monkhorst−Pack grids134 are used for wave
vectors q and k. Calculations of crystal far field contributions
use a maximum multipole order lmax = 20. Core orbitals are not
frozen in the correlation energy calculations, as this feature is
still missing in our preliminary RPA program. Molecular RPA
energies from our implementation were checked against the
reference implementation from ref 73; both implementations
yield virtually the same correlation energies.
The timings shown in Figure 7 are obtained from calcul-

ations performed on Intel Xeon E5−2667 3.2 GHz processors
with 25 MB cache and 256 GB memory on a CentOS 7−2
system working with a Samsung SM863 series solid state drive.
Energies are obtained from supercells in the Γ-point

approach and primitive cells using a corresponding wave vector
grid. For this purpose, an n-fold supercell is defined as a cell
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comprising n primitive cells along each periodic direction.
Similarly, an n-fold equispaced wave vector grid consists of
n wave vectors along each reciprocal lattice direction in the FBZ.
Figure 3 shows primitive cells of crystal models from the

present work. For methane and naphthalene, the structures of

the single molecules are optimized using the PBE/TZVP
method. The molecular structure of benzene is taken from
ref 135, which is a result of CCSD(T)/cc-pVQZ and
experimental data. Coordinates of the structures can be found
in the Supporting Information. All monomer geometries do not
vary in our calculations.
All energies are counterpoise corrected by the Boys−

Bernardi scheme.136 For periodic systems, counterpoise cor-
rected monomer energies are obtained from 0D calculations,
which include a finite array of ghost molecules from the peri-
odic environment centered about the monomer. The selected
sizes of the ghost arrays lead to energy corrections converged
within chemical accuracy. For the methane models, a 5-fold
ghost array is used. Benzene and naphthalene chains employ
11-fold ghost arrays. In addition, the basis extrapolation of
ref 75 is applied in selected cases.

6. RESULTS AND DISCUSSION
6.1. Errors Due to RI and Charge Projection. We start

our discussion with an investigation of numerical errors intro-
duced by the RI approximation and the charge projection of the
auxiliary basis functions in the SCF Coulomb energy and RPA
correlation energy. For test systems of all periodic dimensions
using TZVP basis sets for orbital expansion and universal
auxiliary basis sets, RI errors in absolute SCF Coulomb energies
are in the range of 0.013 kcal/mol (21 μhartree) and per
atom.91 These errors are comparable to typical errors of robust
RI schemes.129 Errors in RPA correlation energies introduced
by RI are calculated and discussed by Eshuis et al.73 They found
maximum RI errors of 100 μhartree in absolute correlation
energies for small molecules using aug-cc-pVQZ basis sets.
If dense extended systems are considered, then the RI errors

may decrease further because the nonorthogonal auxiliary GTF
form a basis closer to the CBS limit.
In the present work, we address the overall impact of charge

projection on RI-RPA energies. This can be tested with mole-
cules and, therefore, the 24 weakly interacting dimers of the
A24 set are taken from Řezać ̌ et al.,137 for which highly accurate
CCSD(T) energy benchmarks at the CBS limit exist. In our
test, charge projection is switched on or off in the Coulomb
energy of the SCF procedure that determines KS orbitals and
orbital energies and in the subsequent RI-RPA energy calcul-
ation. RI-RPA energies are affected by charge projections
indirectly through the orbitals and their energies and directly in
the RI-approximated Hartree kernel. The results are shown in
Table 1 and demonstrate that effects from charge projection of

at most 2 × 10−3 kcal/mol are negligible compared to the mean
absolute error of 0.4 kcal/mol in RPA interaction energies. The
RPA interaction errors are obtained from aug-cc-pVQZ/5Z
extrapolated RI-RPA correlation energies compared to the
CCSD(T)/CBS benchmarks. All RI-RPA interaction energies
from the A24 set represent upper bounds with respect to the
CCSD(T) reference, see Figure 4. The small influence of the

charge projection is not surprising, as it reduces the rank of the
original basis, Naux, effectively by one.

91 As this reduction corre-
sponds to the removal of a single charged GTF combination
that should not contribute to the fit of charge neutral distri-
butions, the rank reduction should not affect the final Coulomb
energies unless the auxiliary basis set size is comparably
small.

6.2. Methane Models. Turning to periodic systems, RPA/
TZVP correlation binding energies are investigated for methane
crystal models comprising up to 64 methane molecules in the
unit cell. All models represent supercells obtained from the unit
cell shown in Figure 3. Table 2 summarizes the results for
increasing size of n-fold supercells at the Γ-point and, alter-
natively, for increasing density of n-fold wave vector grids.

Figure 3. Periodic models: (a) cubic methane; stacking 1D chains of
(b) benzene and (c) naphthalene in eclipsed conformation; (d) unit
cell for Figure 8 containing two atoms at 0.2 and 1.6 bohr along x.

Table 1. Absolute Deviations (abs. dev.) [kcal/mol] between
Calculations Employing Charge Projected and Unprojected
Auxiliary Basis Sets for RPA Correlation Energies [ΔECRPA],
Total RPA Energies [ΔERPA], and Interaction Energies
[ΔEb]. The A24 Test Set and QZVPPD Orbital Basis Sets
Are Used

ΔEC RPA ΔERPA ΔEb
max. abs. dev. 6.7 × 10−4 3.4 × 10−3 1.7 × 10−3

mean abs. dev. 1.6 × 10−4 1.5 × 10−3 6.6 × 10−4

Figure 4. Interaction energies for the A24 set. CCSD(T)/CBS data
are taken from ref 137.
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Energies for n = 1−5 are calculated with the supercell approach,
and odd n = 1−21 for 1D and 2D systems are calculated with
the wave vector approach. Since correlation energies in hartree
agree at least in the first nine digits between these two
approaches, Table 2 shows one value for each n and periodicity.
For 1D and 2D systems, the dispersive binding is numerically
converged within 10−3 kcal/mol for n = 15. For the 3D system,
the interaction is predicted to be repulsive for the smallest n,
which is physically wrong. As explained in Appendix A, only the
Γ-point approximation is currently available for the 3D case.
The computational demand of the supercell approach on the
Γ-point becomes quickly prohibitive for increasing n, and
the 3D system is thus investigated until n = 4, for which the
dispersive binding is already stronger than for the 2D system.
In Figure 5, the RPA correlation energy changes are plotted

against n and decrease algebraically, while the total DFT energy
changes converge much faster to zero.
6.3. Benzene and Naphthalene Models. Next, we

investigate the total energy binding curves for weakly bound
stacked aromatic molecules in oligomers and infinite chains.
In our discussion, we stick to well-ordered, highly symmetric
structures in order to provide results that can be easier com-

pared and benchmarked with very accurate methods from
present literature and future work.
Figure 6 shows the binding curves of the benzene dimer and

Table 3 lists equilibrium parameters subject to the symmetry
constraints. All binding energies are normalized to a single
monomer for direct comparison among oligomers and chains.
As expected, the semilocal PBE functional predicts an unphy-
sical unbound system. The missing mid and long range
dispersion interactions can be included with Grimme’s disper-
sion correction,70,138 yielding a binding energy and an equili-
brium spacing that agree with the CCSD(T) reference data139

within 0.1 kcal/mol and 0.1 Å. A QCISD(T) calculation pro-
vides values very close to this reference.140 The MP2 method
overbinds compared to the reference. RPA/TZVP underbinds
significantly, while aug-cc-pVTZ/QZ basis set extrapolation
yields only 0.2 kcal/mol underbinding and a spacing that
deviates 0.03 Å from the reference.
For a selected near equilibrium spacing, 4.02 Å, interaction

energies of the tetramer and octamer, Figure 6, are calculated
on the RPA/TZVP level. The interaction per benzene ring
changes by −0.2 kcal/mol from the dimer to the tetramer and
by −0.1 kcal/mol from the tetramer to the octamer. The
binding energies of all oligomers represent upper bounds for
the value of the periodic chain.
Turning to the infinite benzene chain, Figure 6 and Table 3,

the binding energy per monomer is merely 0.1 kcal/mol
stronger than in the octamer at the RPA/TZVP level. We con-
clude that the major part of binding in this system originates
from rather local contributions. Figure 6d shows that the
system is dispersion bound as the HF and the correlation con-
tributions to the binding are repulsive and attractive, respecti-
vely. In the limit of large spacings, intermolecular interactions
vanish in agreement with the physical expectation. The basis set
extrapolated RPA binding energy is 0.7 kcal/mol weaker than
the PBE-D value. PBE-D and RPA predict that the spacing in
the chain is virtually the same as in the dimer. For the chain
with an intermonomer distance of 3.18 Å, the convergence
behavior of RPA correlation for n-fold supercells and wave
vector grids is investigated in Table 4. To obtain values that are
numerically reliable in the range of chemical accuracy, n ≥ 7
should be used. The supercell and k-point approach agree within
2 × 10−7 hartree. Figure 5 illustrates the energy changes with n.
Some of the PBE energy changes below 10−7 hartree look
scattered as they are close to the SCF convergence threshold.
In comparison to benzene, the naphthalene models exhibit a

larger contact area between the molecules, a smaller molecular
orbital energy gap (e.g., 3.4 vs 5.1 eV for PBE/TZVP), and a
higher molecular isotropic polarizability (e.g., 118 vs 66 au for
PBE/TZVP). This leads to an increase of intermolecular mid
and long-range correlation. Total energy binding curves of the
1D chain are shown in Figure 6 and more equilibrium data are
provided in Table 3. The PBE-D and RPA methods employing
TZVP basis sets predict approximately the same equilibrium
spacing of at least 3.92 Å for the dimer and the chain. In the
dimer case, the basis set extrapolation for RPA shortens this
stacking distance to 3.83 Å. An available CCSD(T) result yields
3.88 Å.141 The trends in the binding energies are similar to
those found for the benzene models.
Comparing benzene and naphthalene results with each other,

the equilibrium spacing decreases in the range from −0.02 to
−0.13 Å for the dimers and similarly for the chains, where RPA
results exhibit the largest changes. The binding increases by
around 1 and 2 kcal/mol from the benzene to the naphthalene

Table 2. Correlation Contribution to RPA/TZVP Binding
Energies [kcal/mol] per Molecule for Methane Crystal
Models from Calculations Employing k-Point Sampling and
Γ-Point Supercell Approach

n 1D 2D 3D

mola −232.2276 −232.2686 −232.3290
1 −0.2164 −0.6716 5.1282b

2 −0.1458b −0.3464b 0.2713b

3 −0.1058 −0.2483 −0.1527b

4 −0.0954b −0.2243b −0.2651b

5 −0.0918 −0.2159
7 −0.0896c −0.2103c

9 −0.0890c −0.2086c

11 −0.0888c −0.2079c

15 −0.0886c −0.2074c

21 −0.0885c

aCounterpoise corrected RPA correlation energy [kcal/mol] of
the CH4 molecule in the gas phase. bOnly Γ-point supercell. cOnly
k-point sampling.

Figure 5. Energy convergence with number of wave vectors, n, along
each periodic direction. Left: RPA correlation energy. Right: Total
PBE energy. Values below 10−10 hartree are not shown.
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dimer and chain, respectively. The relative and absolute
deviations of RPA binding from the reference decrease for
the more extended π-system of naphthalene. The stacking

models discussed in this work provide upper bounds for
graphite, for which a layer spacing of 3.42 Å and a binding of
0.88 kcal/mol per C atom was found with RPA and in
experiment for the AA layered conformation.142

6.4. Timings. For large systems, the bottleneck in our
implementation is the N( )4 step of the B matrix contraction
with G (see eq 53). In most calculations performed with the
preliminary implementation for the present work, however, the
calculation of the CNF contribution to lattice sums in the B
matrix requires also a major part of the CPU time. The CPU
timings observed, Figure 7, agree with the formal scaling
behavior predicted in section 3 for the number of primitive cells
in direct space, N, and with respect to the number of wave

Figure 6. Binding energies per molecule for (a) benzene dimer, (b) periodic benzene chain, and (c) periodic naphthalene chain. Circles on dotted lines:
dimer (orange), tetramer (red), and octamer (blue). (d) HF and RPA correlation contributions for periodic benzene chain. TZVP basis employed except
for estimated CCSD(T)/aug-cc-pVQZ* from ref 139 and for aug-cc-pVTZ/QZ (a), and cc-pVTZ/QZ (b), basis set extraplation (TZ/QZ).

Table 3. Intermonomer Equilibrium Spacings d [Å] and
Binding Energies Eb per Monomer [kcal/mol]

structure method d Eb

C6H6 (dimer) Est. CCSD(T)/aug-cc-pVQZ*a 3.90 −0.85
QCISD(T)/CBSb 3.92 −0.83
PBE-D/TZVP 3.97 −0.94
MP2/TZVP 3.77 −1.28
RPA/TZVP 4.08 −0.38
RPA/aug-cc-pVTZ/QZc 3.93 −0.64

C6H6 (1D) PBE-D/TZVP 3.98 −1.83
RPA/TZVPd 4.07 −0.78
RPA/cc-pVTZ/QZe 3.94 −1.14

C10H8 (dimer) Est. CCSD(T)/ha-cc-pVTZf 3.88 −1.98
PBE-D/TZVP 3.92 −2.02
RPA/TZVP 3.95 −1.23
RPA/aug-cc-pVTZ/QZc 3.83 −1.64

C10H8 (1D) PBE-D/TZVP 3.92 −4.03
RPA/TZVPd 3.93 −2.55

aEstimate taken from ref 139; structure from ref 135. bTaken from
ref 140; QCISD(T)/aug-cc-pVTZ-optimized structure. cContains
HF/aug-cc-pVQZ binding energy. dn = 7. eContains HF/TZVP
binding energy; correlation part with n = 11. fEstimate taken from
ref 141; CCSD(T)/ha-cc-pVDZ-optimized structure.

Table 4. RPA/TZVP Correlation Energies [hartree] of 1D
Benzene Chain in Wave Vector and Supercell Approach for
a = 6.0 bohr (3.18 Å)

n k-points supercell

1 −1.7956140 −1.7956140
3 −1.7163669 −1.7163671
5 −1.7136192 −1.7136193
7 −1.7130752 −1.7130754
9 −1.7128945
11 −1.7128202
15 −1.7127674
21 −1.7127476
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vectors, Nk. We observe N( )3.6 scaling in direct space and
N( )k

1.9 scaling in reciprocal space.
6.5. Coulomb-Metric Matrix. Characteristic plots of the

Coulomb-metric matrix J(q), eqs 42 and 77, for a line and a
square lattice are shown in Figure 8. Our illustration is
restricted to matrix elements JPQ defined with s- and p-functions.

Features shared by all matrix elements are the vanishing gradient
of the real part on the FBZ boundary and the vanishing imagi-
nary part at the Γ-point and FBZ boundary. In the 1D and 2D
systems, the real parts of matrix elements between unprojected
s-functions exhibit a singularity at Γ, which is cured by the
charge projection at Γ leading merely to a discontinuity. In the
1D system, cusps are not visible. In the 2D system, however,
matrix elements between s- and p-functions exhibit a cusp at Γ,
which turns into a discontinuity due to charge projected
s-functions at Γ. In addition, cusps without discontinuity at Γ
may appear in JPQ elements between p-functions in the 2D
system. The plots suggest that the Coulomb-metric matrix as a
function of the exciton vector q represents a smooth differ-
entiable function except for the region around Γ.

7. CONCLUDING REMARKS

We developed and implemented a canonical orbital RI-RPA
method that describes molecules and crystals on an equal
footing employing local auxiliary basis functions and a recursive
multipole method in direct space. Since auxiliary atomic orbitals
were used, this method lays the groundwork for introducing
molecular effectively linear scaling atomic orbital RI-RPA
methods58 into solid state calculations. As one ingredient of the
underlying theory, we established the Hartree kernel under
PBC in its RI-factorized translation-symmetry adapted super-
matrix representation.
For the investigated models, the use of translation symmetry

led to computational speedups of typically 10−100. We pro-
vided numerical proof that the wave vector and Γ-point super-
cell approaches yield equivalent results. Our results obtained for
stacks of aromatic molecules confirmed previous findings of
molecular RPA studies on weakly bound dimers: structural
parameters were accurately predicted,3,38 and basis set extra-
polation toward the CBS limit was obligatory for evaluation of
binding energies, which were systematically underestimated.35

We observed that Bloch orbitals of longer wavelengths have a
much larger effect on intermolecular correlation energies than
on total SCF energies.
Existing recursive multipole methods were previously devel-

oped for long-range interactions in Coulomb terms of SCF
methods, where lattice sums of the totally symmetric electronic
ground state density and nuclear point charge arrays were
evaluated.100,112,143 Our modified recursive multipole method
ensures numerically converged values of Coulomb lattice sums
and works also for Bloch orbitals belonging to other irreducibe
representations than the totally symmetric representation Γ.
To use auxiliary GTF for RI factorizations in solid state

Figure 7. CPU times on single core for RPA correlation energy calculations versus n (total number of primitive cells in direct space and wave vectors
in reciprocal space). Colored digits x indicate N( )x scaling. From left to right (structure/orbital basis): CH4(1D)/TZVP, CH4(2D)/TZVP,
C6H6(1D)/cc-pVQZ.

Figure 8. J(qx,0,0) matrix [hartree] plotted for qx ∈ [0, π/a]. Elements
are shown for one s- and one p-type GTF (exponent 0.6 au) centered
about each of two atoms for a line (1D) and square (2D) lattice, see
Figure 3.
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methods, we demonstrated that divergent elements in the
Coulomb-metric matrix were avoided for Γ, when charged
auxiliary basis functions were projected to charge neutral linear
combinations. Therefore, solid state post-SCF methods with
nonlocal correlation contributions, e.g., RPA, MP2, and
coupled cluster methods may now be accelerated employing
the GTF-based RI approximation and the recursive multipole
method.

■ APPENDIX A

Coulomb Lattice Summation
Lattice sums of Coulomb interaction integrals

∑ϕ ζ ρ= |
∈

·e ( )K
K

i

L

q L 0 L

(67)

must be evaluated for J(q) and B(q) from eqs 42 and 48, where
ζ0 and ρL represent local distribution functions assigned to cells
0 and L, respectively. The sum of L reaches over the entire
crystal. The evaluation is conducted by a direct summation of
contributions from groups of cells L around the central cell 0
for a very large finite array K in real space. The size of this array
is chosen large enough to yield a converged value for ϕK within
a given threshold. The nonzero wave vectors in our electronic
structure calculations are chosen to yield Bloch phase factors,
eiq·L, which are periodic on finite n-fold supercells.112 In this
way, the lattice sum ϕK is always equivalent to lattice sums with
q = 0 defined on a supercell lattice. Therefore, the rules of
convergence100,144−147 known for q = 0 can be applied to ϕK
within our restricted wave vector set. In 1D and 2D systems, ϕK
is absolutely convergent if ζ0 exhibits arbitrary values in its
multipole moments and ρL is charge neutral,100,146

∫ ρ =r rd ( ) 0L3
(68)

Absolute convergence in this context means that the grouping
of L in eq 67 is irrelevant and thus ϕK →ϕ becomes inde-
pendent of the specific choice K. In 3D systems, absolute
convergence toward ϕ for ζ0 with arbitrary moments is
achieved with cell images ρL, which exhibit zero charge, dipole,
and quadrupole moments (ωlm = 0 for l = 0−2 and m = 0, ...,
±l). ϕ can still change for variations in images ρL that keep the
periodic distribution ρ unchanged and keep all ω0−2,m = 0
because ϕ depends also on the trace of the second electric
moment tensor of ρL.111 If this trace is zero, then ϕ belongs to
the Ewald limit.144 Alternatively, if the local function ζ0 is
charge neutral, then ω0−1,m = 0 in ρL are sufficient to obtain the
Ewald limit for ϕ in 3D systems without quadrupole and
second moment correction.
The integrals defining J(q) and B(q) contain auxiliary Bloch

functions, eq 37, as periodic distribution functions. The charge
of an unnormalized auxiliary Bloch function is determined by

∫ ∑η= ̃ = ·z r zrd ( ) eP P P
i

q q
L

q L3

(69)

δ= × ×N zPqKUC (70)

where

∫ η=z r rd ( )P P
L3

(71)

is the charge of a single auxiliary GTF.

At q = 0, the Bloch function is charged if the GTF is charged.
This charge can be corrected to zero by replacing the auxiliary
GTF basis by a projected one,

∑η η=⊥ ⊥Pr r( ) ( )P
Q

PQ Q
L L

(72)

The concept of the charge projection

= −⊥P 1 nnT
(73)

is explained in detail in ref 91. The normalized charge vector n
of Naux auxiliary basis functions ηP contains the elements

=
| |

=n
z

z z
z

z, ( ,..., )P
P

N1 aux (74)

For q = 0, ηP
L is replaced by η⊥P

L in all equations of sec 2. In
addition, the resulting projected Coulomb-metric matrix
(compare with eq 42),

η η= | ̃⊥ ⊥ ⊥J q( ) ( )PQ Q
0

q (75)

contains a zero eigenvalue and cannot be inverted. J⊥ is thus
modified by adding a complement projection matrix

=P nnT
(76)

which replaces the zero eigenvalue by 1 in the resulting
Coulomb-metric matrix

= +⊥J q J q P( ) ( ) (77)

It was shown in ref 91 that this modified J does not change
the solution of the fitting coefficients belonging to J⊥. This
definition of J can then be used in eq 41 for q = 0. Within the
charge projected basis, local functions η⊥P

0 always are charge
neutral and thus a quadrupole and second moments correction
is never necessary.
For q ≠ 0, the charge projected basis destroys energy

invariance under translation of the unit cell content, as can be
simply proven with a quasi-isolated molecule crossing the
boundary of a very large unit cell. Charge projection is,
however, not necessary, if q = K/n for K ≠ 0 and |n| > 1. In this
case, the Bloch function is always charge neutral in each n-fold
supercell while the corresponding local GTF may be charged.
Therefore, lattice sums ϕ can be computed for an unprojected
auxiliary basis, if necessary, corrected up to quadrupole and
second moments.
Once the constraints on the Bloch functions are established,

the lattice sum in eq 67 is decomposed into crystal near field
(CNF) and crystal far field (CFF) terms. The CNF term
contains contributions from L within the CNF radius, RCNF,
about the center of the reference unit cell 0. The precise
definition of RCNF is found in ref 112 and depends on the
extents of ζ0 and ρ0. Contributions from L outside the CNF
radius belong to CFF. The CNF term is computed by direct
integration. The CFF term,

∑

∑ ∑ ∑

ϕ ζ ρ

ζ ρ

= |

= ×

·

=

∞

=−

·M L

e ( )

[ ] [ e ]

i

l m l

l

lm lm
i

L

q L 0 L

0

L

q L L

CFF
CFF

0

CFF

(78)

is calculated with a multipole expansion about the center of cell
0. Definitions of multipole moments Mlm and local moments
Llm of point charges, GTF, and GTF products and schemes to
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calculate the moments can be found in ref 148. The local
moments of the entire CFF are obtained by a recursive scheme
from a small set of shift operators149 and multipole moments of
the single cell content. The recursion scheme was published for
q = 0.100 In the following, this recursion is used in an extended
scheme for q ≠ 0.
Figure 9 illustrates the arrangement of L in domains used

for our periodic multipole algorithm to compute ϕCFF. There

is the CNF of the unit cell UC ≡ UC(1) determined
by RCNF. The CNF is enclosed by and part of the CNF(n)

consisting of n-fold supercells UC(n) within the radius RCNF
(n) ,

that is, the crystal near-field radius based on the extent
of the supercell distribution ρUC(n)

0 . The difference set
CNF(n)\CNF of L defines ΔCNF. The set of L outside
CNF(n) is CFF(n), and the union of CFF(n) and ΔCNF is the
CFF. Using the language of Kudin and Scuseria100 the fol-
lowing steps define our revised multipole method that
yields ϕCFF,

(1) Select n, to build a grid of wave vectors q = K/n with
reciprocal lattice points K.

(2) Form two sums of pristine multipole-to-multipole shift
operators from 0 to all L in the n-fold supercell. One
sum includes the real part of the Bloch phase,

∑= ·M q L Lcos( ) ( )
L

Re
UC(n)

(79)

the other includes the imaginary part,

∑= ·M q L Lsin( ) ( )
L

Im
UC(n)

(80)

(3) Apply M# (# = Re, Im) with a multipole-to-multipole
shift operation, ◁, to the multipole moments of the
reference unit cell about its cell center,

ρ ρ# = #
◁M M Mq[ { ( )}] [ ]0 0

UC(n) UC (81)

to obtain multipole moments of the supercell density.
(4) For 3D systems, determine fictitious point charges, which

cancel the dipole moments of real and imaginary parts of
the supercell density,146 and add the fictitious charge
distribution to the supercell (# = Re, Im),

ρ ρ# ̃ = # +M M Mq q[ { ( )}] [ { ( )}]0 0 q
UC(n) UC(n) dip (82)

(5) Build M* and L* from pristine multipole-to-multipole and
multipole-to-local shift operators, and , as devised
by Kudin et al., however, using n-fold supercells S,

∑* =M S( )
n

S

(UC( ))(3)

(83)

∑* =
′

L S( )
n

S

FF (UC( ))

(84)

where (UC(n))(3) and FF′(UC(n)) represent the 3-fold of
the n-fold supercell and the first FMM zone of UC(n),
respectively. Compute the final lattice operator S from
M* and L* by recursion (eq 24 in ref 100).

(6) Calculate local moments Ldip
q of fictitious inverted

charges to cancel dangling charges at the CNF(n)/
CFF(n) boundary from step 4 (see also Figure 9).146,150

(7) Calculate local moments of the CFF(n) domain using the
results from steps 4, 5, and 6 (# = Re, Im),

ρ# = ⊗ # ̃ +L S M Lq( CFF ) [ { ( )}]nq 0 q( )
UC(n) dip (85)

where ⊗ represents the multipole-to-local shift operation.
(8) Form two sums, for real and imaginary parts, of pristine

multipole-to-local shift operators from 0 to all L in the
ΔCNF domain,

∑= ·
Δ

L q L Lcos( ) ( )
L

Re
CNF

(86)

∑= − ·
Δ

L q L Lsin( ) ( )
L

Im
CNF

(87)

(9) Calculate local moments of the entire CFF (# = Re, Im),

ρ# = # + ⊗#L L L M( CFF) ( CFF ) [ ]nq q 0( )
UC (88)

(10) Perform contraction between multipole moments of ζ0

and local moments from step 9 as shown in eq 78;
however, do it separately for real and imaginary parts of
the CFF distribution. Add real and imaginary parts after
contraction to obtain the complete complex valued
interaction ϕCFF.

If the real and imaginary parts of exp[i(q·L)]ρL are treated
separately in the multipole methods, then the moments main-
tain the properties of real densities, for example,

= − *M M( 1)lm
m

lm (89)

If ζ0 is charged in 3D systems, then the quadrupole and second
moments correction must be applied in steps 4 and 6, too. For
the dipole correcting terms, Mdip

q and Ldip
q , q-independent

moments of unit point charge distributions are precalculated
once and rescaled for the actual ρUC(n)

0 (q).

■ APPENDIX B

Translation-Symmetry Adapted RI Hartree Kernel
This appendix outlines the derivation of eq 49 starting from the
RI approximation

σ σ′ ≡ |Ω ≈ |Ω̃σ τ τ τV q q( , ) ( ) ( )11, (90)

by inserting the ansatz of eq 36,

Figure 9. Domains of periodic FMM scheme. Circles represent
positions of dangling fictitious charges from the dipole correction. See
further explanation in text.
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∑σ η′ = |σ τ
τ

′V q q( , ) ( d )
P

P Pq11,
RI

(91)

With the use of the density fit, eq 46, minor rearrangements
yield

∑ ∑

∑

σ η

η φ ϕ

Λ

Λ

′ = | ′

× ′ * *̃ | *̃

σ τ

τ τ

−
′

−
′ + ′

V q q q

q

( , ) ( ( ( )) )

( ( ( )) )

Q P
PQ P

R
RQ R j b

q

q k k q
0

11,
RI 1

1
j j

(92)

Next, the first ERI in each product is reduced to the reference
cell L = 0 (cf. eq 30),

∑ ∑

∑

δ

ϕ φ η

ϕ φ η

Λ

Λ

′ =

× * ̃ | ̃

× * ̃ | ̃ *

σ τ

σ σ

τ τ

′

+
−

+
−

V
N

q q

q

q

( , )
1

( ( ( )) )

( ( ( )) )

Q
a i

P
PQ P

b j
R

RQ R

qq

k q
0

k q

k q
0

k q

11,
RI

UC
1

1

i i

j j (93)

This result represents eq 47 employing the definition of B,
eq 48. In summary, one q-block in the RI-approximated V11
submatrix (cf. Fig. 1) is

δ′ = ′′
†

N
V q q B q B q( , )

1
( ) ( )qq11

RI

UC (94)

and the entire submatrix is given by

= †

N
V B1B

1
11
RI

UC (95)

where the structure of B is illustrated in Figure 1 and the unit
matrix 1 is of the order Nk × Naux. Conducting this derivation
for all submatrices V11

RI, V12
RI, and their complex conjugates yields

the Hartree kernel of eq 22 in the translation-symmetry
adapted RI form

=
̅ *

* ̅ * *

† †

† †

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟N

V
B1B B1 B

B 1 B B 1 B

1 ( )

( )
RI

UC (96)

with 1̅ defined in eq 51. Using the relations 1̅ = 1̅1 and 1 = 1̅ 1̅,
the Hartree kernel can be entirely factorized as defined by
eq 49.

■ APPENDIX C

Unit Cell Decomposition of the RPA Correlation Energy
This appendix shows that the RPA correlation energy of the
total system decomposes into equal contributions from all unit
cells of the crystal. Inserting the translation-symmetry adapted
RI Hartree kernel, eq 49, into the RPA correlation energy,
eq 19, and expanding the logarithm into powers of VRI Π0, we
may investigate individual traces, eq 18, and may perform cyclic
permutation,

Π Π= †
⎪ ⎪

⎪ ⎪

⎪ ⎪

⎪ ⎪
⎧
⎨
⎩

⎫
⎬
⎭

⎧
⎨
⎩

⎛
⎝⎜

⎞
⎠⎟

⎫
⎬
⎭

iu
N

iuVTr ( ( )) Tr
1

( )n
n

RI
0

UC
0

(97)

The matrix multiplication is conducted using the definitions of
and Π0, eqs 50 and 13,

Π

= + ̅ ̅− −*
⎪ ⎪

⎪ ⎪⎧
⎨
⎩

⎛
⎝⎜

⎞
⎠⎟

⎫
⎬
⎭

iu

N
iu iu

V

Q 1 Q 1

Tr{( ( )) }

Tr
1

[ ( ) ( ) ]

n

n

RI
0

UC (98)

with

π=− † −iu iuQ B B( ) ( ) (99)

As B and π− are q-block diagonal, the product matrix Q− is also
q-block diagonal and of order Nk × Naux. Multiplying Q− with 1̅
from left and right leads to a switch between q- and −q-blocks
in the result, 1̅Q−1̅ (cf. Fig. 1). Therefore, the trace in eq 98 is
split into a sum over q and the trace of the remaining matrix
index P,

∑

Π

= + −− −*
⎪ ⎪
⎪ ⎪⎧
⎨
⎩

⎛
⎝⎜

⎞
⎠⎟

⎫
⎬
⎭

iu

N
iu iu

V

Q q Q q

Tr{( ( )) }

Tr
1

[ ( , ) ( , )]

n

n

q

RI
0

UC (100)

where the summation over q can be decoupled from order n.
The summation of wave vectors k in diagonal q-blocks of Q− is
then converted to a numerical integration on a finite grid via
eqs 56 and 57,

∑ π= *
σ

σ σ σ σ
− −Q iu

N
N

B iu Bq q q q( , ) ( ) ( , ) ( )PQ
k i a

i a P i a i a i a Q
k

k k k k
UC

,

(101)

where the dimension of the matrices B and π− for index k is
reduced to the number of k vectors, Nk, on the finite grid. The
definition of Q−, eq 99, is left unchanged for finite k grids, if the
weights 1/Nk are introduced into eq 100,

∑

Π

= + −− −*
⎪ ⎪
⎪ ⎪⎧
⎨
⎩

⎛
⎝⎜

⎞
⎠⎟

⎫
⎬
⎭

iu

N
N N

iu iu

V

Q q Q q

Tr{( ( )) }

Tr
1

[ ( , ) ( , )]

n

k k

n

q

RI
0

UC

(102)

where the sum over q is also reduced to a finite grid. The two
different contributions from the q and −q vectors can be
further summarized, if the inversion symmetry of orbital
coefficients and energies in reciprocal space is employed,

= *μ σ μ σ−C Cp pk k, (103)

ε ε=σ σ−p pk k, (104)

If blocks belonging to k and − k are interchanged in matrices B
and π− and complex conjugation is applied to B, then the
diagonal blocks of q and − q are equal using eqs 103 and 104,

π− = *− † +iu iuQ q B q q B q( , ) [ ( ) ( , ) ( )] (105)

This leads to

≡ − + −

=

− −*

†

u
N

iu iu

N
u

Q q Q q Q q

B q G q B q

( , )
1

[ ( , ) ( , )]

2
( ) ( , ) ( )

k

k (106)

with

π π+ = −− +iu iu uq q G q( , ) ( , ) 2 ( , ) (107)
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G is derived by expanding π± = −(Δ ± iu1)−1 in a Taylor series
with respect to iu and analyzing the real and imaginary
contributions. If the result, eq 106, is inserted into the trace
expression, eq 102, and the traces of all orders n are contracted
to the logarithm, then it follows

≈ ×E N ECRPA
UC UC

CRIRPA
(108)

with the total RPA correlation energy from eq 19 and the RI-
approximated RPA correlation energy per unit cell as defined in
eq 52.
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Supplementary information for ’Random Phase Approximation for Peri-
odic Systems Employing Direct Coulomb Lattice Summation’

#methane coordinates in bohr for the 3D cubic cell and cell

parameter a=10 bohr↪→

$cell

10.0000000000 10.0000000000 10.0000000000 90. 90. 90.

$coord

5.00000000000000 5.00000000000000 5.00000000000000

c↪→

5.00000000000000 5.00000000000000 7.07191462935715

h↪→

6.95347604397854 5.00000000000000 4.30927864226444

h↪→

4.02331772493165 6.69162236292298 4.30939202583241

h↪→

4.02339898315536 3.30812063432295 4.30930698815643

h↪→

$end

#benzene coordinates in bohr for the 1D periodic chain and d=6 bohr

$cell

6.0

$coord

0.00000000000000 2.27726048004030 1.31477695116610

c↪→

0.00000000000000 0.00000000000000 2.62955390233230

c↪→

0.00000000000000 -2.27726048004030 1.31477695116610

c↪→

0.00000000000000 -2.27726048004030 -1.31477695116610

c↪→

0.00000000000000 0.00000000000000 -2.62955390233230

c↪→

0.00000000000000 2.27726048004030 -1.31477695116610

c↪→

0.00000000000000 4.04473537651420 2.33522905843130

h↪→

0.00000000000000 0.00000000000000 4.67045811686260

h↪→
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0.00000000000000 -4.04473537651420 2.33522905843130

h↪→

0.00000000000000 -4.04473537651420 -2.33522905843130

h↪→

0.00000000000000 0.00000000000000 -4.67045811686260

h↪→

0.00000000000000 4.04473537651420 -2.33522905843130

h↪→

$end

#naphthalene coordinates in bohr for the 1D periodic chain and d=6

bohr↪→

$cell

6.0

$coord

0.00000000000000 4.60200356035142 1.33767554986132

c↪→

0.00000000000000 4.60200356035142 -1.33767554986132

c↪→

0.00000000000000 2.35125643289747 -2.65180941166365

c↪→

0.00000000000000 0.00000000000000 -1.35771086264751

c↪→

0.00000000000000 0.00000000000000 1.35771086264751

c↪→

0.00000000000000 2.35125643289747 2.65180941166365

c↪→

0.00000000000000 -2.35125643289747 2.65180941166365

c↪→

0.00000000000000 -4.60200356035142 1.33767554986132

c↪→

0.00000000000000 -4.60200356035142 -1.33767554986132

c↪→

0.00000000000000 -2.35125643289747 -2.65180941166365

c↪→

0.00000000000000 6.39458306443460 2.35792746179659

h↪→

0.00000000000000 6.39458306443460 -2.35792746179659

h↪→
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0.00000000000000 2.34633678839078 -4.71676640487692

h↪→

0.00000000000000 2.34633678839078 4.71676640487692

h↪→

0.00000000000000 -2.34633678839078 4.71676640487692

h↪→

0.00000000000000 -6.39458306443460 2.35792746179659

h↪→

0.00000000000000 -6.39458306443460 -2.35792746179659

h↪→

0.00000000000000 -2.34633678839078 -4.71676640487692

h↪→

$end
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Stabilization of covalent organic frameworks (COFs) by post-synthetic locking strategies is a

powerful tool to push the limits of COF utilization, which are imposed by the reversible COF

linkage. Here we introduce a sulfur-assisted chemical conversion of a two-dimensional imine-

linked COF into a thiazole-linked COF, with full retention of crystallinity and porosity. This

post-synthetic modification entails significantly enhanced chemical and electron beam

stability, enabling investigation of the real framework structure at a high level of detail. An

in-depth study by electron diffraction and transmission electron microscopy reveals a myriad

of previously unknown or unverified structural features such as grain boundaries and edge

dislocations, which are likely generic to the in-plane structure of 2D COFs. The visualization

of such real structural features is key to understand, design and control structure–property

relationships in COFs, which can have major implications for adsorption, catalytic, and

transport properties of such crystalline porous polymers.
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Covalent organic frameworks (COFs) distinguish them-
selves from conventional polymers by three defining fea-
tures: covalent connectivity, porosity, and crystallinity.

This generation of two- (2D) and three-dimensional (3D) poly-
mers is synthesized under solvothermal conditions by reversible
covalent bond forming reactions1–3. Reversibility of the COF
linkage is key to obtain ordered materials by error correction and
defect healing4–6, but at the same time makes COFs inherently
unstable and rich in defects. This dilemma can be circumvented
by performing a reversible order-inducing step under thermo-
dynamic control and subsequently arresting this order via a post-
synthetic treatment, a concept that has been explored for the
synthesis of crystalline, “unfeasible” zeolites7 as well as to stabilize
the molecular cages formed by dynamic covalent chemistry8. In
order to arrest COFs in their crystalline state (arrested linkage
COFs: ALCOFs) the chemical linkage of the COF needs to be
converted2 from a reversible to an irreversible type of bond in a
topochemical fashion.

The competition between reversibility and stability, which is
dominated by subtle changes in the reaction conditions, often
leads to COFs with only moderate chemical stability and low
crystallinity. As a result, nanocrystalline COFs with ubiquitous
structural disorder are obtained. Such structural disorder is dif-
ficult to probe or even quantify by conventional diffraction
methods such as X-ray powder diffraction (XRPD), while imaging
with transmission electron microscopy (TEM) is difficult due to
the sensitivity of COFs – similar to most soft matter systems – to
the electron beam in comparison to inorganic crystalline mate-
rials1,4,9. In spite of these challenges, analysis of the ideal and
real structure of COFs has been in the focus since the very
beginning of the field, and it continues to attract attention as the
field1,4,9–12.

In 2D COFs, various kinds of out-of-plane disorder are pre-
valent, such as random or poorly defined stacking sequen-
ces4,13,14. In-plane defects, which also impact the electronic
transport properties of COFs, have been invoked to explain the
low crystallinity of many COFs15. In closely related systems such
as on-surface grown, monolayer 2D polymers, rings with five or
seven edges in an otherwise hexagonal system have been observed
as defects by scanning tunneling microscopy16,17, very similar to
the formation of defects in graphene18. While often detrimental,
such defects can be highly beneficial, for example in (electro)
catalysis where they act as high-energy binding sites for the
adsorption of reaction intermediates19. In addition, the typically
limited size of the crystallites of COFs leads to grain boundaries
and domain intergrowth, which can drastically influence the
long-range charge carrier percolation in COFs20 as well as
influence ion conduction21,22. These examples show that disorder
can have a significant influence on the chemical, structural and
(opto-)electronic properties of COFs. However, such defects were
never directly imaged. Hence, it is of paramount importance to
understand the types of defects and disorder present in COFs and
to elucidate and control their influence on the properties of the
material.

In this work, we investigate the topochemical conversion of the
triphenyl triazine imine COF (TTI-COF)4,23 with elemental sul-
fur into a thiazole-linked COF through a post-synthetic locking
strategy, thereby establishing a class of thiazole-based COFs. This
type of post-synthetic modification is fundamentally different
from previous examples, such as the introduction of functional-
ities by tethering side groups24 or heterogeneous linker
exchange:25 These approaches either do not change the reversible
bond of the starting COFs, or they even utilize the reversibility to
introduce functionality. The post-synthetic oxidation of an imine
COF linkage to an amide, as reported recently, provides a direct
transformation of the reversible bond of the COF;2 however it

was recently shown that even amides are, in principle, reversible
enough to be used for the synthesis of COFs26. Modification of
the imine linkage of the TTI-COF leads to excellent contrast and
high electron beam stability of the sulfur-modified TTI-COF
(triphenyl triazine thiazole COF; TTT-COF), which enables
imaging and analysis of in-plane defects with TEM, thus revealing
details of real structure effects that have not been amenable to
direct observation in any COF so far.

Results
Post-synthetic locking by imine to thiazole conversion. As
pointed out by Yaghi et al.,2 the promise of COFs lies in the fact
that COFs, though being extended solids, are amenable to the
versatile toolbox of molecular synthesis. While this concept is
particularly useful at the precursor level and hence formation of
COFs, strategies for modifying the backbone of COFs once they
are formed are extremely scarce2. We thus explored the
post-synthetic reaction of COFs with elemental sulfur. At high
temperatures, elemental sulfur reacts with aromatic imines
to first oxidize the imine to a thioamide, and subsequently
oxidatively cyclizes the thioamide group to form a thiazole ring
(Fig. 1)27. Thus, sulfur serves as an oxidant (being reduced to
H2S) and as a nucleophile, attaching first to the imine carbon and
afterwards to the phenyl ring on the nitrogen side of the imine.

Transferring this reaction scheme to imine-linked TTI-COF,
which was previously reported by us to show high thermal and
chemical stability4,23, we synthesized TTT-COF in two successive
steps: First, TTI-COF was infiltrated with molten sulfur at 155 °C.
At this temperature, sulfur has minimum viscosity, enabling
mixing with the COF material. Subsequently, by using a thermal
treatment at higher temperature (350 °C), the conversion of the
TTI-COF to the TTT-COF took place. After removal of the excess
sulfur by Soxhlet extraction and under high vacuum, the obtained
material was investigated by 13C and 15N solid state NMR
(ssNMR) to probe the imine to thiazole conversion and retention
of the framework structure (Fig. 2).

Framework characterization. As depicted in Fig. 2a, b, the
ssNMR spectra of TTT-COF shows significant and well-defined
changes as compared to the TTI-COF precursor. The loss of the
carbon 3 and 4 signals at 151 ppm and 115 ppm (in TTI-COF) in
the 13C ssNMR spectra, together with the appearance of the 3′
signal at 156 ppm for the TTT-COF, indicate the conversion of
the nitrogen bearing phenyl ring to the thiazole in TTT-COF.
Small residual intensity at 151 ppm might indicate some
unreacted TTI-COF. Furthermore, the characteristic imine car-
bon 2 is shifted in the thiazole 2′ as a shoulder to the triazine
carbon 1′28,29. Also, the absence of a 13C signal between 210 and
180 ppm29,30 hints at the conversion of the imine to the thiazole
and the absence of thioamide. 15N ssNMR shows the triazine
nitrogen, 6 and 6′, at the same position for TTT-COF as for TTI-
COF and a shift of the imine nitrogen 5 from −55 ppm to the
thiazole 5′ at −71 ppm. As additional confirmation of the
determined thiazole structure of the TTT-COF, the calculated
NMR chemical shifts of excised fragments (Fig. 2a, b, Supple-
mentary Table 1, 2, 3, 4) are in good agreement with the
experimental NMR spectra. 13C and 15N NMR chemical shifts
were calculated with density functional theory (DFT) on the B97-
2/3/pcS-2//PBE-D3/def2-TZVP level of theory (Supplementary
Figs. 1, 2, 3, 4, 5), as we already applied this method successfully
to other COF building blocks31.

The Fourier-transform infrared spectroscopy (FT-IR) spectra
further confirm the conversion of TTI-COF to TTT-COF, as
evident by the disappearance of the characteristic imine (N=
CH) vibration at 1627 cm−1 and the appearance of a new N= C
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vibration28 of the thiazole at 1609 cm−1 (Fig. 2d, Supplementary
Fig. 8). Elemental analysis shows the presence of sulfur with an
elemental composition close to the composition that would be
expected from the thiazole model (Supplementary Table 5). In
addition, energy dispersive X-ray spectroscopy scanning electron
microscopy (EDX/SEM; Supplementary Fig. 10) of TTT-COF
indicates homogeneous distribution of sulfur in all parts of the
sample, thus verifying a uniform and regular incorporation of
sulfur in the COF backbone. The XRPD confirms the complete
absence of reflections originating from elemental sulfur, further
validating that only chemically bound sulfur is present (Supple-
mentary Fig. 16).

Sorption analysis reveals retention of the porosity of the TTT-
COF after sulfurization (Fig. 2e), the Brunauer–Emmett–Teller
(BET) surface area of 1431 m2 g−1 for the TTT-COF (theoretical
surface area 1609 m2 g−1) being close to the BET surface area of
1362 m2 g−1 for the precursor TTI-COF (theoretical surface area
1970 m2 g−1) (Supplementary Fig. 11). The ratio of experimental
BET to theoretical surface area is seen to be improved upon sulfur
incorporation. This not only indicates that the pores have not
been blocked by sulfur deposits, but also that previously blocked

pores might have been cleaned by oxidative or evaporative
removal of guests in the pores. The pore size distribution was
calculated from Argon isotherms using the quenched solid state
functional theory (QSDFT) cylindrical pore model, which shows
a reduction in the pore size from 2.3 nm in the TTI-COF to 2.2
nm in the TTT-COF (Supplementary Fig. 12). This change in the
pore size matches well with the reduction in lattice parameters
observed in the XRPD and the expected pore size reduction by
the bending of the linkers upon formation of the thiazole.

Structural analysis of TTI-COF and TTT-COF. The structure
and crystallinity of TTT-COF was then assessed with XRPD,
revealing a crystalline material with a hexagonal unit cell (P63/m)
and a higher symmetry than derived for the precursor TTI-COF
(P1) (Supplementary Fig. 13)4. However, TTT-COF is quite
similar to the randomly stacked TTI-COF (rs-TTI-COF, P63/m)
(Fig. 3a), which is identical to the TTI-COF in terms of molecular
connectivity, but shows random orientation of the stacking vector
of the layers due to the altered synthesis conditions (see Methods
section), and hence a higher apparent symmetry4. TTT-COF has
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reduced in-plane unit cell dimensions (24.478(5) Å vs 25.244(8)
Å), and a larger interlayer stacking distance (c= 7.002(5) Å) than
rs-TTI-COF (c= 6.905(7) Å) as is evident from Rietveld refine-
ment (Supplementary Table 6, Supplementary Fig. 14). The
smaller a and b axis of the unit cell can be understood by the
contraction induced by bending of the linker upon formation of
the five-membered thiazole ring (Supplementary Fig. 15). The
larger stacking distance likely stems from the introduction of
sulfur into the layers, also signaling a somewhat weaker interlayer
interaction. This may explain the loss of the ordered slip-stacking
that is present in TTI-COF (Supplementary Fig. 13). Rietveld
refinement of the XRPD pattern of TTT-COF was done using an
imine model and a thiazole model; a significantly better fit was

obtained for the thiazole model, which further confirms this
structural feature in TTT-COF (Fig. 3b, Supplementary Table 7).

Generalizing the imine locking with a pyrene based COF. To
demonstrate that the concept of imine to thiazole conversion in
COFs can be generalized and transferred also to other COF
systems, we performed the reaction on the Pyrene tetra(phenyl)
biphenyl imine-COF (PBI-COF, Supplementary Fig. 6)32, which
was transformed to the Pyrene tetra(phenyl) biphenyl thiazole-
COF (PBT-COF, Supplementary Fig. 6). In the PBI- and PBT-
COFs the conversion is clearly evidenced by 13C ssNMR as well,
which shows the appearance of two peaks at 153.3 ppm and 166.8
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ppm, with the latter corresponding to the characteristic thiazole
carbon between the nitrogen and the sulfur (Supplementary
Fig. 7). Note that in the TTI- and TTT-COFs, this region is
obstructed by the presence of the triazine carbon (1 & 1′, Fig. 2a).
Similar to the TTI- to TTT-COF conversion, the PBI to PBT-COF
conversion is evidenced by the disappearance of the vibration at
1622 cm−1 that corresponds to the characteristic imine stretch,
and by the presence of a vibration at 1602 cm−1 in the PBT-COF
that can be assigned to the thiazole moiety (Supplementary
Fig. 9).

As in the TTI-to-TTT transformation, crystallinity was
retained during the transformation of the PBI- to PBT-COF
(Supplementary Fig. 17), while the in-plane lattice parameters a
and b of the Rietveld-refined structures differ less between PBI-
and PBT- COF (Supplementary Table 8) as compared to the TTI-
and TTT-COF (0.60 Å and 1.58 Å for the PB and the TT system,
respectively). This effect is attributed to the lower degree of
structural distortion during the sulfurization reaction, as seen in
Supplementary Fig. 18.

Chemical stability screening. As the transformation of the
imine-based TTI-COF to the thiazole-based TTT-COF is expec-
ted to significantly improve the chemical stability, we assessed the
possibility of locking the reversible bond by comparing the
crystallinity before and after chemical treatment. Both materials
were exposed to identical and extremely harsh conditions, to test
the limits of stability of both COFs (Fig. 4). Initially both COFs
were treated with concentrated hydrochloric acid, after which
both COFs showed no signs of degradation, testifying to the
already excellent resistance to acids of TTI-COF. In contrast,
other imine-based COFs have previously been reported to be
labile under strongly acidic conditions2. The treatment of TTI-
COF with potassium hydroxide solution lead to a near complete
loss of crystallinity, while the TTT-COF remained unaffected.
Next, we tested reagents that are known to alter imine bonds:
hydrazine is a particularly good nucleophile that enters the imine
bond and replaces the amine, which then leads to a loss of order;
sodium borohydride, a reagent that is used to reduce imine bonds
could lead to a loss of rigidity, followed by a collapse of the
structural order. In both cases the TTT-COF remains essentially
unaffected, while the TTI-COF turns completely amorphous. This

result shows that the imine bond has been locked as a thiazole,
while the ordered structure of the TTT-COF is retained. The
resilience of the TTT-COF to reactive conditions and reagents
could enable a range of applications that were previously not
accessible due to the lability of COFs.

Real structure and defect analysis by TEM. TEM investigations
in COFs have so far primarily been used to confirm the periodic
structure of COFs4,11,23,33,34, their nano- and micron-scale
morphology12, and the presence of inorganic guests33,35. How-
ever, the low contrast in COFs and their low electron beam sta-
bility generally render a detailed analysis of COFs with TEM
highly challenging as the samples easily decompose before useful
information can be extracted. The destruction of COFs in the
electron beam can be ascribed to different damaging mechanisms:
one of the defining features of COFs is their composition out of
light elements, which makes them difficult to image since such
atoms can be significantly affected by atom displacement,
electron-beam sputtering, electron-beam heating, electrostatic
charging, and radiolysis36.

The TTI- and TTT-COF were analyzed by electron micro-
scopy, where TEM and SEM revealed a morphology of inter-
grown crystallites with a slightly anisotropic shape in both COFs
(Supplementary Fig. 19). Imaging TTI- and TTT-COF by TEM
suggests significantly increased electron contrast for TTT-COF
and improved electron beam stability as compared to TTI-COF
and other COFs4,33. First, we quantified the stability of the TTI-
and the TTT-COF in the electron beam by taking images at
defined time intervals, under otherwise identical conditions.
Visual inspection of the images revealed gradual decomposition
of the TTI-COF upon electron beam exposure as evident by
shrinking of the structure as well as diminished lattice fringes
(Supplementary Fig. 20). Quantitative analysis of these images by
means of their fast Fourier transform (FFT) showed a continued
broadening and shift to smaller d-spacings for the peak
corresponding to the 100 reflection in the XRPD. The continuous
shift in d-spacing can be fitted by an exponential decay from
which half-lives can be extracted. TTI-COF has an average half-
life of 1.22 min, while TTT-COF displays a significantly increased
half-life in the electron beam of 2.83 min (Supplementary Fig. 21),
thus clearly pointing to the higher stability of TTT-COF in the
electron beam (Fig. 5). While the higher electron contrast in the
TEM images of the TTT-COF results from the regular
incorporation of sulfur into the lattice, the improved stabilization
is likely due to the aromatization of the imine bond in the form of
a thiazole and the lower number of hydrogen atoms in the
structure, which are most susceptible to electron beam damage36.
This improved stability is crucial for exploring the real structure
of the TTT-COF with TEM as described in the following.

TEM images of TTT-COF reveal an overall retention of the
crystallite size compared to the precursor TTI-COF (50–200 nm);
likewise, the crystallinity seen already for the TTI-COF is clearly
retained as well4. The hexagonal symmetry of the structure is
visible from the real space images (along the [001] zone axis,
Fig. 6a), which also show the presence of continuous pore
channels when viewed along [hk0] (Fig. 6b). Both real
space images and selected area electron diffraction (SAED)
patterns (Fig. 6c) are in agreement with the structural model
developed with Rietveld refinement (see also Supplementary
Figs. 22, 23, 24).

In addition, TEM reveals a host of real structure details of
TTT-COF, including many forms of defects such as disorder,
twin, and grain boundaries. Several observed grains of the COF
have co-aligned c-axes but are rotated against each other in the
ab-plane (Fig. 6d). Two main types of boundaries are visible
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between grains: high angle grain boundaries (HAGB) and low
angle grain boundaries (LAGB). HAGB are formed by a
corrugated interface of adjacent five and seven membered rings
in contrast to the normal six membered rings in the ordered
TTT-COF, as shown in Fig. 6f. Some crystallites have an angle of
29° between them, previously observed by TEM in covalently
connected grain boundaries of single-layer graphene showing
quilt-like structures37, similar to the co-aligned crystallites of
TTT-COF. It was not possible to discern unambiguously whether
a covalent interface exists between the grains due to increased
radiation damage at higher magnifications. However, having this
many different crystallites in such an oriented way and intimate
contact between the different domains suggests an alignment of
these domains during synthesis, which is likely induced by
covalent connections.

Discussion
A likely mechanism for the formation of the observed grain
boundaries is the crystallization of grains from an initially
amorphous imine gel (Fig. 7) as has been proposed as a formation
mechanism for imine COFs by Dichtel and coworkers38. This
mechanism implies that the covalent connectivity between the
different grains is present from the initial formation of the
polymer on and that the grain boundary is left as a remnant of
this amorphous state.

The intergrowth is even more likely for LAGB as these present
a nearly continuous transition from one crystallite to another.
Inspection of the LAGB with different Fourier filters shows the
presence of several edge dislocations (Fig. 6h–k). Details of such
an edge dislocation with a Burgers vector of [100] are shown in
Fig. 6l–o. At the molecular level, such a defect could be described
by either a linker vacancy (Fig. 6p–q, and supplementary dis-
cussion) or an out-of-plane growth that resembles five- and

seven-membered rings such as spirals. Features such as five
membered rings and the growth of spirals have similarly been
described in the simulation of the crystallization of COF-5, thus
predicting the presence of these features in a COF, which have
been observed here39.

The observed defects in TTT-COF might have important
implications for the properties of the COF. The grain boundaries
of the co-aligned crystallites would not obstruct the pore channels
and therefore are not expected to influence properties that are
primarily contingent on the porous nature of COFs, such as their
use as a sorption material or membranes where continuous mass
transport is important. The electronic or excitonic conductivity in
COFs is assumed to require ordered π-stacking for charge carrier
percolation perpendicular to the layers15, while the transport of
charges is also possible within the ab-plane of the individual
layers40. In the latter case the covalent connection and co-
alignment of the COF layers could still enable charge transport
from one grain to another, rendering limitations through reduced
grain boundary conductivity less severe. The presence of defects
extending beyond one layer such as out-of-plane helices would
essentially turn the 2D COF into a covalently connected 3D COF
(Supplementary Fig. 26). This could have important implications
for the feasibility of exfoliation of nominal 2D COFs, as covalent
bonds would need to be broken in order to separate the individual
“layers” of the COF. The presence of an isolated vacancy or a
columnar vacancy line defect in the COF structure would influ-
ence not only the sorption properties of the COF by the presence
of differently sized pores, but it would also present functional
groups exposed to larger than regular pores in the COF. Fur-
thermore, we note that size-selective properties such as sorption
and catalysis41 would be influenced in terms of selectivity by the
presence of defects, again emphasizing the importance of real
structure effects for the properties of COFs.
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The reaction of the TTI-COF with sulfur proceeds under
conditions that should not allow opening of the imine bonds; the
reaction is performed in neat sulfur and no water is present.
Furthermore, special solvent mixtures are required to form a

porous crystalline COF while reversible bonds are formed and
broken. Since these conditions are not met during the sulfuriza-
tion reaction described, the formation of TTT-COF has to happen
in a topochemical fashion with minimal structural disruption of
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Fig. 6 TEM images and TEM analysis of TTT-COF. FFT filters applied to the image are indicated by a schematic inset. a, b Individual crystallites in different
orientations. c SAED with logarithmic contrast showing diffraction rings, which are in agreement with the XRPD pattern. d Multiple inter-grown grains
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applying selective hexagonal Fourier filtration (e). f High angle grain boundary of crystallites with co-aligned c direction with an overlay indicating the
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the starting points of edge dislocations. l Close-up of the start of an edge dislocation. The beginning of the edge dislocation is indicated by the blue T, the
Burgers vector (red arrow) is determined from the green hexagon to be [100]. m–o Visualization of the edge dislocation position from image l with
different Fourier filters. p, q Modeling of an edge dislocation in Materials Studio utilizing a screw dislocation along the pentagonal (red pentagon) and
the heptagonal channel (yellow heptagon) (p) and the edge dislocation visualized as a channel linker vacancy (q). Scale bars: a, b, d: 50 nm; f, h–k: 10 nm;
l–o: 5 nm
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the covalent molecular backbone and the retention of the hex-
agonal structure of the material. While oxidative conditions
during the thiazole formation might cause the scission of the
covalent backbone, it cannot explain the presence of the observed
defects such as grain boundaries and edge dislocations. We thus
note that the observed defects in TTT-COF have to be present
already in TTI-COF and likely in other COFs as well, especially
2D COFs based on the same topology.

In summary, the reaction of an imine COF with elemental
sulfur leads to the topochemical formation of aromatic thiazole
moieties as a robust linkage group, which causes a change in the
symmetry of the COF crystal, but not of its topology or its
connectivity. This reaction therefore adds to the synthetic toolbox
of post-synthetic locking of COFs, which helps to circumvent
the inherent limitations imposed by the presence of reversible
bonds. The effect of this locking strategy was exemplified by
the significantly improved chemical stability of the resulting
thiazole COF. In addition, sulfur-assisted generation of
thiazoles increases the number of possible COF structures and at
the same time opens the door to new COFs with chemical
properties not attainable in materials synthesized by reversible
reactions.

While crystallinity and porosity of the TTT-COF are fully
retained, it shows significantly improved electron contrast com-
pared to the parent COF in addition to improved stability to the
electron beam, thus making this system amenable to a study of its
real structure by TEM. Close inspection of the structure of the
TTT-COF allowed us to extract valuable information on both its
long-range and local structure, including the nature of defects and
disorder present in the system. While locked in during TTT-COF
formation, these defects have been introduced already during the
(reversible) synthesis of the precursor TTI-COF and thus can be
considered as lasting fingerprints of the COF formation process.
In particular, we find prevalent one-dimensional defects such as
edge dislocations as well as co-aligned COF grains with grain
boundaries that are likely covalently connected. Unraveling the
nature of defects in COFs is not only key to better understand
their impact on the optical, electronic and catalytic properties of
COFs, but also to control and design new COFs by targeting
properties imbued by such defects.

Methods
Synthesis. Triazine triphenyl thiazole COF (TTT-COF) and Pyrene tetra(phenyl)
biphenyl thiazole (PBT-COF): The respective imine COF was activated under high
vacuum at 150 °C and subsequently mixed with the 15-fold amount (by weight) of
sulfur in a ball mill. The resulting homogeneous mixture was transferred to a
quartz boat in a horizontal tubular furnace and purged at 60 °C under flowing
argon. The temperature was increased to 155 °C (60 K h−1 heating rate) and
maintained there for 3 h. Subsequently, the temperature was raised to 350 °C
(100 K h−1 heating rate) and kept for 3 h. After cooling down, the resulting
material was washed via Soxhlet extraction with toluene and THF for 24 h,
respectively. The samples were dried at 70 °C in an oven and then at 150 °C under
high vacuum.

Randomly stacked Triazine triazine triphenyl imine COF (rs-TTI-COF): TT-
CHO (0.0254 mmol, 10.0 mg), TT-NH2 (0.0254 mmol, 9.01 mg), di(n-octly)
phthalate (1 ml), triphenyl phosphate (1 ml), aqueous acetic acid (0.318 mmol, 6 M,
0.053 ml) were added successively to a Biotage© precision glass vial, sealed and
heated under autogenous pressure at 120 °C for 72 h. The rs-TTI-COF was worked
up in the same manner as TTI-COF.

Chemical stability tests. Chemical stability of the TTI- and TTT-COF was
assessed by immersing ~20 mg of the COF in an aqueous solution of each 12.5 M
hydrochloric acid (HCl) (50 °C), 12M potassium hydroxide (KOH), 1M hydrazine
(H2NNH2) and 1M sodium borohydride (NaBH4) for 16 h at room temperature
unless denoted otherwise. Afterwards, the sample was filtered off and washed
thoroughly with water, ethanol, THF, chloroform and DCM. After drying at
ambient conditions, the crystallinity was assessed by XRPD.

Structure building. The structural models were built successively and based on
each other starting from the well defined TTI-COF model4. The rs-TTI-COF and
the TTT-COF showed no symmetry reduction from a hexagonal to a triclinic
unit cell, therefore the highest reasonable symmetry supported by the molecular
geometry is P63/m which was used to build a unit cell model in BIOVIA Materials
Studio 2017 (17.1.0.48. Copyright © 2016 Dassault Systèmes). Molecular
connectivity was based on geometric considerations and the obtained evidence
from FT-IR and ssNMR. The structures and the unit cell was relaxed using force
fields (Forcite, universal force fields with Ewald electrostatic and van der Waals
summations method). These models were then used to refine the unit cell
parameters by Rietveld refinement.

TEM and SAED. TEM was performed with a Philips CM30 ST (300 kV, LaB6
cathode). The samples were suspended in n-butanol and drop-cast onto a lacey
carbon film (Plano). Processing of TEM and SAED images was performed with the
help of ImageJ 1.47 v.

Stability measurements were performed by taking images of the sample after
defined time intervals in-between pictures, relative to the first image (t= 0 min).

XRPD. XRPD patterns were collected on a Stoe Stadi P diffractometer (Cu–Kα1, Ge
(111)) in Debye-Scherrer geometry. The sample was measured inside a sealed glass
capillary (1.0 mm) that was spun for improved particle statistics.

The powder patterns were analyzed by Rietveld42 and Pawley43 refinement
using the range from 2–30° 2θ with TOPAS V5, while keeping the atom
coordinates fixed. The peak profile was described by applying the fundamental
parameter44 approach as implemented in TOPAS. The background was modeled
with a 6th order Chebychev polynomial. Lattice parameters were refined as
constrained by the symmetry. The peak broadening was modeled with asymmetry
adopted phenomenological model for microstrain45. The plotted XRPD patterns
were normalized to compare relative peak intensities.

ssNMR. The ssNMR spectra were recorded on a Bruker Avance III 400MHz
spectrometer (B0= 9.4 T) at the frequencies of 400.1, 100.6 and 40.8 MHz, for 1H,
13C and 15N, respectively. The ssNMR experiments were performed on a Bruker
double resonance 4 mm MAS probe with the COF samples packed in ZrO2 rotors.
The 1H-13C and 1H-15N cross-polarization (CP) MAS spectra were recorded with a
rotation frequency of 10–12 kHz using a ramped-amplitude (RAMP) spin-locking
pulse on the proton channel. The contact time for both nuclei was set to 5 ms,
which was found to be optimal. The recycle delay in the CP-experiments was 2 s,
defined primarily by the spin-lattice relaxation of protons. All solid-state experi-
ments were carried out using SPINAL64 composite-pulse proton decoupling with
radio frequency power between 70 and 80 kHz. The reported 1H and 13C chemical
shifts were referenced to tetramethylsilane (TMS), while the 15N shifts were
referenced to nitromethane.

Quantum‐chemical calculations. Atom positions and lattices of periodic struc-
tures were optimized on PBE-D3/def2‑TZVP46,47 level of theory using an accel-
eration scheme based on the resolution of the identity (RI) technique and the
continuous fast multipole method (CFMM)48 in a developer version of
Turbomole49.

The CFMM uses multipole moments of maximum order 20 together with a
well-separateness value 3 and a basis function extent threshold of 10-9 a.u. Grid 7
was used for the numerical integration of the exchange-correlation term. The norm
of the gradient was converged to 10-4 a.u. and the total energy is converged to 10-8

Hartree within the structure optimization using an equidistant 5 × 5 k-point grid.
NMR chemical shifts were obtained on B97-2/pcS-2//PBE-D3/def2-TZVP level

of theory46,47,50,51 using the Turbomole program package in version 7.0.2 for
geometries and the FermiONs++52,53 program package for the calculation of
NMR chemical shifts performed on excised sections (Supplementary Figs. 3, 4;

Fig. 7 Schematic of the proposed grain boundary formation mechanism. An initially amorphous gel slowly crystallizes to form the interface between two
grains, which implies covalent connectivity between grains as a remnant of the amorphous state
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distinction shown in Supplementary Fig. 5) of the TTT- and TTI-COF models.
Chemical shifts were then referenced to the experimentally obtained spectra with
the triazine peak 1/1′ and 6,6′.

Data availability. All relevant data are available from the authors upon reasonable
request.
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66 3. Publications and results

3.3 Additional project: Implementation of the periodic elec-
trostatic potential using local basis functions and the
continuous fast multipole method

Many empirical methods from computational chemistry are calibrated employing the ESP of
density functional theory (DFT) calculations. In order to represent a valuable alternative to
other periodic DFT programs from the perspective of many users, it is thus important that
TURBOMOLE [73] provides the ESP also in calculations of surfaces and crystals. This sec-
tion introduces the electrostatic potential (ESP) of self-consistent field (SCF) electron den-
sities for molecules and solids in the RIPER program using atom-centered Gaussian-type
orbitals (GTOs) and the continuous fast multipole method (CFMM) from section 2.2. The
implemented method evaluates the ESP on a given set of sampling points. Using grids which
adequately grow as O(N) with system size N , the computational demand for evaluation of
the ESP exhibits an asymptotically linear scaling (O(N)). In addition, this approach yields a
well-defined ESP for 0D-2D periodic systems. The ESP of 3D systems is obtained by using
an additional dipole correction (see section 2.2.4) and thus is determined up to a constant po-
tential shift that depends on quadrupole moments of the unit cell. The ESP implementation
employs already implemented techniques in RIPER such as the CFMM, sparse density matrix
storage, and prescreening of shell pairs (see section 2.2) [25, 27]. This method extends the
conventional ESP implementation provided in the RIDFT program and may enable COSMO
implementations [36, 37] for tubes, surfaces, and solids.

The electrostatic potential(ESP) itself is defined as the Coulomb interaction between a pos-
itive unit point charge and the charge density of this system (and additional external electric
fields) while neglecting polarization [108]. The ESP allows to characterize systems, where
electrostatic interactions between subsystems play an important role. One prominent case
is the use of ESP maps to identify critical regions of electrophilic nature, e.g., in nanotubes
[109, 110]. ESP maps can also be used to align band structures for 3D systems [38, 39] and
assist the prescreening of organic molecules for cocrystallization [111, 112] and may help in
predicting the stability of organic cations [40]. In biochemistry, the ESP may be used to char-
acterize the nature of the active site in proteins and is thus part of enzyme–substrate docking
methods [113]. Calculation of the ESP on surfaces, e.g., isodensity surfaces, van der Waals
surfaces, solvent accessible and solvent excluding surfaces is also a crucial step in force field
construction [114] and in implicit solvent models such as the polarizable continuum model
[115] and the conductor-like screening model [36]. The analysis of covalent bonds may be
based on the σ-hole which is defined in terms of the ESP[116] and the strength of hydrogen
bonds may be predicted on the basis of ESP data [112, 117]. The ESP can also be used to
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derive atomic charges; this was previously demonstrated for 3D crystals using the REPEAT
method in CP2K [41].

State of the art

The ESP is a basic feature of virtually every quantum chemistry package. Periodic implemen-
tations based on plane wave basis sets are, e.g., available in VASP [23, 93], ABINIT [118],
and CPMD [119–121]. The periodic ESP is also available from methods based exclusively
on local atom-centered basis functions, e.g., CRYSTAL [122, 123], BAND(ADF) [124, 125],
DMol3 [126], SIESTA [127, 128], FHI-aims [91], FreeON [102]. A mixed Gaussian Plane
wave hybrid scheme is used in CP2K [41, 129, 130] and PYSCF [131]. In contrast to these
methods, (1) the periodic DFT implementation in TURBOMOLE still does not provide the
ESP, and (2) the molecular ESP implementation in the conventional TURBOMOLE programs
exhibits a quadratic scaling of the computational cost with increasing system size provided
that the ESP sampling grid grows linearly with system size. The implementation of ESP in
RIPER is not based on fundamentally new methods compared to other DFT implementations
based on GTOs but TURBOMOLE’s ESP functionality will be again state of the art. This will
be mainly accomplished by the use of CFMM from RIPER [27], which will lead to a linear
scaling of the ESP evaluation in TURBOMOLE. This ESP evaluation will not make use of the
fit density, as it was not optimized for electrostatic potential on every point in space but for
total Coulomb energy [24].

Theory

The ESP calculation takes place after a converged electron density ρ is obtained from the
self-consistent field (SCF) procedure. A test version of the ESP for all numbers of periodic
dimensions in RIPER already exists. It supports the xyz and cube file outputs.

The ESP without any external fields and external charges is defined as

V (RP ) = −
∫

ρ0(r)

|r−RP |
d3r︸ ︷︷ ︸

density-point-interaction

+
∑
A

ZA
|RA −RP |︸ ︷︷ ︸

nuclei-point-interaction

+ RP × E︸ ︷︷ ︸
field-point-interaction

+
∑
Q

ZQ
|RQ −RP |︸ ︷︷ ︸
add. charges

 ,

(3.1)
where RP represents a position on the sampling grid for the Dirac delta function δP as point
probe charge. E is a generic electric field and ZA the charge of atom A. Along periodic
directions, the grid is only defined within a reference unit cell. The electron density of the
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crystal is expanded in a set of local GTOs φ, [27, 28]

ρ0(r) =
∑
L

ρL(r) with ρL(r) =
∑
µνσL′

DL′

µνσφ
L
µ(r)φL−L′

ν (r) (3.2)

employing elements of the density matrix D. µ and ν index basis functions of the reference
cell and lattice vectors L and L0 represent cell translations. The spin index for unrestricted
calculations is denoted by σ. A similar summation in terms of Dirac delta functions can be
written for the nuclear charge distribution ρcrystal

n and thus a total charge distribution for each
unit cell may be defined as

ρLtot = ρL − ρLn (3.3)

Since the total charge distribution is charge neutral, the ESP in eq. 3.1 represents a Coulomb
interaction between a local probe charge with a lattice sum of a charge neutral distribution. The
evaluation of this lattice sum is well-defined and can be evaluated in direct space with pub-
lished acceleration and corrections schemes. These are the continuous fast multipole method
[27–35] (CFMM) and the dipole correction [97, 132, 133], respectively.

Implementation

This ESP implementation adopts the evaluation of the Coulomb lattice sums from the existing
density fitting (DF) accelerated CFMM present in RIPER (see section 2.2.5 and 2.2.6) [27].
More precisely, the FORTRAN subroutines for the Coulomb term including interactions be-
tween auxiliary basis functions and the total periodic charge distribution may be modified such
that Coulomb interactions between local point probe charges P and the total periodic charge
distribution from eq 3.1 are calculated. In this implementation, the electron density ρcrystal

formed from shell products and the nuclear charges constitute the total uncharged periodic
charge distribution, while the charge distribution ρcrystal

n is treated as a local charge distribution
of point probe charges in the reference unit cell. Application of the charge projection scheme
(see section 2.2.5) is thus not necessary.

The CFMM follows the procedure reviewed in section 2.2.6. It partitions the lattice sum
in eq 3.1 into crystal near field (CNF) and crystal far field (CFF) contributions (see figure
3.1). The lattice vectors L are assigned to the CFF, if the total charge distribution of L, ρLL

n ,
is well-separated from the set of probe point charges δP within the reference cell, L = 0.
Contributions to the CFF are evaluated by a recursive multipole method [31] that scales as
O(1) with the number of grid points and basis functions, N , once the multipole moments of
the unit cell are calculated with fast O(N).

The CNF contributions to the ESP are further decomposed into local far fields and local
near fields. In order to achieve this decomposition, a single hierarchical octree of cubic boxes
is constructed. The octree encloses only a single unit cell [27]. All basic charge distributions
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(a) ESP, CFF contribution (see section 2.2.6)

• Multipole moments of shellpairsM [µνL]→M [ρ0tot]

• Multipole moments of nuclei M [A]→M [ρ0tot]

• If 3D: dipole correction [27, 97]

• construct LCFF

• calculate LCFF ⊗M [ρ0tot]→ L[ρCFF
tot ]

• Loop ESP point P

– calculate M [P ]

– calculate M [P ]� L[ρCFF
tot ]→ ESP[P ]

(b) ESP, CNF contribution (see section 2.2.6)

• FF contribution

– octree construction

– Pass 1a: calculation of M [ρtot] and M [P ]

– Pass 1b: upward translation of M [ρtot]

– Pass 2a: local expansion M2L�M [ρtot]→ L[ρtot]

– Pass 2b: downward shift L2L� L[ρtot]→ Lbox[ρtot]

– Pass 3: contraction Lbox[ρtot]⊗M [P ]→ V [P ]

• NF contribution (Pass 4, here L ∈ NF )

– loop P0, µνL: (P |µνL)×DµνL → V [P ]

– loop P0, QL: (P |QL)ZQ → V [P ]

Figure 3.1: Algorithm for ESP calculation at the Γ-point (k = 0). µνL ∼ µ0(r)ν0(r − L) indicate
screened shellpairs, A nuclei and P ESP grid points. M and L are the multipole and Taylor moments
as defined in section 2.2.6. Refer to this chapter for details on the construction of LCFF, the hierarchical
octree, and the multipole to local (M2L) operator and local to local (L2L) operators .

such as point probe charges, nuclear charges, and shell products are sorted into boxes of this
single octree. Interactions between charge distributions sorted into well separated boxes of the
octree represent contributions to the local far fields. These are evaluated employing multipole
expansions. Remaining interactions represent contributions to local near fields and are calcu-
lated by recursive integral methods. The use of octree-based CFMM reduces the scaling of the
CNF evaluation to O(N) resulting in an overall O(N) scaling of the entire ESP calculation.
The bottleneck of the calculation is the recursive integral evaluation of shell pairâpoint charge
interactions in the local near fields and is implemented OpenMP-parallel. A detailed overview
over the algorithm is given in figure 3.1

Computational details

With this ESP prototype version, tests have been performed on molecules and 2D solids. The
test results shown are obtained with the functional of Perdew, Burke and Enzerhof (PBE)
[134] together with split valence, triple-ζ valence, and quadruple-ζ valence basis sets with
polarization functions (SVP, TZVP, and QZVP)[135]. Converged densities are obtained with
the RI-SCF method presented in reference [27] using appropriate RI basis sets [136]. For
the exchange-correlation term, grid size 7 is used, if not stated otherwise. DFT energies and
densities are tightly converged, the FMM well-separateness parameter is set to 3, the basis
function extent parameter epsbext is set to 10−9, and the radius cutoff criterion for inte-
gration partition functions is 50 bohr (see [27] and the TURBOMOLE7.2 manual [137] for
further details on these settings). For the tests, the target number of particles per lowest level
CFMM box must be raised from 10 to a maximum of 30 particles according to the density
of the employed ESP grids that represent particles in the octree. Calculations of crystal far
field contributions use a maximum multipole order of 20. All timings were performed on an
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Intel Xeon E5-2667 3.2 GHz processors with 25 MB cache and 256 GB memory on a CentOS
7.2 system working with a Samsung SM863 series solid state drive. The code was compiled
with the Intel FORTRAN compiler 2015. All calculations were done with a TURBOMOLE
developer version.

Results

First, calculations are performed for the A24 set of weakly bound dimers [138] for compari-
son between the existing molecular ESP in RIDFT and the implementation in RIPER. These
calculations use grid 5 for the exchange-correlation term. The molecular ESP grid in RIPER is
constructed in analogy to the grids for density plots already available in RIPER. The converged
density from RIPER is taken directly for the ESP calculation in RIDFT for comparison. The
ESP between RIPER and RIDFT agree within 10−8 hartree for calculations employing SVP
and TZVP basis sets. As initial validation for periodic systems, the ESP is calculated for se-
lected points in distances ranging from 1.5 to 500 bohr on top of a boron nitride monolayer as
depicted in figure 3.2. The convergence of calculated ESP values for different k-point meshes
and cell sizes are shown in table 3.1. On each probe point, the ESP converges quickly with
the number of k-points for each probe charge. Repeating the calculations for a change of the
well-separateness from 3 to 5 does not alter the results beyond 10−7 hartree. The scaling of
the computational demand of the ESP is shown in figure 3.3 for linear alkanes using QZVP
basis sets. Simple alkane models were build using perfect tetrahedral angles, generic C-C
bond lengths of 1.54 A and C-H bond lengths of 1.10 A. The number of ESP sampling points
increases linearly with the number of C atoms by setting each C-atom into a box with a uni-
form sampling mesh of 30 points perpendicular to and 5 points along the chain direction. As
expected for the CFMM method in RIPER, the scaling reduces to O(N) with a bottleneck in
the direct integral evaluation of the local near fields. Steps visible in the graph of figure 3.3
arise due to changes in the octree for growing alkane chain lengths. These steps do not alter the
overallO(NP ) scaling. In contrast, the RIDFT implementation exhibits a quadratic scaling for
the ESP calculation. A similar scaling behavior is obtained for RIPER when switching off the
CFMM (technically this is done by setting an extremely large local well-separateness locally
in the CFMM code). In this ESP prototype implementation, the direct integral evaluation of
the electron density–point probe interaction term turns out to be the dominant computational
part. Therefore only parallelisation of this term was tested. For a 2D sheet of a TTI-COF [139]
and two layers of 200 × 200 sampling points shown in figure 3.4, speedups of up to 13 are
observed, see table 3.2.
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Figure 3.2: 2D unit cell of the boron nitride sheet. The turquoise spheres represent the first ESP points
up to 10 b above the monolayer.

Table 3.1: Electrostatic potential for the boron nitride cell shown in figure 3.2 and its 3 × 3 supercell.
∆Vmax represents the maximum absolute deviation between corresponding ESP probe charges at the
described level of accuracy (k-points and cell) and the charges for the 21× 21 k-points unit cell.

cell k-points ∆Vmax

1× 1 1× 1 1.47× 10−2

2× 2 1.23× 10−2

3× 3 1.21× 10−3

4× 4 3.99× 10−4

5× 5 2.40× 10−4

6× 6 3.10× 10−5

7× 7 7.27× 10−6

9× 9 2.09× 10−6

10× 10 4.70× 10−7

11× 11 1.20× 10−7

14× 14 1.00× 10−8

15× 15 1.00× 10−8

18× 18 1.00× 10−8

3× 3 1× 1 1.21× 10−3

2× 2 2.82× 10−5



72 3. Publications and results

Figure 3.3: CPU time for ESP calculation of linear alkanes. Direct integral evaluation (WS∞) was
compared to the FMM (WS3). Results from the already implemented molecular ESP from RIDFT are
plotted for comparison (RIDFT).

Table 3.2: Parallel efficiency for the ESP for the TTI-COF shown in figure 3.4. The first double column
V depicts the timings for the complete ESP, the last double column

∑
L,P (P |ρL) the timings for the

probe charge-shell pair interaction.

V
∑

L,P (P |ρL)

#cores CPU time [s] speedup CPU time [s] speedup

1 882.6 1 867.2 1.00
2 448.7 1.97 440.3 1.97
3 301.7 2.93 295.6 2.93
4 227.9 3.88 223.0 3.89
6 157.3 5.61 153.6 5.65
8 121.9 7.24 118.9 7.29

10 100.3 8.80 97.6 8.89
12 87.5 10.09 85.0 10.20
14 78.3 11.27 76.1 11.40
16 66.7 13.23 64.6 13.42
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Figure 3.4: 2D unit cell of a sheet of the TTI-COF. The two layers of ESP points are marked by
turquoise spheres. Be aware that only every 100th point is plotted within a layer

Conclusion

Some features are still missing. For example basis sets in combination with effective core

potentials (ECPs) are not supported at the moment. The same is true for binary file format
output. Additional testing may be required for 3D systems. The constant shift of the ESP for
3D systems stemming from the dipole correction must as well be adressed, as the ’landscape’
of the ESP is returned correctly but not its absolute value. Possible future applications involve
the implementation of charge fitting through REPEAT [41] similar to CP2K, periodic force-
field calculations employing the COSMO module [36, 37] and fitting of binding strengths.
ESP grid evaluation could additionally be done on GPU cores and adjustment for the GPU
driven direct integral evaluations should be possible.





4
Conclusion and outlook

This work introduces a robust RPA method to compute ground state energies for molecules
and solids on an equal footing. The translation symmetry adapted Hartree kernel in its super-
matix representation is derived using Bloch functions of local, atom-centered Gaussian-type
basis functions and resolution of the identity (RI) factorization. The recursive continuous fast
multipole method CFMM was modified to allow the calculation of long-range Coulomb sums
for irreducible representations different from the Γ-Point. At the Γ-point, charge projection
is necessary to avoid divergent terms in the Coulomb Sums from charged basis functions.
Overall scaling is O(N4 log(N)) with system size N and N2

k with the number of reciprocal
points k. The calculated models prove that both the Γ-point supercell approach and corre-
sponding wave-vector calculations yield the same results with a significant speedup for the
latter method of typically 10-100 times. This method accurately predicts structural parame-
ters of weakly bound dimers and binding energies at the basis set extrapolation CBS limit.
The revised CFMM method opens the door for all types of RI-based post-SCF methods under
PBCs such as MP2 and coupled cluster, as well as RPA-based approaches like RPA-SOSEX
[20, 140, 141].

Additional unpublished work is presented in the form of a scheme for calculation of the
periodic electrostatic potential (ESP) for the periodic DFT code RIPER in TURBOMOLE.
A proof of concept implementation of the electrostatic potential for the RIPER module in
TURBOMOLE is given in this work containing a revised form of the CFMM method. This
method is valid and implemented for both molecules and crystals. Overall scaling is, regardless
of periodicity, constant for every ESP grid point and scales as O(N) with system size. It may
be used for charge fitting or for COSMO solvation models extended for periodic systems. Test
calculations are performed for the A24 set of weakly bound dimers. The ESP between the
RIPER and RIDFT implementation agree within 10−8 hartree for calculations employing SVP
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and TZVP basis sets, verifying the implementation. It may be used for charge fitting as well
as COSMO solvation models [36, 37] extended for periodic systems.

The main work of adapting periodic DFT-formalism to RPA was accompanied by charac-
terizing a conversion process of an imine- into a thiazole-linked COF. The examined imine-
and thiazole-linked COFs in this work consisted of 2D sheets stacked and kept in place by
means of dispersion forces. The examined conversion enables a novel insight into the crys-
talline nature of the material. The TTT-COF exhibits various structural defects, in particular
one-dimensional defects such as edge-dislocations as well as co-aligned COF grains. These
defects can be assumed to stem directly form the formation of the TTI-COFS, therefore allow-
ing a deeper insight in the formation process of such COFs, which may be exploited in future
synthesis approaches.
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