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Abstract

ABSTRACT

Ubiquitous computing devices increasingly dominate our everyday lives, including
our most private places: our homes. Homes that are equipped with interconnected,
context-aware computing devices, are considered “smart” homes. To provide their
functionality and features, these devices are typically equipped with sensors and,
thus, are capable of collecting, storing, and processing sensitive user data, such as
presence in the home. At the same time, these devices are prone to novel threats,
making our homes vulnerable by opening them for attackers from outside, but also
from within the home. For instance, remote attackers who digitally gain access to
presence data can plan for physical burglary. Attackers who are physically present
with access to devices could access associated (sensitive) user data and exploit it for
further cyberattacks. As such, users’ privacy and security are at risk in their homes.
Even worse, many users are unaware of this and/or have limited means to take ac-
tion. This raises the need to think about usable mechanisms that can support users
in protecting their smart home setups. The design of such mechanisms, however,
is challenging due to the variety and heterogeneity of devices available on the con-
sumer market and the complex interplay of user roles within this context.

This thesis contributes to usable privacy and security research in the context of
smart homes by a) understanding users’ privacy perceptions and requirements for
usable mechanisms and b) investigating concepts and prototypes for privacy and
security mechanisms. Hereby, the focus is on two specific target groups, that are in-
habitants and guests of smart homes. In particular, this thesis targets their awareness of
potential privacy and security risks, enables them to take control over their personal
privacy and security, and illustrates considerations for usable authentication mech-
anisms. This thesis provides valuable insights to help researchers and practitioners
in designing and evaluating privacy and security mechanisms for future smart de-
vices and homes, particularly targeting awareness, control, and authentication, as
well as various roles.
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Zusammenfassung

ZUSAMMENFASSUNG

Computer und andere „intelligente“, vernetzte Geräte sind allgegenwärtig und ma-
chen auch vor unserem privatesten Zufluchtsort keinen Halt: unserem Zuhause. Ein
„intelligentes Heim“ verspricht viele Vorteile und nützliche Funktionen. Um diese
zu erfüllen, sind die Geräte mit diversen Sensoren ausgestattet – sie können also
in unserem Zuhause sensitive Daten sammeln, speichern und verarbeiten (bspw.
Anwesenheit). Gleichzeitig sind die Geräte anfällig für (neuartige) Cyberangriffe,
gefährden somit unser Zuhause und öffnen es für potenzielle – interne sowie ex-
terne – Angreifer. Beispielsweise könnten Angreifer, die digital Zugriff auf sensitive
Daten wie Präsenz erhalten, einen physischen Überfall in Abwesenheit der Haus-
bewohner planen. Angreifer, die physischen Zugriff auf ein Gerät erhalten, könnten
auf assoziierte Daten und Accounts zugreifen und diese für weitere Cyberangriffe
ausnutzen. Damit werden die Privatsphäre und Sicherheit der Nutzenden in de-
ren eigenem Zuhause gefährdet. Erschwerend kommt hinzu, dass viele Nutzenden
sich dessen nicht bewusst sind und/oder nur limitierte Möglichkeiten haben, effizi-
ente Gegenmaßnahmen zu ergreifen. Dies macht es unabdingbar, über benutzbare
Mechanismen nachzudenken, die Nutzende beim Schutz ihres intelligenten Zuhau-
ses unterstützen. Die Umsetzung solcher Mechanismen ist allerdings eine große
Herausforderung. Das liegt unter anderem an der großen Vielfalt erhältlicher Ge-
räte von verschiedensten Herstellern, was das Finden einer einheitlichen Lösung
erschwert. Darüber hinaus interagieren im Heimkontext meist mehrere Nutzende
in verschieden Rollen (bspw. Bewohner und Gäste), was die Gestaltung von Mecha-
nismen zusätzlich erschwert.

Diese Doktorarbeit trägt dazu bei, benutzbare Privatsphäre- und Sicherheitsmecha-
nismen im Kontext des „intelligenten Zuhauses“ zu entwickeln. Insbesondere wer-
den a) die Wahrnehmung von Privatsphäre sowie Anforderungen an potenzielle
Mechanismen untersucht, sowie b) Konzepte und Prototypen für Privatsphäre- und
Sicherheitsmechanismen vorgestellt. Der Fokus liegt hierbei auf zwei Zielgruppen,
den Bewohnern sowie den Gästen eines intelligenten Zuhauses. Insbesondere wer-
den in dieser Arbeit deren Bewusstsein für potenzielle Privatsphäre- und Sicherheits-
Risiken adressiert, ihnen Kontrolle über ihre persönliche Privatsphäre und Sicherheit
ermöglicht, sowie Möglichkeiten für benutzbare Authentifizierungsmechanismen für
beide Zielgruppen aufgezeigt. Die Ergebnisse dieser Doktorarbeit legen den Grund-
stein für zukünftige Entwicklung und Evaluierung von benutzbaren Privatsphäre-
und Sicherheitsmechanismen im intelligenten Zuhause.
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PART I – INTRODUCTION & BACKGROUND

In this part of the thesis, we introduce the topic and structure, relevant context
and terms, and related work on current privacy and security mechanisms for smart
homes. This forms the basis for the mechanisms and studies presented in this thesis.

· Chapter 1 introduces and motivates the topic of this thesis, sets out the over-
arching research questions, and illustrates the applied research approach. It
also provides an overview of the overall thesis structure.

· Chapter 2 lays the foundations for this thesis: smart devices and their vari-
ous benefits and features, users and their various roles and permissions in the
context of smart homes, and privacy and security related issues.

· Chapter 3 illustrates related work around existing mitigation strategies that
increase awareness, enable privacy and security control, and authentication
mechanisms. It also highlights the limitations of prior works, motivating the
remainder of this thesis.
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1
Introduction

“There is nothing more important than a good, safe, secure home.”
– Rosalynn Carter

Smart home devices are on the rise with an ever-increasing number of sensors and
features, providing great benefits to users. At the same time, such devices entail
privacy and security risks. More precisely, these devices open users’ private and
secure place – their homes – to attackers and threats. This thesis aims at reclaiming
the home as a private and secure “castle” by investigating usable privacy and security
mechanisms for smart homes.

This chapter introduces the topic (Section 1.1), and sets out overarching research
questions (Section 1.2). Section 1.3 illustrates the research approach and methods
applied in this thesis. Lastly, Section 1.4 provides an overview of the thesis structure.



1.1 Motivation: Technology Enters our Homes

Our homes are traditionally a place we consider to be safe, secure, and privacy-
preserving. We have full control over whom we let into this place, and we generally
trust the place and the entities we let in. “Home” oftentimes is also perceived as a
more abstract concept, referring to a feeling of joy, security and satisfaction [54]. As
such, trust, privacy, and security are taken for granted within the home.

However, with smart home devices being on the rise with a continuous market
growth worldwide since 2016 [197] and 801 million device units globally shipped
in 2020 [199], the notion of whom we let into our homes shifts towards not only
people, but also devices and, more precisely, sensors that can collect sensitive data
about us. Examples include, but are not limited to: smart vacuum cleaning robots
that collect floor maps of our homes to navigate; smart thermostats or electricity
meters that monitor consumption and, hence, can assess our presence or absence;
and smart voice assistants that may listen to our conversations.

With these devices, data collection is entering users’ most private place – as in con-
trast to, e.g., surveillance cameras in public spaces which likewise collect data. This
puts privacy and security in users’ allegedly protected “castle” at risk. From a pri-
vacy perspective, it is especially critical that 1) users are oftentimes unaware of data
being collected about them and, 2) data collection does not only affect primary
users, but anybody in range of a sensor. Think about co-inhabitants who might
be unaware of their room-mates setting up a smart speaker in the shared space;
landlords installing smart meters without tenants knowing; maintenance workers
or cleaners who are unaware of devices being installed in their sites of operation;
or travelers being unaware of devices in a temporary rental apartment. Moreover,
devices with low security standards can serve as an entry point for attackers, with
severe consequences: they might not only get hold of digital, but also physical as-
sets. For instance, attackers getting hold of presence data are able to identify the
ideal moment for a physical burglary. Attackers with physical access to devices,
such as smart fridges or voice assistants, are able to place orders on users’ accounts.
Related accounts or data might in turn be exploited further by attackers.

These scenarios highlight a need to draw attention to privacy and security in smart
homes. At the same time, research for many years has emphasized the importance
of focusing on users when designing for security [6, 76, 178, 236], finding that us-
ability is crucial for privacy and security mechanisms for them to be applied and,
ultimately, be effective. As such, users do not only need to be made aware but also
be enabled and motivated to take action upon privacy and security [181, 182].

The design of privacy and security mechanisms for smart homes, however, is par-
ticularly challenging for many reasons. First, the nature of user roles and asso-
ciated access permissions within homes is complex, including, e.g. inhabitants,
co-inhabitants (also: children), and guests. Second, the number of devices and
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functionalities, including data collection capabilities, in smart home ecosystems is
rapidly growing, while advances in privacy and security for such devices are still
scarce [135]. Also, conventional mechanisms do hardly scale to large smart home
ecosystems. For instance, the number of passwords that users would need to re-
member if authenticating for each device and service separately would clearly ex-
ceed their memory [182]. Making informed privacy choices for every data collection
source in users’ vicinity separately can be likewise exhausting [44]. Both, privacy
and security actions, can create a huge overhead if taken for each and every device
or service separately, breaking with users’ interaction flow. In addition, many de-
vices do not even provide suitable modalities for conventional privacy and security
mechanisms but employ workarounds. Think about a smart TV’s remote control,
with which we might have to enter a password to log into our preferred streaming
platform. Particularly when the password is supposed to be secure, which typically
means it is long and contains special characters, this is a frustrating experience.
Other devices employ companion applications on smartphones to employ conven-
tional authentication mechanisms, such as PINs or passwords, and configuration
interfaces for privacy and security.

This thesis creates a better understanding of how usable privacy and security mech-
anisms can be designed for smart devices and homes, enabling mechanisms to be
better integrated with users’ daily lives within their own, as well as within visited
smart homes. The results of this thesis can support researchers and practitioners
with the design, implementation, and evaluation of three essential means to reclaim
users’ homes as their protected “castle”: increasing users’ awareness of privacy
and security implications in smart environments; enabling device owners as well
as guests to take control over privacy and security; and authentication for inhabi-
tants and guests of smart homes.

1.2 Thesis Contributions & Research Questions
To address the illustrated challenges and ultimately protect smart homes from
threats, this thesis argues for three necessary steps. First, users need to be made
aware of potential privacy and security risks. Second, they need to be enabled to take
control and execute privacy and security settings. Third, providing authentication
methods that are secure as well as usable is indispensable. This thesis contributes
to the following overarching research questions in the context of smart homes:

®
RQAW: How can users’ privacy and security awareness be increased?

RQCO: How can users be empowered to execute privacy and security control?

RQAU: How can authentication be designed to be usable as well as secure?
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1.3 Research Approach & Methods

Various roles need to be considered when designing privacy and security mecha-
nisms for smart homes [93, 226, 228]. This thesis tackles two major roles (i.e., inhab-
itants and guests, cf. Section 2.2 for details) and investigates their awareness, and
means for them to take control and authenticate within smart homes. To address
the research questions outlined in Section 1.2, this thesis applies various research
methods and data analysis approaches, which we explain in the following.

1.3.1 Roles

This thesis mainly focuses on two major protagonists (see Section 2.2 for details and
Section 11.2.1 for a discussion around further stakeholders such as landlords):

Inhabitants (Residents, Primary Users) as those who own and primarily use the
smart home devices. This includes the purchase as well as the configuration
of devices.

Guests (Visitors, Incidentals, Passengers) who potentially are not knowledgeable
of the environment and respective devices. They might stay for longer or
shorter time periods in which they are implicitly affected by data collection, but
would potentially also want to actively co-use devices.

All of these terms may be used interchangeably per role throughout this thesis.

1.3.2 Research Contributions & Methods

This thesis particularly contributes a number of artifacts, complemented by empir-
ical insights [122, 221] to answer the research questions illustrated previously (Sec-
tion 1.2). Data collection and analysis are described in detail in the following.

Methods

Data was collected using the following methods:

(Semi-Structured) Interview Most studies in this thesis include semi-structured in-
terviews. Interviews allow investigating aspects deeply rather than broadly [122].
Following a certain structure in the interviews while keeping some degree of free-
dom (semi-structured) allows reacting to participants’ responses [157]. We mostly
combined the interviews with a concrete task such as participants using our pro-
totypes (“contextual inquiry” [122]) or conducting a drawing exercise to illustrate
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their mental models (Chapter 4). To encourage elaboration and detailed comments,
we focused on open-ended questions rather than questions that can be answered
with “yes” or “no” [122]. The interviews in Chapter 8 followed the story comple-
tion method [42]. Details on interview procedures and questions are in the chapters.

Expert Focus Group Focus groups can serve as a means to gather insights from
multiple individuals, hence shedding light on multiple perspectives and encourage
discussions, in one session [122]. In this thesis, experts were recruited for a focus
group on authentication in smart homes (Chapter 8).

Online Survey Surveys allow inquiring a large number of participants with-
out the researcher being present, hence allowing for broad rather than deep in-
sights [122]. In this thesis, we combined a survey with a concrete task, that is a
(simulated) configuration of a typical smart home setup (Chapter 6).

Questionnaires & Scales

All studies presented in this thesis were complemented with questionnaires includ-
ing custom items as well as standard scales. Custom items included Likert items
(statements for which the degree of agreement is measured, typically on three, five
or seven points [67]) on, e.g., perceived privacy and security aspects of a prototype,
and multiple choice questions (e.g., choosing a favorite design among several sugges-
tions). Details on these questions can be found in the respective study descriptions.

Standard scales were used to measure one or several of the following constructs:

Usability (SUS) The usability of the prototypes was measured using the system
usability scale (SUS). The SUS comprises 10 statements which are rated on 5-point
Likert scales (where 5 refers to “strongly agree”). To calculate the SUS score, nega-
tive statements need to be inverted before adding all values. The sum is multiplied
with 2.5. The overall SUS score ranges from 0 to 100, where a value greater than 68
is “above average” [29]. A mean SUS score above 71.4 is rated as good, and above
85.5 as excellent [18].

Workload (Raw-TLX) Participants’ (perceived) mental workload during tasks
was measured using the NASA-TLX questionnaire [91] in the “raw” version [90].
The Raw-TLX comprises 6 items: mental, physical, and temporal demand; perfor-
mance; effort; frustration. Items are on a 100-points scale with steps of 5 points (1 to
20). The overall score can range from 5 to 100, with lower perceived workload the
lower the score. A majority of common tasks results in a score between 26.08 and
68.00 [83].
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Affinity for Technology (ATI) Participants’ affinity for technology was measured
using the ATI scale [71]. The scale comprises 9 statements which are rated on a 6-
point scale, where “completely agree” refers to a value of 6. Three negative items
need to be reversed (such that “completely agree” refers to a value of 1) before calcu-
lating the mean score. A higher mean score refers to higher affinity for technology.
A representative German sample was assessed with a mean ATI of 3.61 [218].

General Privacy Concerns (IUIPC) To assess participants’ general privacy con-
cerns, we used the Internet Users’ Information Privacy Concerns (IUIPC) question-
naire [134]. The IUIPC comprises 10 items which are rated on a 7-point scale, where
7 refers to higher concerns. The items are summarized into three main aspects, for
which we report the mean value: users’ wish to exert Control over their personal
data; users’ Awareness about privacy practices; and users’ perceived ratio between
data Collection and personal benefits.

Trust in Technology (HCTS) The perceived trustworthiness of a system can be
measured using the human-computer trust scale (HCTS) [85]. The HCTS comprises
a total of 12 items along the following subscales: perceived risks, benevolence, compe-
tence and trust [84, 85]. Every item is assessed on a scale from 1 to 5, resulting in
an overall score ranging from 12 (low trust) to 60 (high trust). The subscales can be
used to analyze more fine-grained aspects separately.

Data Analysis

Qualitative Data All interviews were audio-recorded and transcribed. The tran-
scripts served as input for the analysis. We mainly followed the thematic analysis
approach suggested by Braun and Clarke [26, 27]. While details can be found in
the single chapters, the general approach was as follows. We first familiarized our-
selves with the respective data set and applied open coding on a subset of the data
to establish an initial list of codes (code book). By means of this code book, we ana-
lyzed the rest of the data, and extended the code book where necessary. Lastly, we
summarized the codes to themes.

Multiple researchers were involved in the analysis to ensure high-quality cod-
ing [122]. However, we mainly refrain from reporting measures such as inter-rater-
reliability due to the explorative nature of the studies. Instead, disagreements dur-
ing the analysis process were solved through discussion [141]. We sometimes report
the themes along with counts to analyze their relative importance [122].

Quantitative Data Standard questionnaires were evaluated as described in Sec-
tion 1.3.2. For custom items, we use descriptive statistics [67]. In particular, we
report the median, standard deviation and distribution of responses (mainly in the
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form of bar charts) across the respective sample. For the larger online survey (Chap-
ter 6), we applied statistical tests to compare the pre- and post-assessment in the
different study groups. Details can be found in the chapter.

1.3.3 Ethical Considerations

In Germany, there is no need to acquire formal approval by an institutional review
board (IRB) for the kind of studies presented in this thesis. Nevertheless, we care-
fully followed all guidelines provided by the ethics committees at all involved in-
stitutions. In particular, we made sure to preserve participants’ privacy and gather
informed consent prior to all studies following our national data protection reg-
ulations (cf. EU General Data Protection Regulation, GDPR). We stored all study
data anonymously on university servers. We only used participants’ personal data
for handling the consent and reimbursement, did not connect this information to
the rest of the study data and deleted it afterwards. As such, study data cannot be
linked to participants’ identities.

Note that the drawing exercise (Chapter 4) and story completion interviews (Chap-
ter 8) were conducted prior to the outbreak of the COVID-19 pandemic (summer
2019). For the PriView study (Chapter 5, August 2020), we took great care to com-
ply with all COVID-19 related rules in Bavaria, Germany. In particular, we kept the
minimum distance to participants at all times, employed strict hand-washing prac-
tices, and made sure to disinfect the whole setup after every session as well as to
air the lab. Other studies were conducted online, i.e. without any personal contact
to participants (web simulation and online survey, Chapter 6 and online interviews
with prototypes, Chapter 7 and Chapter 9).

1.4 Thesis Structure

This thesis comprises a total of 11 chapters that can be organized in five major parts
as follows (refer to Figure 1.1 for an overview):

Part I continues with illustrating background and related work for this thesis. In
Chapter 2, we set out with defining the smart home context (Section 2.1); highlight
the complexity of users’ various roles (Section 2.2); and illustrate privacy and secu-
rity challenges in smart homes (Section 2.3). In Chapter 3, we illustrate related work
on current mitigation strategies that aim at increasing awareness, enabling control,
and authentication mechanisms. We highlight the limitations of these mechanisms.

To make smart homes usable, secure, and privacy protecting, it is essential to coun-
teract threats while focusing on both, inhabitants and guests. For this, a number of
steps is required, which we discuss in detail in the subsequent parts:
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Figure 1.1: Thesis Structure: This thesis comprises a “problem space” (research chal-
lenges in smart homes and misconceptions in users’ mental models) as well as sug-
gestions for countermeasures and mechanisms. In particular, we target users’ awareness
(Part II), empower them to execute control over personal security and privacy (Part III),
and investigate usable authentication (Part IV) for smart home contexts.

First, users need to be aware (RQAW) of potential threats and privacy intrusions in
smart home contexts. In Part II, we present our investigation of privacy mental
models of smart home inhabitants and guests (Chapter 4). We identified several mis-
conceptions, including a lack of awareness, especially among guests. To address this,
we present our concept for privacy visualizations, PriView, (Chapter 5) as a means
to increase users’ awareness. PriView provides users with visualizations of potential
privacy intrusions. While such a mechanism can support users in various scenarios,
it can particularly help guests in (unfamiliar) smart homes. Awareness is a prereq-
uisite to taking any further action to counteract threats.

Building upon users’ awareness, it is also crucial to provide means for them to ac-
tively take action. Hence, in Part III, we investigate mechanisms to empower users
to execute control (RQCO) over privacy and security settings in smart homes. We
looked into how device owners (most likely inhabitants themselves) can be nudged
to employ secure smart home configurations (Chapter 6). Furthermore, with PriKey
(Chapter 7), we enable usable privacy control, particularly targeting guests.

In Part IV, we look into usable authentication (RQAU) for smart home contexts as this
is an essential means to protect smart home systems and associated data in daily
use. In particular, we shed light on challenges, opportunities, and design consider-
ations (Chapter 8) for authentication within the home, considering (co-)inhabitants.
We also explore the design of usable authentication for guests (Chapter 9).

Part V complements the thesis with a discussion around broader implications of
the results of this thesis (Chapter 10), and concludes with a summary and future
research directions (Chapter 11).
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2
Fundamentals

This thesis lies at the intersection of research in IT security and human-computer-
interaction (HCI), which is an emerging field of research referred to as “usable se-
curity” [76]. In particular, the design of security and privacy systems is ineffective
if they are too complex for users to apply [6, 178, 182]. However, with advances in
technology, the human perspective is often overlooked when it comes to privacy
and security. At the same time, it is not sufficient to “blame users” as the “weak-
est link” [182]. Instead, research for many years calls for user-centered approaches
when designing privacy and security systems [6,76,178,236]. Moreover, unlike other
topics in HCI, security and privacy mechanisms are usually not targeting users’ pri-
mary goal [182], and research in the field requires considering not only end-users
but also potential adversaries [76].

This chapter sets out the fundamentals and motivation for this thesis: we introduce
the general smart home context (Section 2.1), as well as users and their roles within
this space (Section 2.2). Lastly, we illustrate the large problem space around privacy
and security issues within smart homes (Section 2.3), motivating this thesis.



2.1 Setting the Scene: Smart Devices & Homes

A home is traditionally a place that conveys physical security (“a refuge from the
outside world”), where users have full control over activities, with whom to share
the place, and an environment that they can modify to reflect their own ideas and
values [54]. More recently, our homes are increasingly equipped with devices that
go beyond conventional household items such as, e.g., smart fridges, smart washing
machines, vacuum cleaning robots, and smart TVs. Also novel devices, such as
smart voice assistants, find their way into our homes. Popular examples include,
but are not limited to, Amazon’s smart voice assistant Alexa1, Philips’ Hue lightning
system2, and Google Nest devices such as cameras or thermostats3. The number of
devices available on the consumer market is steadily rising [195].

�

Smart Homes
A smart home is equipped with devices and/or sensors that have com-
puting power, are context-aware, and interconnected [17, 81, 101, 164, 174,
185, 192]. This enables remote control and automation and can serve en-
tertainment, security, or optimization purposes to increase living com-
fort [8–10, 17, 22, 74, 137, 165, 180, 185].

Smart Devices The literature characterizes smart devices as “context-aware elec-
tronic device[s] capable of performing autonomous computing and connecting to other de-
vices wire or wirelessly for data exchange” [192]. Thus, the home is extended with
network abilities, usually including additional items such as a central smart home
hub [174, 185]. Smart devices cannot only collect data about any person in their
vicinity but also about the environment they are in. With devices being connected
to each other, the Internet, the device manufacturer, or the provider of an associated
service, the collected data is potentially shared even outside the home [135, 174].

Smart Homes Smart homes are equipped with various smart home appliances, an
internal network, software-based controls, and home automation features [17, 101].
The Oxford Dictionary describes a smart home as: “equipped with lighting, heating,
and electronic devices that can be controlled remotely by smartphone or compute” [164].

More recent research identified a smart home as “one in which a communications net-
work links sensors, appliances, controls and other devices to allow for remote monitoring

1 https://www.amazon.com/-/de/alexa-smart-home/b?ie=UTF8&node=21442899011&ref=pe_

alxhub_aucc_en_us_IC_HP_1_HUB_SMA, last accessed April 25, 2022
2 https://www.philips-hue.com/en-us, last accessed April 25, 2022
3 https://store.google.com/us/?hl=en-US&regionRedirect=true, last accessed April 25, 2022
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2 Fundamentals

and control by occupants and others, in order to provide frequent and regular services to
occupants and to the electricity system” [81]. Other definitions include the home as
an assisted living facility that is “equipped with technology that allows monitoring of
its inhabitants and/or encourages independence and the maintenance of good health” [36].
Smart homes are a popular application case of the “Internet of Things” (IoT), referring
to everyday objects increasingly being equipped with computing power [9, 15].

Early sample setups of smart homes for research include the Aware Home that was
built to, among others, create an understanding of users’ everyday home life and
interaction within the home [111]. More recently, research employs living labs
equipped with smart home technology to conduct long-term studies on user ex-
perience and appropriation [99].

Applications & Benefits Generally, smart devices primarily aim at creating a con-
venient living environment for users [180] by serving various purposes such as in-
creased comfort, safety and security, and entertainment [9, 10, 17, 22, 74]. Further
purposes are the optimization (of, e.g., energy consumption), (remote) control and
automation, and (wireless) communication [8, 137, 165, 185]. Devices can also serve
home and health care purposes by, e.g., monitoring health data to support aging in
place [9, 17, 137, 185].

Smart Devices & Homes within this Thesis Rather than focusing on specific de-
vices, we, in this thesis, focus on the context and use case of the devices: the home.
While smartphones or wearable devices such as smartwatches would also fall under
the category of sensor-equipped, connected devices that are potentially used within
the home, these are usually exclusively used by one person as opposed to other
home appliances. At the same time, smartphones or wearables oftentimes serve as
a proxy or remote control and are used in conjunction with other, “classical” home
devices, but are not standalone smart home devices.

2.2 Understanding Users: Roles & Permissions

Unlike personal devices and items such as smartphones or wearables, a smart home
and its devices are naturally shared among multiple users [77, 229]. This not only
includes those who purchase and set up the devices, but also bystanders. These are
other individuals who do not own the devices, are more or less passive, but are still
affected by the devices [43, 77, 78, 115, 226].
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Inhabitants (Residents, Primary Users)
We consider inhabitants as those who own and, as such, primarily purchase,
setup, configure and use devices within a smart home [77, 78, 115].

In a diary study with 20 households, Garg and Moreno identified a clear distinction
between those who are the device owners and other sharees or co-users, indicating
various levels of agency while sharing devices [77]. Koshy et al. illustrate “pilot
users” as those who primarily purchase, set up, and configure devices, while “pas-
senger users” are minimally involved in these steps, meaning the latter group might
not be aware of privacy implications [115]. These smart home drivers and their co-
inhabitants may face conflicts as well as cooperation in different phases, ranging
from device selection to daily use [78]. Moreover, the relation between primary de-
vice owners and co-users cannot only cover individuals from within the household
such as parents, partners, children, or room-mates [78], but also include individuals
from outside the home. This includes guests, who do not live within the smart home,
but might be temporarily present [7, 43, 93, 135, 138, 226]. Visiting scenarios vary in
terms of the relationship between owner and guests, as well as the circumstances
of the visit [43]. While visiting a friend’s or family member’s home is a common
scenario [43, 62, 226], it is also possible to meet smart devices outside a home envi-
ronment (e.g., in stores) [43]. Lastly, it remains to be considered that relationships
might also change over time as, e.g., room-mates move out or children grow up [78].

�

Guests (Visitors, Incidentals, Passengers)
We consider guests as individuals who are temporarily present within a
smart home. They are not involved in purchasing or configuring devices,
but still implicitly affected [7, 43, 77, 78, 93, 115, 135, 138, 226].

Permissions Device owners might want to make certain features accessible to oth-
ers [93, 229], but keep exclusive access to sensitive features [43, 115], e.g. changing
configurations [103]. All household members should have the ability to restrict (cer-
tain) access from individuals such as guests [115]. Moreover, guests should not
have remote access to devices, but only while they are physically present within
the home [93, 135, 229]. At the same time, owners should not have remote access to
devices when their home is in somebody’s hands (e.g., subtenants or tourists) [135].

Roles within this Thesis Prior research highlighted the need to consider multiple
users in the smart home context, especially when it comes to privacy and security
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mechanisms [43, 93, 115, 226, 228]. As such, we, in this thesis, particularly focus on
inhabitants and guests.

2.3 Privacy & Security in Smart Homes

While providing great benefits and features (cf. Section 2.1), smart home devices
also raise privacy and security concerns. In the following, we will shed light on
privacy and security perceptions among inhabitants and guests (Section 2.3.1) and
the large smart home threat landscape (Section 2.3.2). Both call for effective coun-
termeasures, which we will discuss in Section 2.3.3.

2.3.1 Privacy & Security Perceptions

In general, privacy refers to users’ ability to decide and control if and how they wish
their personal data to be collected and processed by third parties [49]. Hence, pri-
vacy preferences, as well as concerns, are highly individual [43, 62, 203]. However,
as computing systems become ubiquitous and tend to be invisible, users can hardly
keep track of where their data is captured, and with whom it is shared [217].

�

Privacy
With privacy, we refer to users’ ability to take control over their own per-
sonal data, and decide about its collection and sharing [49]. It is, thus, highly
subjective.

In the context of smart homes, devices access, collect, process and store particularly
sensitive data about any user in their vicinity, even without direct interaction [43,
62, 135, 191], as well as about the environment they are in. Examples include, but
are not limited to, presence or activities of individuals. This raises major privacy
and security concerns in users [3, 30, 203, 225]. In particular, they fear the physical
security of their homes as well as the possibility for attackers to remotely access their
devices [228, 234]. These concerns are highly subjective and impacted by a myriad
of factors. This includes the type and utility of the device [43,226], the situation and
relationship to the device owner [43, 63, 124, 139, 225, 226], as well as the duration
of the stay [226]. Many studies showed that users are particularly concerned about
cameras and microphones (e.g., in voice assistants) [3,35,43,113,125,153], and about
data collection in private settings [62], e.g., smart devices being placed (hidden)
in unknown private environments such as rental apartments [43, 136]. Prior work
also showed that users wish to be informed about [43, 138, 191] and consent to data
collection, independent of the context [14].
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Considering the multiple roles (see Section 2.2), primary users may install devices
without consulting others [78]. As such, co-inhabitants or other incidentals may
be unaware of devices being in place, nor of privacy and security implications and
associated risks [43, 115], especially if introduced by configuration mistakes [43].
Huang et al. showed that in households with shared smart speakers, users were
concerned about false positive voice matches, as well as unwanted access to private
information. Another concern was unintended use by guests [97].

Prior work also showed that both, incidental users and device owners, have privacy
concerns resulting from each other: device owners do not want incidentals to access
sensitive data/features via their devices, and incidentals generally feel uncomfort-
able with devices they are not aware of [43]. Another special case is the privacy
of guests in cases the smart home owner is not present (e.g., in an Airbnb), where
remote access for device owners should be selectively disabled [135]. Many users
also repurpose smart devices (e.g., using security cameras for parenting or enter-
tainment), leading to more intrusiveness along with a loss of control over personal
data, also among minors [35].

Nevertheless, convenience is still a major factor for which users are willing to sac-
rifice their privacy, and still adopt smart home technology [62, 231], opening a need
to rethink how concerns can be addressed and privacy and security be preserved in
the context of smart homes.

2.3.2 Smart Home Threat Landscape

To provide their diverse and rich functionality, smart devices collect, access, and
process sensitive data within the home [62,191], and might store it in the provider’s
cloud [135]. Already with simple sensors, a lot of information can be revealed about
smart home inhabitants’ activities and routines [120]. Smart home data can be
exploited for legal purposes, insurance decisions, unwanted targeted advertising,
or crime [46], opening an urgent need to protect this data from strangers. At the
same time, smart devices are prone to threats, opening an attack surface to users’
homes [130,232]. Smart homes, however, should be protected against such attacks to
be secure. Information security commonly follows three major goals according to the
CIA triade: Confidentiality, Integrity, and Availability. However, heterogeneous and
large-scale IoT networks make security more complex as compared to conventional
systems [230]. Thus, Yin et al. add controllability and authentication as essential
security properties in this context [227].
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�

Smart Home Security
We consider a secure smart home setup to be resistant against threats. More
precisely, confidentiality, availability, controllability, and authentication are
essential properties of information security in the IoT [227].

With smart home devices being “little computers”, conventional attacks using mal-
ware may transfer to the smart home [185]. However, smart home devices also open
new attack vectors. Attacks may originate from outside or inside the home [93]. For
instance, attackers could get access to sensitive data via eavesdropping or access-
ing cameras, potentially manipulate sensor data, and ultimately take control over a
smart home [191] or manipulate devices or automation routines [189]. They could
then, for instance, lock doors and, hence, lock legitimate users physically out of
their homes [185], or make the smart home unusable [11]. Attackers could also
(remotely) spy on the smart home inhabitants and/or remotely gain access to pres-
ence data, identify them as being absent, and plan for physical burglary [11, 185].
Someone from within the home (i.e., with physical access to devices) could access
personal data or credentials that are stored on (unsecured) devices. This data could
be exploited for further attacks [46].

With the interconnection of the physical and digital world in the context of smart
homes, attack vectors are blending. Thus, the smart home threat landscape is often
referred to as cyber-physical [11, 95], i.e., attackers cannot only get hold of digital,
but also physical assets. This opens the need to think about effective measures to
reclaim the home as users’ private and secure “castle”.

2.3.3 Mitigation & Countermeasures

The large threat landscape (Section 2.3.2) calls for appropriate countermeasures. Ef-
fective means to protect a smart home include, but are not limited to, securing
the network, changing default security and privacy configurations, and employing
mechanisms for authentication and access control [11, 13, 28, 43, 93, 95, 191, 232].

�

Authentication
With authentication, we refer to the process of verifying the identity of indi-
viduals requesting access [178] to, in the context of this thesis, a smart device
or service [35]. It is typically built on one of three factors: knowledge, token,
or biometric features [158].
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Furthermore, encryption of data traffic, as well as physically securing devices, can
hinder attackers [191]. More drastically, users could also choose to not install de-
vices at all or at least carefully chose where to (not) install devices (e.g., placing
security cameras outside the home, but not inside) [43], withholding them from the
benefits devices would provide. Moreover, many users are unaware of potential
threats and consequences [11, 232], and, hence, increasing users’ awareness and po-
tentially provide appropriate training could help mitigate threats [181, 191].

However, as device providers and consumers alike tend to focus on functionality
and features [232], current privacy and security mechanisms are only limitedly ef-
fective. For instance, many devices transfer traditional desktop metaphors [93],
and/or mechanisms are poorly integrated and thus rarely used [121]. Also, devices
oftentimes come with insecure default configurations [232], and the setup of sharing
features and access control (e.g., within a family) is tedious [35, 135]. Even worse,
security and privacy are often not considered when designing smart devices, along
with a lack of standards [34]. In particular, security solutions are often low-priority,
and thus based on established, technical solutions rather than innovative solutions
being designed in an earlier development stage [33]. Hence, users’ experience of
such mechanisms is limited, calling for multidisciplinary research around usable
mechanisms for privacy and security [33, 34]. The multitude of devices and func-
tionalities, along with the complex role and sharing system, additionally challenges
the design of appropriate privacy and security mechanism for smart homes [93].
Moreover, many state-of-the-art smart home systems do not even provide sufficient
security and privacy mechanisms [135]. The result is a lack of usability and user ex-
perience [33–35] and users unable to protect themselves [57] in the sensitive smart
home context.

While this holds true for device owners and (co-)inhabitants of smart homes, it be-
comes even more apparent when looking at other individuals such as guests. They
do not live within the smart home, do not own the devices, and, hence, usually do
not have access to privacy and security interfaces. As a result of this power imbal-
ance, they are unable to directly act upon their privacy and security needs [78, 93].
Incidental users in prior work described how they would react to smart devices
being installed. For instance, they would preemptively unplug or cover devices, or
otherwise change their behavior completely depending on the situation (e.g., avoid-
ing areas with devices installed) [43]. Other options for bystanders are filtering or
blocking the input to smart devices by, e.g, playing loud music to cover private con-
versations from microphones or physically covering cameras [7], switching devices
off or asking the owner to do so, deleting collected data, or adapting their behavior
(e.g., not visiting next time) [139].

To mitigate power imbalances within a household, the system could require collab-
oration between users to unlock access to a feature [35]. Privacy preferences could
also be negotiated through conversations among multiple residents [78], as well as
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among device owners and incidentals [43]. However, they might be unaware of
each other’s concerns [43], or social relations make this difficult [225].

To summarize, current mitigation strategies are non-ideal given the ever-increasing
number of devices and features and the complex interplay of roles within the smart
home. This calls for research on usable privacy and security mechanisms that target
inhabitants and guests alike.

Countermeasures within this Thesis With the privacy mechanisms presented in
this thesis, we primarily give users control to protect their personal data in the smart
home context. With the security mechanisms in this thesis, we primarily help users to
protect their smart home systems from illegitimate access, i.e. minimizing the attack sur-
face as far as possible. Note that some mechanisms are also blending, e.g., increasing
awareness of privacy and security implications helps users to act upon both.

2.4 Summary: Research Challenges in Smart Homes

While a smart home looses the boundaries between the home and the outside
world, traditional values such as security within the home can and should be pre-
served [81], which motivates this thesis. At the same time, smart homes are a chal-
lenging context due to the plethora of individual devices as well as the complex
interplay of roles in shared use scenarios, while opening an unprecedented attack
surface to users’ homes.

Smart Home Devices & Functionality The ever-increasing number of smart de-
vices from varying providers and with varying functionality makes it nearly impos-
sible to implement “standard solutions” for privacy and security. At the same time,
the heterogeneity of devices makes it hard for lay users to adequately assess privacy
and security implications.

Shared Use & Roles Smart devices are typically not exclusively used by one per-
son but are part of multi-user scenarios. Also, the role system in the context of
smart homes is complex. This may include, but is not limited to, primary users,
co-inhabitants (including children), and guests.

Privacy & Security Data collection by sensors built-in smart home devices affects
all users in their vicinity, regardless of their relation to the device. Moreover, smart
devices are prone to novel attacks and threats, coming from inside or outside the
home. Particularly worrisome is that physical access to a victim’s home might en-
able attackers to gain access to digital assets – and vice versa.
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Smart homes are a challenging context.
The key challenges highlighted in this chapter are:

· Smart Home Devices & Functionality: The current consumer market
provides a plethora of devices with diverse functionality. The increas-
ing number and heterogeneity of devices make it difficult for users to
understand and act upon privacy and security implications.

· Shared Use & Roles: In the smart home context, devices are naturally
shared among device owners, co-inhabitants, and potential guests.

· Privacy & Security: Smart devices collect, process, and store sensitive
data about any user in their vicinity, while being prone to novel attacks
and threats.

In this thesis, we aim at creating mechanisms that support users of various
roles in protecting their privacy and their smart home setups from attacks
and threats, while considering various devices and functionalities.
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3
Learning from Current Mitigation Strategies

Several strategies can help users protecting their smart home from threats (see Sec-
tion 2.3.3). In particular, users wish to be aware of data being collected about
them [62,99,148,203], and to take control over their own data [7,35,139,203]. Rather
than designing complete new devices with new security and privacy standards,
we, in this thesis, focus on privacy and security mechanisms that can (also) be em-
ployed in addition to existing devices. Existing privacy and security mechanisms,
however, suffer from complexity [93], limited usability [33, 34, 189], and/or poor
integration [121]. Moreover, device providers and end-users alike lean towards fo-
cusing on features and convenience rather than privacy and security [232]. It is,
thus, essential to not only provide users with privacy and security mechanisms but
also enable and motivate them to take action [181, 182]. We illustrate current mit-
igation strategies and their limitations in the following. In particular, we describe
approaches from related work to increase users’ awareness (Section 3.1), to enable
privacy and security control (Section 3.2), and to implement usable authentication
in the home (Section 3.3).



3.1 Increasing Privacy & Security Awareness

Smart home devices and built-in sensors are capable of collecting data about the
environment they are in, including any individual in their vicinity, even without
direct interaction [43]. This not only puts privacy and security at risk within the
home but users are oftentimes unaware of this [11, 43, 115, 232]. At the same time,
prior research found that users indeed wish to be aware of their data being collected
and transferred to device providers [62,99,148,203] and that making users aware is a
prerequisite for them be able to act according to their privacy and security needs [43,
138, 139]. Hence, research calls to design mechanisms for privacy awareness [203,
224] that consider all affected individuals [43, 226]. Current mechanisms provide
general privacy and security information prior to devices being used or information
on devices that are already installed and in use.

3.1.1 General Privacy & Security Information

General privacy- and security-relevant information must be provided by law prior
to data collection but is rarely attractive. Research has thus made several attempts to
make this information more easily accessible, including appealing designs or icons,
and privacy labels for apps or devices. These mechanisms specifically target those
who are involved in the device purchase and/or installation.

Privacy Notices & Visualizations

Privacy notices, as are legally required, are currently the main channel of commu-
nicating data practices to end-users. However, while existing, their appearance is
often neglected. To be effective, the timing, channel, and modality of privacy no-
tices need to be considered [183]. Still, privacy policies tend to be heavy on text
and are, as a consequence, rarely read thoroughly by users [215]. Research thus
suggested privacy notices to be concise and salient [58] and came up with various
attempts to make privacy policies more accessible and appealing. Harkous et al.
suggested PriBot, a chatbot that can deliver privacy information and answer ques-
tions on privacy through conversations [89]. In follow-up research, Harkous et al.
introduced a framework for automated analysis and presentation of privacy poli-
cies [88]. Kitkowska et al. suggested enhancing privacy policies through visual
designs, which can successfully target users’ curiosity to foster their understand-
ing of privacy policies [112]. Another approach to visualizing privacy and security
risks is the use of icons [59]. Mozilla’s “Privacy not included guide” assesses smart
devices on a scale from “not creepy” to “super creepy” visualized through emojis.
This assessment is a based on crowd-sourced data1.

1 https://foundation.mozilla.org/en/privacynotincluded/,
last accessed September 1, 2020
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Privacy & Security Labels

Another approach that particularly targets users’ purchase or installation decisions
is the “nutrition label” for privacy. Initially suggested by Kelley et al., the privacy la-
bel presents information on an organization’s data collection and sharing practices.
Inspired by nutrition labels, the visual presentation of the privacy label is easier
and more comprehensible as compared to natural language privacy policies [108].
Emami-Naeini et al. found that privacy and security information is not available
to consumers prior to device purchases, yet has the potential to raise serious con-
cerns later on. A label that comprises privacy and security information does not
only make this information more accessible to users but can also inform purchase
decisions [64]. In follow-up work, Emami-Naeini et al. evaluated the design of
such labels in more detail with consumers and experts. Experts suggested that criti-
cal information should be displayed prominently (e.g., on the product’s packaging),
while less critical information can be moved to a secondary layer such as, e.g., an ac-
companying website and linked through, e.g., a QR code. While some of the details
included in the secondary layer are harder to understand for consumers without
prior knowledge, they appreciated the availability and split of information [61].

Such “nutrition labels” for security and privacy recently even became mandatory
for smart devices in several countries (e.g., UK2, Singapore3), and were introduced
for apps by Apple4.

3.1.2 Privacy & Security Information on Installed Devices

For devices that are already installed and in use, privacy and security information is
usually unavailable or at least decoupled from the device and operation site. While
devices being active in public spaces need to be communicated to passers-by given
through new data protection regulations (e.g., physical signs for CCTV being ac-
tive), such regulations do not exist for devices in private spaces. Some approaches
tried to tackle this and increase awareness by providing information on devices,
their location, or state.

2 https://www.gov.uk/government/consultations/consultation-on-regulatory-proposals-

on-consumer-iot-security/consultation-on-the-governments-regulatory-proposals-

regarding-consumer-internet-of-things-iot-security#designing-a-security-label,
last accessed September 1, 2020

3 https://www.csa.gov.sg/Programmes/certification-and-labelling-schemes/

cybersecurity-labelling-scheme/about-cls,
last accessed June 17, 2022

4 https://mashable.com/article/apple-privacy-nutrition-labels-ios14/?europe=true,
last accessed September 1, 2020
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Indicators at Devices

For many smart devices, the current state is information that is particularly relevant
to users and is thus provided by many devices through indicators. For instance,
small LEDs help users identify whether a webcam is currently on (i.e., recording
data). Amazon’s Alexa comes with a light ring that changes its color if the smart
assistant is currently recording users’ voice [41, 121]. However, users might over-
look these indicators [40, 163] or – particularly if not the device owner – not realize
the meaning of this indication. Especially bystanders expressed uncertainty about
device states in prior work, impacting their perceived privacy [7]. Research thus
came up with alternative device indicators. For cameras being active, Koelle et al.
suggested using tangible mechanisms rather than simple status lights, e.g., in the
form of a flower [114]. EyeCam is an anthropomorphic webcam that simulates a
human eye in terms of gaze (recording) direction [204]. Indicators integrated into a
keyboard can increase privacy and security awareness while browsing online, e.g.,
in the form of color illuminations [52] or thermal warnings [152].

Device Locators

Other means also help users to not only learn about devices, data, and their state
but also locate devices in their vicinity. This requires two steps: detecting sensors
(i.e., data collection) being present in the environment, and means to present this
information to users.

Detecting Sensors As for the detection of sensors (as parts of smart devices), var-
ious approaches exist. For instance, the presence of devices within a Wi-Fi or Blue-
tooth network can be determined by scanning for MAC addresses. Cameras are
usually particularly concerning [35, 43, 113, 125, 153], especially when installed in
places considered private, such as rental apartments [43, 136]. As such, the web
provides several suggestions to find hidden cameras in rental apartments, includ-
ing searching manually for plugged in items5, but also apps for network scans (e.g.,
Fing6), or radio frequency detectors7. Recent research suggested using smartphones
to emit laser signals and locate unique reflections from cameras via the phone’s
time-of-flight sensor [179]. Another opportunity is thermal imaging. Thermal cam-
eras cannot only be used to detect surfaces [38] and, as such, potentially detect
devices in the environment. The thermal image can also be used to determine a
device’s state, i.e. whether it is currently recording or not [2].

5 https://www.abc15.com/decodedc/technology/apps-help-track-hidden-cameras-in-

airbnb-and-hotel-rentals, last accessed August 23, 2020
6 https://play.google.com/store/apps/details?id=com.overlook.android.fing&hl=de,

last accessed July 03, 2020
7 https://www.cnbc.com/2019/06/28/how-to-find-cameras-in-your-airbnb-or-hotel-

room.html, last accessed August 23, 2020
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Visualizing Device Positions Related work also looked into how to communi-
cate devices’ position to users. To this end, Song et al. suggested using visual or
auditory cues that are attached to installed devices. This increased users’ search ef-
ficiency compared to searching with no device locators [194]. Funk et al. visualized
the indoor location of smart objects and supported users navigating there by means
of smart glasses [73]. Cobb et al. suggested that such device locators should partic-
ularly target incidental users who are otherwise unaware. This could be done in the
form of physical signs or sounds, and by highlighting the areas that are covered by
the device’s data collection [43].

Additional Awareness Mechanisms

Research also suggested some additional means to increase privacy and security
awareness that are independent of the actual device(s). In their recent research,
Thakkar et al. suggested four different privacy awareness mechanisms to partic-
ularly target device users as well as potential bystanders: a data dashboard on a
physical device, a mobile application, ambient light, and a smart speaker emitting
voice messages on privacy. They found that both, users and bystanders, preferred
detailed information via a dashboard or app. However, while users’ preferences
were strongly focused on usability, bystanders considered social norms (e.g., avoid-
ing awkwardness). Thus, privacy awareness mechanisms need to be designed in
such a way that they are accessible and socially acceptable for both, primary users
and bystanders [205].

Specific information to be transferred to users includes the data flow within smart
environments. Castelli et al. visualized this and provided a visualization creation
tool in a smart home living lab, and showed the usability of their system [32]. Mayer
et al. visualized interactions between devices in a smart environment in a “magic
lens”, an augmented camera view on a tablet [140]. Kurze et al. used a technology
probe to enable smart home inhabitants to familiarize with and reflect on their data,
helping them to understand the implications of simple sensors [120]. Such systems
can help to not only understand the data flow and interconnection of devices but
also to increase awareness of privacy and security implications.

3.2 Enabling Privacy & Security Control

With an increasing number of devices and services collecting and processing user
data, legal regulations require to not only inform users, but also provide mecha-
nisms to take control and opt-out. The most common approach for this is “no-
tice and choice” [47, 66, 186, 193]. However, control interfaces are oftentimes non-
accessible [43,93], overly simplified [66] or too complex [7,77,93]. Research thus calls
for more accessible and meaningful control [66, 231] and particularly bystanders
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wish to have active means to limit data collection [139]. Yao et al. found that privacy
control mechanisms for smart homes should ensure transparency, security, safety,
and user experience. They should further allow for a certain degree of intelligence
(e.g., context-awareness), and use suitable modalities [225]. However, for current
smart home devices, control interfaces are oftentimes poorly integrated and, thus,
rarely used [121].

In a longitudinal study with six households, Chalhoub et al. identified several us-
ability issues in privacy and security controls of state-of-the-art smart home mech-
anisms. In particular, it was difficult for participants to consent or revoke data col-
lection, and to define different levels of access for other household members [35].
As a result, users share complete accounts rather than delegating permissions, and
employ workarounds such as, e.g., physically covering camera lenses [7, 35]. Both
is non-ideal from a privacy and security, nor usability perspective. Existing privacy
and security mechanisms are usually too complex for less tech-savvy or less experi-
enced users and suffer from usability as the number of devices increases [44, 187].

Research thus suggested several approaches to enable privacy and security control
with additional mechanisms, including such that particularly target guests.

3.2.1 Additional Mechanisms for Privacy & Security Control

To counteract privacy and security intrusions in smart environments, prior work
also suggested additional mechanisms to give users control. These mechanisms are
mostly independent of the actual devices. An example is Seymour et al.’s Aretha,
a privacy assistant that provides knowledge in form of visualizations of the smart
home network and data traffic, and enables smart home inhabitants to take control
over data disclosure. Using Aretha, participants were not only interested in data
receivers, but also in what information was shared outside their homes and why.
This increased their awareness and, as a consequence, ability to take privacy and
security measures on their home network using the assistant [187]. Fernandez et
al. suggested PARA, an interface based on augmented reality that enables in-situ
privacy control. PARA allows applying filters to nearby data collection. Using the
interface, participants were not only more aware of privacy risks, but also applied
more privacy filters as compared to current privacy management interfaces [20].
Similarly, the IoT assistant application8 allows exploring nearby devices and data
they collect, with the opportunity to opt-out.

Personalized Privacy Assistance (PPA) Another approach is to automatically pre-
dict and recommend privacy settings based on the scenario [94]. With these rec-
ommendations, personalized privacy assistants (PPA) support users to make and

8 https://play.google.com/store/apps/details?id=io.iotprivacy.iotassistant&hl=de&gl=

US, last accessed May 26, 2022
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communicate their decision on respective settings [44]. Several use cases for this
concept exist, e.g. Android applications, where the amount of data and the number
of decisions is increasing [132], similar to environments with increasing numbers
of (IoT) devices. In this context, PPAs can support users in keeping control over
the many devices that collect and share their personal data. This can be realized,
for instance, through a mobile application (cf. [50] for an overview). Colnago et
al. confirmed that PPAs can help users in IoT contexts, where many privacy deci-
sions are to be made due to the plethora of data collection sources. They suggested
three possible ways to realize PPAs: sending users notifications about nearby de-
vices, additionally providing recommendations whether to accept data collection, or
automatically communicating settings to nearby devices. They found that most par-
ticipants preferred to receive awareness, but stay in control rather than having a
completely autonomous PPA. However, some were afraid of being overwhelmed
by notifications as the number of decisions increases [44].

3.2.2 Privacy & Security Control for Guests

Moreover, not only device owners should have the ability to control, but also other
individuals who are affected by potential data collection wish to actively consent
and/or take control [62, 139, 224, 225, 229, 231]. However, incidental users usually
only have limited means to take action due to what they are able and/or feel com-
fortable doing [43]. Control interfaces are oftentimes unavailable for co-inhabitants
or guests as they require access to an associated application [93]. Current cop-
ing strategies of bystanders to take control over privacy and security are non-ideal
workarounds such as, e.g., unplugging or turning off devices [43,139], or interrupt-
ing the data collection [7, 43, 139]. Also, resignation and helplessness were men-
tioned in prior work [139].

As a consequence, research calls to actively empower (also) incidental users to limit
or anonymize data collection and sharing in (foreign) smart environments [43, 62,
138, 139, 226]. In this regard, Cobb et al. suggested fostering communication be-
tween both, device owners and incidental users, and providing means for device
owners to easily reduce data collection to accommodate others [43]. Zeng et al.
suggested developing and communicating best practices for end-users to accom-
modate guests, e.g., muting devices when not in use [228]. Other studies found that
bystanders wish to explicitly take control themselves [138, 139, 226]. Making con-
trols explicitly available would be more comfortable for passenger users rather than
using device owner’s apps [115]. Yao et al. highlighted that this includes a wish
for agency within a foreign property, potentially leading to conflicts with the device
owner. However, they also identified that bystanders would focus on their personal
data rather than on others’ devices [226]. Emami-Naeini et al. suggested adapting
personalized privacy assistance (PPA) in this context, rather than conventional no-
tice and choice approaches, as these do not accommodate the number of devices,
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nor different types of users [62]. Moreover, access control should be simplified to
support device owners setting restrictions for visitors, e.g. based on proximity to
devices or time [229].

Another option is to provide guest modes on devices that would consider the pres-
ence and privacy needs of bystanders [139,226]. For instance, devices could provide
full functionality by default, but turn off data collection in case other individuals
are detected within the environment. A voice assistant could stop recording when
recognizing additional voices, and prevent access to account information for unrec-
ognized voices [121, 226].

3.3 Designing Authentication for Smart Homes

Conventional authentication mechanisms such as passwords were designed when
users were confronted with way less computers and accounts. However, nowadays,
authentication is required for a plethora of devices and services that did not need
authentication before [76], including those within the smart home. Examples in-
clude devices that have access to sensitive data or critical services such as, e.g., a
router or smart home hub, a fridge capable of placing grocery orders, or streaming
services on a smart TV.

However, current smart home devices oftentimes do not provide sufficient affor-
dances for authentication, but instead, conventional mechanisms are applied, e.g.
using passwords or PINs via a smartphone [93]. While this might somewhat match
users’ expectations [93], it breaks users’ experience with the actual device. A pop-
ular example is passwords that are required for many devices and associated ser-
vices. As a consequence, users are forced to enter passwords via modalities that
were never designed for this, such as, e.g., a smart TV’s remote control. More-
over, the known phenomenon of password fatigue is getting worse as the number of
smart home devices and services requiring passwords increases, leading users to
non-ideal workarounds such as physically noting passwords down [35].

Research already highlighted the need to seamlessly integrate smart home authen-
tication with devices [100], to ensure usability. Moreover, a home and its devices are
naturally shared among various users with various roles and relationships (cf. Sec-
tion 2.2), which needs to be considered when designing authentication [93,200]. For
authentication for sensitive tasks on smart speakers within the home, Ponticello et
al. highlight that authentication should adapt to context, be transparent and trustwor-
thy in terms of whom users authenticate against, and the authentication procedure
should be effortless (e.g., using continuous mechanisms) [162]. More generally, au-
thentication mechanisms need to be accessible, memorable, and secure [48].

Research proposed some concrete solutions for authentication in smart homes.
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3 Learning from Current Mitigation Strategies

3.3.1 Smart Home Authentication Mechanisms

Voice, as common input channel for smart home assistants, could be used for
authentication. However, voice is currently used for personalization features
rather than authentication [93] or to speak out loud low-security PINs [162].
Moreover, voice authentication could easily be eavesdropped or replayed by by-
standers [93,162]. Further suggestions for explicit mechanisms include virtual touch
sensing to identify users by how they “pet” IoT devices [129]. Shah et al. provide
an overview of novel authentication mechanisms for ubiquitous devices not spe-
cific to smart homes, including knowledge-based mechanisms (e.g., security ques-
tions, cf. Section 9.1.1) or mechanisms based on physical or digital tokens [188].
Knowledge-based mechanisms would require either sharing the main password
with all (trusted) individuals who should have access, which is not ideal, or setting
up separate accounts. The latter, however, is tedious and complex on current smart
home systems [35,93,135]. As for token-based mechanisms, the question remains as
to who should provide the token (and to whom).

Another opportunity is continuous or implicit authentication within the home. For
instance, cameras within the home could track and identify individuals, which,
however, introduces (new) privacy risks [93]. Further sensors that could be used
to track users’ behavior for authentication include, e.g., infrared sensors to capture
movement patterns, or force sensors to capture users’ posture [117]. Also, Wi-Fi
signals could be used to capture users’ daily life activities as input for authenti-
cation [190]. Another opportunity could be to employ gait recognition at a smart
home’s door to authenticate legitimate users before entering [143]. While continu-
ous authentication provides great benefits, including easily revoking access if some-
one is not welcome anymore [93], it requires individuals to share biometric data
with the home.

3.3.2 Smart Home Authentication for Guests

As for guests, device owners might want to make some features accessible to
them [93,229], but still require authentication to prevent illegitimate access as well as
preventing legitimate guests from accessing sensitive features [43, 115] or changing
configurations [103]. However, authentication interfaces are usually not available to
co-users or guests [93]. This calls for suitable access control, authentication mech-
anisms, or guest modes [93, 229]. Yet, current consumer smart home systems only
scarcely allow to even define different user roles, and manually configuring guest
permissions is burdensome for device owners [135].
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3.4 Summary & Limitations of Current Mechanisms

As sensing technologies are fluently integrated in our environment [216], including
our homes, novel threats towards privacy and security arise (Section 2.3.2), that
call for effective mitigation strategies (Section 2.3.3). Research has thus suggested
several approaches to increase awareness (Section 3.1), enable control (Section 3.2),
and employ usable authentication (Section 3.3) in the smart home context. We now
summarize the limitations of these approaches. In the following parts of this thesis,
we will suggest means to overcome these limitations.

Lack of Privacy & Security Awareness (Part II) Smart devices capture data about
inhabitants and guests alike, raising privacy and security concerns. While percep-
tions towards privacy and security (cf. Section 2.3.1) of both target groups have been
investigated separately, we investigate and compare mental models of smart home
ecosystems among both groups in more depth (Chapter 4). We found that aware-
ness of privacy and security limitations was limited among both, guests and inhabi-
tants. Yet, awareness is a prerequisite to take action. However, current mechanisms
to increase awareness (Section 3.1) mainly target device purchase and setup. At the
same time, those who are not the device owners should be particularly informed
that data is collected about them, especially as they are affected even without direct
interaction [43,115]. Yet, they are usually not in hand of the device’s packaging, nor
involved in the setup procedure. In addition, static labels do not cover the current
state of a device, nor the exact area of data being collected. Thus, in this thesis, we
suggest PriView (Chapter 5) as a mechanism that increases awareness of potential
privacy intrusions. PriView does not only help inhabitants as well as guests to locate
devices, but to also identify their state and area being covered by sensors, as suggested
by Cobb et al. [43]. To detect devices, including their state, we use thermal imaging
as illustrated in Section 3.1.2.

Lack of Privacy & Security Control (Part III) Current privacy and security con-
trols in smart home devices lack usability and are, thus, oftentimes used only as a
reaction to negative experiences rather than proactively [35]. However, secure and
privacy protecting device configurations are crucial to be protected against cyber-
physical attacks (see Sections 2.3.2 and 2.3.3). It is, thus, essential to motivate end-
users to actively take action. We target this by designing nudges based on the Pro-
tection Motivation Theory (PMT), which we included in a simulated smart home
setup procedure (Chapter 6). Moreover, current control interfaces are usually not
accessible to those who are not the device owners, which motivated us to build
PriKey (Chapter 7). PriKey enables privacy control specifically for guests.

Lack of Usable Authentication Mechanisms (Part IV) Current smart home sys-
tems apply conventional authentication mechanisms (such as, e.g., passwords),
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3 Learning from Current Mitigation Strategies

leading to poor usability and user experience [33–35, 93]. Yet, authentication is nec-
essary to protect access to sensitive data or features within the smart home context.
Guests, while being recognized as potential attackers [135, 162], are only sparsely
addressed in current smart home systems [135]. In particular, it is unclear if and
how legitimate guests should authenticate to access permitted features.

This raises a need to rethink how usable authentication can be designed for inhabi-
tants (Chapter 8) as well as guests (Chapter 9) of smart homes.

-

Privacy and security mechanisms for smart homes are not sufficient.
This chapter highlights the limitations of current privacy and security mech-
anisms in smart homes, in particular:

· Privacy & Security Awareness: Mechanisms that aim at increasing
users’ awareness usually target device owners, who are involved in
the device purchase and setup, rather than incidentals or passers-by
who are likewise affected by a device’s data collection.

· Privacy & Security Control: Privacy and security control interfaces are
usually hidden, unnecessarily complex, and unavailable to those who
are not the device owner.

· Authentication Mechanisms: Authentication within the smart home
is currently poorly integrated and, thus, of limited usability. Moreover,
it usually considers only one role (i.e., a main account).

In this thesis, we aim at overcoming these limitations by targeting aware-
ness of inhabitants and guests alike (Part II), enabling both groups to exert
control over privacy and security (Part III), and exploring the design of us-
able authentication considering both roles (Part IV).
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PART II – TARGETING AWARENESS

First and foremost, users need to be aware of potential threats to be able to actively
take countermeasures and act according to their privacy needs [43,138,191]. For in-
stance, those who visit a smart home for the first time, are likely unaware of devices
being in place, let alone implications on privacy and security. As such, they would
be implicitly and unknowingly affected by devices, putting their privacy at risk.

We target users’ awareness in this part of the thesis. As smart devices do not only
affect single users but any person in range, we investigate the mental models of
both, inhabitants and guests, to ultimately gain a better understanding of current
awareness and potential misconceptions. In addition, we present a mechanism to
help users locate and understand devices in their vicinity, to increase awareness.

· Chapter 4 presents an in-depth investigation of mental models of smart home
ecosystems, its data collection and storage among inhabitants and guests of
smart homes.

· Chapter 5 presents PriView, a concept for privacy visualizations to support
users’ awareness. We illustrate potential application scenarios, including vis-
its of familiar and unfamiliar smart homes. We implemented two prototypes,
namely a handheld, mobile application, and a handsfree application in a head-
mounted display. We also present results of our exploratory study with both
prototypes in various application scenarios.
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4
Privacy Mental Models of Smart Home Visitors

and Residents

@
This chapter is based on the following publication:
Karola Marky and Sarah Prange, Max Mühlhäuser, and Florian Alt. 2021. Roles
Matter! Understanding Differences in the Privacy Mental Models of Smart Home
Visitors and Residents. In 20th International Conference on Mobile and Ubiquitous Mul-
timedia (MUM 2021). Honorable Mention Award.
https://doi.org/10.1145/3490632.3490664

The previous chapters highlight how the rise of smart devices in private households
puts users’ privacy at risk. In particular, smart home devices collect, store, and pro-
cess data, independent of who is present and might be affected. While device own-
ers and residents might be aware of devices in their homes and have the power over
respective settings, visitors of smart homes are typically unaware of smart home de-
vices collecting and using data about them or have little to no means to influence
which data is collected about them and when [115, 138, 139, 161, 226].

https://doi.org/10.1145/3490632.3490664


Prior work showed that visitors wish to limit data sharing in foreign smart
homes [62, 138, 139] and recommended to design devices that provide visitor
modes [115, 139, 228, 229], to investigate options for making smart devices discov-
erable [194], or to provide means for visitors to exert control over the data that is
collected about them [138, 226].

What remains mostly unexplored though, is whether and to what degree visitors
understand how smart devices affect their privacy. This knowledge is yet crucial to
design appropriate solutions. To close this gap, we specifically focus on the per-
spectives of smart home residents and visitors as well as the interplay of both roles.

In this chapter, we contribute an in-depth investigation of the privacy mental mod-
els of two roles in smart home ecosystems, namely primary users (residents) and by-
standers (visitors). We invited 30 participants (15 per role) to participate in a draw-
ing exercise. The participants were asked to illustrate their mental models of data
creation, flow, and storage in smart home ecosystems. The drawing exercise was
complemented by semi-structured interviews. Participants in the resident perspec-
tive were asked about their own experiences with smart home devices, while those
in the visitor perspective were asked about experiences while visiting smart homes.

We found that residents generally have a more detailed understanding of data col-
lected about them in smart home ecosystems with fewer misconceptions than vis-
itors. Furthermore, misconceptions in the visitors’ privacy mental models prevent
them from acting in a way that matches their privacy needs and are independent
of their technical understanding of the data flow in the smart home ecosystem. For
instance, visitors often believed that active interaction or registration with a smart
device (e.g., a smart doorbell) is necessary for it to collect and process sensitive data
about them. Thus, future privacy and security interfaces for the smart home context
need to respect both, smart home inhabitants and visitors, as well as the heterogene-
ity of smart home ecosystems and increasing number of devices. These findings
raise the need for means to a) overall increase privacy awareness (cf. Chapter 5)
and b) enable control over privacy and security settings (cf. Part III).

¥
In this chapter, we

1. contribute an in-depth investigation of privacy mental models of smart
home residents and visitors,

2. shed light on differences and misconceptions in these mental models
based on our results.
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4 Mental Models of Smart Home Visitors & Residents

4.1 Research Approach

Smart devices affect all users in their vicinity, including not only primary users (res-
idents) but also visitors. Prior work investigated privacy perceptions of both roles
separately and identified several misconceptions and a lack of awareness [43, 138, 139,
226]. Moreover, multi-user scenarios, in which all users are residents of the smart
home, have been subject to prior work [78,225]. However, visiting a smart home dif-
fers from such multi-user scenarios as smart home devices can capture data without
explicit interaction [43]. At the same time, mental models help users to assess tech-
nology and whether it violates their privacy. Misconceptions within these models
can prevent users from acting according to their privacy needs.

4.1.1 Mental Models

Mental models are internal representations humans derive from the real
world [104]. Based on mental models, humans adapt their behavior. The level of
sophistication of mental models differs between individuals [24,104,107]. When us-
ing technologies, users can have two types of mental models: 1) functional and 2)
structural models [156]. Users with functional models know how to use a technol-
ogy, but not how the technology works in detail. Users with structural models have
a detailed understanding of how a technology works. This also implies that mental
models must be sound enough for users to interact with a technology [119]. Once
a mental model has been constructed, it is rarely modified [208]. Misconceptions in
mental models might lead users to behaviors that do not match their actual needs.

4.1.2 Research Questions

In this chapter, we answer the following research questions:

®

RQAW1.a: What are common privacy perceptions of residents and visitors
regarding smart home ecosystems?

RQAW1.b: What are misconceptions of residents and visitors regarding
privacy in the smart home data ecosystem?

RQAW1.c: What are differences in privacy perceptions of residents and vis-
itors regarding smart home ecosystems?

In particular, we report on our empirical study, in which we investigate both, res-
idents’ and visitors’ privacy mental models, by means of a drawing exercise and
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semi-structured interviews (Section 4.2). This allows us to compare them in detail
and investigate the origin of misconceptions (cf. results, Section 4.3). We discuss
our results and implications in Section 4.4.

4.2 Methodology

To investigate the mental models of visitors in smart home ecosystems, we con-
ducted two studies – one with visitors and one with residents – as basis for a com-
parison. The study for each targeted role was split into two parts: 1) a drawing
exercise in which we asked participants to sketch their mental models and 2) a
semi-structured interview to obtain a deeper understanding. Drawing exercises are
effective to capture the mental models of users considering specific systems or tech-
nologies [107, 228, 233]. We further opted for semi-structured interviews since they
offer a certain structure while at the same time providing enough freedom to inves-
tigate participants’ perceptions in depth [157]. To inform the interview guide, we
conducted one exploratory interview per targeted role. Further pilot tests helped
improve question clarity. Results from the pilots are not reported.

4.2.1 Procedure

The procedure was identical for both targeted roles. However, we adapted the
questions and the scenario to match the respective role. All sessions were audio-
recorded, while the sketching surface was also video-recorded during the drawing
process. A session lasted approximately one hour in total. We deliberately did not
mention “privacy” in the study invitation, nor the consent form or interview ques-
tions to avoid priming. The detailed procedure was as follows (cf. Figure 4.1):

1.) Consent and Demographics. We commenced by providing participants a con-
sent form which we asked them to sign. Next, participants provided demo-
graphics, including their living situation, employment status, affinity for tech-
nology following the ATI scale [71], and experiences with the usage of smart
devices. We included the 10-item IUIPC [134] to assess participants’ privacy
perception prior to the study (see Section 1.3.2 for details on scales).

2.) Drawing Exercise. We introduced participants to the scenario to nudge them
to think based on their role. Residents were asked to consider devices that
they use at their home while visitors were asked to consider visiting the smart
home of another person. Then, participants conducted the drawing exercise.
We provided a piece of paper in DIN A3 size and pens in different colors.
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4 Mental Models of Smart Home Visitors & Residents

Participants in prior studies including a drawing exercise (cf. [233]) faced two
challenges. First, it was difficult for them to add details to their sketches result-
ing in very simple sketches. Second, the participants struggled in commencing
with sketching. To mitigate these issues, we provided a wide range of printed
cut-outs of smart home devices that the participants could choose for their
sketches. We furthermore wanted to ensure that participants indeed consider
a smart home ecosystem as a whole. In particular, we asked them to choose
devices of five categories of smart home devices that are already available on
the market (at least one each). Those categories were: 1) entertainment and
communication, 2) energy management, 3) security and safety, 4) health and
5) home automation (cf. Appendix A.1 for the full list of devices). We specifi-
cally asked participants to sketch their understanding of how the devices are
connected to each other, including their understanding of the data flow with
a focus on data that contains personal information about them. During the
drawing exercise, we encouraged participants to think aloud and comment
on what they were drawing. Previous studies demonstrated the effectiveness
of this combination [228].

3.) Semi-Structured Interview. We proceeded with role-specific, semi-structured
interviews. We used the sketch from the previous part as the basis for the
discussion. Participants were instructed to highlight devices and entities that
collect or receive data about them and explain their understanding of it. We
also asked them to label entities in their sketches to clarify them.

4.) End and Reimbursement. After the interview, we gave participants the op-
portunity to ask questions or to provide additional feedback. Finally, we re-
imbursed them with an online shopping voucher valued at 10AC.
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Figure 4.1: Study Procedure: We investigated the mental models of two roles within
smart home ecosystems, that is residents and visitors. Participants were introduced to
the respective scenario (role) and conducted a drawing exercise. We complemented the
sessions with role-specific, semi-structured interviews on data collection and storage,
and prior experience with smart homes.
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4.2.2 Participants and Recruitment

We recruited 30 participants (15 residents, 15 visitors) via mailing lists, flyers, poster
advertisements, and social networks. We aimed at recruiting participants with dif-
ferent experiences regarding smart home devices in order to capture a wide range of
possible mental models. Considering the resident role, we invited participants that
either already own smart home devices or are interested in buying devices soon. We
did not apply restrictions to the visitor role.

Demographics

Participants’ age ranged from 18 to 64 (M = 30.33, SD = 12.12), N = 7 identified as
female, most of them were students (N = 18), and living with their family (N = 10).
By means of the ATI scale [71], we assessed participants’ affinity for technology
on a scale from 1 to 6, where higher values indicate a higher affinity for technology.
Residents’ ATI ranged from 2 to 5.78 (M = 4.06, SD = 1.04), visitors’ ATI was similar
and ranged from 2.78 to 5.56 (M = 4.33, SD = 0.66). Table 4.1 provides an overview
of our sample. Refer to Appendix A.2 for details per participant.

Residents Visitors Sum

A
ge Mean 35.73 24.93 30.33

SD 15.29 2.84 12.12

G
en

de
r male 12 11 23

female 3 4 7
prefer not to say 0 0 0
other 0 0 0

W
or

k

student 7 11 18
self-employed 3 0 3
employed full time 0 3 3
other 5 1 3

A
TI

Sc
al

e Min 2.00 2.78 2.00
Max 5.78 5.56 5.78
Mean 4.06 4.33 4.19
SD 1.04 0.66 0.86

Table 4.1: Participants’ demographics, employment status, and ATI scale, for residents,
visitors and both.

Prior Experiences with Smart Devices

Within the demographics questionnaire, we asked participants to list their own
smart home devices, if applicable. Furthermore, we asked them about prior expe-
riences and how often they interacted with smart devices (at home and in general)
in the semi-structured interview. Overall, ten participants (residents: 6, visitors: 4)
reported owning smart devices1. Of them, three participants in the resident role

1 In case only the smartphone was mentioned (questionnaire and/or interview), we did not count it
as it is not a standalone smart home device, but is usually used together with other devices.
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4 Mental Models of Smart Home Visitors & Residents

and one in the visitor role had multiple smart home devices that are connected to
each other. Participants reported on further experiences with smart home devices,
including visits of smart homes (residents: 2, visitors: 11), or having shared a device
(e.g., in their flat share, visitors: 2).

Privacy Perceptions

To assess participants’ privacy perception, we applied the 10-item IUIPC question-
naire [134] (cf. Section 1.3.2). Higher values in the IUIPC scales indicate that partic-
ipants are more sensitive regarding privacy concerns. Overall, they rated their wish
to exert Control with M = 6.07 (residents: 6.15, visitors: 6.00), their Awareness about
privacy practices with M = 6.1 (residents: 6.2, visitors: 6.00), and the perceived ratio
between Collection and benefits with M = 5.38 (residents: 5.42, visitors: 5.33, refer
to Appendix A.3 for detailed values).

4.2.3 Data Analysis

First, we transcribed the audio recordings and digitized the sketches. Then, we an-
alyzed the sketches and interview transcripts in two sessions using thematic analy-
sis [27]. The analysis consisted of open, axial and selective coding.

In the first session, we analyzed the level of sophistication of the mental models ex-
pressed in the sketches. For this, we followed an open-coding approach in which
two authors were coders. In an initial discussion, they developed a code dictionary.
The dictionary consisted of four codes for the expressed level of sophistication by
reviewing all sketches and by agreeing on a final code dictionary. Then, they inde-
pendently coded all sketches. Results were discussed and final code allocations for
each drawing were agreed upon. Throughout the analysis, we also considered the
audio recordings to complement the information expressed in the sketches in cases
where parts of the drawing were unclear. To determine the inter-rater reliability, we
calculated Cohen’s κ, which is 0.824 (almost perfect agreement).

In the second session, we analyzed the interview transcripts to develop the mental
models of data collection and storage. Two researchers individually coded two repre-
sentative interviews for each view, using thematic analysis with open coding. We
then established a coding tree in a review meeting and applied it to the remaining
interview transcripts. The coding tree consists of 103 codes. We related those codes
to each other by using axial coding which resulted in six final categories of codes.
Through selective coding, we removed codes without sufficient data to be consid-
ered as robust, such as codes which were used only once over all participants. The
full coding tree is available in Appendix A.4.
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Finally, based on the codes from the transcript analysis and the level of sophisti-
cation, we developed participants’ mental models of the smart home ecosystem,
including their perception of entities that capture and store personal data.

4.2.4 Limitations

Due to the qualitative nature of our study, quantitative conclusions cannot be made.
We provided our participants with printed pictures from smart home devices to
support them during the drawing exercise, which might have had an impact on
their drawings. However, in order not to limit them in their expression, we pro-
vided products that are already available on the market from a wide range of prod-
uct categories. To create a list of available devices, we systematically searched best-
seller lists of online stores resulting in a list of 89 smart home devices. We grouped
similar devices and provided a generic depiction as print out to the participants.
Not to limit them in their drawing, we also told them that they could add devices if
they are not present as print-out.

Our sample consists of participants with a mean age of 30.33 years. While the usage
of smart homes is dominant within this age group in Germany [196], our sample
might not be representative. Furthermore, 18 of 30 participants were students and
many were living with their family (10) or partner (9). Hence, our results may only
apply to users with a similar background.

4.3 Results

In this section, we illustrate the findings of our study. First, we provide a descriptive
overview of the content and topology of the participants’ sketches showing the de-
vices and additional entities they incorporated. Then, we present the mental mod-
els on the smart home ecosystem, data collection, and data storage. We cite residents as
PR (NR for descriptive counts) and visitors as PV (NV).

4.3.1 Content and Topology

In this section, we summarize the content of participants’ sketches. We provide
details on the devices chosen by the participants, additional entities they added to
their sketches, and the topology of the sketches. This serves as a descriptive overview
about what the participants drew.
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4 Mental Models of Smart Home Visitors & Residents

Device Choice

To ensure that participants consider an ecosystem of different devices, we asked them
to choose one device from each of the following five categories: 1) entertainment
and communication, 2) energy management, 3) security and safety, 4) health and
5) home automation. Participants were free to add further entities and devices.
Appendix A.1 provides an overview of available and chosen devices.

In general, participants in the visitor scenario tended to choose devices with which
they would interact directly (e.g., the smart doorbell (NV = 4)), while residents
rather chose devices that are likely to be used in their home even without a con-
stant direct interaction (e.g., smart heating (NR = 4)). Considering specific devices,
both groups mostly added a smartphone for communication (NR = 8, NV = 7),
smart lights for energy management (NR = 8, NV = 7), and smartwatches for health
(NR = 8, NV = 12) to their sketch. As for security and safety, participants mostly
chose a smart smoke detector (NR = 5, NV = 5). For automation, a smart vac-
uum cleaner was most popular for residents (NR = 6) and smart jalousies or fridges
(NV = 4 each) for visitors.

Additional Entities

Participants were not limited to the five chosen devices. All of them added additional
entities in their sketches (cf. Table 4.2 for an overview). First, they added physical
objects and devices (e.g., routers) or set the scene with concrete rooms of their smart
home scenario. Second, abstract entities, such as service providers, the Internet, or
apps were mentioned in some sketches. Third, participants added themselves as a
user. Finally, some added potential threats (such as hackers) to the ecosystem.

NR NV Sum

O
bj

ec
ts

&

Se
tt

in
g Router 6 3 9

Homes / Houses / Rooms 2 2 4
Additional Smart Devices 6 11 17

A
bs

tr
ac

t

En
tit

ie
s

Apps & Services 5 0 5
Companies & Providers 9 2 11
Cloud 3 2 5
Internet 5 5 10

Pe
op

le User 5 1 6
Guest 0 3 3

Th
re

at
s Hackers 2 0 2

digital footprint 1 0 0

Table 4.2: Overview of additional entities: participants added various entities to their
sketches (NR: counts for residents, NV : visitors).
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Topology of Sketches

All participants except for one resident arranged their sketch around a central node
which is connected with the majority of devices to control them and/or process and
store the data. The central node was either a local server/network or router within
the smart home (NV = 5, NR = 4), an external server that is reachable over the Inter-
net (NV = 2, NR = 0), an additional IoT/smart device, such as a smartphone/tablet
(NV = 5, NR = 8), the users themselves (NR = 2), a generic/unspecified device
(NV = 2, NR = 2) or a smart home app (NR = 1). Note that 2 residents specified
both, a router and a smartphone, as central device. Residents stated, e.g.:

“(...) they’re connected somehow. But I don’t know how it gets there.” (PR8)

“There is that central component, but I don’t know how this is called.” (PR13)

Comments given by the participants in the visitor target group are:

“A Wi-Fi router or maybe the particular company has its own kind of wireless
connector that wirelessly controls all the devices.” (PV12)

“Well, there is the smartphone from which everything can be controlled.” (PV5)

Furthermore, participants had different understandings of how the entities of the
smart home ecosystem can be connected to each other. Devices were either connected
via a local Wi-Fi network, Bluetooth, or the Internet.

4.3.2 Level of Detail

Based on the interviews and sketches, we found four types of mental models re-
garding the smart home ecosystem, differing in their level of sophistication. For the
individual assignment of each participant to a mental model, refer to Appendix A.2.
Previous work on mental models of smart home users used two levels of sophisti-
cation (e.g., [203]). We provide a more nuanced view to demonstrate differences
between the investigated target groups of visitors and residents.

1.) Schematic Simplification. Some participants illustrated smart home technolo-
gies without a detailed understanding, referring to a functional mental model [156].
Accordingly, they only sketched connections between the devices within the five
categories provided by the examiner. These connections were not further specified.
The role of external entities, such as the Internet or external service providers, were
not explained or not mentioned at all.

For instance, PR13 in the resident group only connected the five devices with a point
in the middle that represents a network between them (see Fig. 4.2a). Similarly, PV4
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in the visitor group used the smartphone as a central node and sketched simplified
connections to the smart home devices, depicting additional entities outside the
home (see Fig. 4.2b). Five visitors and three residents demonstrated this level.

(a) Schematic Simplification (Resident) (b) Schematic Simplification (Visitor)

Figure 4.2: Participants’ sketches showing examples of schematic simplification mental
models. We replaced participants’ notes with digital labels to enhance readability.

2.) Basic Understanding. This type of model is characterized by extending the pre-
vious type with external entities, such as the Internet or a cloud as well as a clear
connection to them. The basic understanding also forms a functional model [156]
since details are very limited.

For instance, PR2 sketched a basic server as an additional entity and an Internet
connection (Fig. 4.3a). PV12 drew an external server and a connector within the
smart home and different connections between entities (Fig. 4.3b). Seven visitors
demonstrated a basic understanding, and three participants in the resident group.

3.) Advanced Understanding. Participants demonstrating an advanced under-
standing frequently sketched a central component (e.g., a smartphone or server)
controlling all other devices. They made a distinction between a local network and
the Internet and added other components (e.g., a central server) that go beyond the
five categories we provided. This forms a basic structural model since details about
the connections and topology are included [156].

PR3 depicted different types of connections. They made a distinction between data
within the smart home and data that leaves it but did not differentiate entities out-
side the smart home (Fig. 4.3c). PV15 drew a similar sketch but included a window
and a treadmill within the smart home. Again the entities outside the home were
simplified (see Fig. 4.3d). Six visitors showed an advanced understanding, and five
participants in the resident group did.
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(a) Basic Understanding (Resident) (b) Basic Understanding (Visitor)

(c) Advanced Understanding (Resident) (d) Advanced Understanding (Visitor)

(e) High-level Depiction (Resident) (f) High-level Depiction (Visitor)

Figure 4.3: Participants’ sketches showing examples of basic, advanced, and high-level
understanding mental models. We replaced participants’ notes with digital labels to
enhance readability.
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4.) High-level Understanding. The high-level understanding is a sophisticated
structural model [156]. The participants made clear distinctions between different
network types within and outside the smart home. They added additional entities,
such as the Internet, clouds, and even attack surfaces. They also sketched a clear
data flow between the devices.

For instance, PR7 demonstrated a detailed understanding of entities outside the
smart home by including entities such as a cloud, different providers, and data
types (see Fig. 4.3e). PV10 added different providers, a cloud, and the Internet and
sketched the connections between the different devices, the possibility to receive
updates and how to interact with them as a visitor (see Fig. 4.3f). One participant in
the visitor group showed a high-level understanding and four residents did.

4.3.3 Data Collection

We asked participants to mark devices that collect data about them (e.g., new data
created by sensors) and to explain how the data collection works according to their
understanding. We also asked them to mark devices that receive data (e.g., existing
data within the ecosystem captured by other devices’ sensors) about them and to
explain how.

1.) No interaction, no data collection. This cluster of mental models describes cases
in which no data is collected automatically but only as users directly interact with
a smart home device. Six participants in the visitor target group believed that de-
vices do not collect data about them unless they directly interact with the device’s
interface. Surveillance cameras and motion sensors form an exception. For these,
participants understood they only need to be in the vicinity of the devices.

“I also do not know who registers that I am out of the house and what registers
that I am out of the house and what registers that the lights are still on, no idea.”
(PR13, schematic simplification)

“It depends a lot on the usage. For example, if I would charge my phone and go
to the power outlet. But in principle the power outlet could collect data from me
[...] I don’t wear the smartwatch, thus I do not think so [that it collects data about
me].” (PV14, basic understanding)

This model was prominent among participants with a functional mental model of
the smart home ecosystem, i.e. a schematic simplification or a basic understanding.
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2.) No registration, no personal data. Another aspect mentioned by visitors is
that even if they interact with a device that captures data, the data is not personal
unless they register as users with the specific device. This was mentioned by four
participants in the visitor target group, e.g.:

“With the refrigerator, the question is what kind of functionality it has. In prin-
ciple, if I take a beer out now, it collects data somewhere that at least one beer
is missing. It probably can’t assign it to me, but it is missing.” (PV14, basic
understanding)

“When I sit on the sofa as a guest and switch through the TV, I also generate data.
Also not individually, so they can’t draw conclusions about me, nevertheless, it
generates data (...)” (PV2, advanced understanding)

Again, this type of model was mostly expressed by participants with a functional
mental model, i.e. a schematic simplification or a basic understanding.

3.) Known devices form exceptions. Visitors believed that smartphones collect
data about smart home visitors. All participants who explained this aspect con-
nected it to their experiences with smartphones:

“With a smartphone, I could imagine the front camera running or anything else
being recorded. The moment it is collected, I always assume that it will be stored.”
(PV11, schematic simplification)

4.) All devices collect data, except wearables. Participants expressed that in gen-
eral all devices in the vicinity of a person can collect data about them. Wearables,
however, form an exception as participants expected that they have to be worn to
collect data. Two participants in the visitor target group expressed that all smart
home devices collect data about them. They considered the resident’s smartwatch
as an exception because the visitor is not wearing it, e.g.:

“All except for the owner’s smartphone and smartwatch.” (PV9, basic under-
standing)

“Generally all [devices] that I’ve described I would say, except for the smart-
watch.” (PV6, basic understanding)

5.) Local actions without an Internet connection. When considering the data flow,
participants in both groups believed that a connection to the Internet is only re-
quired if controlling or accessing data from a device at a remote location but not to
trigger a local action.
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“I think it is also a simple connection because only mechanically something [the
jalousie] goes up and down. Compared to other devices, there is no connection
to the Internet in the sense that it is now looking or something special.” (PR5,
advanced understanding)

“What I actually think about are light bulbs, but I don’t need light bulbs that I
have to switch off from outside the house, I just need a light bulb where I don’t
have to get up from the bed.” (PR12, high-level understanding)

6.) Configuration by a third party can violate privacy. Two participants in the
visitor group reported negative experiences based on smart devices that were con-
figured by a third party in their own apartment, e.g.:

“My landlord installed a device showing how warm it is in the room and how
humid the air was, and said it would be for my own control when I have to ven-
tilate and turn on the heating. [...] Later, I found out that this [device] sent data
via Wi-Fi to my landlord’s laptop. He actually came up and knocked if it was
too warm or too humid or something and told me to air the room. Unpleasant
experience.” (PV4, schematic simplification)

4.3.4 Data Storage

Finally, we assessed mental models on where data collected in smart home environ-
ments is stored.

1.) Data is stored locally. Participants that described this mental model believed
that data about them is only stored within the smart home (network). It could be
stored on the smart device itself (NV = 6, NR = 1), or on a dedicated storage device
(NV = 4, NR = 4), e.g.:

“I think the [vacuum] robot has its own processing power, it does not need a
cloud.” (PR7, high-level)

“The best thing would be to have your own server, where your data [...] is stored,
without the data leaking out, without anyone being able to infer consumer be-
havior from it [...]. Only if you then agree correspondingly, the data may also be
used.” (PR15, schematic depiction)

2.) Data is stored remotely. Remote storage refers to a cloud server accessible via
the internet (NV = 2, NR = 3). Note, that only the smart home user was perceived
to have access to it, e.g.:
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“On the devices themselves only for a short time, because I assume that not much
data can be stored there and that there is no storage capacity, i.e. the data is always
deleted. Everything is stored in the cloud.” (PV2, advanced understanding)

3.) Data is stored remotely by the provider. In this model, the data is stored in the
cloud of the device provider (NV = 8, NR = 7), e.g.:

“On a server. Someone is the provider of all of that.” (PV5, advanced under-
standing)

“[...] I’m scared because I don’t know exactly what’s going to happen with the
data.” (PR14, adv. understanding)

4.) No knowledge of data storing. Finally, one participant from the visitor group
expressed to have no idea where the data is stored:

“I don’t know. I really don’t know. I could imagine that there might be local mem-
ory for one thing, but probably it will be more like cloud-based external memory.
I don’t know.” (PV14, basic understanding)

4.4 Discussion

We now discuss the results of our study, in particular the difficulty to derive a sound
mental model due to the heterogeneity of smart home ecosystems, as well as the differ-
ences and misconceptions in the mental models of visitors compared to residents.

4.4.1 RQaw1.a: Privacy Perceptions Towards Heterogeneous
Smart Home Ecosystems

The first common theme throughout our results is a difficulty with the heterogene-
ity of smart homes. While a generic smart home ecosystem can be explained by a
simplified depiction, there are a plethora of possibilities to configure specific envi-
ronments. This results from the large variety of devices on the market. For instance,
smart TVs range from simple models with a Wi-Fi connection to more sophisticated
models with additional sensors, such as microphones or even cameras. Thus, there
is no standard way of abstracting the data collected and stored by an arbitrary smart
home device.
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Heterogeneity is also reflected by the various connection types and device config-
urations participants sketched. This indicates that it is difficult to judge whether a
device collects data without prior knowledge making it particularly difficult to de-
rive a sound mental model of a specific smart home, especially for visitors. Partici-
pants in both roles correctly depicted the data flow of specific devices that they had
prior knowledge of, for example, Amazon Echos. Furthermore, the data captured
by smartphones was depicted accurately. This might result from most smartphones
sharing a common set of sensors and being well-known to participants. As a re-
sult, a mental model being correct for one smart home might be wrong for another.
However, known devices were depicted accurately.

Prior work has also shown that once established, existing mental models are diffi-
cult to change [208]. Hence, residents or visitors with pre-existing mental models
of privacy-respecting smart home ecosystems might not easily adjust their mental
model to a new, less privacy-respecting smart home ecosystem. While residents can
adjust their mental models over time as they interact with or add new devices, vis-
itors might face difficulties in adjusting their mental models as the environment is
less well-known to them and might change without their knowledge. Thus, they
might rely even more on their – potentially wrong – mental models.

This answers RQAW1.a: What are common privacy perceptions of residents and visitors
regarding smart home ecosystems?

4.4.2 RQaw1.b: Misconceptions of Visitors and Residents

Within our study, we identified several misconceptions in the mental models in both
roles, but mainly in visitors’ mental models.

Visitors often illustrated the data collection in such a way that only devices they
actively interact with are able to collect data about them (e.g., the doorbell), while
other devices (i.e., those they did not interact with actively) were mostly consid-
ered to not collect information about visitors. While this holds true for some de-
vices, it is not representative. Sensors in the environment might indeed collect data
about visitors without them interacting actively. However, cameras and motion sen-
sors formed an exception. Similar to smartphones, those devices are more common
nowadays and, thus, participants demonstrated better knowledge about them.

Furthermore, visitors underestimated how personal and sensitive collected data
about them can be. Visitors frequently thought that registration on the device is
necessary such that collected data can be linked to their identity (e.g., login into an
account). While this again can be true, the interconnectivity of smart home devices
might result in data getting linked to a specific person without previously being reg-
istered to an account. This might lead visitors to act in a way that does not match
their privacy needs.
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Our research confirms this misconception as it has also been demonstrated by re-
lated work [139]. While main factors impacting privacy perceptions identified by
related work are data sensitivity, familiarity with the environment, and trust in the
device owner (cf. [62, 138]), we add users’ role within the smart home ecosystem to
this list. Based on our results, we assume that the origin of the misconceptions is
not necessarily rooted in technology affinity or understanding, but connected to the
users’ role within the smart home. In particular, visitors with rather high ATI scores
and sophisticated sketches of the smart home ecosystem still showed misconcep-
tions regarding data collected about them. Moreover, participants of both target
groups expressed that a connection to the Internet is required for remote control
rather than for data collection and processing.

It is particularly alarming that even visitors with advanced mental models about
the data flow did not consider data to be linkable to them. That means previous
knowledge of a specific smart home device is not enough to judge the consequences
of data collection. Lastly, (faults in) users’ mental models may persist and can highly
impact their privacy perceptions potentially preventing them from acting in a way
that matches their privacy needs. This addresses RQAW1.b: What are misconceptions
of residents and visitors regarding privacy in the smart home ecosystems?

4.4.3 RQaw1.c: Differences in Privacy Perceptions

Our study also provides insights on how the mental models can differ depending
on the users’ role (resident or visitor). A first main difference is given by different
distributions of the mental models considering the level of sophistication. While we
did not perform a quantitative analysis, the residents’ mental models tended to be
more sophisticated. This can result from the active usage of a technology, enhancing
the understanding of it.

The second main difference we found in the mental models is based on the per-
ception of devices that collect and store data about residents and visitors. As illus-
trated before, bystanders underestimated the sensitivity of collected data because
they thought the data cannot be linked to their identity. This difference seems to
be based on the different perspectives of the investigated roles rather than on their
understanding or affinity of technology. While visitors and residents demonstrated
a similar level of sophistication in their mental models with detailed knowledge
about data collection and storage, visitors in our study missed the connection be-
tween collected data and their identity.

The final main difference is given by the fact that visitors were more likely to demon-
strate misconceptions in their mental models than residents. This could prevent
them from acting according to their privacy needs.

To summarize, the differences in mental models are primarily based on the user’s
role, i.e. resident or visitor. Hence, considering privacy, the user’s role is more im-
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portant than their technology knowledge, answering RQAW1.c: What are differences
in the privacy perceptions of residents and visitors regarding smart home ecosystems?

4.5 Summary & Conclusion

In this chapter, we presented the findings from a qualitative study investigating the
privacy mental models of residents and visitors in smart home environments. We
interviewed 30 participants (15 in each target group) by means of a drawing ex-
ercise and semi-structured interviews. The mental models of our participants had
four different levels of sophistication. Those with rather functional mental models
miss enough soundness to act following their privacy needs. As further results, we
revealed essential differences in the perceptions of visitors and residents regarding
the collection and storage of sensitive data. Even though participants in both roles
had a similar understanding of the data flow in smart home ecosystems, visitors
voiced several misconceptions connected to sensitive data that is captured about
them. These misconceptions prevent them from protecting their privacy match-
ing their personal needs. Hence, roles matter more than technology knowledge.
Improving the privacy mental models, in particular for visitors who might have
limited abilities to act within the environment, constitutes a fundamental challenge
due to the heterogeneity of smart home environments and the increasing number
of devices. Hence, it is essential to a) provide mechanisms that increase awareness,
especially for visitors in (foreign) smart homes, and b) provide them with means
to configure and communicate their privacy preferences without interfering with the de-
vice owner. These findings pave the way for the following chapters of this thesis,
which will make suggestions on how such mechanisms could be realized: PriView
to increase awareness (Chapter 5), and PriKey to enable control (Chapter 7).
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Misconceptions in mental models limit privacy & security awareness.

The key contributions in this chapter are:

· Method: Using two scenarios (resident or visitor of a smart home) and
a drawing exercise with semi-structured interviews, we investigated
users’ mental models of smart home ecosystems.

· Empirical Insights: We found that even users’ with a rather high level
of sophistication in their mental models missed enough soundness to
correctly assess their data being collected and stored, with implications
on privacy and security. This was particularly prominent among visi-
tors.

The results of this chapter call for mechanisms that raise users’ awareness.
Not only should users be made aware of the functionality of a certain tech-
nology, to enjoy interacting with it, but more importantly also of privacy and
security implications to ultimately be able to protect themselves.
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5
PriView– Exploring Visualizations to Support

Users’ Privacy Awareness

@
This chapter is based on the following publication:
Sarah Prange, Ahmed Shams, Robin Piening, Yomna Abdelrahman, and Florian
Alt. PriView – Exploring Visualisations to Support Users’ Privacy Awareness. In
CHI Conference on Human Factors in Computing Systems (CHI ’21).
https://doi.org/10.1145/3411764.3445067

The previous chapter highlighted a need for means to increase awareness of data
being collected by sensors in our daily life surroundings. Such sensors can be found
in personal devices as well as in our environment. While in many cases the data
collected by those sensors serve a meaningful purpose, such as assisting users or
ensuring public safety, their presence might be problematic from a privacy point of
view. In particular those who are not the owner of devices are typically unaware
of sensors and, hence, data collection being present, which is problematic from a
privacy point of view as they cannot avoid being exposed to them.

https://doi.org/10.1145/3411764.3445067


Figure 5.1: PriView is a concept to visualize potential privacy intrusion (i.e., video or
audio recordings) in the users’ vicinity. We compared two output devices, namely a
mobile application (left) and a head-mounted display (right) and implemented five vi-
sualizations for each. We found that detailed text labels were preferred in both versions.
However, more subtle indications were considered adequate in some scenarios.

Think about guests in smart homes who might be unaware of the loudspeakers
serving as voice assistants or hidden cameras that might be placed in rental apart-
ments1,2. Other scenarios beyond the home include public transport stations where
users generally do not know where surveillance cameras are placed and whether
additional measures, such as face recognition, are employed3; or business set-
tings where smartphones carried by employees might observe their environment
or record conversations. In such cases, people might want to know about devices to
deliberately decide to avoid a particular area or not to disclose certain information.

In this chapter, we present PriView as a concept to support users in such situations.
The idea is to visualize the position of sensors in the environment; provide users
information about the sensor (e.g., which data is collected and with whom it is
shared); and in particular, highlight areas of potential privacy intrusion (such as
video or audio recording). An example output device for such visualizations is
Augmented Reality (AR) glasses. AR is likely to find its way into users’ everyday
life in the near future (cf. Apple’s new generation of AR glasses4).

1 https://www.theatlantic.com/technology/archive/2019/03/what-happens-when-you-

find-cameras-your-airbnb/585007/, last accessed August 9, 2020
2 https://www.forbes.com/sites/suzannerowankelleher/2020/01/27/why-you-should-

start-screening-for-hidden-spy-cameras-when-you-travel/#ffe069b5afd8,
last accessed September 1, 2020

3 https://www.theguardian.com/technology/2020/jan/24/met-police-begin-using-live-

facial-recognition-cameras, last accessed August 9, 2020
4 refer to, e.g. https://www.techradar.com/news/apple-glasses,

last accessed June 26, 2020
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5 Increasing Privacy Awareness with PriView

We first explore the design space and possible application scenarios of PriView. Sec-
ondly, we built two prototypes, namely a) a mobile application capable of detecting
smart devices in the environment using a thermal camera; and b) mockups of pos-
sible application scenarios, private as well as public, where PriView might be useful
(e.g., a public train station or a rental apartment), using Virtual Reality (VR). For
both applications, we implemented various ways of visualizing the privacy relevant
information (e.g., frames around the device or text labels with detailed information).
Thirdly, we report on a user study (N=24) in which we investigated both versions
of PriView. In particular, we let users try out our prototypes using the think aloud
method and conducted semi-structured interviews.

Our results show that participants appreciated the ease of using a headset to explore
their environments, but could also imagine using PriView in a mobile application
on-demand. For unfamiliar private places in which device owners and the purpose
of data collection might be unclear, participants generally wished for more detailed
visualizations, while appreciating simple warning indications to get a first overview
in a new scene.

¥
With PriView, we contribute

1. potential application scenarios and design opportunities for privacy
visualizations in both, private and public spaces;

2. two prototypes (a mobile and a VR application), exploring both, de-
tection and visualization of smart devices in the user’s vicinity and
various sample use cases (VR only);

3. a discussion of our results, formulation of design challenges, and di-
rections for future research.

5.1 Research Approach

Users might be unaware of (hidden) smart devices collecting their personal data [39]
and generally wish for information in that regard, in particular in spaces they per-
ceive as private [194]. We implemented PriView to help users not only physically
locate but also understand sources of potential tracking by providing them with AR
visualizations in a mobile application or a head-mounted display (HMD). Moreover,
with PriView, users can identify sensors that are static in arbitrary environments, but
also dynamic devices (e.g., smartphones in bystanders’ pockets). In addition, PriView
highlights areas being covered by potential recording (i.e., potential privacy intrusion)
and provides additional information (e.g., data practices). This will help users to take
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action, if necessary. Additionally, as opposed to existing measures, PriView is in-
dependent of device providers in the first place as we suggest detecting devices in
users’ vicinity using sensing technology such as a thermal camera. With our work,
we contribute to answering the following research questions:

®

RQAW2.a: Can PriView support users in protecting their privacy?

RQAW2.b: Which amount of information do users prefer (in which context)
and why?

RQAW2.c: Which type of visualization is most preferred by users for which
setting?

RQAW2.d: How would users like to interact with such visualizations?

In the following, we describe potential application scenarios for our concept, based
on factors that impact users’ privacy concerns (Section 5.2). Next, we describe our
concrete implementations for PriView (Section 5.3). We then report on our user study
with two prototypes using two output devices, namely a mobile application and an
HMD (Section 5.4). We illustrate our results and discuss challenges of privacy visu-
alizations for varying smart environments (Section 5.5). We conclude with potential
future implementations of PriView (Section 5.6).

5.2 Application Scenarios for PriView

To choose a sample of application scenarios for PriView, we built upon factors im-
pacting users’ privacy concerns.

5.2.1 Factors Impacting Privacy Concerns

Smart devices are increasingly present in users’ daily surroundings, including their
own homes, but also other places such as unfamiliar private households, hotel
rooms or public spaces. While such devices provide a rich variety of features (cf.
Section 2.1), they have the potential to invade users’ privacy by collecting and
processing their data. Users’ acceptance of such devices is influenced by a myriad
of factors, including perceived privacy risks [116] and perceived benefits [169].
Tabassum et al. investigated user perceptions and concerns towards smart homes
and respective data policies and highlighted the need for increased awareness [203].
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Moreover, concerns are no longer bound to a device, but rather to the whole sce-
nario. In particular, related work identified a myriad of factors that influence users’
privacy perception as well as ultimately their concerns [40,63,123–126,225,226] and
decisions as to when and where data collection is acceptable. Among these are the
(perceived) information sensitivity, receiver, and usage [5] as well as who is col-
lecting what data, where, for which reason, and at which frequency (i.e., once vs
continuously) [125]. We now discuss a number of these factors in detail.

Social Aspects & Trust
Social aspects and relationships have been identified as a crucial factor for users
when it comes to making their own decisions on their opinion of data collec-
tion [63, 124, 225, 226]. For example, users are more willing to accept data collection
if friends do so as well [63]. Furthermore, it is very important to users who is col-
lecting their data (i.e., the identity of the “information inquirer”) [124]. In particular,
users are more willing to share their data if they know and/or trust the owner of
a device [138]. Finally, users also tend to make a difference as to whether or not
they trust the environment. For instance, in unfamiliar smart home settings, such
as rental apartments, users are concerned about hidden devices and even tend to
search for them manually [194].

Environment
Also, users’ relation to the environment plays an important role when assess-
ing potential privacy concerns. For instance, data monitoring in private spaces
such as users’ own or others’ homes is completely unacceptable, while they are
more comfortable with data collection in semi-public (e.g., restaurants) or public
spaces [62, 125]. Furthermore, users’ privacy concerns are influenced by how often
and for how long data is monitored [125]. This is often coupled to the frequency
at which they visit a certain place. Note that while an environment is unfamiliar –
hence likely untrusted – upon users’ first visit, this fact is likely to change over time
as users visit a place more often. Finally, in semi-public and public places, data col-
lection might be dynamic as passers-by might carry further tracking technologies.

Context, Devices & Purpose
Furthermore, the context – including the purpose, type, and frequency of data col-
lection [40, 125, 126], data processing policies and storage – as well as the concrete
devices and their capabilities are important factors. For example, cameras and mi-
crophones have been shown to be particularly privacy invasive sensors to users
as they are capturing sensitive data [113]. Photo and video-based monitoring is
generally considered unacceptable, regardless of the purpose [125]. Users are also
uncomfortable with continuously recording audio and are – while still feeling un-
comfortable – more willing to accept occasional recordings, especially for work en-
vironments requiring confidentiality [113].
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Many sample devices exist that include these sensors. Examples are personal de-
vices (such as smartphones) as well as ubiquitous devices in public spaces (such as
CCTV cameras). While personal sensing is gaining popularity and acceptance (for
example, monitoring personal data for long-term goals, such as losing weight [19]),
ubiquitous sensing in varying environments is less personal, but at the same time
less controllable for users, which makes informed privacy decision challenging.

Summary

Users’ perception of privacy and concerns highly depend on the context [62, 154],
what is being recorded in a particular context, and the perceived value of the record-
ings [113]. Furthermore, users are concerned about their privacy and wish to be
aware of devices recording their data and the affected space [43,139,194,226], as well
as respective data processing [203]. Hence, we built PriView for various scenarios.

5.2.2 Sample Scenarios

As privacy highly depends on context [154,155,225], related work has used various
scenarios when it comes to privacy in the context of the Internet of Things (IoT)
(cf., e.g. [63, 225, 226]). However, using fictional IoT scenarios for research purposes
comes with several limitations. In case participants are not familiar with the factors
that build the scenario (such as, e.g., devices, place), results might be limited. IoT
scenarios being used in online surveys suffer from the fact that participants conduct
the survey in a decoupled place that may not at all be related to the scenario [125].
In our lab study, we used VR as a means to overcome this limitation and immerse
participants in the scenario as best as possible. Based on the factors discussed in
Section 5.2.1, we chose the following six sample scenarios (cf. Figure 5.2).

Familiarity
(Trust)

private semi-public public

rental apartment museum train station
unfamiliar

(likely untrusted)

Environment
(Space)

familiar
(likely trusted)

a friend‘s place office kitchen way to work

Figure 5.2: We created 6 scenarios for the evaluation of PriView, differing in the space
(cf. “Environment”, namely private, semi-public and public) and the users’ familiarity
with it (cf. “Familiarity”). Note that we consider familiar places to be likely trusted by
users, while unfamiliar places are likely to be untrusted.
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Public Environment
In public environments, users might be more hesitant to share their personal data,
especially if they are unaware of data collection and policies. At the same time, if
benefits are clear, users are more willing to accept their data being tracked [153,169]
(e.g., CCTV in a train station for safety reasons).

Unfamiliar Users who are traveling in a foreign country might be interested in
knowing which data is being collected, e.g. in a train station. While their main
goal is finding their way, they might also want to avoid their personal data being
collected in this public space (e.g., avoid being on CCTV). Such places tend to be
crowded, opening the opportunity for further data collection sources being carried
by other people, but also for hiding in the crowd.

Familiar Users on their daily way to work are highly familiar with the place. How-
ever, it is still public, and they might be unaware of potential data collection. Es-
pecially in this scenario, data collection might be inconspicuous, such as through
personal devices carried by passers-by or sensors in smart cars.

Semi-Public Environment
In semi-public environments, the number of ubiquitous sensors might be more lim-
ited as compared to public spaces, as the fluctuation of personal devices is less high
and/or owners of personal devices are known to the user.

Unfamiliar In a museum, users’ primary intention is usually to visit the exhibition.
At the same time, data recording in the form of surveillance cameras, interactive
exhibits or other visitors’ personal devices might be present.

Familiar In a shared office kitchen, users usually enjoy coffee/tea or lunch breaks
during long workdays. However, smart kitchen appliances including audio record-
ing capabilities might be present. While users are familiar with all people who can
access this space, they might want to avoid, e.g., being eavesdropped by the device
owner (i.e., their boss).

Private Environment
In private environments, users expect their privacy to be protected by default. How-
ever, in times of smart home devices being on the rise, data recording might not stop
at private places’ doors.

Unfamiliar In a rental apartment, users might appreciate the convenience of smart
devices, but on the other hand be concerned about their privacy, hence, be reluc-
tant to share personal information (e.g., browsing history) with their (unknown)
host [136]. Such scenarios have been applied in prior investigations [225, 226].
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Familiar In contrast, at a friend’s place, the device owner, as well as the environ-
ment, are well known to users. However, users still might not want to share, for
example, their private conversations, with device providers.

5.3 Design & Implementation Samples of PriView

To explore the rich opportunities of PriView, we implemented a set of visualizations
on two different output devices (i.e., a smartphone (mobile) and a head-mounted
display (HMD)). Table 5.1 provides an overview on which visualization was shown
on which device.

Bounding
Boxes

Text Labels 3D Shapes Segmentation Sensor Icons Warning Icon Floor Markers

frames around
devices

textual
descriptions

3D tracking
space

thermal high-
lighting

camera,
microphone
icons

static
exclamation
mark

2D tracking
space

Mobile Mobile Mobile Mobile Mobile – –
HMD HMD HMD – – HMD HMD

Table 5.1: Visualization samples we implemented for PriView, in the mobile application
and VR prototype (HMD), respectively.

5.3.1 Visualizations

With many sensors being present in personal devices and our environment(s), it be-
comes increasingly harder for users to keep track of what information is collected
about them when and where. At the same time, several factors influence their pri-
vacy concerns (cf. Section 5.2.1) that can be addressed by communicating respective
information. PriView could provide, e.g., information on device position, type of
sensor, type of data being collected, tracking space, and device status. We imple-
mented the following sample visualizations, differing in the provided information:

Bounding Boxes To highlight devices in the users’ vicinity, red frames are dis-
played around them (mobile cf. Fig. 5.3a, HMD cf. Fig. 5.4a). Bounding Boxes are
mainly creating awareness of specific devices and their location.

Text Labels To hint at devices while at the same time providing additional infor-
mation, we implemented Text Labels (mobile cf. Fig. 5.3b, HMD cf. Fig. 5.4b). Similar
to the Bounding Boxes, labels show the devices’ position, but also information such
as the device name, provider, and data being collected. This information was se-
lected as prior work shows that this particularly matters to users [40, 113, 125, 126].
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(a) Bounding Boxes (b) Text Labels (c) 3D Shapes (d) Segmentation (e) Sensor Icons

Figure 5.3: PriView in a mobile application: We implemented five types of visualization,
namely a) Bounding Boxes (framing the device), b) Text Labels (indicating the device’s
state), c) 3D Shapes (around the device), d) Segmentation (thermal highlighting), and
e) Sensor Icons (camera or microphone).

3D Shapes To visualize devices’ potential tracking space, this visualization shows
3D Shapes emerging from the devices’ sensors (mobile cf. Fig. 5.3c, HMD cf.
Fig. 5.4c). As users generally wish for information about the physical space being
affected [139,226], this visualization informs users about and enables them to avoid
such spaces.

Segmentation To not only highlight a device but also indicate its (thermal) state,
we use Segmentation. This visualization is strongly coupled to our detection modal-
ity, i.e. the thermal camera (mobile application only, cf. Fig. 5.3d).

Sensor Icons As an unobtrusive indicator per device, we implemented camera
and microphone icons as these data types are especially relevant to users [113]
(mobile application only, cf. Fig. 5.3e).

Warning Icon As an additional visual indicator, we added an exclamation mark
in a general, static position (bound to the users’ view, HMD only, cf. Fig. 5.4d). This
supports users’ wish to be generally aware of data being recorded [194].

Floor Markers As a more decent variant of showing devices’ tracking spaces, we
implemented 2D Floor Markers (HMD only, cf. Fig. 5.4e).

We argue that there is no “one-fits-all” solution of PriView. Rather the specific visu-
alizations are intended to support particular scenarios. For instance, in some cases it
might be sufficient for users to have the Warning Icon as a general indicator, while in
other cases the visualization should be as detailed as the Text Labels or an indication
of the specific tracking space is desired.
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(a) Bounding Boxes (b) Text Labels (c) 3D Shapes (d) Warning Icon (e) Floor Markers

Figure 5.4: PriView in VR: We implemented five types of visualization, namely a)
Bounding Boxes (framing the device), b) Text Labels (indicating manufacturer, sensor
and data being collected), c) 3D Shapes (highlighting the tracking space for audio: blue
bubble, and video: yellow cone), d) a Warning Icon (general alert), and d) Floor Mark-
ers (highlighting the tracking space for audio: blue circle, and video: yellow circle).

5.3.2 Output Devices: Handheld vs. Handsfree

While PriView’s visualizations could be shown on any handheld output device such
as a smartphone screen or as a physical image of the environment (cf. [194] for an
example of device locators on contextual images), it could be used more immer-
sively by means of, e.g., augmented reality as it provides an “ideal interface to IoT
applications” [219]. We particularly investigated a handheld device (smartphone)
and a handsfree device (head-mounted display).

Furthermore, while most visualizations are device-centric and thus should be shown
within the environment, a general indicator such as our warning icon could be
shown on any personal device. While device locators, as suggested by Song et
al. [194], help find devices that are static in the environment, using PriView in a
mobile application or an HMD allows new and/or moving devices in the users’ en-
vironment to be dynamically highlighted. Regardless of the output modality, PriView
can be activated and interacted with in various ways. For instance, scanning the en-
vironment with the smartphone is equivalent to an “on demand” concept, while
mockups in the HMD can be “always on”. Alternatives could show visualizations
implicitly on change or on proximity.

5.4 Study: Exploring the Opportunities of PriView

To explore the rich opportunities of PriView, and to answer our RQs, we imple-
mented two prototypes, namely device detection and visualization in a mobile ap-
plication (Part I, Section 5.4.1) and visualizations in an HMD in various scenarios
using virtual reality (VR) scenes (Part II, Section 5.4.2). We implemented a total of
seven possible visualizations, three of which are similar in both systems and two
that are unique for the respective output device (cf. Table 5.1 for an overview). We
evaluated both prototypes in an exploratory lab study in combined study sessions
(i.e., participants experienced both prototypes subsequently).
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5.4.1 Part I: Smart Device State Detection using PriView

Implementation

We built an Android application capable of detecting a) locations of smart devices
and b) their state (on/off) by means of a FLIR One5 thermal camera attached to
the smartphone. Our implementation utilizes the fact that different devices have
different temperature profiles captured by thermal cameras. Additionally, this tem-
perature profile changes based on the operation state of the device. Our application
analyses the FLIR One’s camera stream. We trained the real-time object detection
framework Yolo [172] to detect the position of a subset of smart devices, namely
an Amazon Echo Dot, a speaker, a laptop, a screen, and a mobile phone, with an
average loss of 0.41436. Furthermore, we created another model that can detect the
devices’ state (i.e., on vs off) with an accuracy of over 90%.

Visualizations

The mobile application can represent the respective information (i.e., device posi-
tion and state) in five different visualizations (cf. Figure 5.3). Note that combina-
tions of these might be suitable, yet we showed them separately to participants.

Apparatus

For the study, we designed a setting in our lab including the aforementioned sam-
ple of devices that our mobile application is able to detect. In particular, we placed
an Amazon Echo Dot, a speaker, a laptop, a screen and a mobile phone in vary-
ing positions in our lab. Note that we also used varying specific devices (e.g., we
used multiple smartphones) to reduce learning effects. We provided participants
with the application running on a OnePlus 8 smartphone complemented with the
FLIR One thermal camera dongle. Participants were to search for the devices with-
out (i.e., baseline) and using all visualizations in the mobile application (i.e., five
search tasks in counterbalanced order). We created a device layout for every vi-
sualization, consisting of five devices each. We made sure to have a consistently
low search difficulty (i.e., all devices were visible rather than hidden) as we wanted
participants to focus on the visualizations. We ensured consistent environmental
conditions (e.g., lightning). After every search task, participants answered 5-point
Likert items on comfort, learnability, understandability, and frequency of use (cf.
Appendix B.1.1). In a final questionnaire, we acquired usability using the system us-
ability scale (SUS) [29] and cognitive workload using the NASA-TLX (Raw TLX [90],
see Section 1.3.2 for details on scales). We additionally conducted semi-structured

5 https://developer.flir.com/flir-one-software-development-kit/,
last accessed July 28, 2020

6 Note that loss is a way of evaluating models by giving them a larger penalty for each mistake, i.e.
the lower the loss, the better.
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interviews particularly covering participants’ experience with the application and
potential use cases (cf. Appendix B.1.2 for full interview guide).

Study Design

We conducted a within subjects study with VISUALIZATION TYPE and DEVICE PO-
SITION as independent variables. We counterbalanced the order of VISUALIZATION
TYPE according to a Latin Square [220]. For each representation, participants’ con-
ducted a search task using our mobile application, i.e. name all devices they could
find in our lab. We deliberately did not reveal the total number of devices present
per condition (five devices per condition). Note that in this part of the study, us-
ing PriView was participants’ primary task. We varied DEVICE POSITION in our lab
setting to avoid learning effects. However, we coupled DEVICE POSITION to VI-
SUALIZATION TYPE, i.e. device position per visualization was consistent for each
participant to ensure comparability.

We asked participants to think aloud while searching and particularly include the
devices they found as well as the information they got from the application. In
addition, participants rated use and feel per visualization on 5-point Likert scales
(cf. Appendix B.1.1). We complemented this part of the session with a questionnaire
(SUS and Raw TLX) and semi-structured interview (cf. Appendix B.1.2).

5.4.2 Part II: PriView in Various VR Scenarios

Visualizations

We implemented five sample visualizations (refer to Figure 5.4) in the HMD. We did
not investigate possible combinations but showed them separately to participants.

Scenes

We implemented 6 sample scenes (cf. Figure 5.2 for an overview and Appendix B.2.1
for detailed descriptions):

Rental apartment (bedroom): an unfamiliar private place

A friend’s place (living room): a familiar private place

Museum: an unfamiliar semi-public space

Office kitchen: a familiar semi-public space

Train station: an unfamiliar public space

Way to work (street): a familiar public space
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In every scene, we placed various tracking sources (i.e., devices with cameras and
microphones) for which we employed the visualizations (cf. Section 5.4.2). How-
ever, not all of them might have been able to actually track the user (e.g., in the train
station scene, passengers on the train were recording audio using their smartphone
while the user was on the track outside the train).

Implementation

We built the scenes using the Unity game engine and made them accessible to par-
ticipants via an HTC VIVE Pro headset (2880 × 1600 pixels combined, 90 Hz, 110◦

fov), using the SteamVR plugin. The application was running on a stationary HP
VR backpack computer with Windows 10. Participants were free to move within a
4 m × 4 m tracking space, covered by 2 VIVE base stations (Gen 2.0). Participants’
view and actions could be monitored from the Unity “ingame” view. In every scene,
every visualization could be activated and deactivated during run time by the ex-
perimenter. Some visualizations were rendered to be always on top (Bounding Boxes,
Text Labels and the Warning Icon), others blended with the environment (3D Shapes
and Floor Markers).

Apparatus

We implemented five samples of visualizations (cf. Figure 5.4) in six sample envi-
ronments (cf. Figure 5.2) in VR. In every scene, we gave participants a number of
details such as their relation to the environment (cf. Appendix B.2.1 for detailed
scenario descriptions). We chose VR as a tool to immerse participants in the re-
spective scenarios, together with the story details. Note that the VR application did
not include a detection part, but mockups of devices and respective tracking spaces
within the virtual scene. Participants tried every scene using an HTC Vive Pro head-
set. There was no search task for the scenes, however, we asked them to think aloud
and report on their experience. After every scene, participants answered 5-point
Likert items on comfort and frequency of use and ranked the five visualizations
from most preferred to least preferred (referring to the current scene, respectively).
After all scenes, we put 5-point Likert items per visualization on learnability and
understandability (we provided screenshots of all five visualizations for recap). We
measured usability of an HMD as an output device for PriView using the SUS [29]
and workload using the Raw TLX [90] (Section 1.3.2 provides details on scales).
We conducted a final semi-structured interview covering participants’ experience,
potential usage contexts, preferred visualization, and preferred output device (i.e.,
mobile application vs HMD, cf. Appendix B.2.3 for full interview guide).

Study Design

We conducted a within subjects study with SCENARIO and VISUALIZATION as in-
dependent variables. Every participant experienced every VISUALIZATION in every

71



SCENARIO. The order of scenarios was counterbalanced using a Latin Square [220].
Within SCENARIO, we counterbalanced the order of VISUALIZATION. Note that in
most scenarios, using PriView would be the secondary tasks (e.g., at a train station,
users’ main task is usually to find their way). However, within the study, exploring
the environment and visualizations was participants’ main task. We asked partici-
pants to think aloud while exploring the environments. Each scenario was comple-
mented by a questionnaire on comfort, use, and preferred visualization (refer to Ap-
pendix B.2.2). The session ended with a final questionnaire on the VR part (includ-
ing Likert items for every visualization, SUS, and Raw TLX), the IUIPC scale [134]
to acquire participants general privacy perception and a semi-structured interview,
including opinions on the VR prototype, potential use cases and a comparison to
the mobile application (refer to Appendix B.2.3).

5.4.3 Procedure

To ensure a smooth study procedure, we conducted a total of three pilot runs. The
final procedure was as follows. Upon arrival at our institute, we asked participants
to disinfect and wash their hands (the two experimenters did the same). They then
signed a consent form, and we introduced them to the general concept of PriView.
Participants then conducted the study (cf. Figure 5.5):

Study Part I. Participants first conducted the baseline task (i.e., search for devices
in our lab without using the mobile application). We then send them to a PC behind
a black curtain to fill in demographics, while we would rearrange the DEVICE PO-
SITION. We then introduced them to our mobile application. Next, they conducted
five search tasks using every VISUALIZATION in counterbalanced order. After ev-
ery task, they filled in Likert items (on comfort, learnability, understandability and
frequency of use, cf. Appendix B.1.1) on the PC behind the black curtain while we
changed DEVICE POSITION. After the last search task, participants filled the SUS and
Raw TLX for the mobile application, and we conducted a semi-structured interview
(cf. Appendix B.1.2 for the full interview guide).

Study Part II. We introduced participants to the idea of using PriView in everyday
life using a head-mounted display (in the form of, e.g., AR glasses), and presented
our prototype. Participants then experienced every VISUALIZATION in every SCE-
NARIO in counterbalanced order. After every SCENARIO, participants filled in Likert
items on comfort, potential use and preferred visualization (cf. Appendix B.2.2). Af-
ter the last SCENARIO, participants filled in a final questionnaire (including learn-
ability and understandability of the visualizations, SUS and Raw TLX of the VR
application, and the IUIPC scale, cf. Appendix B.2.2) and we interviewed them (cf.
Appendix B.2.3 for the full interview guide).
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Figure 5.5: Study Procedure: We investigated two output devices of PriView, namely a
mobile application (Part I) and a head-mounted display (Part II). We used a within-
subjects design in which every participant encountered Part I and II in this order. In
both parts, we explored various visualizations. For the mobile application, participants
conducted a total of 6 search tasks: one without using the application (baseline) and,
in counterbalanced order, one for every visualization. Each task was followed by a
questionnaire. For the HMD, participants experienced various application scenarios in
counterbalanced order. Within every scenario, we counterbalanced all five visualiza-
tions. Each scenario was followed by a questionnaire. We complemented the session
with an interview and a final comparison of both output devices.

We concluded with a final question on comparing the two prototypes (i.e., handheld
vs handsfree) and an opportunity for participants for further comments or ques-
tions. We recorded audio during the whole session. We conducted interviews in
English or German.

5.4.4 Recruitment

We recruited 24 participants through university mailing lists and social networks.
The study took place in a single, separate room at our institute. A study session
took around 90 minutes in total. Participants were reimbursed with 15AC.

5.4.5 Participants

A total of 24 people participated in our study, 9 female and 15 male (we addition-
ally provided “other” and “prefer not to say”, but no participant chose that). Partici-
pants’ age ranged from 20 to 56 (M = 25.54, SD = 6.95). Most of them were students
(18), others employed full and part-time (3 each). Participants rated their prior expe-
rience with VR (M = 2.33), AR (M = 2.21), and smart homes (M = 2.87) on a 5-point
scale (1=Low). We additionally asked participants to list their smart devices. They
mentioned between 0 and 10 devices (mean number of devices: M = 2.79), mostly
smartphones (22), but also smart TVs (7), smart speakers (6), and more. Using the
IUIPC [134], participants rated their wish for control (M = 5.757, SD = 1.19), a high

7 the IUIPC ranges from 1 to 7, where 7 denotes high sensitivity towards privacy, see Section 1.3.2
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awareness (M = 6.247, SD = 1.05), and the perceived ratio between benefits and col-
lection (M = 5.447, SD = 1.39).

5.4.6 Limitations

Our sample is biased towards young male students and might thus not be represen-
tative. Moreover, we chose a within-subject design to make participants experience
our approach from both, a technical (Part I) and a conceptual (Part II) perspective.
We only compare participants’ preference regarding output device after they expe-
rienced both parts, hence we assume latency and recency effects to be minimal.

For our lab setting (Part I), we applied randomization to the order of visualizations
and respective device positions, yet we cannot fully exclude learning effects in the
search tasks. Moreover, we only explored a subset of devices and possible visualiza-
tions. Lastly, the study was conducted in a single room to avoid noise in the device
detection, hence we cannot make assumptions about different settings.

For the varying scenarios in VR (Part II), we took great care to immerse participants
in the different settings. However, not every scenario might have been realistic to
every participant (e.g., if they never happened to find a recording device in a rental
apartment). Furthermore, self-reports on privacy preferences are known to differ
from users’ actual behavior (cf. the “privacy paradox”, see [79] for an overview).

5.4.7 Data Analysis

All think-aloud and interview recordings from both parts were transcribed for anal-
ysis (except for one corrupted audio recording). Initially, three researchers per-
formed inductive coding for three participants independently and discussed the
results with each other. The researchers agreed on a code book containing a total of
67 codes (cf. Appendix B.3). Disagreements were tracked, and inter-rater agreement
was calculated at 89.82%. Then, two coders proceeded with half of the remaining
transcripts each and coded them independently by means of the code book. They
compared and discussed codes and resolved any disagreements. In the following,
we present first qualitative insights towards our concept8. We enumerate partici-
pants from P1 to P24. Quotes were translated from German where necessary.

8 Our sample comprises 24 participants. Note that only little new information is gained beyond 20
participants [149].
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5.5 Results & Discussion

We summarize and discuss the results of our study in the form of design challenges.
While some results are strongly coupled to the respective output device, we will also
highlight overarching opinions towards our concept.

5.5.1 Overall Perception of PriView

Participants overall were positive towards the idea of PriView, e.g.:

“Actually, I think the idea is pretty cool. I think there is a lot of concerns about
technology nowadays (...), so that’s good to have something user-friendly.” (P2)

“It was a very good experience for me to see that some devices are on, (...) and
informed me that they are tracking or recording anything of me.” (P6)

“It was interesting, especially the [Text Labels] so I can actually see that the
device is turned on, and I see there is a microphone, and it could actually record
me (...) It was also fun to see visually, (...).” (P8)

“I like that they show you where there is a recording device. The application, I
think, is really useful.” (P18)

In particular, it made them feel safer (e.g., “I really felt safer, because I feel like when
I walk out of here, I will think a lot about which information I’m sharing with third par-
ties.”, P16), supported them to protect their privacy (e.g., “I wouldn’t say it protects
it directly, but when you use the app, and you see that there is a camera or microphone you
might behave differently, and this protects your privacy.”, P7) and enabled them to take
countermeasures, if necessary:

“Let’s take the hotel room example. There I could unplug the smart TV or some-
thing like that.” (P14)

“And I would turn it off or ask the host to pick it up or take it away. For the
smart TV, I think I would put a post-it or so [to cover the camera].” (P19)

PriView also supported participants in finding devices (e.g., “(...) it did help me know
a lot of devices which otherwise I would have had no chances of knowing.”, P24), which
was perceived positively.
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5.5.2 Output Devices

We particularly compared two output devices for using PriView, namely a mobile
application and an HMD. Participants saw benefits in both, but mostly preferred
the HMD (N = 19).

Handheld: Mobile Application

Overall, the mobile application received positive feedback with a rather high SUS
(M = 71.149, SD = 8.53) and a rather low cognitive workload ((Raw) NASA-TLX
M = 14.2810, SD = 4.52). Participants particularly liked that the app was “very
innovative and comfortable” (P24), convenient (P17, P20), and easy to use (P15, P16,
P19, P20). Participants preferring the mobile application over the HMD particularly
appreciated the fact that they would have it with them anyway (P17) and could put
it away anytime (P11).

Furthermore, they felt rather comfortable using any of the visualizations (Median
over all visualizations: Mdn = 4, cf. Fig. 5.6a for details per visualization) and
would use the application frequently if they had access to a thermal camera (Median
over all visualizations: Mdn = 3, cf. Fig. 5.6b for details per visualization).

Handsfree: Head-Mounted Display (HMD)

Likewise, using PriView in a head-mounted display (HMD) overall received positive
feedback. Participants found our prototype usable (SUS M = 73.859, SD = 7.52)
while perceiving a rather low cognitive workload ((Raw) NASA-TLX M = 12.8510,
SD = 4.66). In particular, participants liked that it was easy to use (e.g., P4, P7,
P18, P20), and that there was no need to scan the environment manually using their
mobile phone (e.g., “I guess just for convenience it’s easier to take off and on a pair of
glasses rather than having to scan the room with the phone.”, P2). Participants wearing
glasses could well imagine having it integrated with their daily life (P6 and P10).

Output Devices. For PriView to be applicable in daily life, it should be easily
accessible and ideally be integrated with personal devices. Thus, some par-
ticipants preferred the smartphone. Yet, this might change as smart glasses
become more ubiquitous. In any case, scanning the environment for potential
privacy intrusion should be effortless and fast.

9 a SUS score greater than 68 is considered “above average” [29], see Section 1.3.2
10the NASA-TLX workload score ranges from 0 to 100 [90], see Section 1.3.2
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Figure 5.6: Study Part I (using PriView in a mobile application): Likert Ratings per
visualization for a) comfort, b) frequent use, c) learnability, and d) understandability.

5.5.3 Visualizations

Learnability & Understanding

Overall, our visualizations were understandable as well as easy to learn in both
modalities. For the mobile application, participants strongly agreed that the Text
Labels and 3D Shapes were easy to learn (Mdn = 5). They agreed (Mdn = 4) for the
other visualizations (cf. Fig. 5.6c). Regarding understanding, they strongly agreed
for the Text Labels (Mdn = 5) and agreed for the rest (Mdn = 4, cf. Fig. 5.6d).

As for the second part of the study (using the HMD), we exposed participants to the
same visualizations multiple times in various scenes (in counterbalanced order).
Overall (i.e., at the end of the study session), participants strongly agreed that all
visualizations were easy to learn (Mdn = 5), except for the Floor Markers (Mdn = 4,
cf. Fig. 5.7a). Regarding understandability, participants strongly agreed on Text
Labels and Bounding Boxes (Mdn = 5, cf. Fig. 5.7b). Looking into more detail at
participants’ comments, we found that they understood the Text Labels immediately:

“This is way easier to understand.” (P18)
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“So this one does give me a bit more comfort in a sense. It tells me that the
provider is from this place – because I expect the security camera to be from this
place. ” (P9)

Also, the Bounding Boxes were mostly clear and easy to understand for participants:

“Okay, so now it’s again with the red squares. It’s very intuitive to use. Usually,
when you stand here at the station you actually move forward and maybe around
so you can (...) look around and spot them. So in this case it’s very practical
actually.” (P8)

In contrast, the meaning of the 3D Shapes and Floor Markers sometimes was not clear
at first sight and/or only became clear after a while:

for the Floor Markers: “I think it could be some kind of escape route or direction
sign.” (P7)

for the 3D Shapes: “As soon as I figured out how it worked, I liked the 3D
Shapes.” (P21)

“There is a cone of light emerging from the fridge. I am not a 100% sure what
that is.” (P10)

For the Warning Icon, participants often expected more to it, while it was just a static
indicator in our current mockups:

“I don’t know what this is supposed to show me. It’s just an exclamation mark.”
(P6)

“There is a red exclamation mark. It stays there (...). It doesn’t change, nor
change its position.” (P7)

strongly disagree disagree neither agree nor disagree agree strongly agree
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(a) This visualization was easy to learn.
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(b) This visualization was understandable.

Figure 5.7: Study Part II (using PriView in an HMD in various scenes): Likert Ratings
per visualization for a) learnability and b) understandability.
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Enhance Understanding. Our results indicate that textual information is im-
mediately easy to understand, while visualizations of tracking spaces might
be misleading at first sight. However, the latter transported information that
users would like to understand (e.g., where they can stand in a train station
without being recorded):

“Now the question is where I can stand without being tracked.” (P11)

“Yes I like this because now I can see I am in an area where it does not
record me that well.” (P19)

Future work should thus investigate in more detail how such visualizations
can be made understandable.

Preferred Visualizations

In every part of the study (mobile app and HMD), we asked participants for their
preferred visualization, addressing RQAW2.c. For the second part (HMD), we addi-
tionally asked participants to rank the visualizations from most preferred (rank 1)
to least preferred (rank 5) for every scene, resulting in a total of 144 rankings (see
Figure 5.8 for an overview of rankings and Appendix B.4 for details on the ranking
per scenario).
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Figure 5.8: Study Part II (using PriView in an HMD): Overall ranking of visualizations,
i.e. sum of count of rank positions over all scenes. Each of the 5 visualization was
ranked in 6 scenes by 24 participants.

Participants mainly preferred the Text Labels (ranked first N = 17 for the mobile
application and N = 62 for the HMD), mainly due to the fact that it gave them
the highest level of information, i.e. most details on the devices. P19 additionally
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valued the arrow within the text labels (HMD) pointing to the concrete devices.
However, participants also raised concerns regarding the visibility of the text boxes
(i.e., they were transparent in gray which was hard to see in, e.g., the train station
scene), text boxes disappearing before having them read completely (for the mobile
application, P17), and also the source of information. In addition, many participants
did not want this information about their own personal devices to be revealed.

The second most favorite (38 times on rank 1) in the HMD were the 3D Shapes, again
due to their high level of detail in terms of covering the tracking space. However,
participants tended to feel visually overloaded with this visualization, especially
in places crowded with sensors. They would have preferred to turn them off after
having completed inspecting the scene. However, the 3D Shapes supported par-
ticipants to even localize out-of-view cameras and the direction in which they are
placed, especially in the “way to work” scenario. Furthermore, P23 doubted that the
“sharp edges” of the 3D Shapes are realistic, especially for the audio bubbles. P19
mentioned that environmental noise might crucially influence the tracking space,
which was not included in the visualization. Within the mobile application, the 3D
Shapes around the devices were perceived differently by participants. On one hand,
participants found them visually appealing:

“I really liked them. The bubbles were aesthetically the one that I liked the most.”
(P15)

On the other hand, the shapes were perceived as transporting no information (P18),
and being “very intrusive” (P14), but then again potentially hard to spot for small
devices (P14).

The third most favorite (20 times on rank 1 for the HMD) were the Bounding Boxes.
Participants especially valued these for the fast localization of – especially hidden
– devices. However, many participants would have liked the option to then reveal
additional information upon having found the framed devices. In the mobile appli-
cation, the red frames were preferred by 3 participants.

As for the Floor Markers (HMD only), participants’ had split opinions (18 times on
rank 1, 15 on rank 5). Some participants appreciated the shown information, i.e.
highlighting areas with potential privacy intrusion. P19 even mentioned the floor
markers to be “suitable for daily life”, but still raised concerns regarding accuracy.

Lastly, the Warning Icon (HMD only) was least preferred by participants (6 times on
rank 1, 97 on rank 5). Main reasons for this were the low amount of information
(e.g., “I don’t know what this is supposed to show me.”, P6) and the possibility of getting
too used to it, i.e. not recognizing it anymore (e.g., “In the city center, where there are
lots of cameras, you probably don’t recognize it anymore”, P19). Participants would how-
ever see benefits in combining the warning icon with more detailed information on
demand or the icon flashing up on changes they would not be aware of otherwise.
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In the mobile application, the Segmentation was appreciated for being conspicuous
and easy to recognize (e.g., “It’s easier to catch it”, P13). While the Sensor Icons were
not preferred by some participants for being too small or unclear (e.g., “It’s hard to
really walk very close to the device in order to get the icon. It’s so small.”, P22), others
suggested iconography as visualizations (e.g., “Though I would think that having this
information, (...) probably easier for me to grasp if it was in some kind of iconography or
symbols.”, P14).

How to visualize? Overall, participants liked the visualizations that we
suggested. However, they raised two main questions. Firstly, participants
would have liked a hint to out-of-view devices before having to scan the en-
vironment manually. As an example, in the “way to work” scene, we placed
a security camera around the corner from the participants’ perspective. This
means they could not see text information next to or red frames around it
but could recognize the camera’s tracking space using the 3D Shapes or Floor
Markers (e.g., “Ah, back there is more yellow. I didn’t see this so far.”, P19).

Secondly, participants were questioning if particularly audio recording has
such a sharp border as suggested by our visualizations. However, there
are probably many factors to this, including not only the devices’ specifica-
tions but also environmental noise and the volume of users’ voice. Moreover,
participants were interested in whether data collection would actually affect
them. For instance, in the train station scene, we placed passengers on the
train recording audio while users were standing outside the train. In the of-
fice kitchen scene, P7 would have liked to know whether they can still be
overheard by the coffee machine while sitting at the table.

Amount of Information

Generally, participants valued cases in which they got information through PriView
that they would not have known otherwise. As an example, in the rental apartment
scene, where data collection was unexpected to most participants, they generally
wished for a higher level of information. For instance, the Warning Icon was most
of the time providing too little information for participants: participants perceived
the conveyed information sometimes as redundant (e.g., in the train station, where
participants already expected CCTV to be present) and in other situations as insuf-
ficient (e.g., in the rental apartment).

Few participants wished for additional information, e.g. the precise position (P23)
and type of sensor (P8, P23), whether it is actually capturing them (P7, P15), as well
as more fine-grained device status information, i.e. if it is currently on or recording
(P13). P21 suggested to also add the owners of personal devices. P15 and P19 were
especially interested in differentiating devices that belong to a public organization
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from private ones. Moreover, the desired amount of information might vary over
time, e.g., P12 would have preferred to see all available details on first use, but
would subsequently be fine with a less detailed visualization, such as the bounding
boxes. Lastly, the adequate information level also depends on the number of devices
being present according to P21.

The right amount of information. The main question that arises is how to
balance the desired level of information with visual overload. Participants
recognized that especially if scenes are crowded, visual clutter might over-
whelm them (e.g., “If I imagine, there was hundreds of people on the platform, this
would be a huge blue mass.”, P23). However, detailed information about, e.g.,
tracking spaces was still appreciated. To reduce visual overload, P7 suggested
a lower level of information for devices that do not actually capture them
(e.g., the smartphone in somebody’s pocket).

Moreover, the information should be justified. For instance, in public scenes,
we added some device providers as “unknown” in the text labels. This was ir-
ritating participants more than actually informing them (e.g., “There is another
one, provider ‘unknown’. This is different from the other one. This makes me sus-
picious.”, P19). In such cases, it might be more meaningful to present reliable
information only. To summarize, the right amount of information is highly
context-dependent (cf. RQAW2.b).

5.5.4 Usefulness and Potential Use Cases

Overall, participants saw benefits in using PriView in the scenarios we presented
them. However, most participants would not use it in places where the information
is redundant (e.g., in a train station or museum, CCTV being present was obvious
to them). Other scenarios were more convincing to them for the following purposes.

Scenarios

From the scenarios we presented in VR to our participants, they strongly agreed to
use it frequently in a rental apartment (Mdn = 5, cf. Figure 5.9a). They, however,
felt comfortable using it in all scenarios (Mdn = 4 for all scenes, cf. Figure 5.9b).

Some participants mentioned further scenarios, including unfamiliar and/or public
restrooms (P1, P19), changing rooms (P15), and doctors’ waiting rooms (P19). Other
participants mentioned unspecific locations such as “outside my home” (P6), “places
where I don’t feel well” (P4), or “foreign private spaces” (P11). P19 even mentioned a
rental car as it is “temporarily private”.
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strongly disagree disagree neither agree nor disagree agree strongly agree
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(a) I would use this application frequently (per scene).
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Rental apartment
A friend's place

(b) I felt comfortable using this application (per scene).

Figure 5.9: Study Part II (using PriView in an HMD in various scenes): Likert Ratings
per scene for a) frequent use and b) comfort.

Contextualize PriView. There is a myriad of factors that impacts users’ pri-
vacy concerns (cf. Section 5.2.1) and thus their preference on where to use
PriView. Our results indicate that places that are considered private beyond
users’ homes are especially relevant. At the same time, this is where they did
not necessarily expect data collection to happen. PriView should thus adapt to
such cases.

Purposes

The main purpose we imagine PriView being used for is supporting privacy by in-
creasing users’ awareness. Many participants agreed that this is indeed the case:

“In most buildings, cameras are signed, but not in every building. (...) In a
law office or when you talk about certain contracts or another example is in the
restroom, I don’t want a camera to be in the cabin.” (P7)

“Maybe if there are meetings where there is some secret information. Then I
might check the room first.” (P10)

Furthermore, many other interesting purposes were mentioned, from curiosity and
fun to maintenance and search for lost devices. P19 mentioned to apply the concept
for safety and warn about dangerous parts in the street. P4 would also check if
devices are still on to improve sleep quality. P3 and P19 reversed the museum scene
and argued that PriView could help thieves not to be recorded.
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Why to use PriView. Regardless of the specific scenario, PriView should not
stand in the way of users’ primary task. While in some cases, this might
be identical with using PriView (e.g., for maintenance), in other cases the
visualization should stand behind (e.g., in a train station where users are
mainly trying to find their way).

However, it remains questionable how to verify users and their purposes to
avoid thieves and potential attackers misusing PriView.

5.5.5 Interaction Modalities

In our study, the mobile application was following an “on demand” approach (i.e.,
actively scanning the environment), while the VR mockups from a participants’ per-
spective were “always on”, controlled by the experimenter. However, participants
generally wished for an opportunity to interact with PriView (cf. RQAW2.d). On
one hand, many explicit approaches to activate the visualizations were mentioned,
including buttons (P2, P10) or gestures (P14). On the other hand, participants also
wished for an opportunity to be notified about changes by the system rather than
to actively interact. e.g.:

“(...), if you leave an untracked area or an area where you turned it off, then
(...) the exclamation mark could reappear, and you could click on it for details.”,
(P23)

Others emphasized a wish for turning it off (rather than on), e.g.:

“Maybe in the museum, just being aware for the first 5 - 10 seconds, and then
having the option to switch it off could be useful. Because a museum is not
a dangerous environment. I just want to be made aware and then have the
personal choice to continue. But I don’t want that information to be there 24/7.”,
(P22).

P23 would prefer to have control over the level of detail at any time. Moreover,
many participants could imagine nested approaches, i.e., having the possibility to
reveal more details on demand, e.g.:

“I think this [text labels] would be the third level I want to have. I want to be
notified by the exclamation mark: ’hey, something is going on’. I want to see
where the thing is that’s tracking me, and then I would go to this one to actually
see.” (P14)
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Interacting with PriView. When using PriView, users should a) not miss out
important information, but at the same time b) not be overwhelmed with in-
formation they do not need. This raises the question to what extent the system
should keep users (not) in control what and when to show.

5.5.6 Privacy: Self vs Others

Participants agreed on the fact that PriView could actually help them to protect their
privacy by increasing their awareness, answering RQAW2.a. Some participants ex-
plicitly mentioned they would take countermeasures, e.g. unplug devices in a rental
apartment or create noise in the office kitchen (P19). While participants were highly
interested in the shown information, some explicitly mentioned that they would not
want to reveal information about their own personal devices:

“To a certain degree, it’s redundant and maybe even TMI [too much informa-
tion], because like it tells me about other people’s devices. At the same time, I’m
still kind of wondering that – if they have the same features that I do – can they
also see my phone and the brand of my phone?” (P9)

“In a train station, I can imagine having this running to see if somebody is
recording me. However, this is a bit paradox as I then record others as well.”
(P19)

Moreover, participants reacted differently when thinking about others using PriView
in their vicinity. While some would be comfortable, many would not like PriView to
be used in their surroundings, especially in their own places, as it might create an
atmosphere of mistrust:

“If it was at my home, I would not feel comfortable, because I would like my
friends or guests to trust me. In a public building, I would maybe use it too, so
it would be not that unusual, and it would be okay for me.” (P7)

“In my place, if somebody whom I invited is walking in my living room and
would be using the app, just per standard protocol, I think that would be rude. I
wouldn’t mind if someone used it, for example, when they’re going to my bath-
room, because I mean, there have been cases where people have been recorded in
other people’s bathrooms. I think as long as the person is using it in a situation
or in a moment where [they have] a reasonable expectation of privacy, I would
consider it okay. If you’re just generally suspecting that I’m recording you in
any way, then I would think it’s kind of rude because you could have just asked
me.” (P19)
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“At my place, I would probably feel a little bit insulted, since like for me, it
would mean that he’s not feeling safe at my place. (...) In public, I think it
wouldn’t really disturb me.” (P21)

How to (not) protect privacy using PriView. While all participants were in-
terested in the information provided trough PriView, many of them would not
like to have their personal devices included and shown in the system. Thus,
PriView needs to strike a balance which information (not) to reveal, also con-
sidering multiple users’ privacy needs. Prior work, e.g., suggested consider-
ing different types of relationships between device users [78] and to provide
usable access control mechanisms [229]. For PriView, this eventually means to
refrain from including personal devices, to consider users’ relationship to the
place and device owner as well as potential bystanders being present, or to
give users the opportunity to explicitly opt out the fact that their devices are
included and shown to others.

5.6 Future Implementations of PriView

5.6.1 Information Sources

One prerequisite to employing PriView is gathering the respective information to
visualize. For our mobile application, we used a training dataset of 1239 photos
and computer vision techniques. However, gathering such training data would be
costly in terms of time and effort. Another opportunity would require providers to
reveal general device information, which might be another limiting factor (cf. [194]).
While this information might reveal the device specifications (including tracking
space), it might not include the current device status. The latter would then need
to be detected on spot using, e.g., a thermal camera. Moreover, such information
could also be crowd-sourced (cf. the IoT Assistant11). However, this again requires
contribution by individuals as well as knowledge about devices.

This opens interesting directions for future research. Firstly, how can the respective
information be collected to be visualized in PriView? Secondly, how can this infor-
mation be handled in a way that preserves the privacy of device owners, recorded
users and bystanders? Thirdly, how to choose the information that is relevant for
users in the respective situation?

11https://www.iotprivacy.io/login, last accessed September 1, 2020
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5.6.2 Adapting, Configuring, Contextualizing

In our study, using PriView was participants’ primary task. However, in most of the
settings, this is not necessarily the case (e.g., enjoying a museum exhibition). Thus,
many participants wished for more subtle visualizations and/or for a possibility
to turn it off to focus on their actual goal. Other wishes for personalizing PriView
included color (P19) and information (P9, P22) choice.

To summarize, future research should investigate the following questions: how can
PriView be adapted to users’ needs automatically, e.g. based on context? Which
options should be given to users to adapt PriView to their needs manually? And
how would a configuration interface for PriView be integrated?

5.7 Summary & Conclusion

In this chapter, we present PriView, a concept with which we can visualize poten-
tial privacy intrusion in the users’ vicinity (by, e.g., audio or video recordings). We
explored sample application scenarios and visualizations for PriView and imple-
mented two prototypes, namely a mobile application and a head-mounted display
showing mockups of various scenes in VR. We found that users generally appreci-
ated the idea of PriView and saw interesting use cases, including, but also beyond
protecting their privacy. We further found that more detailed visualizations were
preferred in most settings, while in other settings subtle indications might be more
suitable. We summarize our results in design challenges and point out future oppor-
tunities for implementing PriView. We hope our exploration to inform further work
on privacy visualizations for varying smart environments. Note that while such
visualizations can target users’ awareness, they do not actively call for users’ action
and provide no means of control over data collection settings. Enabling control will
be subject to the next part (Part III) of this thesis.
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PriView can increase awareness.

The key contributions in this chapter are:

· Concept: We present PriView: a concept for privacy visualizations that
support users not only locating specific devices but also respective ar-
eas of data collection. This can help users protect their privacy (by, e.g.,
avoiding such areas) within (unfamiliar) smart homes and beyond.

· Artifacts: We implemented two prototypes of PriView. The handheld,
mobile application can detect a set of sample smart devices in the envi-
ronment using real-time object detection running on the phone. An ad-
ditional pre-trained model can detect devices’ state based on the ther-
mal image. The app displayed our sample visualizations on detected
devices. The handsfree application (running on a head-mounted dis-
play) used a set of VR scenes in which we placed smart devices and
our sample visualizations, to simulate using PriView in several scenar-
ios within and beyond the home.

· Method: In an exploratory study, participants tried both prototypes:
the mobile application was used to detect and learn about devices
placed in our lab, and to prove technical feasibility; while the VR ap-
plication was used to immerse participants in the varying scenarios to
investigate where and why they would use PriView.

· Empirical Insights: Participants of our study agreed that PriView can
support them in protecting their privacy, particularly in unfamiliar
contexts. They preferred more details in private settings, while in other
settings subtle indications were considered more useful.

The results of this chapter can support the design of visualizations that in-
crease users’ awareness of privacy and security implications in various con-
texts. Such visualizations are independent of device owners or manufactur-
ers but can be employed by third parties.
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PART III – EMPOWERING CONTROL

As soon as users are aware of privacy and security risks, we need to enable them
to actively take control over privacy and security. Configuring devices securely as
well as matching individual privacy needs is thus important. However, existing
interfaces are inaccessible or unusable, and/or users are unaware of available op-
tions [33–35,57,78,93]. In this regard, we investigate means to enable device owners to
securely set up their devices and built a mechanism that particularly enables guests
to configure devices in a (foreign) smart home according to their privacy needs.

· Chapter 6 targets device owners to set up their smart home devices securely as
well as privacy preserving. Drawing from the Protection Motivation Theory
(PMT), we built nudges that can be included in the device setup procedure
to motivate secure configurations. We present the results of a large online
experiment, in which we found that high detail nudges led to significantly
more secure actions as well as higher protection motivation.

· Chapter 7 presents PriKey, a tangible privacy control mechanism for smart
homes, enabling inhabitants as well as guests to communicate their privacy
preferences. We present the concept, an implementation sample in the form of
a tangible key, and the results of an exploratory user study.

.
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6
Motivating Inhabitants to Choose Secure

Smart Home Configurations

@
This chapter is based on the following publication:
Sarah Prange, Niklas Thiem, Michael Fröhlich, and Florian Alt. “Secure settings are
quick and easy!” – Motivating End-Users to Choose Secure Smart Home Configura-
tions. In Proceedings of the 2022 International Conference on Advanced Visual Interfaces
(AVI 2022). https://doi.org/10.1145/3531073.3531089

The previous chapters highlighted smart home threats as a growing concern and
illustrated means to increase users’ awareness. This is a first important step towards
protecting the smart home from attacks. Nevertheless, it is also essential to motivate
users to actively take action to mitigate attacks. A promising mitigation strategy is
the secure configuration of devices.

The setup and configuration of smart home devices are commonly done by end-
users rather than by security experts. Yet, lay users might either not be aware of
security and privacy issues or not consider themselves knowledgeable enough to

https://doi.org/10.1145/3531073.3531089


Figure 6.1: In a randomized online experiment (N = 210), we simulated a smart home
setup procedure (left) to investigate nudges (center) with the aim of fostering secure
smart home configurations. For a set of standard smart home devices (e.g., smart
speaker, right), users were prompted with both, security-enhancing options and op-
tions with no security impact. We found that nudges providing a detailed description
of threats and countermeasures led users to choose more secure options.

configure their devices securely and, hence, not be motivated to invest time in the
secure setup of new devices. This is particularly worrisome, as even a single vul-
nerable device can substantially increase the attack surface on users’ home network.
With one’s home generally considered to be a “secure place”, helping users config-
ure their devices securely can help reclaim parts of this notion.

To address this, it is essential to generate awareness and motivate users to employ
secure configurations as a means for threat prevention. To this end, we use the Protec-
tion Motivation Theory (PMT) [175] as theoretical framework. According to this the-
ory, users’ protection motivation is impacted by two major factors: 1) their aware-
ness of threats, including individual consequences (threat appraisal), and 2) their con-
fidence to cope with threats and apply adequate countermeasures (coping appraisal).
These factors can efficiently inform the design of nudges, that ultimately lead to more
secure decisions in security and privacy contexts [201, 202, 235].

In this chapter, we investigate the question “How can end-users’ motivation to config-
ure their smart home devices (more) securely be increased?” Based on the PMT, we built
two types of nudges for the context of smart home configurations, differing in their
levels of detail (see Table 6.1): low (with basic information) and high (with detailed
information on threats and countermeasures). In a randomized online experiment
(N = 210), participants were asked to complete a simulated smart home setup pro-
cedure with three typical smart home devices — a router, a light bulb, and a smart
speaker – while being exposed to either type of nudge or a control message (Fig-
ure 6.1). Users could configure each of the devices by choosing several secure actions
(e.g., changing the router’s default password or updating the light bulb’s firmware).
In addition to configuration choices, we collected participants’ smart home protec-
tion motivation with a survey instrument in a pre-/post-experiment assessment.

We found that participants exposed to nudges chose significantly more secure ac-
tions compared to a control group with simple instructions. While high detail
nudges result in the largest change of user behavior, we found that already low
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detail nudges lead to improved behavior. In line with the PMT, we also found that
exposure to either type of nudge increased participants’ protection motivation along
several dimensions. These results show that increasing users’ motivation can help
them to protect their home by employing secure configurations. In particular, our
findings can inform the design of (detailed) nudges for the context of smart homes.

We conclude with a discussion around the design and deployment of PMT-inspired
nudges in the context of smart home configurations.

¥
In this chapter, we

1. suggest nudges guiding the smart home setup procedure based on the
Protection Motivation Theory (PMT),

2. investigated two concrete types of nudges (low/high level of detail) in
a randomized online experiment (N = 210),

3. discuss the design and deployment of PMT-inspired nudges in the
context of smart homes.

6.1 Research Approach

Prior research designed nudges to evoke users’ protection motivation and, ulti-
mately, lead to more secure and privacy-protecting decisions [109,201,202,235]. The
components of the Protection Motivation Theory (PMT, 6.1.1) can efficiently inform
the design of such nudges [201, 202, 211, 212].

In this chapter, we employ such PMT-inspired nudges in the particularly sensitive
context of smart homes, where secure behavior (i.e., device setup) is crucial to be
protected against cyber-physical attacks [11, 95]. Hence, we need to motivate users to
actively take appropriate countermeasures [189].

6.1.1 Protection Motivation Theory (PMT)

First introduced in 1975, Rogers’ Protection Motivation Theory (PMT) describes
the impact of fear appeals on human behavior [175, 176]. At the core of the PMT
are two cognitive processes, influencing people’s protection motivation: Threat Ap-
praisal and Coping Appraisal. The higher individuals perceive these components, the
higher their motivation to take action and protect themselves [175]. The threat ap-
praisal comprises users’ perceived threat severity and vulnerability, which should
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outweigh the perceived maladaptive rewards (i.e., perceived benefits of not chang-
ing the own behavior) [70, 176]. For the coping appraisal, users’ perceived self- and
response efficacy need to outweigh the perceived response cost to increase motiva-
tion [57, 70, 176]. Figure 6.2 illustrates this relationship.

Protection
Motivation

Perceived Efficacy
Self-efficacy

+
Response Efficacy

Perceived Cost

Response Cost

Coping Appraisal

-

Threat Appraisal

-
Perceived Threat

Severity
+

Vulnerability

Perceived Rewards
Extrinsic

+
Intrinsic Rewards

Figure 6.2: Protection Motivation Theory (PMT): Users’ protection motivation builds
on two cognitive processes: the Threat Appraisal and the Coping Appraisal. While per-
ceived severity and vulnerability of a threat, as well as perceived efficacy are positive
components, perceived maladaptive rewards and perceived cost are negatively impact-
ing users’ protection motivation. Figure adapted from [131].

PMT in the Smart Home Context The PMT factors can serve as predictors for
consumer behavior related to smart home devices. In particular, users are willing to
engage in privacy protection as long as they consider themselves able to (efficacy)
and the response cost is not too high [57]. Moreover, users who secure their home
networks are significantly impacted by their perceived severity, response efficacy,
self-efficacy, and response cost [222].

6.1.2 Nudging in Privacy and Security Contexts

Thaler and Sunstein introduced nudging as a means to predictably alter users’ be-
havior by subtly changing the “choice architecture” [127]. This idea has been
adopted in a plethora of HCI research in multiple contexts, including personal
health, sustainability, privacy and security [31, 70]. In privacy and security con-
texts, nudging can help users to act according to their preferences and needs [201].
In particular, nudges with clear information can support privacy and security
decisions [4, 109] (e.g., creating secure passwords or choosing secure cloud ser-
vices [235]), and ultimately lead to more secure behaviors. Nudges can be em-
ployed, e.g., in the form of warning messages to remind users to navigate securely
online and to be aware of possible threats [25, 211]. In the context of smart homes,
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nudges displayed in a smartphone interface can influence users’ energy-saving be-
havior [118]. We consider smart homes as a security and privacy critical context and
aim to nudge users to more secure and privacy-protecting decisions.

PMT-Inspired Nudges Prior research designed nudges inspired by the PMT con-
structs to evoke users’ protection motivation, and to, e.g., resolve misconceptions
towards privacy tools [202], and to foster the adoption of security-enhancing tech-
nologies (e.g., mobile payment) [201].

6.1.3 Research Questions

In this chapter, we focus on increasing smart home users’ motivation to actively
protect their homes against threats. In particular, using the Protection Motivation
Theory (PMT), we designed nudges to motivate them and help them take more
secure decisions during a smart home setup procedure. We derive the following
research questions:

®

RQCO1.a: How do PMT-inspired nudges impact users’ configuration
choices in the smart home context?

RQCO1.b: How do PMT-inspired nudges impact users’ protection motiva-
tion in the smart home context?

In the following, we present our concept for PMT-inspired nudges (Section 6.2), and
report our online experiment (Section 6.3) and results (Section 6.4). We conclude
with implications for the design and deployment of nudges in the smart home con-
text (Section 6.5).

6.2 PMT-Inspired Nudges for Secure Smart Home
Configurations

To target users’ protection motivation in the context of smart homes, we created two
types of text-based nudges, with LOW and HIGH level of detail (see Table 6.1).

Nudges targeting the PMT constructs can be an efficient means to foster secure be-
havior and the adoption of security-enhancing technologies [201, 202]. Moreover,
previous work found the combination of both, threat and coping appraisal, to be
more effective than targeting just one dimension [176,211,212]. Hence, we designed
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both nudge versions to particularly target users’ perceived threat severity and vul-
nerability (by, e.g., providing concrete examples of risks and consequences), as well
as perceived efficacy and response cost (by, e.g., describing necessary steps to em-
ploy appropriate countermeasures and estimated time).

For three sample devices, we created LOW DETAIL nudges providing a short and
general message, and HIGH DETAIL nudges with longer descriptions. The LOW DE-
TAIL versions are closely adapted from related work [211, 212].

Prior work showed that abstract risks (as shown in the LOW DETAIL version) are
often perceived likely, but only moderately severe [80]. At the same time, rais-
ing users’ risk perception can increase their protection motivation in the context
of smart homes [55]. Combining nudges with educational information about why
users are being nudged can foster active decision-making in cybersecurity [235].
These findings motivate our HIGH DETAIL nudge version. Following Story et al.’s
suggestion that nudges should be designed in such a way that they can help users
protect from well-defined threats [202], we added concrete real-world examples to
the HIGH DETAIL versions. We also emphasize the efficacy of the proposed counter-
measure [202] by showing concrete steps and estimated time.

In summary, our nudges address the PMT components as follows (cf. Table 6.1):

Low Detail Nudge To target users’ threat appraisal, this nudge illustrates potential
threats (severity) and their high likelihood (vulnerability) for poorly configured de-
vices. As for the coping appraisal, this nudge provides basic instructions to mitigate
threats (self- and response efficacy).

High Detail Nudge In addition to the information from the low detail version,
this nudge provides the following details: For threat appraisal, it comprises concrete
examples for threats (severity) and consequences (vulnerability) using web articles
on cyberattacks towards the respective device. Additionally, we used information
about social expectations (“norm nudging” [21]) to indicate the desired behavior
and minimize maladaptive rewards. For coping appraisal, it provides detailed instruc-
tions for appropriate countermeasures (self- and response efficacy) and estimated time
(response cost).

6.3 Method

In a randomized online experiment (N = 210), we tested the effects of our nudge
designs (LOW vs HIGH DETAIL) on participants’ smart home protection motivation.
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Threat Appraisal Coping Appraisal

Low Detail Smart Speakers are risk-prone:
Poorly configured smart speakers are very likely
to be hacked. Potential risks are leakage of per-
sonal data and/or financial damage.

You can easily minimize the risk yourself:
Best practices include e.g. changing the manufac-
turer’s default configurations.

High Detail Smart Speakers are risk-prone:
Poorly configured smart speaker devices are
likely to be hacked. Potential consequences can
be severe for the end-users. Read here what hap-
pened to other users: [web links]
But users are active:
Over 77 percent of smart home device owners in
your area are actively protecting themselves with
proper configuration of their smart speaker.

You can easily minimize the risks yourself:
Best practices for smart speakers are:

• connect to a secure network
• review & adjust privacy configurations
• change the default wake word

Effort for a secure setup:
The additional time needed for a secure configu-
ration is approximately three minutes.

Table 6.1: Example Nudge Texts for the Smart Speaker: Nudge content for both PMT
components, threat and coping appraisal, in the low and high detail version.

6.3.1 Apparatus

To test our hypotheses and measure the impact of nudges on user behavior, we
developed a web-based smart home setup simulation using Directus1, React2, and
Material Design3 (Figure 6.1). The simulation replicated the standard procedures of
smart home setup processes and implemented a storyline covering three common
smart home devices and a total of 15 different configuration options. The setup pro-
cedures comprised both, security-enhancing configuration options (Secure Actions),
and options with no direct security impact (Additional Actions4). Table 6.2 shows an
overview. Three smart home devices were simulated in the experiment – a Wi-Fi
router, a smart speaker, and a smart light bulb. The devices were selected con-
sidering popularity, vulnerability to risks, and options for security measures. The
respective setup procedures were derived from real devices. During the simulation,
a smartphone app guided participants through several setup steps (Figure 6.3).

Collected Data

During the simulation, we collected multiple data points. We recorded which secure
actions were taken, the password strength chosen, the time spent configuring devices,
and a pre-/ post-experiment assessment of participants’ smart home protection mo-
tivation using a questionnaire.

1 https://directus.io/, last accessed June 01, 2021
2 https://reactjs.org/, last accessed June 01, 2021
3 https://material.io/design, last accessed June 01, 2021
4 Note: some of the Additional Actions might have an indirect impact on security that we did not

consider in our analysis.
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Secure Actions Additional Actions

router
change default password change network name
create guest network change connection type
refresh WPA key change timezone

smart speaker
adjust privacy settings register/ login
select segmented Wi-Fi adjust language
change wake word change timezone

smart bulb update firmware change device name
select segmented Wi-Fi change timezone

Table 6.2: Configuration Options: Overview of the configuration options for each smart
home device in the simulation including both, Secure Actions and Additional Actions.

Secure Actions Participants could perform several configuration steps for every
smart device. To assess their motivation to secure their smart home devices, we
recorded how many Secure Actions participants performed during the simulation.
Table 6.2 provides an overview of the possible configuration options.

Password Strength The configuration of the smart speaker required the creation
of a user account. Reflecting participants’ motivation to secure their accounts, we
tracked the strength of the selected password. Using a popular npm package5,
we assigned passwords numerical categorical values (0 = Too weak, 1 = Weak, 2
= Medium, 3 = Strong). The algorithm considers diversity (lowercase, uppercase,
numbers, symbols) as well as length. The strength was calculated locally in partici-
pants’ browsers and only the final scores were stored.

Figure 6.3: Smart Home Configuration Simulation: The web-based application showed
a simulated smartphone app (left) and the device under configuration (here: router).

Time We tracked participants’ time spent in the simulation as an indicator for mo-
tivation. Since different types of nudges were of different length, the time spent
reading nudges was excluded, i.e. we recorded the time between “Start Setup” and
“Finish Setup”.

5 https://.npmjs.com/package/check-password-strength, last accessed June 01, 2021
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Smart Home Protection Motivation Grounding our experiment in the Protection-
Motivation-Theory (PMT), we hypothesize that nudges would affect participants’
motivation to secure their smart devices. To understand how the different PMT
constructs would be influenced, we adapted a survey instrument by MacDonell et
al. to the smart home context [133]. Answers were collected on a 7-point Likert scale
ranging from “completely disagree” to “completely agree”, with one item per PMT
construct (see Table 6.3).

Question PMT construct

If my smart home devices was hacked, it would have severe consequences for me. Severity
There is a high chance that my smart home devices are targets of cyberattacks. Vulnerability
Leaving the default settings on my smart home devices saves me time and energy. Maladaptive Intrinsic Rewards
It is common to leave the standard settings set by the manufacturer. Maladaptive Extrinsic Rewards
I know how to configure my smart home devices securely. Self-efficacy
Secure configurations of my smart home devices are good protection against
cyberattacks.

Response Efficacy

Secure configurations of smart home devices are a great effort for me. Response Cost

Table 6.3: PMT-Questionnaire: Questions to assess users’ smart home protection moti-
vation pre- and post-experiment. Questions adapted from MacDonell et al. [133].

6.3.2 Experimental Design

To investigate the influence of nudges on users’ configuration behavior, we im-
plemented a between-subjects design [122] with one independent variable (type of
nudge) which could take one of three forms: NO nudge (control group), LOW DETAIL
nudge, and HIGH DETAIL nudge. Participants were exposed to only one type of
nudge throughout the study. Thus, we designed six nudges: one LOW DETAIL and
one HIGH DETAIL nudge for each of the three smart home devices (router, smart
speaker, smart light bulb). The control group was shown no nudge. Participants
were randomly assigned to one of the groups prior to the start of the simulation.

As dependent variables we measured the total number of Secure Actions participants
applied during the simulation, the time participants spent for the configuration, and
the password strength for the smart speaker’s account.

6.3.3 Procedure

The experiment was administered online and could be accessed through a web
browser using a desktop computer. All data was collected anonymously. The de-
tailed procedure was as follows (see Figure 6.4):

1.) Scenario Description. To immerse participants in the scenario, we provided
a textual description. They should imagine that they just bought a couple of
smart home devices and their task was to now set them up in their home.
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Nudge (Low Detail)

Nudge (High Detail)

Device Configuration

repeat for router (1)
smart speaker (2)

light bulb (3)

Basic Instructions

Smart Home Configuration Simulation

Figure 6.4: Experiment Procedure: Participants (1) were introduced to the scenario,
(2) filled the PMT-questionnaire, (3) completed the simulation, (4) filled the PMT-
questionnaire, and (5) provided demographics and prior smart home experience.

2.) Pre-PMT-Questionnaire. Participants then filled in the PMT-questionnaire
(see Table 6.3) to assess their protection motivation.

3.) Smart Home Configuration Simulation. The setup simulation comprised the
configuration of three devices, namely (1) router, (2) smart speaker, and (3)
smart light bulb, in this exact order. We assumed this order to align with
real-world setup procedures. Before participants could start setting up each
device, they were exposed to the treatment of our experiment – they were
shown a nudge on the simulated smartphone screen.

4.) Post-PMT-Questionnaire. We again collected participants’ protection motiva-
tion using the PMT-questionnaire (Table 6.3).

5.) Demographics. We additionally collected demographic information and data
on past smart home and cyberattack experiences.

Participants were randomly assigned to one group (control, LOW DETAIL, HIGH DE-
TAIL) and exposed to the same type of nudge throughout the complete simulation.
The order of the PMT-questions was randomized to avoid order effects bias.

6.3.4 Participants

We recruited our sample via Prolific6, an online service specialized on providing a
subject pool for research [160]. Participants were required to have a desktop com-
puter and be fluent in English. Our final sample consisted of 210 participants, out
of which 115 (55%) were female, 89 (42%) were male, two indicated “other” and
four participants preferred not to say. The average age was 25.3 years (Min = 18,
Max = 69, SD = 11.9). A total of 117 participants stated to own at least one smart
home device and 11 participants reported having experienced cyberattacks. Attacks

6 https://prolific.co/, last accessed September 01, 2021
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mainly targeted their social media (N = 6), gaming (N = 1), or banking (N = 1) ac-
counts. Two participants reported attacks towards their devices (one computer, one
smartphone), and one reported a phishing attack.

6.3.5 Limitations

Our sample is rather young (mean age 25.3) and based in western countries. Hence,
our results may not apply to the general public and to other cultures. We conducted
the study online using a simulation. Thus, we can only make limited assumptions
about actual behavior as privacy and security preferences may differ from actual
behavior (cf. the “privacy paradox” [79]). However, online studies have been shown
to be an effective means in HCI research [214].

6.4 Results

This section presents the result of our experiment. Given the between-group de-
sign, our sample can be divided into three groups: (1) control group, which saw NO
nudge (N = 70), (2) LOW DETAIL group, which saw the low detail versions of the
nudges (N = 70), and (3) HIGH DETAIL group, which saw the high detail versions
of the nudges (N = 70). All statistical tests are conducted with α = 0.05 as threshold
for statistical significance. Moreover, with a sufficiently large sample size per group
(>30), the central limit theorem allows us to assume a normal distribution for all
statistical tests in the following [1].

6.4.1 RQco1.a: Configuration Choices

Addressing RQCO1.a, we look into users’ configuration choices during our simu-
lation. In particular, we analyzed the number of secure actions, time spent for the
configuration, and password strength.

Secure Actions

Participants’ number of performed secure actions during the simulated setup pro-
cedure differs between the three groups (cf. Table 6.4). In particular, participants
in the control group performed on average the fewest number of secure actions
(M = 2.51), followed by participants in the low detail group (M = 2.93). Participants
in the high detail group performed on average the most secure actions (M = 3.79).
A Levene’s-Test [128] showed significant difference in variance between the groups
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Group Mean SD Median Min Max

control 2.51 1.45 2 0 6
low detail 2.93 1.62 3 0 7
high detail 3.79 2.21 4 0 7

Table 6.4: The number of Secure Actions per treatment group.

(F(2,207) = 13.019, p < 0.001), violating the homogeneous variance assumption re-
quired to use ANOVA [53, 65]. Hence, we used Welch’s ANOVA, which relaxes the
homogeneity of variance assumption [53].

Testing with Welch’s ANOVA showed that the number of secure actions taken
differed significantly between the groups (F(2,134.62) = 8.0468, p < 0.001). Since
Welch’s ANOVA only states the existence of a difference, we conducted an addi-
tional pair-wise post-hoc analysis between the groups. We used a Games-Howell
post-hoc test as it is suited for comparing groups with unequal variances [75, 177].
The analysis revealed a significant difference between the number of secure actions
between the HIGH DETAIL and the control group (p < 0.001) and between the HIGH
DETAIL and LOW DETAIL group (p = 0.027). The difference between the control
group and the LOW DETAIL group was not statistically significant (p = 0.252). Ta-
ble 6.5 provides an overview of the pairwise comparison.

control low detail high detail

control – – –
low detail 0.252 – –
high detail 0.000* 0.027* –

Table 6.5: Results of the pairwise comparison of the number of secure actions between
groups. P-values marked with a * denote statistically significant differences.

Time

Participants in the high detail group spent on average the most time on device
configurations (M = 3.12 mins, SD = 1.36, Min = 0.43 mins, Max = 7.19 mins),
while participants in the low detail group spent less time on average (M = 2.90
mins, SD = 1.07, Min = 0.99 mins, Max = 5.88 mins). Participants in the control
group spent on average the least time (M = 2.73 mins, SD = 1.06, Min = 0.28 mins,
Max = 5.20 mins). A Levene’s-Test [128] showed no significant difference in vari-
ance between the groups (F(2,207) = 1.2341, p = 0.293). An ANOVA showed no
statistical differences between the groups (F(2,207) = 4.71, p < 0.056).

Password Strength

Looking at the average password strength, the descriptive results are less clear. The
control group shows the lowest average password strength with a score of 1.32
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(SD = 0.92, Min = 0, Max = 3), followed by the high detail group with a mean
of 1.37 (SD = 0.98, Min = 0, Max = 3). The most secure passwords were entered
by participants from the low detail group achieving an average strength of 1.53
(SD = 0.94, Min = 0, Max = 3). A Levene’s-Test [128] showed no significant dif-
ference in variance between the groups (F(2,207) = 0.0292, p = 0.971). We, there-
fore, used ANOVA. The results showed no statistical differences between the groups
(F(2,207) = 0.083, p = 0.774).

6.4.2 RQco1.b: Protection Motivation

In addition to participants’ configuration choices, we collected participants’ smart
home protection motivation with a survey in a pre-/post-experiment assessment.
After a visual inspection, we conducted a more detailed analysis for each PMT con-
struct. We compared the answers to each item before and after exposure to the
treatment during the experiment. We used the Wilcoxon-Signed-Rank-Test to test
for statistically significant differences for each treatment group. The results are de-
scribed in Table 6.6.

In the control group, no statistically significant difference was found in any dimen-
sion. For the low detail group, the Wilcoxon-Signed-Rank-Test showed a signifi-
cant change in perceived intrinsic (-0.58, p=0.0013) and extrinsic maladaptive re-
wards (-0.31, p=0.0041), as well as self-efficacy (+0.34, p=0.0299) and response ef-
ficacy (+0.31, p=0.0172). In simple words, after being exposed to the experiment,
participants of the low detail group felt less intrinsic and extrinsic rewards from not
changing their behavior. They felt more able to configure their smart home devices
securely, and believed that configuring devices would be an effective response.

For the high detail group, the Wilcoxon-Signed-Rank-Test showed a significant
change along the following dimensions: vulnerability (+0.55, p=0.0024) increased,
intrinsic maladaptive rewards decreased (-0.24, p=0.0052), self-efficacy increased
(+0.86, p<0.001), response efficacy increased (+0.68, p<0.001), and response cost de-
creased (-0.35, p<0.0281). In simple words, after being exposed to the experiment,
participants of the high detail group felt it was more likely their devices could be
targets of cyberattacks and perceived less intrinsic rewards from not changing their
behavior. They felt more able to configure their smart home devices securely, be-
lieved that configuring devices would be an effective response, and were less in-
clined to think that doing so would be a great effort for them. Figure 6.5 shows an
overview of participants’ answers pre- and post-treatment for the high detail group.
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Pre-Experiment Post-Experiment
Mean Median Mean Median p-value

Severity 5.07 5.50 5.11 5.50 0.7115
Vulnerability 3.76 4.00 3.93 4.00 0.1421
Intrinsic Reward 4.51 5.00 4.50 5.00 0.9597
Extrinsic Reward 5.79 5.00 4.83 5.00 0.9762
Self-Efficacy 4.79 5.00 4.84 5.00 0.7939
Response Efficacy 5.43 6.00 5.57 6.00 0.4402
Response Cost 5.00 5.00 4.81 5.00 0.5192

(a) NO Nudge (control group)

Pre-Experiment Post-Experiment
Mean Median Mean Median p-value

Severity 5.16 5.00 5.17 5.00 0.8616
Vulnerability 3.96 4.00 4.13 4.50 0.3624
Intrinsic Reward 4.87 5.00 4.29 5.00 0.0013*
Extrinsic Reward 5.11 5.00 4.80 5.00 0.0041*
Self-Efficacy 4.99 5.00 5.33 6.00 0.0299*
Response Efficacy 5.73 6.00 6.04 6.0 0.0172*
Response Cost 4.43 4.00 4.30 5.00 0.5508

(b) LOW DETAIL Nudge

Pre-Experiment Post-Experiment
Mean Median Mean Median p-value

Severity 5.13 5.00 5.37 6.00 0.1400
Vulnerability 3.94 4.00 4.59 5.00 0.0024*
Intrinsic Reward 5.13 5.00 4.49 5.00 0.0052*
Extrinsic Reward 5.41 6.00 5.09 5.00 0.0658
Self-Efficacy 4.73 5.00 5.59 6.00 0.0000*
Response Efficacy 5.43 6.00 6.09 6.00 0.0000*
Response Cost 4.69 5.00 4.34 5.00 0.0281*

(c) HIGH DETAIL Nudge

Table 6.6: Comparison of the Pre-/Post-PMT-Questionnaire per Group. The results are
as follows: a) no statistically significant differences in the control group (NO nudge); b)
significant differences for the intrinsic and extrinsic maladaptive rewards, self-efficacy,
and response efficacy dimensions in the LOW DETAIL group; c) significant differences
for vulnerability, intrinsic maladaptive rewards, self-efficacy, response efficacy, and re-
sponse cost in the HIGH DETAIL group.

strongly disagree disagree slightly disagree neither agree nor disagree slightly agree agree strongly agree

Severity

Vulnerability

Intrinsic Rewards

Extrinsic Rewards

Self-Efficacy

Response Efficacy

Response Cost

(a) Pre-PMT Questionnaire

Severity

Vulnerability

Intrinsic Rewards

Extrinsic Rewards

Self-Efficacy

Response Efficacy

Response Cost

(b) Post-PMT Questionnaire

Figure 6.5: Participants’ smart home protection motivation in the high detail group
before and after the experiment.
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6.5 Discussion

We found that both types of nudges resulted in desirable behavior change compared
to the control group, with statistically significant changes in the HIGH DETAIL group.
In the following, we summarize and discuss these results, including potential future
designs and deployments of nudges for the smart home context.

6.5.1 Overview

In line with related work [201,202], we found that PMT-inspired nudges can increase
users’ protection motivation: the pre- and post-assessment of protection motivation
shows changes along all dimensions for participants in the LOW DETAIL as well
as the HIGH DETAIL group. In particular, negative components (e.g., response cost)
were perceived lower, while positive components (e.g., self-efficacy) were perceived
higher after exposure to the nudges.

Looking at our specific context, i.e. configuration of a smart home setup, the de-
scriptive statistics showed increased means in the desired direction along all ob-
served categories in both groups with nudges (low and high detail): more secure
actions, longer configuration time, stronger passwords (see Table 6.7). While longer
configuration time might seem undesirable, related work showed that such delays
are acceptable for users as long as the threat is clear to them [60]. As such, our HIGH
DETAIL nudges (including specific risks [80] and educational content [235]) led to
statistically significant improvement of the number of secure actions. We speculate
that the more concrete descriptions in the high detail version helped participants re-
late the potential security threats back to themselves, by increasing their perceived
vulnerability and severity according to the PMT.

NO (control group) LOW DETAIL HIGH DETAIL

Secure Actions 2.51 2.93 3.79
Time Spent 2.73 mins 2.90 mins 3.12 mins
Password Strength 1.32 1.53 1.37

Severity +0.04 +0.01 +0.24
Vulnerability +0.17 +0.17 +0.55*
Intrinsic Reward -0.01 -0.58* -0.24*
Extrinsic Reward -0.04 -0.31* -0.32
Self-Efficacy +0.05 +0.34* +0.86*
Response Efficacy +0.14 +0.31* +0.68*
Response Cost -0.19 -0.13 -0.35*

Table 6.7: Summary of Results: Both, user behavior (secure actions, time spent, pass-
word strength) and the pre-/post-experiment change rate of PMT items (measured
smart home protection motivation), moved in the desired direction.

To summarize, our results show that designing PMT-inspired nudges resulted in
a) changes in user behavior – i.e., more secure configuration actions taken during
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the setup procedures, and b) change in users’ perception of both, threat and coping
appraisal, in the context of smart homes. In the following, we discuss practical
implications and map out paths for future research.

6.5.2 Designing Nudges for Smart Homes

In line with related work [176, 201, 202, 211, 212], our results indicate that nudge
designs targeting the PMT components (threat and coping appraisal) can be effec-
tive in increasing users’ protection motivation. Moreover, we found that high de-
tail nudge designs including specific risks [80] and educational content [235] were
highly effective in provoking secure actions and decisions. In particular, our high
detail nudge version provided graspable details on possible consequences and con-
crete suggestions for countermeasures, while still being concise with low reading
effort. In contrast, the low detail nudge design with rather abstract content was not
as effective.

Hence, we argue that future nudge designs should address both, threat and cop-
ing appraisal, in sufficiently high detail to achieve high protection motivation.
Also, providing concrete examples of possible consequences can help to increase
awareness, perceived severity, and vulnerability. By providing a simple estimate
of required time and detailing required steps, users’ perceived response cost, self-
and response-efficacy can be addressed (i.e., increase efficacy while decreasing per-
ceived response cost).

In our web-based simulation, we tested text-based nudge content enhanced with
web-links. Future nudge designs could explore other visual designs, as these can
enhance users’ understanding of privacy- and security-related aspects [112]. Audio-
based content could be employed in cases a display is not necessarily available,
e.g. for the configuration of smart speakers or door locks. Other nudge designs
could use personalized examples [87] or adapt to users’ characteristics [92]. For
instance, nudges could adapt to users’ general protection motivation: for users with
low default motivation, higher effort would need to be taken to convince them to
adapt secure behaviors. For users who are highly motivated per se, nudges can help
them to act according to their privacy and security needs.

Finally, such nudges can be designed for various contexts. Threats are increasingly
ubiquitous with advances in technology, and effective threat prevention is required
in many contexts. For instance, in private environments such as the home, nudges
can help lay users to employ effective threat prevention in their own environment.
Nudges could also be employed to help users who visit foreign public or private
environments, to increase their awareness and motivation to counteract threats. In
office environments, where usually dedicated persons are in charge of employing
threat prevention, nudges can help them to protect others.
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6.5.3 Deploying Nudges for Smart Homes

In our study, users were exposed to the nudges in a web-based simulation of a strin-
gent smart home setup with a fixed order: router, smart speaker, light bulb. While
we assumed this to be in line with a natural smart home configuration storyline,
we cannot assume that users employ these devices in that exact order in a similarly
short time frame. Rather users might start with one device and only step by step
add more. This raises the question as to when and where to deploy such nudges.

Timing

Timing needs to be considered for nudges to be effective [4]. Information that is
presented in a clear way and in time (i.e., when users actually make a decision), can
foster privacy-protecting behavior [109].

In the smart home context, nudges might be employed during a device’s setup pro-
cedure (one time). Another opportunity is to employ nudges on a regular basis, e.g.,
every time users interact with a device. In these cases, users could be nudged to adjust
security and privacy settings or perform new secure actions such as updating the
firmware. Lastly, nudges could support users recovering from threats. Supposing
the smart home system could recognize threats automatically, nudges could come
up to help eliminate the cause as far as possible (by, e.g., fostering firmware updates
or changing passwords).

Modality

Another essential question is where to employ the nudges, and who is responsible
to do so. First and foremost, nudges can be employed with the actual device or
respective companion application, and, hence, be directly included in the device’s
setup procedure. However, this relies on the cooperation of manufacturers and/or
legal regulations. In case this is not available, nudges can still be employed by third
parties in the form of, e.g., mobile applications [4]. For instance, our nudges could
be employed on users’ personal devices (e.g., smartphones) as a helper application,
that users could consult when needed. Such an application could, however, also act
proactively. For instance, it could detect new devices in the ecosystem, and provide
help for the configuration. A more sophisticated version of such an application
could detect moments in which users would be free to take time for their device
configurations (e.g., if a smartphone or smartwatch would detect users being idle).
As another modality, nudges could be displayed in augmented reality glasses to
provide in-situ guidance, or on devices within the home that provide displays.
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6.6 Summary & Conclusion

In this chapter, we present nudges as a means to increase users’ motivation to em-
ploy effective threat prevention (i.e., secure configurations) in smart homes. In par-
ticular, we present two nudge designs, with low and high level of detail, target-
ing the components of the Protection Motivation Theory (PMT). Our online exper-
iment, which simulated a smart home setup procedure, showed that participants
employed significantly more secure configurations when being provided with de-
tailed nudges. In particular, with nudge content targeting the threat as well as the
coping appraisal, we could confirm prior work and successfully applied the PMT
in the sensitive context of smart homes. While our work can help to increase threat
awareness in general, it can also support the design of means to increase users’
motivation to actively take countermeasures. In particular, we suggest including
concrete and concise details on vulnerability and consequences, as well as required
steps to employ countermeasures to successfully increase users’ protection motiva-
tion in smart homes. However, device configuration is usually in the hand of the
device owner and, hence, not accessible for other roles such as guests. We argue that
this target group should likewise be enabled to actively take control over privacy
and security settings. We suggest a respective mechanism in Chapter 7.

110



6 Motivating Inhabitants to Choose Secure Smart Home Configurations

-

Detailed nudges can foster secure configurations.

The key contributions in this chapter are:

· Concept: We present two nudge designs based on the Protection Mo-
tivation Theory (PMT) with low and high level of detail, respectively.
These nudges target the secure and privacy-preserving configuration
of smart home devices.

· Artifacts: We implemented a web-simulation for a large-scale remote
experiment using Directus and React. Users could access the simula-
tion via their browser and were randomly assigned to one study con-
dition. During the simulation, users would configure a set of standard
smart home devices using mock interfaces, while being exposed to ei-
ther (or no) type of nudge.

· Method: Using the web simulation, we conducted a large remote study
(N = 210).

· Empirical Insights: We found that detailed nudges targeting both,
threat and coping appraisal, led users to significantly more secure con-
figurations of devices.

While our work could support manufacturers to improve guidance in setup
procedures of smart home devices, it could also be employed by third parties
to support users securing their “castles”. Moreover, such nudges could also
foster secure and privacy-preserving configurations beyond the smart home
context, e.g. for devices in offices.
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7
PriKey– Enabling Privacy Control for Visitors

@
This chapter is based on the following publication:
Sarah Delgado Rodriguez, Sarah Prange, Christina Vergara Ossenberg, Markus
Henkel, Florian Alt, and Karola Marky. PriKey – Investigating Tangible Privacy
Control for Smart Home Inhabitants and Visitors. In Nordic Conference on Human-
Computer Interaction (NordiCHI ’22). https://doi.org/10.1145/3546155.3546640

In the previous chapter, we showed how to motivate end-users to control and con-
figure their devices in a secure and privacy-protecting manner, which is absolutely
necessary for threat prevention. However, guests cannot easily manipulate respec-
tive device settings and, hence, their privacy and security is put at risk by smart
devices and sensors in their surroundings collecting data about them [43, 78, 93].

At the same time, the design of privacy mechanisms that a) scale to smart home
settings with potentially high numbers of devices and sensors, and b) address smart
home inhabitants and visitors guests is challenging (see Section 2.4).

https://doi.org/10.1145/3546155.3546640


Figure 7.1: In this chapter, we present PriKey, a tangible smart home privacy mecha-
nism that enables inhabitants, but particularly also guests to communicate and execute
their privacy choices. It groups privacy choices by sensor type (video, audio, and pres-
ence sensing) and room (e.g., kitchen), and is hence more scalable and reduces work-
load compared to mechanisms that target single devices. © Sarah Delgado Rodriguez

While related work suggested software-based privacy mechanisms addressing mul-
tiple user types [7, 72, 77, 96, 147], such mechanisms are rarely adopted. Potential
reasons for this are mechanisms being too complex, non-intuitive, non-engaging,
or suffering from a lack of trust, especially among guests or less tech-savvy indi-
viduals. To address these challenges, prior work suggested tangible privacy mech-
anisms [7, 147], referring to mechanisms that enable individuals to manipulate
privacy-related settings through direct and tangible interactions. However, such
mechanisms have rarely come beyond a conceptual basis, or do not target more
than one specific device or sensor (e.g., jamming (hidden) microphones in users’
surroundings [37]).

To close this gap, we suggest PriKey as a concept for tangible privacy mechanisms.
PriKey reduces complexity as it groups privacy settings by sensor type and room,
rather than by single devices. Moreover, PriKey does not only target smart home
inhabitants but more importantly also guests. In particular, we introduce the
concept and our Wizard-of-Oz prototype. We employed the prototype in a remote
user study (N = 16) in which we investigated inhabitants’ and guests’ perception of
PriKey, and how it addresses their individual needs. We found that PriKey enabled
users to control sensors in the environment according to their privacy needs,
while being intuitive, easy to use, and engaging. Guests especially appreciated
PriKey in unfamiliar environments. Based on our results, we discuss open ques-
tions for the design of smart home privacy mechanisms that (also) target guests.
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7 Enabling Privacy Control for Visitors with PriKey

¥
In this chapter, we

1. conceptualize and implement PriKey – a tangible privacy mechanism
that reduces complexity by grouping sensor types and rooms,

2. present the results of our exploratory study in which we investigated
the usability, perceived trustworthiness, and hedonic quality of PriKey,

3. discuss open questions and challenges for the design of future smart
home privacy mechanisms for visitors.

7.1 Research Approach

Smart home devices collect data about all persons in range, including guests [43,
62, 135, 191]. Hence, there is a need for privacy mechanisms that support all in-
volved users to communicate and execute their privacy choices. With PriKey, we
aim at equalizing power imbalances between primary users and other individuals,
including more experienced, tech-savvy, or risk-aware users and other affected in-
dividuals. PriKey provides all involved individuals with equal means to become
aware of privacy intrusions and enforce personal privacy choices in an accessible,
easy-to-use and tangible manner.

7.1.1 Tangible Privacy

With tangibles, digital data can be manipulated using physical objects [173]. As such,
they offer a number of advantages over software-based solutions, especially when
it comes to the implementation of privacy controls. In particular, tangible privacy
mechanisms can provide enhanced usability, reduced complexity, and social compat-
ibility, also for less tech-savvy users [144]. Moreover, such mechanisms can com-
municate state and capabilities of smart home devices, and support their configu-
ration [7]. According to a framework suggested by Mehta et al., tangible privacy
mechanisms should be a) embodied in daily life objects; b) direct by providing intu-
itive action and feedback; c) ready-to-hand; and d) customizable for different contexts.
Prior work suggested tangible privacy mechanisms targeting specific types of sen-
sors such as armbands that give vibration feedback on potential location tracking
and can be used to deactivate it [145] or that jam microphones in the users’ vicin-
ity [37], and a hat to mute the microphone of a smart speaker by covering it [206].
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7.1.2 Research Questions

This chapter is guided by the following research questions:

®

RQCO2.a: How would users adopt privacy control as enabled by PriKey?

RQCO2.b: How does PriKey account for individual privacy needs?

To address these research questions, we first set out by describing the PriKey con-
cept and its opportunities (Section 7.2). We then present our tangible implementa-
tion sample (Section 7.3), a first tangible wizard-of-oz prototype, and its evaluation
in an exploratory user study (Section 7.4). We specifically explored the usability,
perceived trustworthiness and hedonic quality of PriKey. We discuss our results in
Section 7.5 and conclude the chapter with discussing open questions for the design
of future privacy mechanisms for visitors (Section 7.6).

7.2 The PriKey Concept

In the following, we illustrate basic requirements and resulting design considera-
tions for PriKey.

7.2.1 Device-Independent Configuration

We deliberately did not want to restrict PriKey to certain devices or sensors as this is
a limitation of existing mechanisms. Instead, PriKey should be applicable to various
types of smart home devices that might comprise diverging sensors. Hence, we ana-
lyzed the capability – in particular: built-in sensors – of devices on the top 50 smart
home bestseller list on Amazon1. Based on this analysis, we chose microphones (14
devices), cameras (10 devices), and presence sensors (9 devices) as sensors that should
be controllable through PriKey.

7.2.2 Reduced Complexity

PriKey should be applicable to multi-device environments without overwhelming
users. For mechanisms that allow controlling each and every device independently,
the amount of information and privacy decisions to make increases rapidly with

1 top 50 bestsellers in the category “smart home” on https://www.amazon.de/, as of April 13, 2021
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7 Enabling Privacy Control for Visitors with PriKey

the number of devices. Hence, we limit PriKey’s control functionality to devices in
range of individuals, as these carry sensors posing an actual current privacy threat.
Moreover, instead of enabling control on a per-device basis, we group PriKey’s con-
trol options by type of sensor. As such, users can decide to accept or deny nearby
audio, video, or presence recordings independently or turn all off. Within smart home
scenarios, we define “nearby” as the room users are currently in. With this approach,
PriKey is less complex and more direct than, e.g., a smartphone application where
users would need to unlock their personal device, install/open a specific applica-
tion, search for specific devices, and then change the respective settings.

7.2.3 Tangible Interactions

With tangible interactions, control of sensor states and communication of data is
direct, integrated, and meaningful [213], which is the ideal basis for privacy control
functionalities [146, 147]. Tangibility can help to make the abstract concept of pri-
vacy graspable, directly manipulable, and, hence, can support users’ mental models
and reduce cognitive load. To address this, PriKey offers dedicated hardware con-
trols (switches and buttons) to explicitly allow or deny single sensor types or any
data collection in range.

7.2.4 Enabling Control for Various Roles

While data collection by smart home devices affects all individuals in range, not all
of them might have access to and/or be allowed to manipulate respective settings.
Thus, PriKey should enable control for users regardless of their role within the smart
home scenario. This includes primary users (device owners), co-inhabitants, and vis-
itors in familiar or unfamiliar environments. Hence, we designed PriKey to enable
control for users who might not have access to device configuration options due to
physical, technological or social limitations.

7.3 Implementation Sample

Following a modular approach, our Wizard-of-Oz implementation comprises two
parts: 1) the PriKey-tangible (Figure 7.2a) that allows to directly execute privacy
decisions and provides immediate feedback visualizing the effect on nearby sensors;
2) the PriKey-station (Figure 7.2b) that provides detailed information about devices
in the current room, built-in sensors and their states. While the tangible is in users’
hands, we imagine the station to be permanently located near the entrance of a
room, providing transparent information on demand.
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(a) The PriKey-tangible. The configuration states
are: video recordings accepted, others denied
(left), and “all off”, which denies all data collection
by nearby sensors (right).

Test Room

Thermostat X

Smart 
Speaker X X

Security 
Camera X X X

(b) Mockup of the PriKey-station
for a “test room” with three de-
vices (“X” indicates the respective
sensor being built-in the device).

Figure 7.2: Wizard-of-Oz Implementation of PriKey comprising two components: a) the
PriKey-tangible and b) the PriKey-station. © Sarah Delgado Rodriguez

7.3.1 PriKey-Tangible

We designed our PriKey-tangible to match the shape of a key, as we assumed this
metaphor to engage users in protecting their privacy, and to also help them form a
mental model of its functionality (Figure 7.2a). As suggested by Mehta et al. [146],
the privacy-related interactions with the PriKey-tangible are based on force and
space. Hence, we used the key’s teeth as sliders with mild resistance to control the
data collection by respective sensors in nearby devices. Furthermore, the tangible
also provides attribute-related feedback [146] on current states of the different sensor
types (indicated with simple icons) in the form of green Light Emitting Diodes (LEDs)
(i.e., dark/off vs bright/on). The “All off”-button shines in red when activated and
denies any data collection of all nearby sensors. We made sure that our tangible is
lightweight, compact, and robust. It includes an ATtiny 84a2 to control its interac-
tive components and is supplied by a 3 volt CR2032 coin cell battery.

7.3.2 PriKey-Station

To not only enable control, but also increase awareness and transparency in the first
place, we complemented our implementation with the PriKey-station. The station
could be realized as a medium-sized touch screen display located at the entrance
of every room within the smart home (see Figure 7.2b for a mockup). It should
list all devices installed in the current room, included sensors from the respective

2 https://www.microchip.com/wwwproducts/en/ATTINY84A, last accessed September 06, 2021
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7 Enabling Privacy Control for Visitors with PriKey

group, and the current sensor states. We envision that the station would be the
central control component of PriKey, meaning that it is able to recognize devices
and PriKey-tangibles in the rooms, and to take actions as communicated through
the tangible. As such, it should be able to execute the deactivation of single sensor
types (by, e.g., jamming microphone signals).

7.4 Exploratory User Study

Using our implementation sample, we conducted an exploratory user study to in-
vestigate the adoption and perception of PriKey among users in various roles, par-
ticularly visitors. Participants tried out our PriKey prototype and should imagine
using it in various scenarios.

7.4.1 Smart Home Scenarios

We used four scenarios covering different roles: 1) primary user and 2) co-inhabitant
in a shared flat; and 3) visitor in familiar environments (visiting a friend in their smart
home) and 4) visitor in unfamiliar environments (in a rental apartment). Most sce-
narios assumed participants being alone in the smart home, except for the familiar
environment (scenario 4), where the friend would be present with them (see Ap-
pendix C.1 for full scenario descriptions).

Rooms/Tasks

In every scenario, we covered four rooms of a typical apartment, in which partic-
ipants would have certain main tasks. Tasks slightly differed depending on the
participant being alone or a friend being present (scenario “visitor in familiar en-
vironment”): 1) talking to a friend (over the phone when alone) in the living room,
2) going to the bathroom, 3) cooking and having dinner (together) in the kitchen, and
4) using a laptop in the (friend’s) bedroom to look at photos of a (shared) memory.

Smart Home Devices

Every room comprised a sample of smart home devices that we consider represen-
tative. We chose these based on a current bestseller list (cf. Section 7.2.1) and rated
them according to their privacy intrusiveness. Our idea was that additional sensors
(of other types) included in a device increase its privacy intrusiveness. As such, we
did not directly compare privacy risks of different sensor types, which ensures the
validity of our scale regardless of single sensor’s particular risks. We distributed
devices equally across the rooms, i.e., every room contains a device of each privacy
intrusiveness level (Table 7.1 provides an overview).
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Sensors Possible Devices Living Room Bathroom Kitchen Bedroom

Thermostat, Uni-
versal Remote
Control, Scale,
Door Lock

Door Lock Scale Thermostat Universal Remote
Control

Smart Speaker,
Sleep Meter, Dec-
oration/Light

Smart Speaker Decoration/ Light Smart Speaker Sleep Meter

Security Camera,
Smart Display

Security Camera Smart Display Security Camera Smart Display

Table 7.1: Sample of Smart Home Devices: According to our privacy intrusiveness scale
(first column), we equally distributed devices across the rooms (last columns).

7.4.2 Apparatus

For the study sessions, we used three major components: 1) the PriKey-tangible to
enable actual input and give (simulated) feedback using its LEDs (physically sent
to participants); 2) mockups of the PriKey station; and 3) a visualization of a typical
flat layout with living room, bathroom, kitchen, and bedroom. The mockups and
visualization were included in a click-prototype used by the experimenter to guide
participants through the smart home scenarios. The click-prototype was realized
using Microsoft PowerPoint and its animation features (see Figure 7.3). In every
scenario, participants would communicate their privacy choices using the PriKey-
tangible, and the experimenter would adjust the station mockup accordingly to pro-
vide (simulated) detailed feedback.

Your PriKey

Par�cipant X

All OFF

Smart Home: Test Room

Test Room

1

2

3
1

2

3

Sta�on

Thermostat X

Smart 
Speaker X X

Security 
Camera X X X

Figure 7.3: Click-Prototype for the Smart Home Simulation: The simulation shows the
current state of PriKey (left) as well as the current room of the scenario, including the
station (right). The experimenter can adjust this visualization as participants interact
with their PriKey. © Sarah Delgado Rodriguez
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7.4.3 Study Procedure

We conducted the study online using Zoom. Participants received their personal
PriKey-tangible via postal mail prior to the study session. A session took 60 minutes
and comprised four phases (see Figure 7.4 for an overview):

1.) Introductory Presentation. After welcoming participants and gathering their
consent, we started with an introductory presentation on the general topic of
smart homes. We assessed participants’ prior expertise and created a common
knowledge base for the remainder of the study.

2.) PriKey Trial. We then guided participants through an exploration of PriKey.
In particular, we asked them to interact with all functionality while thinking
aloud. We also asked for their opinions regarding both components, the tan-
gible and the station.

3.) Smart Home Scenarios. Next, we presented every participant with two sce-
narios (cf. Section 7.4.1). In particular, we randomly assigned participants to
be either visitor or inhabitant. As a consequence, participants either conducted
both inhabitant scenarios (i.e., primary user and co-inhabitant) or visitor sce-
narios (i.e., in familiar and unfamiliar environments) in counterbalanced or-
der, respectively. To create a consistent storyline, we did not counterbalance
the order of the tasks (rooms) within the scenarios.

4.) Final Questionnaire & Interview. Lastly, participants filled the SUS [29], the
Raw-TLX [90, 91] and the HCTS [85] to assess the usability and trustworthi-
ness of PriKey. We complemented the session with a semi-structured inter-
view, where we asked for participants’ opinions towards our concept and
implementation sample, also in comparison to an equivalent smartphone ap-
plication. Lastly, participants provided demographics and filled the IUIPC
scale [134] to assess general privacy concerns (cf. Section 1.3.2 for details on
scales).
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primary user co-inhabitant
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Figure 7.4: Exploratory Study Procedure: Our exploratory study comprised three parts:
1) introductory presentation, 2) PriKey trial, 3) two smart home scenarios per partic-
ipant in one of the roles (inhabitant or visitor) with four rooms (tasks) each, 4) final
questionnaire and interview.
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7.4.4 Recruitment

We recruited 16 participants via social networks and a university mailing list. We
sent every participant a PriKey-tangible prior to the actual session. A session lasted
around 60 minutes and took place online via Zoom. Participants were compensated
with a 15AC voucher or study credits.

7.4.5 Participants

Participants were 20 to 66 years old (mean = 33.2, sd = 17.2), half (8) identified as
male and half as female. Most (11) participants were university students, two re-
tired, two employed, and one self-employed. Regarding their living situation, six
participants reported living with their parents and siblings, four with their part-
ner and children, three alone, and three lived in a shared flat (see Table C.1 in Ap-
pendix C.2 for details).

Prior Smart Home Experience

Most participants reported having prior experience with smart home devices. In
particular, seven participants owned or previously owned a smart home device,
and eleven participants reported having used such devices before. Five participants
never used a smart home device before.

We also asked participants to define their understanding of smart homes. Most
(N = 14) participants mentioned the control of other devices within the home, e.g.
remotely (N = 7) or via a smartphone app (N = 12). According to their under-
standing, this technology would support users (N = 5), by, e.g., intelligent au-
tomation (N = 4). As concrete sample devices, participants frequently mentioned
smart speakers (N = 11), devices for energy management or home automation (e.g.,
plugs, thermostats, and lights, N = 11), or entertainment systems (e.g., smart TVs
or streaming sticks, N = 5). Some also knew about smart surveillance technology
(e.g., cameras, door locks, or window sensors, N = 5) or health care gadgets (e.g.,
scale, N = 1).

General Privacy Concerns

We also assessed participants’ general privacy concerns using the IUIPC scale [134].
In particular, participants expressed a strong wish for Control over their data online
(M = 6.19, SD = 0.74, Mdn = 6.17, and high concerns regarding the Collection of
their data (M = 6.29, SD = 1.02, Mdn = 6.67). Participants, however, expressed
varying Awareness of potential privacy risks (M = 6.29, SD = 1.02, Mdn = 6.67).
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We complemented our assessment of privacy concerns within the specific context of
smart homes during the interviews. We found that most (N = 13) participants were
actually concerned in this context, e.g.:

“Personally, I do not mind so much to disclose information. But when it really
is about (...) one’s own home, it (...) is a bit different. So, I don’t mind giving
out my address (...), but if you record or [create] audio [recordings] in (...) my
home, then it is different.” (P4)

Also, participants reported feeling observed (N = 8) and were worried about unautho-
rized parties accessing their personal data (N = 4). Some also felt uninformed (N = 4)
regarding privacy risks coming with smart devices or expressed mistrust towards
device providers (N = 4):

“(...) once something is on the internet, it usually stays on the internet, even if
you (...) delete it, it is still there somewhere. And [a smart home device] uses a
cloud, which means that the (...) [data is stored] somewhere, and (...) there are
security gaps where people might be able to access it. Or maybe the company
that (...) [provides the cloud services] is not as trustworthy as you thought and
sells the data.” (P4)

Some participants stated not having purchased such technology in the first place
or actively removed installed devices due to privacy concerns (N = 6). However,
participants also indicated that privacy concerns related to smart home technology
might be highly individual (N = 7).

7.4.6 Data Analysis

We transcribed all recordings into written form and applied thematic analysis [27] to
the transcripts. First, two researchers familiarized themselves independently with
the whole dataset. Next, they conducted open coding – one researcher on all tran-
scripts, the other on half of the transcripts – to establish an initial codebook. Then,
the two researchers met, discussed their codes, and agreed on a codebook that was
used for the final round of coding. Questions, new codes and disagreements were
directly solved by discussion during this process. Hence, we do not report measures
of inter-rater agreement due to the exploratory focus of our study [141]. The final
codebook can be found in Appendix C.3.

7.4.7 Limitations

Our sample is skewed towards young students (mean age 33.2 years). However, we
believe this age group to be among the early adopters of smart home technology
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in Germany [196]. In our study, participants used PriKey for the first time and only
during this one session. Hence, we cannot make assumptions about the long-term
usage and adoption of PriKey. Moreover, PriKey might be implemented in different
ways beyond our sample, which remains subject to future work.

7.5 Results

We now summarize and discuss the findings of our study. While some results are
highly related to our implementation sample of PriKey, we will also highlight over-
arching opinions towards our concept.

7.5.1 RQco2.a: Adoption of PriKey

Overall, PriKey received positive feedback in our study. In particular, PriKey’s
usability was rated as excellent according to the SUS scale with a score of 87.66
(Min = 70, Max = 100, SD = 7.72, Mdn = 87.5) [18, 29] and using PriKey came
with very low cognitive workload according to the Raw-TLX scores (M = 24.17,
Min = 10.0, Max = 44.17, SD = 8.04, Mdn = 23.75) [83, 90].

Participants valued our concept. They found privacy protection important (N = 14),
and highlighted PriKey as a means to execute control over their own privacy (N = 14)
as well as to increase privacy awareness (N = 7). Many participants emphasized that
PriKey empowers smart home visitors (N = 8) to employ personal privacy choices:

(...) even if the person I am visiting (...) informs me about it, there is bound to
be something – even without intention – that gets forgotten (...). And I find it
very pleasant when I can simply take care of it myself. (P2)

Participants also appreciated the tangible form factor as being intuitive (N = 12),
fun or interesting (N = 9), and also liked the key metaphor (N = 5):

“(...) it symbolizes privacy because [it is] the key, so to speak, to your own
privacy. And you can decide for yourself how much you want to reveal or not.”
(P4)

Trustworthiness

According to the HCTS scale, participants considered PriKey as rather trustwor-
thy with an overall average score of 50.29 (Min = 41, Max = 58, SD = 5.09,
Mdn = 52). Looking at the detailed subscales, the perceived risk of using PriKey
was assessed with 1.77 on average (SD = 1.02, Mdn = 1); PriKey’s benevolence with
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4.18 (SD = 0.96, Mdn = 4); PriKey’s competence with 4.42 (SD = 0.79, Mdn = 5); and
participants’ trust in PriKey with 4.06 (SD = 0.84, Mdn = 4). Two participants even
stated to trust PriKey more than a comparable smartphone application:

“(...) it seems very much as if no one could tinker with your system. It seems
very external.” (P9)

Only few (N = 5) participants stated to mistrust PriKey:

“(...) it is also a matter of trust whether what I configure there actually happens.
(...) I can’t confirm it (...).” (P16)

Use Cases

Participants stated they would use PriKey to protect their privacy in various envi-
ronments (N = 10), especially as a visitor (N = 15) in unfamiliar households (N = 3),
but also within the own home (N = 13, e.g., if it was shared, P7). However, four par-
ticipants considered their home a place where they would configure their devices
themselves, prevent access by strangers, and, hence, would not use PriKey there.

Participants also mentioned further places beyond the home such as public spaces
(N = 7, e.g., restaurants or malls), hotels (N = 4), workplaces (N = 3), doctors
(N = 2), or simply “everywhere” (N = 4). Two participants mentioned specific
target groups that could benefit from PriKey, such as older adults (P7) or people
in professions with particular privacy risks (e.g., teachers, government employees,
P9). However, participants could also imagine scenarios where control over sensors
should not be enabled through PriKey (N = 7), such as, e.g. for security cameras
of restaurants or shops. In such cases, P4 suggested raising awareness of intrusion
rather than enabling control.

Comparison to Smartphone Application

On one hand, some participants explicitly stated to prefer a smartphone application
with equivalent functionality (N = 8), as this would not require an additional device
(N = 6) and they are used to have their smartphone close by (N = 3):

“(...) I always have my smartphone with me anyway - my bag is always full, so
the less I have to carry around, the better.” (P14)

On the other hand, some participants would prefer PriKey due to its tangible form
factor, being ready-to-hand and more direct than privacy control via a smartphone
app (N = 4):
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“(...) I would prefer PriKey because it’s so easy to use. With the smartphone, I
would have to swipe around, then look for the app, and then it could be that the
battery is empty (...).” (P10)

Moreover, carrying the tangible can serve as an explicit reminder and increase pri-
vacy awareness (P6). Three participants were undecided and would try both.

7.5.2 RQco2.b: Accounting for Individual Needs

Participants deactivated sensors using PriKey in all scenarios, but with varying
frequency. In particular, they applied on average 10.88 deactivations3 (Min = 0,
Max = 22, SD = 6.25, Mdn = 10). Across all participants, 180 of 384 possible choices
were “deactivate”. Looking at the sensor groups, video was overall deactivated most
frequently (77 of 128 options), followed by audio (61) and presence (42). We illustrate
individual privacy choices, considerations, and perceived responsibility in the fol-
lowing.

Individual Privacy Choices
We found that participants’ privacy choices highly depended on their role and famil-
iarity to the environment, as well as on the room/task they were currently in. In par-
ticular, visitors in unfamiliar environments applied the most deactivations to nearby
sensors using PriKey (62 of 96 options4), followed by visitors in familiar environments
(54 of 96). Primary users employed 28 deactivations and co-inhabitants 36. Looking
at the sensor groups, video was again deactivated most frequently in all roles (13 to
23 times), followed by audio (11 to 20 times) and presence sensing (4 to 19 times).

Considering the various rooms (tasks) within the scenarios, sensing was most often
turned off in the bathroom (60 of 964 choices were “deactivate”). Likewise, partici-
pants did want to prevent data collection in the living room (56 deactivations) and
bedroom (38 deactivations), but less frequently in the kitchen (26 deactivations).
Again, video was the most frequently deactivated sensor across all rooms (17 to 22
times), usually followed by audio (13 to 22 times) and presence sensing (8 to 12
times), except for the kitchen (presence sensing: 7 times, audio sensing: 6 times).

Privacy Considerations
Participants were willing to accept the collection of personal data to use a device
and its functionalities (N = 9). Others reported accepting the data collection due to

3 The total number of choices (i.e., activate/deactivate sensor) per participant is 24:
every participant conducted two roles/scenarios with 12 sensors in each.

4 The total number of choices (i.e., activate/deactivate sensor) per [role/scenario | room/task] is 96:
every role/scenario (12 sensors, 4 rooms with 3 each) was presented to half of the participants (8);
every room/task (3 sensors) was presented twice to all 16 participants.
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7 Enabling Privacy Control for Visitors with PriKey

a lack of concerns (N = 9), convenience (N = 3), or they believed their data would be
shared anyway (N = 3). In contrast, many participants deactivated the collection of
personal data to protect their privacy (N = 15) or the privacy of others (the person
on the phone, P9). Participants would also deactivate data collection for devices
that they do not currently need (N = 7). Three participants particularly mentioned
the convenience of the “all off”-button, e.g.:

“For simplicity’s sake, because I probably don’t want to do it individually (...) I
will probably just hit ‘all off’ and then it’s done.” (P2)

Sensors Regarding the sensor groups, video recordings caused concerns for most
participants (N = 12), e.g.:

“I would perhaps be a bit skeptical (...)[regarding] cameras, but I would maybe
not even install that (...). But [for] everything else, (...) I would be willing to
tolerate it because it simply makes my everyday life more pleasant (...).” (P1)

Moreover, many participants found audio recordings critical (N = 8). Presence sens-
ing was considered less critical and only mentioned by four participants.

Devices Besides the sensors that can be controlled through PriKey, participants
also considered the specific devices. As such, many asked about the purpose of
a device (N = 10) or the effect on basic device capabilities (e.g., controlling light,
N = 8) prior to their decision. Here, smart speakers were of particular concern
(N = 6):

“(...) if there is an Alexa in the room, I would like the Alexa to be completely off.
Alexa should not even know that I am in the room.” (P8)

Roles Participants’ role, as well as their relation to the device owner, also played
an essential role in their privacy choices. Participants considered their trust towards
the device owner (N = 8). Some mentioned that only that person was able to ac-
cess the data (N = 6) while having high interest in the device being fully functional
(N = 2). In the role of the primary user, participants mentioned implicitly having
consented to data collection when purchasing devices (N = 3) or to having config-
ured devices according to their preferences anyway (N = 4).

Rooms (Tasks) Participants also perceived the rooms within our scenario differ-
ently. In particular, most participants stated the bathroom to be an intimate environ-
ment where they would not accept video (N = 11) or audio sensing (N = 4):

“Why does the bathroom have a camera? That certainly is a voyeur camera.”
(P8)
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Similarly, the bedroom was considered an intimate space (N = 4), where devices in-
stalled by someone else (e.g., the co-inhabitant) would not be acceptable (N = 2):

“This time, I would also block the camera and the microphone, because this is
my refuge in the shared flat and no one should be able to look inside.” (P10)

Also the bedroom task (looking at photos) was considered protect-worthy by partic-
ipants (N = 6). In the living room, participants wanted to protect their conversation
(N = 10). In contrast, the kitchen with preparing and having dinner was not per-
ceived as sensitive (N = 6):

“[In the kitchen] I would just leave [everything] on. It doesn’t bother me when
people see that I am eating.” (P2)

Threats Few participants were concerned about threats arising from using PriKey
(N = 4), as the mechanism itself needs access to personal user data to work. Attack-
ers who gained physical access to the tangible could manipulate users’ settings and,
e.g., accept all data collection against users’ preferences.

Responsibility

One important question of our concept is responsibility, i.e. who is responsible for
providing users with an individual PriKey? While most participants considered
themselves individually responsible for getting a PriKey (N = 14), some also saw the
device owner (inhabitant) in charge of providing tangibles for their visitors (N = 5).
Of those, three participants would additionally get their own PriKey to be on the safe
side. In any case, participants wished for the inhabitant to disclose potential privacy
intrusions transparently (N = 3). Moreover, some participants raised a potential
for conflicts among the various roles (i.e., primary users and visitors, N = 6). Few
participants also mentioned specific coping strategies (N = 2) such as informing the
primary user (here: a friend) first:

“(...) I would talk to [my friend] and indicate that I do not want to be recorded.”
(P14)

7.6 Future Implementations of PriKey

Our results show that most participants would use PriKey, especially for visits of
(foreign) smart homes. They found it intuitive, easy to use, and trustworthy, and
appreciated the form factor and metaphor of the key. We discuss further opportu-
nities and open questions of our concept in the following.
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7.6.1 Contextualizing PriKey

PriKey enables individual control over the collection of privacy-sensitive data col-
lected by video, audio, or presence sensors. However, our study revealed some
factors that could serve as input to automatically adapt PriKey to individuals’ cur-
rent context. For instance, individuals’ familiarity with the environment crucially
influenced their privacy decisions. In particular, PriKey was used less often with
increasing familiarity to the environment, confirming prior work [139]. Moreover,
in spaces considered intimate such as the bathroom and bedroom, sensing was fre-
quently deactivated. However, as in previous research [62], our results also indicate
that individuals considered the purpose of single sensing technologies. For example,
in the kitchen, where the task was to prepare dinner, audio sensing was frequently
accepted to, e.g., allow for voice interaction while hands are occupied.

Considering such aspects, PriKey could act similarly to personalized privacy
assistants by proactively making recommendations or even acting fully au-
tonomously [44]. An interesting question for future work will be: How can PriKey
dynamically adapt to users’ preferences and context, while keeping them in control over their
individual privacy?

7.6.2 Responsibility, Action & Timing

Participants in our study mainly saw themselves in charge of getting their individ-
ual PriKey, rather than the key being provided by the device owner. This approach
would especially empower guests to take control over their privacy, assuming that
PriKey would work independently of the device owner and manufacturer. How-
ever, the “station” with detailed information on device sensors would still need to
be installed by the smart home inhabitant(s). It remains to be clarified who is respon-
sible to distribute and maintain PriKey and its components?.

Another interesting question will be how to motivate users to actively use PriKey? The
previous chapter of this thesis indicates that increased threat and coping appraisals,
including the perceived severity of threats and perceived knowledge and effective-
ness of coping strategies, can lead to increased motivation. An addition to PriKey
could hence inform users about potential privacy intrusions by nearby devices, and
offer the tangible key as effective and easy coping strategy.

As a next step, it remains to be investigated when and how the interaction with
PriKey should be initiated in real-world situations. Within our scenarios, we ex-
plicitly prompted participants to use their PriKey to act according to their privacy
needs. Future implementations of PriKey could, on one hand, follow an on demand
approach, meaning that users would be responsible to use their PriKey if being in
range of potential privacy intrusions. On the other hand, PriKey could actively
prompt users in privacy critical contexts [44] or at adjustable timings [66, 147], such
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as when entering spaces considered intimate. The question is: When and how should
PriKey prompt users to take control over their privacy?

7.6.3 Range & Conflicts

With PriKey, we aimed to reduce complexity by grouping privacy decisions by sen-
sor type, being applied to all devices in the user’s vicinity (user-centric). Confirm-
ing prior work [35, 231], we found that audio and video recordings were indeed
considered highly intrusive and thus were deactivated frequently. However, some
participants also wished for control over single specific devices (device-centric). At
the same time, not all devices do actually pose privacy risks. Moreover, as privacy
is highly individual, there is a potential for conflicts if multiple parties set privacy
preferences differently in the same surrounding, which opens a need for cooperative
control mechanisms [226].

Future work should investigate: What is the ideal range for PriKey (device-centric vs
user-centric) and how can PriKey help to mitigate conflicts among individuals?

7.7 Summary & Conclusion

In this chapter, we present PriKey, a concept for tangible privacy mechanisms that
especially target visitors in (foreign) smart homes. We illustrate the rich opportu-
nities of our concept and a concrete implementation sample, a Wizard-of-Oz proto-
type. We used this prototype in a remote user study (N = 16), in which we explored
PriKey’s usability, perceived trustworthiness, and how it accounts for individual
needs. Participants appreciated our prototype and its key metaphor for being easy-
to-use, engaging, and intuitive. We also found a number of factors that influenced
users’ privacy decisions as communicated through PriKey, such as their familiarity
to the environment or the specific space they were currently in. We discuss open
questions for the design of privacy mechanisms that enable control for inhabitants,
but more importantly also visitors in (foreign) smart homes, to help both roles pro-
tect their individual privacy. To also protect users’ access to devices and, more im-
portantly, personal user data, in daily life use, the next part of this thesis will look
into usable authentication mechanisms for smart homes.
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-

PriKey empowers privacy control.
The key findings in this chapter are:

· Concept: We present PriKey, a concept for tangible privacy mecha-
nisms for the smart home context. PriKey aims at particularly em-
powering guests to take control over privacy and security in their own
hands, while reducing complexity.

· Artifact: We implemented a modular Wizard-of-Oz prototype: a tan-
gible that allows executing privacy configurations for nearby sensors;
and a display that provides details on device states.

· Method: We conducted a “hybrid” study where the tangible was in
participants’ hands, while the detailed visualization was remote with
the experimenter.

· Empirical Insights: Participants found PriKey intuitive and easy-to-
use. Privacy decisions were influenced by common factors such as
participants’ familiarity with the environment as well as specific spaces
that were considered more intimate than others.

The results of this chapter can inform the design of tangible privacy mech-
anisms that empower device owners, but more importantly also incidental
users to communicate their privacy preferences to nearby devices. This can
particularly be useful in (unfamiliar) smart homes, but also in other places
such as, e.g., at work or online.
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PART IV – DESIGNING USABLE
AUTHENTICATION

Last but not least, authentication is an effective means to protect smart home sys-
tems and access to personal user data and devices’ services in daily use. Many
current smart home devices do not provide any form of authentication, or mech-
anisms are of limited usability and user experience [33–35, 93, 135]. As such, this
thesis investigates how usable authentication for the context of smart homes can
be designed, considering not only the multitude of devices but also the complex
interplay of various users.

· Chapter 8 investigates usable authentication for (co-)inhabitants of smart
homes. Based on an interview study using the story completion method and a
focus group with security experts, we derive design considerations for usable
authentication within the home.

· Chapter 9 investigates usable authentication for guests in smart homes. We
discuss challenges that arise when they want to use sensitive smart home fea-
tures requiring authentication. We also present and investigate one concrete
idea, which is using conversational security questions based on shared knowl-
edge to authenticate guests.

135





8
Design Considerations for Usable

Authentication in Smart Homes

@
This chapter is based on the following publication:
Sarah Prange, Ceenu George, and Florian Alt. Design Considerations for Usable
Authentication in Smart Homes. In Mensch und Computer 2021 (MuC ’21).
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The previous chapters highlight a need for protecting smart home devices as they
collect and provide access to sensitive user data, while at the same time being prone
to threats. Important steps are increasing users’ awareness (Part II) and enabling
control over privacy and security settings (Part III). This last building block of this
thesis will look into usable authentication in the context of smart homes.

As of now, means for authentication provided by smart home devices are
scarce [135] and/or limited in security and/or usability [34]. For example, devices
a) only require credentials once upon setup, b) rely on additional devices such as
the user’s smartphone as a proxy or c) transfer desktop metaphors [93] and require
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users to employ conventional authentication via unsuitable input modalities (e.g.,
passwords on a TV’s remote control).

To address this, the users’ perspective on smart home authentication needs to be
better understood, with the ultimate goal of supporting the design of usable mech-
anisms. Obtaining such knowledge is important in this particular context, since this
environment contains personal devices as well as devices shared by multiple peo-
ple. As a result, knowledge from devices that are exclusively used by one person,
such as smartphones, cannot easily be applied.

To close this gap, we conducted 20 interviews with users and non-users of smart
home devices, using the story completion method [42]. We chose this method, since
it fosters users to think beyond state of-the-art and imagine how smart devices may
be used in the future. The story covered: choice of certain devices, setup process,
interaction with the device, authentication, and potential issues that might arise by
shared use with various roles (i.e., multiple users in shared households, children,
guests). Our approach is complemented by conducting a focus group with security
experts (N=10), where findings from the story completion method were discussed
and further factors influencing the design of usable authentication for smart homes
were identified.

Users and experts would design authentication mechanisms depending on the task
for which devices are used, the data they are protecting, and the frequency of using
the to-be-protected device. However, while users considered certain devices (e.g.,
cleaning robots) less critical and would thus not employ authentication, security
experts were more sensitive as to which threats are possible and would employ
authentication for these as well.

Based on the obtained insights from users and security experts, we discuss impli-
cations for the design of usable and secure authentication mechanisms for smart
homes as well as directions for further research. In particular, the devices’ modal-
ities, access to functionality and data, and users’ roles are of high relevance when
designing authentication. Our work is useful for researchers as well as practitioners
concerned with usable security in smart homes.

¥
In this chapter, we

1. investigate end users’ perception of usable authentication in the home
using the story completion method (N = 20),

2. discuss and complement our findings in a focus group with security
experts (N = 10) from academia,

3. present and discuss design considerations for usable authentication in
smart homes.

138



8 Design Considerations for Usable Authentication

8.1 Research Approach

The design of authentication mechanisms for smart home contexts is challenging
due to several reasons, including the increasing number of devices accessing sen-
sitive data, potentially limited input modalities, frequent use (i.e., time-consuming
mechanisms are not feasible), and finally, multi-user households in which sharing
the authentication secret might be desirable in some, but not in other cases. To ad-
dress these challenges, we explore how future authentication mechanisms for smart
homes can be designed to be usable as well as secure. In particular, we investigated
which mechanisms end-users would imagine usable in a smart home (study I, Sec-
tion 8.2) and assessed security in a subsequent expert focus group (Section 8.3). This
chapter is guided by the following research question:

®

RQAU1: How can authentication for smart home (co-)inhabitants be de-
signed to be usable as well as secure?

8.2 Study I: Story Completion

To understand the requirements for future smart device’s authentication mecha-
nisms, we set out to capture users’ opinions and desires with regard to smart home
interactions. In particular, we chose to conduct a story completion study [42]. This
method provides participants the beginning of a story and then asks them to com-
plete it as to their imagination.

Our choice was motivated by two factors: Firstly, we wanted users to imagine fu-
ture scenarios without being limited by state-of-the-art smart devices. Secondly,
although the smart device market is continuously growing, it has not penetrated all
households yet [170], hence allowing us to include both, users and non-users.

We extended the original methodology by Clarke et al. [42] to allow shifting the
focus towards potential problems and issues related to privacy and security, and in
particular authentication. Similar to the original method, participants were given
the start of a story. However, in our design, we guided users’ stories in the further
course of the interview by suggesting pre-defined story changes. Later parts of the
story were based on the device participants chose in the beginning. Changes were
introduced in the same order to all participants to form a consistent storyline (see
Section 8.2.2 for details). We wanted to immerse all participants in the scenario,
device choice, and functionality before thinking about authentication and potential
problems. Note that this study particularly focused on mechanisms that are usable
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as imagined by participants. As for the security perspective, we conducted a focus
group with security experts (see Section 8.3).

8.2.1 Motivation for Stories

The motivation for our stories is two-fold. On one hand, current smart home sys-
tems rarely provide security mechanisms (such as, e.g., access control) [135], but
are at the same time prone to new threats [232] from within or outside the smart
home [93]. If existing, security mechanisms for smart devices are of limited user
experience [33, 34]. Hence, our stories not only cover device choice (part A), but
also (imagined) functionality and usability (part B), and authentication mechanisms
(part C). On the other hand, challenges arise from shared device scenarios within
households (cf. [77, 78]) with a potential for inside attacks [93] (part D). In particu-
lar, we cover the following roles: shared use within a relationship [77,229] (D1), and
visitors [7, 138, 226], including children [142, 210, 229] (D2-3).

8.2.2 Stories

We created a scenario around Lara and Tim, a couple who recently moved together
in their house and is interested in buying a smart home device (cf. Appendix D.1 for
full interview guide). The interviewees had to complete the story. To focus the story
towards challenges of shared use and authentication, we implemented structured
changes. We describe those changes in the following.

A. Choice First, participants needed to decide on a specific smart device, motivate
their decision as well as describe expectations and potential use cases. We inten-
tionally left this choice to the participants to help them immerse in the story. The
following parts are based on this device.

B. Functionality & Usability After they ordered and received their smart de-
vice, they needed to describe how they set up the device in their home infrastruc-
ture. This included the setup process, functionality, and interaction modalities. We
wanted to understand if participants see setting up an authentication process as part
of the initial setup (as it is the case, e.g., for mobile devices).

C. Authentication Mechanisms As smart devices may collect and store personal
data, they should describe a suitable authentication mechanism for the device, con-
sidering how frequently it would be used. This part of the story should encourage
participants to brainstorm concrete mechanisms.
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D. Shared Use Prior work identified various types of users that share smart home
devices, including spouse, children and friends [77]. Hence, we included D1-D3
to provoke stories with specific user types to understand whether authentication
mechanisms differ depending on types of users sharing the device.

D.1. Couple Problems may arise within the household, as Lara and Tim share the
smart device. We asked participants to come up with such problems that are a result
of sharing, and to also include potential solutions.

D.2. Children As children (Lara’s nieces/nephews) visit their home, Tim gets
worried as IoT devices pose a privacy risk for children [142, 210] and consequences
of children playing with devices are unknown. The story should comprise negative
aspects and countermeasures.

D.3. Worried Guest A very privacy concerned friend is visiting Lara and Tim.
They want to convince their friend about their smart device and, thus, their home
still being secure and privacy-preserving (e.g., from surveillance).

8.2.3 Recruiting & Procedure

Participants were recruited and interviewed in a public park close to the local uni-
versity and compensated with one free, non-alcoholic drink. After agreeing to take
part in the study, participants were given a short introduction to the topic of the in-
terview and information on our research and data collection. Independent of their
prior knowledge, this included a description of the setup and a list of possible smart
devices. They were then asked to sign a consent form. Next, they were introduced
to the concept of the story completion exercise. For the main part of the study, par-
ticipants were given the beginning of Lara’s and Tim’s story and asked to complete
it. The rest of the interview was structured according to the story changes described
in Section 8.2.2. After the story completion exercise, we gave participants the op-
portunity to give feedback or ask questions. We audio-recorded all sessions.

8.2.4 Participants

We recruited 20 participants. The majority (15) was between 20 and 29 years old
(2 below, 3 above this age), 9 identified as female (others as male), mainly students
(11) or employees (6). Five had at least one smart home device. Out of those, all
had a smart TV, 2 had an Amazon Alexa, 1 a Sonos music system, and 1 a smart
thermostat. We did not count smartphones, although they were mentioned by two
participants. On a 5-point Likert scale (1=do not agree at all; 5=strongly agree),
participants perceived their technical affinity as rather high (M = 4.6, SD = 0.6).
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8.2.5 Limitations

The study was completed among students in Germany, with the majority being
below 30 years old. Results may thus only apply to a similar target group. However,
smart home technology is popular among this age group in Germany [196]. Also,
our sample size is limited (N = 20). Note, however, that only little new information
is gained beyond 20 participants [149].

Participants may have been influenced by experiences with smart devices. How-
ever, we believe this to be a minor limitation, as (a) there were only five participants
who already owned a smart device, and (b) we did not notice any differences in sto-
ries between users and non-users. Changes to the story were based on hypothetical
situations users might encounter. We ordered the changes based on how we ex-
pected them to naturally occur (e.g., purchasing the device, setting it up, choosing
an authentication mechanism, shared use). Generally, shared use could occur before
setting up authentication. We acknowledge that we did not consider this case.

Finally, experimenter bias is a known limitation for qualitative studies. As such,
alternative themes or names may have been given to certain sections. However, we
believe that this would not influence the resulting design considerations.

8.2.6 Data Analysis

We conducted 20 interviews with an average length of 20 minutes. One partici-
pant data was excluded due to technical issues with the audio file. We transcribed
all other interviews. Results were analyzed through thematic analysis [27] by two
experimenters.

Firstly, we independently went through half of the dataset each. Secondly, we
merged our codes and iteratively found sub-themes. We went through each story
part (A-D) and analyzed top-level aspects as directly derived from our interviews.
This includes which A choice participants made (Appliances) and why (Reasons), B
how they imagine the device in terms of Functionality, Setup and Interaction Modali-
ties, and which C Authentication Mechanism they would imagine. We further looked
into which Problems & Concerns may arise from D Shared Use depending on type of
user, namely, D.1 couples, D.2 children, and D.3 guests, including potential Solu-
tions. Sublevel themes resulted from our iterative analysis. We found and included
Attacks & Threats as an additional top-level theme, as participants voiced those with-
out our guidance. To provide a descriptive overview of our data, we give counts for
device choice and authentication mechanisms. Appendix D.3 shows the full list of
codes. Quotes were translated from German. We cite participants (P) with their
self-chosen ID. We explicitly mark quotes of device owners with, e.g., P27owner.
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8.2.7 Results

Appliances & Reasons (A)

Participants mentioned various devices. Most popular were household devices (21
mentions; including vacuum cleaning robots, fridges, washing machines, coffee ma-
chines, dishwashers, heaters, lights), followed by entertainment (7; including smart
voice assistants and TVs), and security (3; front door camera and door lock). Some
also included multiple devices. Note that only one of the current smart home users
chose the device they already have (smart voice assistant, P19owner) for their story.

Participants described reasons for purchasing a particular smart device mainly with
increased comfort. They mentioned priority and frequency of use, societal benefits and
control over their home to motivate their device choice. The aim of this part was
to immerse participants in the story rather than to explore actual appliances and
reasons. Hence, we will not include them in the later discussion. However, they are
included in our results. Overall, these confirm prior work that explored reasons for
smart home usage [98].

Functionality, Setup & Interaction (B)

To further immerse participants in the story, we asked them to describe (desired)
functionality and interaction modalities. With this part, our aim was to provoke
thoughts around the device, its access to data, and a potential need for authenti-
cation, including available modalities.

Functionality Many household devices should take over usual tasks, including,
but not limited to, ordering groceries (P33, P80), managing shopping lists (P33), or
vacuum cleaning (P42, P71). P36 would have liked if their hoover plays music to
drown out the cleaning noise. P71 would have wished for an “all-round” hoover, in-
cluding indoor (vacuum cleaning) and outdoor (lawn mowing) use, playing music,
being waterproof and pre-programmable.

Interaction Modalities For the respective devices, stories included multiple inter-
action modalities, mainly via voice and touch input, but also using companion apps
on smartphones, and others. Note that some participants did not include a concrete
modality, and some also mentioned multiple interaction modalities for one device
(e.g., a display at the device as well as a companion app, P80). While voice was
most prominent, P5 explicitly mentioned that it might be challenging for food or-
ders. P53 and P80 involved an additional smart assistant as proxy for interaction.
P26 described a (limited) list of voice commands for their smart device to hang up
in a prominent shared place like the kitchen. P42 and P71 mentioned no interaction,
as the device is acting autonomously. P71 further mentioned “indirect” interaction,
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i.e. “close the doors of rooms which it [the vacuum cleaner robot] should not enter”. Inter-
action modalities being (not) available may have a strong impact on the design of
authentication.

Setup Necessary steps for the initial setup, as described by participants, included
the connection of the smart device to both, the Internet and/or other devices within
the home. While some participants would simply “plug and play”, others would
read the manual first. Regarding authentication, participants mentioned that it might
be necessary to enter credentials (P69, P80), login on the device via a second factor
(i.e., downloading a code and entering it on the device, P14) or authenticate the new
device automatically, depending on other devices within the home (P19owner, P21).

Authentication Mechanisms (C)

We asked participants to add an authentication mechanism to protect personal data
as collected or being accessed by their chosen device from illegitimate access. In
case participants mentioned multiple authentication mechanisms per device, we
considered the final mention. Table 8.1 provides a descriptive overview.

Authentication Mechanisms

Biometrics fingerprint 11
face scan 6
voice (commands, recognition) 6
other (iris, hand) 2

Token proximity of smartphone 1
Knowledge PIN 3
Other 5

Modalities at the device itself 11
via an app / the smartphone 7
at an additional device 4

Table 8.1: Authentication mechanisms participants mentioned in their stories.

Participants mainly referred to biometric mechanisms. They appreciated that such
mechanisms would be easy and convenient to use (e.g., “you just need to approach the
device and it recognizes you [via face recognition]”, P24). Other mechanisms included
two-factor authentication (by sending a code to the smartphone, P21) or encryption
of the collected data using a public/private key pair (P42). P42 would also deac-
tivate the Internet connection completely when a device is not in use rather than
employing authentication.

Many participants would use the smartphone as a proxy for authentication, or an-
other additional device such as a remote control for smart TVs (P27owner) or a voice
assistant (P69, cf. Table 8.1, Modalities). At the same time, P39owner states that “a vac-
uum cleaning robot may anyways not be that privacy relevant” and using an app (incl.
the phone’s unlock mechanism) may be enough protection.
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We found differences in when and how often participants would authenticate. Exam-
ples include once upon setup; unlocking when entering the home (e.g., “Maybe it’s only
when they enter their flat. As soon as they touch the door handle, the whole household is
unlocked as it is by then clear that it’s the legitimate owner.” , P53) or per use (e.g., prevent
children or party guests from ordering food via the smart fridge, P1).

Challenges Furthermore, some participants raised challenges with potential au-
thentication mechanisms without being explicitly asked for it. Examples include
technical limitations, such as fingerprints not working (“It [fingerprint authentication
at the smart fridge] is unpractical if the fingers are wet during cooking.”, P1), thus pre-
ferring another mechanism (face scan in the case of P1), and unwillingness to share
biometric (i.e., fingerprint) data with the device provider (P22). P39owner mentioned
face recognition would need to work with multiple faces in a shared household sce-
nario (whereas FaceID on their phone can only store one face, P39owner). Further-
more, in family-shared scenarios, voices and faces are similar by default, which may
lead to false positives. Another challenge is authentication at doors of smart homes.
Memorable passcodes may be too easy to guess for potential attackers (e.g., family
member names) and voice recognition too unstable (e.g., when user is hoarse) or
too easy to mimic (compared to, e.g., fingerprint, P27owner).

Problems & Concerns of Shared Use (D)

Although some problems were user type specific, the majority can be applied to
all. Hence, we mainly focused our analysis on overarching themes of problems and
concerns that directly or indirectly open a need for suitable authentication mecha-
nisms and are thus included in our design implications (e.g., the frequency of usage
and related issues, see Section 8.4.2, or the presence of multiple users and/or by-
standers, see Section 8.4.3).

Users & Bystanders Some problems involved only one user and the smart de-
vice. As an example, P19owner and P5 mentioned possible “response delays” that they
might find annoying. The second, more prominent problem group included by-
standers (e.g., children/visitors). Shared use was problematic, as it involved shared
data access (e.g., ‘The partner can see when lots of meat is ordered, although they decided
to be vegan together.”, P24) and changing settings (“Users with similar voices might ac-
cidentally change settings.”, P69). Similar concerns were voiced by P19owner and P22,
who said that not differentiating users over time leads to annoyance.

Several problems with children were identified: Firstly, children could “break” (P22)
something, “lock access” (P21) or “order too much [online]” (P1). However, the more
severe consequence of misuse was possible physical harm (e.g., “Kids are only a prob-
lem when the smart device is something that can hurt someone, e.g. windows that can break,
jalousies that fall on someone’s head, etc.”, P24).
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Furthermore, visitors might not like (P5) or not agree to the use of smart devices
(P5, P19owner). P19owner specifically asked whether “co-located people gave consent?”
when asked about how they would interact with smart devices and P1 asked “who
is responsible for creating trust [towards the device]?”

Responsibilities & Ownership As our story protagonists will share the smart de-
vice by default, participants mentioned issues regarding responsibilities and owner-
ship. For example, they mentioned that preferences may interfere, leading to annoy-
ance of users, but also to unclear device settings (P19owner, P22, P33, and P39owner).
Furthermore, in case of the device being able to place orders, double purchases may
occur (P80), leading to monetary loss. Especially for such cases, permissions seem to
be unclear, e.g. “Who is allowed to do what? Can Lara use Tim’s PayPal account?” (P42).
From a technology perspective, sharing devices oftentimes means managing multi-
ple user accounts. Some participants mentioned this might be limited, e.g., a smart
coffee machine may not be able to store enough profiles (P53).

Frequency Problems, as illustrated in our stories, may occur at various frequencies.
While problems from sharing the device with other inhabitants may occur daily,
problems with guests may only emerge occasionally. Another factor might be the
frequency of interaction. If interaction (e.g., based on voice commands) fails during a
frequent task (e.g., cooking), it might be more annoying than on rare tasks.

Frequency also had a subjective component. P71 perceived “changing of the Roomba
bin bag” to be a frequent problem, as it was “tedious and fault prone”. Another com-
ment describing a maintenance problem was the “management and extension of [data]
storage/space” (P14). Participants had different opinions as to how this should be
handled. P22 suggested data should “stay on the local device” until the owner de-
cides what to store “on the internet on a monthly basis”, whereas P14 suggested this
needs to be done when “the storage is full”. For a smart fridge, P23owner expected to
be informed “every time my girlfriend orders tons of vegan food”.

Attacks & Threats

Although we focused the storyline mainly around usability aspects, we found par-
ticipants specifically raising concerns regarding potential threats and attacks. As
threats are an important aspect to consider for the design of authentication mecha-
nisms, we included this additional theme.

Inside Potential “attackers” might appear inside the smart home in several ways.
Mimicry attacks [110] might occur in such a way that children could impersonate
their parents (i.e., actively try to trick a voice recognition system, P27owner). How-
ever, similarity might also lead to an unintended threat, as relatives sound similar to
each other by nature (i.e., confusing the voice recognition without intention). As a
consequence, children might get access to improper content (P5, P27owner) or place
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undesired food orders (P1). Furthermore, users might want to prevent (potentially
drunk) party guests from ordering food (P1) or changing settings of smart devices.
Finally, a feeling of surveillance (P36) or fear of dependence on technology (“life not
possible without a smart home”, P27owner) are potential threats within smart homes.

Outside Attacks might also come from outside the smart home. While this may
occur in the form of physical attacks (i.e., burglary, P71), others may also be purely
digital/cyber-based. Types of attacks participants mentioned ranged from hack-
ing (P36, P42), via (undesired) permanent video recording and transfer from unex-
pected devices (e.g., from a webcam to the smart TV, P36) to complete surveillance
(P27owner). For these types of attacks, consequences are severe, as somebody with
illegitimate access “could control my whole house” (P36). P42 further stated that “bad
guys make it public on the Internet that and how it is possible”, which may foster further
outside attacks on smart homes.

Misconceptions On one hand, we found participants describing security mea-
sures on smart devices as unnecessary, as a hoover might not be privacy invasive
(P39owner). However, we consider such data indeed protect-worthy as, for example,
recent data leakage of such vacuum cleaning robots mapping home’s floor plans
shows1. On the other hand, we found overly skeptical participants who would dis-
connect devices from the internet completely (P42, P66) or even put them in the
freezer to stop tracking (P71).

Solutions

Participants suggested various solutions when facing problems (cf. story part D) or,
more precisely, threats (cf. previous section). We grouped them into two categories
which we describe in the following.

Empowerment through the Technology In some stories, improving technology
resolved the threat or gave users more power to avoid it before it happened. P14
suggested that smart devices should automatically log users off if they have not
used them for a while. P21 described a “kids sensor” to disable access for children.
Participants had great expectations towards the device, considering its “smartness”
(e.g., “device sends alarm [when faced with a threat]”, P36). An extension of internal
storage (P14) or improved voice recognition (P69) could solve some of the problems.
Participants were expecting the smart device to automatically detect and deal with
a possible threat or problem.

1 https://www.nytimes.com/2017/07/25/technology/roomba-irobot-data-privacy.html, last
accessed June 3, 2021
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Empowerment through the User Users also provided solutions such as unplug-
ging the device (P27) and even putting it in the freezer (“In the freezer it cannot harm
anyone [...] I would not be able to get unwanted spam if it is in the freezer”, P71) to stop
privacy invasion. Having rooms that are free of smart devices and, hence, “safe”
(P23owner) was another alternative. In P23owner’s story, the male protagonist was
able to “see the girlfriend’s orders” and had the “power” to make changes to it. Having
access to data and being able to edit and delete it, seemed to be linked to a sense of
power over the device (and its users). A recurring theme was education – for oneself
but also for guests (e.g., “Getting a live demonstration of how easily something is hacked
would help me understand how to be more secure in interacting with a smart device.”, P42
and “[...] guests should be educated about what data is being stored and captured. Of course
this is a difficult conversation but if you explain it carefully and with facts, they will listen
to it [...].”, P39owner).

8.2.8 Summary

Participants mainly chose known devices for known purposes (cf., e.g., [137] for an
overview). However, we used this part of the story (A-B) to immerse participants in
the scenario and to be able to focus on authentication mechanisms that are specific
to smart home devices rather than to ubiquitous devices in general.

Independent of whether participants owned a smart home device or not, they men-
tioned authentication mechanisms and problems equally. Notably, device owners
mentioned aspects not specific to their devices. For instance, P19owner mentioned
the device they already have (smart voice assistant), but elaborated the story beyond
what is currently common for it (i.e., the users’ phone as token for authentication).
Other device owners mentioned different devices in their stories, e.g. P27owner owns
a smart TV, but illustrated a smart voice assistant and voice based authentication.

To summarize, all stories of all participants raised aspects that open a need for au-
thentication, e.g. the potential for attacks from within the smart home [93]. Exam-
ples from prior work include children who are misusing the smart home for their
gain [77] and smart lights that left shared users in the dark when the owner left the
house [78]. To respond to issues of shared use, participants mentioned the need to
create multiple profiles. This would empower them to give rights to specific groups
of users and educate them about their profile. Geeng and Roesner [78] discuss this
in the context of “relationships” between the owner and the user, implying that the
person who buys and installs it might not necessarily be the user, again opening a
need for authentication.

Finally, access control [93, 159, 209] and shared use [77] have been subject to prior
work. However, we specifically focused on users’ perspective of potential prob-
lems and threats that may occur in the smart home and, in consequence, impact
the design of suitable authentication mechanisms. In contrast to prior work, we
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also assessed these findings from a security perspective in a focus group. In par-
ticular, our findings from users’ stories informed the questions we discussed with
the focus group experts (e.g., potential threats in smart homes and authentication
mechanisms for particular devices).

8.3 Study II: Expert Focus Group

We conducted a focus group (N = 10) to assess our findings from a security experts’
perspective. We chose this method to encourage discussions among participants
with various competencies in the field of IT/usable security. Experts were recruited
among PhD students (N = 7), post-docs (N = 2), and professors (N = 1) from our
research institute on cyber defense (CODE). Participants were experts in different
subfields of IT security, including network security, software security, as well as
usable security. The purpose of the focus group was twofold: (1) we were interested
in how the views of end-users and security experts match, to validate our findings;
(2) we complemented our initial investigation with further insights that ultimately
shaped the design implications presented in Section 8.4.

8.3.1 Procedure

The session took one hour. After explaining the purpose of the focus group, we
presented insights from the story completion exercise and discussed these. Discus-
sions were complemented with a brainstorming about solutions to aspects identi-
fied in the first study. The focus group evolved around the following topics: threats,
threat recognition, awareness of data tracking, sensitivity of data collected by smart
devices, and suitable authentication mechanisms for particular devices (see Ap-
pendix D.2 for the detailed protocol).

8.3.2 Results

We now summarize the results from our focus group. We cite experts (E) with ran-
domly assigned IDs (range 1-10).

Attacks & Threats

Experts discussed potential attacks and threats emerging from smart devices.
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Physical Harm Analogous attacks may potentially be transferred to or be sup-
ported by smart devices, resulting in physical attacks on the home, or even cause
physical harm to the user. Examples included eavesdropping sensitive information
(manually or supported by, e.g., a smart speaker), burglary, lock out scenarios, fire
(via, e.g., a smart oven), or creating strobe effects by turning lights on and off at high
frequency, which might cause seizures.

Network & System Attacks A single smart device may serve as a “jumping point”
for other devices. Hackers may further attack the home via DDoS (distributed de-
nial of service) attacks or read sensitive data from network traffic (e.g., if the user
is at home). The experts further questioned how the system might react in case
of unforeseen events (e.g., guests present in the home). Devices might get “out of
control”. Adversarial attacks were mentioned in case access to the device includes
machine learning (such as face recognition).

Data Access & Privacy Further potential attacks on users and their smart homes
included privacy breaches and surveillance issues. Interestingly, experts not only
saw guests’ privacy at risk (as we discussed for our stories in study I), but also
owner’s privacy in case a visitor comes to the owner’s home with tracking tech-
nologies.

Automatic Threat Recognition

For some threats, the security experts found solutions that detected threats auto-
matically. Experts suggested that usage pattern may be used to detect a) intrusion
or b) harmful behavior of the smart system. These “survey systems” (E3) need to be
independent to the main smart device.

Increase Awareness of Data Tracking

To increase the awareness of data being tracked, experts suggested visualizations
(e.g., in augmented reality), and notifications (e.g., on the user’s smartphone or
smartwatch). A further suggestion for awareness of Alexa currently tracking was to
explicitly ask her “Do you still hear me?”. All experts agreed that it is the lawmak-
ers’ responsibility to enforce means to increase tracking awareness, such as, e.g.,
physical signs (cf. signs in areas under video surveillance according to national
data protection regulations). For smart devices, this may also mean to propose
regulations to limit the reach of tracking. For example, E2 said “if users knew that
microphones on smart devices were limited to track within 2 meters, they may not need vi-
sualizations or notifications every time they face a new smart device”. Another suggestion
was to let users “see or hear what the system tracks” (E4). E3 highlighted that it might
be of interest to distinguish devices being on vs recording. Finally, the consensus
was that the system should adapt to the user’s perception of privacy rather than the
other way round. Thus, the system should recognize users’ (dis)comfort regarding
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data tracking and sharing rather than the user hiding from certain devices or taking
extreme measures such as putting it in the freezer to have a private moment.

Authentication Mechanisms

Finally, to investigate the need for varying authentication mechanisms and to brain-
storm their conceptualization, we discussed concrete device types, namely smart
hoovers, fridges, lights and voice assistants, which are among the most mentioned
from study I. Most (N = 5) experts considered voice assistants most critical (i.e.,
highly protect-worthy), followed by lights and the fridge. Two experts emphasized
that it depends on the specific device’s capabilities rather than general device types.

Experts further suggested concrete mechanisms for smart fridges, coffee machines,
and voice assistants, considering that the authentication secret might (not) be shared
with other (adult) members of the household, children, or guests. Examples in-
cluded biometric (E5) or continuous (E10) authentication, further mechanisms such
as rights or access management (e.g., main owner ultimately approves orders via
the smart fridge), and multi-factor authentication.

8.4 Design Implications & Reflection

Based on the findings from our two studies, i.e. the users’ and security experts’ per-
spectives, we now discuss and summarize the implications for the design of usable
authentication for smart homes. Note that, while participants’ stories and experts’
suggestions evolved around concrete mechanisms for concrete devices, we base the
following implications on overarching themes that emerged from our analysis. We
hope these to be useful for researchers and practitioners when it comes to a) imple-
menting novel authentication mechanisms for smart homes and b) evaluating the
suitability of existing mechanisms for smart homes.

From a usability perspective, we suggest considering the (potentially multiple) de-
vice(s) and respective modalities, the user’s current main task, as well as the involved
user(s) (Figure 8.1 provides an overview). Moreover, users’ preferences and technical
capabilities should be considered. Further security factors are the (potentially sensi-
tive) data as well as potential attackers and threats (cf. Figure 8.2 for an overview).

8.4.1 Range & Input

Participants described various smart devices in their stories. Those come with vari-
ous built-in interaction modalities. While this opens opportunities for novel authen-
tication techniques (based on, e.g., voice), it is also limiting the feasibility of conven-
tional authentication on novel smart home devices. As an example, P42 described
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Figure 8.1: Usability considerations as derived from our story completion interviews
(parts A, B, and D) informing the design of authentication mechanisms for smart
homes.

that they would like to have the possibility to enter passwords on their hoover,
hence added a keyboard to the imaginary device within their story. P26 described
an additional touchpad, which allows for biometric authentication and adjustment
of the hoover’s settings.

This opens two main directions for the design of authentication mechanisms for
smart devices. On one hand, the feasibility of relying on the device’s modalities for
the user to employ (explicit or implicit) authentication could be further explored.
On the other hand, it might be even better to involve a second (third, fourth, ...) device
for authentication as many participants mentioned the smartphone as additional
device or proxy for the authentication. Another approach could be to not employ
device-centric, but home-centric authentication (see Section 10.1.3).

8.4.2 Timing

Participants’ stories indicated that they would authenticate at different times. Some
participants indicated that they would authenticate once upon setting up the device.
Another opportunity was to authenticate when entering home – i.e., if the legitimate
user arrives, the smart home would be unlocked.

We also found several tasks during which participants would use (and hence, poten-
tially need to authenticate with) smart devices. A common, “problematic” scenario
was cooking as hands may be occupied or dirty, hence limiting interaction possibil-
ities (e.g., P1). Authentication is always a secondary task [182]. Especially in home
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scenarios, users want to benefit from the comfort and features of smart devices and
focus on their main task rather than on security.

This opens several directions for the design of authentication mechanisms. Authen-
tication could, e.g., be employed before an actual task. P53 suggests authentication
when entering home (i.e., at the door handle). Other possibilities could include
authentication when entering certain rooms (e.g., the kitchen) or explicitly before
starting a task (e.g., cooking). Such approaches align with the way in which authen-
tication is currently implemented for smartphones or desktop computers, i.e. users
authenticate once and then get full access to all features and data.

For authentication during a task, limited interaction and cognitive resources of users
need to be considered. Continuous authentication mechanisms (E10) open a chance
to authenticate users unobtrusively and effortless, e.g, based on users’ physiologi-
cal and/or behavioral features (e.g., voice, gait) while interacting with their smart
devices. Finally, it might also be necessary to authenticate only after a task. As an
example, authentication could be employed at the end of the actual food ordering
process at a smart fridge to prevent children or party guests from ordering.

Furthermore, the frequency of using a device and related concerns appeared in par-
ticipants’ stories. Especially if a device is being used frequently, authentication over-
head should be reduced by, e.g., employing implicit mechanisms that only occasion-
ally require explicit approval by users.

8.4.3 Sharing

Smart home devices are likely to be shared between household inhabitants. As dis-
cussed within our stories, problems may arise from sharing the device. This, on
one hand, opens a need for managing authentication by multiple legitimate users,
who may have varying permissions. As an example, users might want to actively
share the authentication secret to, e.g., let guests control the music or subtenants to
control the heating. However, these types of users should have limited permissions
(e.g., only short-term changes of settings). On the other hand, certain user groups
could be restricted from access to, e.g., let children not use the smart oven with-
out supervision. Regarding the device’s setup, some participants would log in to
the smart device as a first step. At the same time, they were struggling with the
complexity of the overall setup process (P22) and wished for it to be as intuitive as
possible (P53). Thus, authentication could be made a mandatory part of the initial
setup process. However, contrary to smartphones, this process also needs to con-
sider multiple users by default while balancing the complexity of the overall setup.
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8.4.4 Authentication Factors

Among the three main authentication factors (knowledge, token, or biometric [158]),
users in our stories mainly wished for biometric mechanisms, as they found it in-
tuitive and easy to use. Among those, fingerprint scans were especially popular, as
well-known from current smartphones. However, not every device carries the ca-
pability to scan and process fingerprints or other biometric data itself. In such cases,
the smartphone could serve as a workaround and handle biometric authentication
– this however requires users to switch to an additional device. Another option is
to leverage device capabilities for a suitable authentication mechanism (e.g., using
a smart devices’ input modalities to enter a secret). Apart from biometric authenti-
cation, experts suggested continuous (i.e., implicit) mechanisms as another option.
These are effortless for users as they can run in the background and do not require
users to remember a secret at all. Illegitimate users such as visitors can be locked
out once detected.

8.4.5 Data

We found various (personal) data as being accessed by smart devices. Addition-
ally, we found misconceptions in participants’ stories regarding what data devices
have access to and how privacy-sensitive this data is. Sensitive data is also collected
where unexpected (e.g., floor plans mapped by vacuum cleaner robots). Conse-
quences of illegitimate access and data leakages can be severe (e.g., “control my
whole house”, P36 and attackers potentially changing access credentials to lock-
out the main user, E10). For the design of authentication mechanisms, we propose
to consider the sensitivity of the involved data. This may have an impact on the
acceptable effort for authentication, but also on the choice of authentication with
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regard to security. As an example, the desired security level for devices capable of
placing orders might be higher than for devices that control lights.

8.4.6 Attacks & Threats

Independent of the type of threat, users want the smart device to recognize a threat
and deal with it (e.g., “It [the smart device] logs all users and recognizes them, so it should
know when there is a threat [guest, child, unwanted user].”, P5). We assume that this ex-
pectation is grounded in two factors: Firstly, there is more space available to add
additional hardware (e.g., sensors). Compared to a smartphone that is limited by
its affordance to be handheld, a smart home device may be larger. Secondly, partici-
pants are aware that the device tracks a lot of different kinds of data. Although they
did not voice this explicitly, they mentioned various types of data that was captured
and expected it to be used to personalize and automate household activities.

An alternative approach could let an additional system track usage patterns to
double-check whether a particular smart device is being externally manipulated or
whether the user’s behavioral patterns match the ones of legitimate owners, as pre-
vious work shows that such patterns can identify users [223].

8.4.7 Reflections on Methodology

Using the story completion method, we assessed users’ choice of authentication
mechanisms that they consider usable. We argue that this is in line with authentica-
tion setup procedures on, e.g. smartphones, where the assessment of security is not
in users’ hands: users can choose from a number of secure mechanisms as suggested
by the provider.

After all, our aim was not to create a comprehensive list of design considerations,
but rather explore themes that are valuable from a user’s and a security expert’s
perspective. These could be validated and further extended by iteratively develop-
ing specific prototypes that were designed based on our considerations, and testing
those in-the-wild, i.e. in users’ homes. Note that design options still need to be
carefully chosen per case and that the same considerations may lead to the design
of various mechanisms. Future work could investigate their design, potential im-
plementations, usability and security, including authentication for specific devices
as well as for smart homes as whole. Lastly, another focus group with experts from
not only academia, but also professionals might lead to further valuable insights.
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8.5 Summary & Conclusion

In this chapter, we explore design considerations for usable authentication mecha-
nisms for future smart homes. Interviews with non-expert end users (N = 20) using
the story completion method provided insights on choices for devices and motiva-
tional factors, potential authentication mechanisms as well as problems with vari-
ous stakeholders. We complemented our findings by a focus group with security
experts (N = 10). Ultimately, we derived implications for the design of authentica-
tion mechanisms, which we hope to be useful for researchers and practitioners. In
particular, the available modalities of devices, their access to data and functional-
ity, as well as multiple users and their roles essentially impact the design of smart
home authentication that is usable as well as secure. In both studies, we focused on
authentication for (co-)inhabitants within the smart home. In the following, we will
shed light on authentication for guests.

-

Authentication needs to consider device features and user roles.

The key contributions in this chapter are:

· Method: First, we conducted semi-structured interviews with end-
users using the story completion method. By providing participants
the beginning of a story, we fostered them to think beyond state-of-the-
art and consider a future scenario in a (shared) smart home. Second,
we conducted a focus group with security experts from academia to
complement our initial findings.

· Empirical Insights: We derive and discuss considerations for the de-
sign of usable smart home authentication from the perspective of end-
users’ and security experts.

The findings of this chapter can help to design novel authentication mecha-
nisms for smart home scenarios, but also to evaluate the feasibility of existing
mechanisms. Moreover, our results can also inform the design of mecha-
nisms for other multi-user scenarios such as, e.g., authentication for shared
virtual reality setups.
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9
Exploring Usable Authentication for Smart

Home Visitors

@
This chapter is based on the following publication:
Sarah Prange, Sarah Delgado Rodriguez, Timo Döding, and Florian Alt. “Where
did you first meet the owner?” – Exploring Usable Authentication for Smart Home
Visitors. In CHI Conference on Human Factors in Computing Systems Extended Abstracts
(CHI ’22 Extended Abstracts). https://doi.org/10.1145/3491101.3519777

The previous chapter (Chapter 8) explored design considerations for usable authen-
tication in the smart home. However, with these, we targeted those who are the
main users: device owners and (co-)inhabitants. They usually have direct access to
related device interfaces and accounts with associated services.

However, device owners might want to provide access to certain devices and fea-
tures to their visitors [7,135,138,226]. For instance, primary users might allow others
to employ short-term changes to, e.g., temperature, but keep exclusive rights for au-
tomation rules (e.g., regulating temperature overnight).

https://doi.org/10.1145/3491101.3519777
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Figure 9.1: In this chapter, we explore design challenges for usable authentication for
visitor scenarios in smart homes. In particular, visitors can have varying relations and
visit at varying frequencies; the smart home environment may provide various func-
tionalities and comprise the presence of bystanders; and authentication can be designed
in various ways with regard to timing and responsibility for authenticating, and the
concrete mechanism (authentication factor and modality).

Another example are features that require a (paid) user account such as, e.g., stream-
ing music. To allow visitors to use these features, either on the owners’ or even their
own accounts, they need to authenticate. At the same time, they might not have ac-
cess to the device’s configuration interfaces and should not interfere with the device
owners’ access rights and configurations.

In this work, we explore challenges for the design of usable authentication for smart
home visitors, evolving around the visitors themselves, the smart home environ-
ment, and opportunities for authentication (cf. Figure 9.1). Moreover, we present
one concrete idea as an example, that is the use of security questions to authenti-
cate smart home visitors. Questions could cover, e.g., the relationship to the owner,
and could be employed as voice interface via, e.g., a smart speaker to be accessible
for visitors. We assessed the perception of both, smart home owners and visitors,
towards this approach in an exploratory interview study. We used a Wizard-of-Oz
voice interface to simulate the authentication procedure. We found that participants
in both roles appreciated the idea and found the mechanism easy to use. However,
they also raised a potential for attacks towards the mechanism and our sample ques-
tions. We suggest mitigating these by employing personalized or dynamic security
questions for visitor authentication. Based on our exploration, we discuss possible
directions for future work.

¥
In this chapter, we

1. consolidate design considerations for visitor authentication based on
related work,

2. present and evaluate (N = 10) one concrete initial idea, that is the use
of security questions to authenticate smart home visitors,

3. discuss our initial findings and directions for future research.
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9.1 Research Approach

The design of usable authentication mechanisms poses a challenge in multi-user,
multi-device smart home contexts (see previous Chapter 8). While visitors have
been recognized as potential attackers [135, 162], it is unclear if and how legitimate
visitors should authenticate to access features that device owners permitted to them.
In this chapter, we consider authentication for smart home visitors. In particular, we
make use of security questions, which usually serve as a fallback mechanism for pri-
mary users to reclaim access to their own accounts. In our scenario, we take this
approach to a conversation between smart home owner, visitor, and authentication
mechanism (employed, e.g., on a voice assistant). By answering a number of ques-
tions that cover, e.g., aspects of their relationship, visitors can authenticate to access
device features as permitted by the owner.

9.1.1 Security Questions

Security questions are a popular means for fallback authentication [16, 23, 51, 106,
171]. Typically, questions are fixed (by the provider), open (freely chosen by users),
or a mix of both [105] and often come into play once users loose access to their
primary credentials. However, questions are often chosen poorly [171], hence, can
easily be forgotten or guessed [184], and many chosen questions have low entropy
answers [106]. Moreover, users often provide fake answers to mitigate guessing,
which in turn compromises memorability and security as it decreases the distribu-
tion of answers [23]. One approach to mitigate this is to base security questions
on personal (potentially changing) information. These dynamic security questions are
easy for users, while being harder to guess for attackers [16,86]. Questions can, e.g.,
be based on personal internet activities [16], on personal daily memory captured
through users’ smartphones [51], or on device usage behavior (e.g., app usage or
calls) [86]. However, questions need to address a trade-off between usability and
security [86] as the most secure questions come with the worst memorability [23].
Questions based on shared knowledge among friends can increase usability while
being hard to guess for strangers [207]. Lastly, asking multiple questions can in-
crease security [106] and accuracy [86].

9.1.2 Research Questions
This chapter targets the following research question:

®

RQAU2: How can usable authentication for smart home visitors be de-
signed?
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To address this question, we first explore challenges for the design of authentication
for smart home visitors based on related work (Section 9.2). Moreover, we present
and investigate one initial idea, which is the use of security questions for visitor
authentication (Section 9.3). We conclude the chapter with opportunities for future
research on (dynamic) security questions in the smart home context (Section 9.4).

9.2 Design Challenges

Based on related work, we derive and discuss challenges for the design of authenti-
cation for visitors in smart homes. Figure 9.1 provides an overview.

9.2.1 Visitor Types

Visitors in smart home scenarios can be characterized by the following attributes:

Relation to Owner

The relation between visitors and device owners is crucial when it comes to privacy
decisions in smart home environments [138]. Similarly, this aspect also comes into
play when owners decide which features should be accessible for visitors [93]. The
relation might range from very close visitors (e.g., family members who live in differ-
ent households) to strangers (e.g., subtenants or maintenance workers), and fluently
cover any type of relation in between.

Visit Frequency

To assess authentication overhead, the usage frequency of a smart home device
needs to be considered (cf. Chapter 8). Similarly, the frequency in which a visi-
tor is present in the respective smart home is an interesting aspect. This may range
from one time visits to very frequent visits every other day.

9.2.2 Environment & Setting

Other interesting aspects are the devices’ functionalities, as well as the presence of
one or both, owner and visitor.

Access to Functionality

Smart devices’ functionalities can be grouped in different categories [103], which
can serve as a basis to define access permissions [93,229]. Moreover, visitors should
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generally have limited access to devices and only be able to access functionalities
while they are physically present in the home [93, 135, 229]. We suggest that, de-
pending on owners’ preferences and specific capabilities, visitors should (not) be
able to authenticate for using the respective feature:

Basic For basic features, authentication is not necessary. This particularly holds true
for functionalities that can be acquired through physical switches [93, 103, 229] and
by anybody in physical vicinity of the respective controls such as, e.g., turning on
lights or opening jalousies.

Restricted For other features, owners might want to make them available for vis-
itors, but authentication is necessary. For instance, visitors might be allowed to play
music on the owners’ smart speaker, but would need to authenticate (potentially
with their own streaming account) first.

Forbidden Lastly, some functionality might not be accessible for visitors and,
hence, authentication is not possible for visitors. Examples include, but are not limited
to, changing automation rules or security settings in the home network [93, 103].

Presence

The scenarios might differ in terms of who is currently present in the smart home.
First and foremost, both, owner and visitor, could be present when it comes to us-
ing the owners’ device features (e.g., visiting a friend and watching a movie on the
smart TV). However, it might also be that owners only are present, in case they pro-
vide remote access to certain visitors (e.g., friends who can access files on a shared
file system in the home network). Moreover, it could be the case that visitors only are
present (e.g., tourists in a rental apartment who aim to use smart devices in place),
which potentially means to (temporarily) restrict owners’ access to protect visitors’
privacy [135]. Lastly, the presence of bystanders, e.g. visitors who are not the ones
currently authenticating, is an interesting aspect [162]. For instance, they might ob-
serve or eavesdrop the authentication procedure which puts a risk on both, owner
and visitor.

9.2.3 Authentication Mode

The authentication mechanism itself could be implemented in various ways. We
discuss some considerations in the following.
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Timing

In the previous chapter (Chapter 8), we suggest that smart home authentication
could be employed before, during, or after a main task or device use. In line
with this suggestion, visitors could authenticate before they actually use any fea-
ture within the smart home (e.g., directly upon arrival), during their visit (e.g., upon
first use of any device or at a specified time), or after their visit (e.g., in case visitors
placed an order or changed crucial settings, to verify if these should persist and on
which account).

Responsibility

Another interesting question is who is responsible to trigger the actual authenti-
cation procedure. For instance, the visitor could actively request a specific device
functionality or feature and, hence, authentication would be initiated. Another op-
tion would be that the owner asks visitors to authenticate. Lastly, the smart home
could initiate the authentication procedure automatically, e.g. at specific times (based
on, e.g., a calendar entry indicating guests in the home) or when recognizing non-
inhabitants being present (based on, e.g., new personal devices such as smartphones
being in range of the smart home network).

Factor

Authentication can be based on one (or a combination) of three main factors: knowl-
edge, token, or biometrics [158]. A biometric mechanism, while being convenient
and effortless, would require visitors to share biometric data with the device owner
and/or potentially unknown devices and providers, which might be undesirable
(cf. results in previous Chapter 8). Looking at token based authentication, the ques-
tion arises as to who would be responsible to provide and carry these tokens (i.e.,
owners or visitors themselves), and when these would be handed out (e.g., upon
first visit). Knowledge-based mechanisms, as being highly familiar to users and still
widely applied, could be easily implemented for visitors as well. For instance, they
could set a personal password or PIN for their visit.

Modality

Lastly, it should be considered that visitors might not have access to devices’ con-
figuration and/or authentication interfaces, especially if these are available in com-
panion applications only. As a result, visitors who need to authenticate in a foreign
smart home should be able to do so via, e.g., the device itself or their personal devices.
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9 Exploring Usable Authentication for Smart Home Visitors

9.3 Security Questions for Visitor Authentication

In the following, we present and discuss one concrete idea to authenticate (also)
visitors in smart homes: using security questions. Such a mechanism would put
a number of questions to both, owner and visitor. In our setting, owners would
then accept or deny the visitor’s answer rather than the system verifying answers
automatically. Questions should be designed in such a way that they are easy to re-
member for users, but hard to guess for attackers [86]. For instance, questions could
cover aspects of the relationship between owner and visitor (e.g., “Where did you
first meet?”). To make the mechanism accessible for visitors, it could be employed as
voice interface (e.g., on a smart speaker) and, hence, be included in a conversation
between the two.

9.3.1 Exploration Study

To assess users’ general opinion towards this idea in a smart home context, we con-
ducted interviews with pairs of owners and visitors using a Wizard-of-Oz voice
interface for the questions.

Apparatus

Wizard-of-Oz Interface To support our interviews, we built an interface with ba-
sic text-to-speech features, to simulate interaction with a voice interface for partic-
ipants. Using the Web Speech API1, the experimenter could generate voice output
for the security questions and responses by manually reacting to participants’ an-
swers. Participants only heard the audio output while not seeing or directly inter-
acting with the actual (click) interface.

Visitor Access Sample Functionalities

basic
no authentication necessary

turning smart lights on/off
opening/closing smart jalousies
setting a temperature on the smart heating

restricted
visitor authentication necessary

streaming music on the smart speaker
streaming a movie on the smart TV
personalized coffee (smart coffee machine)

forbidden
visitor authentication not possible

obtaining admin rights
accessing the history of voice commands
setting routines (e.g., shutters up when sun rises)

Table 9.1: Sample Smart Home Functionalities: We chose a set of functionalities with
basic, restricted (using their own accounts), and forbidden visitor access.

1 https://developer.mozilla.org/en-US/docs/Web/API/Web_Speech_API/Using_the_Web_

Speech_API, last accessed January 4, 2022
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Functionalities & Questions We chose various sample functionalities to cover ba-
sic (e.g., lights on), restricted (e.g., play music via own streaming account), and forbid-
den (e.g., configuring routines) visitor access (cf. Section 9.2.2 and Table 9.1). More-
over, we choose a set of 9 security questions in three different categories (3 each, see
Table 9.2 for sample questions): easy (covering basic facts about the relationship),
medium (more in depth questions with rarely changing answers), and hard (about
ongoing activities with answers potentially changing frequently).

Question Category Sample Security Questions

easy
When did the both of you first meet?
In which city did the both of you meet the first time?
Which hobby do you have in common?

medium
What binds you two together?
How many smart home devices do you own together?
What was your first activity together?

hard
Where did you meet last time?
Which restaurant have you visited most together?
What was the furthest place you have been to together?

Table 9.2: Sample Security Questions: We chose a set of easy, medium, and hard ques-
tions. Questions address the visitor while referring to the owner of the smart home.

Study Design

We conducted a within-subjects study with two independent variables, FUNCTION-
ALITY (cf. Table 9.1) and QUESTION (cf. Table 9.2). We recruited pairs of visitor
and owner. All participant pairs went through all sample FUNCTIONALITIES. We
counterbalanced the order of visitors access (basic, restricted, and forbidden) and
conducted three rounds per pair to cover all functionalities. For each functionality
requiring authentication (restricted), participants had to go through three security
QUESTIONS: one easy, medium, and hard in counterbalanced order. As such, every
participant pair answered and assessed every security QUESTION.

Procedure

After participants agreed to take part in the study, they were sent a consent form, in-
formation on the general procedure, instructions on the authentication mechanism,
and a link for the Zoom meeting.

We started the actual session with assigning participant pairs to one owner and one
visitor role. We then guided them through three rounds (to cover all functionalities
and questions in counterbalanced order). After every round, participants filled in
Likert scales on the perceived security and usability of the current security questions
(5-point scale, 5: strongly agree):
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• It was fine for me to say the answer out loud.
• It was fine for me that the system knows and collects my answer.
• It was easy for me to answer the question.
• Someone who knows the visitor can answer the question correctly.
• Someone who knows the owner can answer the question correctly.
• Someone who knows both can answer the question correctly.
• A stranger can answer the question correctly.

We complemented the session with separate interviews with both participants
(using Zoom’s “Breakout Rooms”2) and questionnaires (including demographics,
affinity for technology, and general privacy concerns) filled in separately. We gave
both participants the option for questions and further feedback.

Recruitment & Participants

We recruited a total of 24 participants (12 pairs) through university mailing lists
and social media. Pairs of participants were required to know each other well while
not living in the same household, as this is a common relation in smart home con-
texts [43]. At least one of the pair should own at least one smart home device (to
take the role of the owner in our study). A session took around 60 minutes, and they
received online shopping vouchers at 10AC or study credits per person.

Participants were 18 to 35 years old (M = 23, SD = 4.01). 12 of them identified as fe-
male, others as male. Most of them were students (N = 21), 2 were full-time employ-
ees, and 1 was an apprentice. Participants were generally aware of privacy concerns
as assessed through the 10-item IUIPC questionnaire [134]: they rated their wish for
Control (M = 6.01, SD = 1.24), Awareness of data practices (M = 6.56, SD = 0.90),
and Collection of personal data vs benefits (M = 5.51, SD = 1.51). Moreover, their
affinity for technology was rather high following the ATI scale [71] (ranging from 1
to 6, overall: M = 4.37, SD = 1.27; owners: M = 4.62, SD = 1.11; visitors: M = =4.13,
SD = 1.36)3. Most participants already owned smart devices, mainly smart TVs (7
visitors, 9 owners), smart speakers (2 visitors, 6 owners) and smart lights (2 visitors,
4 owners). They also had experience with sharing their device with co-inhabitants
(N = 6) and visitors (N = 4). However, they did not employ authentication for visi-
tors and/or shared their own accounts.

9.3.2 Results

We conducted 12 sessions with a total of 108 security questions (9 per session). The
vast majority (N = 101) of questions was answered correctly, according to owners’

2 https://support.zoom.us/hc/en-us/articles/206476093, last accessed January 4, 2022
3 see Section 1.3.2 for details on standard scales
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approval. Also, both, visitors and owners, were generally positive towards our idea.
The usability of our concept was assessed as good according to the system usability
scale [18,29] (overall: M = 77.40, SD = 12.92; owners: M = 73.54, SD = 9.65; visitors:
M = 81.25, SD = 14.52)3.

strongly disagree disagree neither agree nor disagree agree strongly agree

(a) Easy (b) Medium (c) Hard

Figure 9.2: Study Results: Summary of participants’ assessment of the security ques-
tions per category (5-point Likert scales, 5=strongly agree). Note that every participant
(N = 24) assessed three security questions per category, hence the total number of re-
sponses is 72. Plots for the single questions can be found in Appendix E.

Perception of Mechanism and Questions

We assessed participants’ opinion of our chosen security questions on 5-point Likert
scales (5: strongly agree, see Figure 9.2 and Table 9.3 for an overview). In particu-
lar, it was acceptable for participants to say the answers loud (overall Mdn = 5 for
all question categories) and that the system would collect the necessary data and
process the answers (overall Mdn = 4 for easy and medium, Mdn = 3 for hard).
Furthermore, it was perceived easy to answer the questions (overall Mdn = 5 for
easy, Mdn = 4 for medium and hard). Regarding the authentication procedure, par-
ticipants found it efficient and perceived low effort (5 visitors, 6 owners): “I really like
it, because it prevents strangers from accessing personal data” (P1, visitor). Four owners
highlighted the categorization of functionalities as useful: “I found it very thoughtful:
(...) as soon as data is involved, authentication is required (...)” (P8, owner).

Privacy & Security Concerns

In terms of potential attacks, participants agreed that known individuals (either to
the owner, the visitor, or both) could answer the questions correctly (see Figure 9.2
and Table 9.3). However, they rather disagreed that strangers could provide cor-
rect answers (Mdn = 1 for all question categories). Nevertheless, participants men-
tioned a potential for attacks (3 visitors, 2 owners) by, e.g. overhearing the answer
or finding it on social media. Few participants found the questions too personal and
felt uncomfortable sharing the answers (3 visitors, 4 owners): “I do not like the sys-
tem to know where I was” (P6, visitor). One owner mentioned that an attacker could
simply confirm every answer and provide access to illegitimate visitors.
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easy medium hard
Md (V) SD (V) Md (O) SD (O) Md (V) SD (V) Md (O) SD (O) Md (V) SD (V) Md (O) SD (O)

Saying out loud
acceptable

5 1.43 5 0.35 5 1.26 5 0.62 4 1.31 5 0.53

Data processing
acceptable

3 1.47 5 1.48 4 1.49 4 1.38 3 1.47 4 1.57

Easy to answer 5 1.13 5 1.48 4 1.46 5 1.49 3 1.49 5 1.29
Attacker (knows visitor)
can answer correctly

2 1.39 4 1.26 2 1.55 3 1.47 2 1.38 3 1.37

Attacker (knows owner)
can answer correctly

2 1.35 4 1.26 2 1.55 3 1.51 2 1.39 3 1.36

Attacker (knows both)
can answer correctly

4 0.87 5 0.85 4 1.14 4 1.16 3 1.06 4 1.07

Attacker (stranger) can
answer correctly

1 0.86 1 0.92 1 0.76 1 0.93 1 0.68 1 0.66

Table 9.3: Study Results: Assessment of easy, medium and hard security questions on
5-point Likert items (5=strongly agree). In particular, we report the median (Md) and
standard deviation (SD) for participants in the visitor (V) and owner (O) group.

Adoption & Improvement

Many participants would adapt the mechanism in the future (6 visitors, 5 own-
ers). Six participants in the visitor role stated they would also use it if they were
the owner of the smart home, and nine owners would use it as visitor. Some par-
ticipants raised suggestions for improvement. For instance, some suggested that
the security questions should be customizable (2 visitors, 7 owners) or more rela-
tionship specific (1 visitor, 3 owners) to be more resistant against attackers. Two
visitors suggested not requiring owner’s approval, but instead verifying answers
with stored data or using a preset PIN instead of questions. Two owners suggested
adapting to context by, e.g., not reading the questions out loud in case of bystanders
being present.

9.4 Future Work: (Dynamic) Security Questions

To explore our idea, we chose a set of fixed questions that we believed to cover easy,
medium and hard questions. Prior work suggested the use of dynamic security ques-
tions based on (changing) personal data (e.g. “Who did you call last week?”) [86].
Some of our security questions also have the potential to change over time (e.g.,
“Where did you meet last time?”), making it harder for attackers. Participants as-
sessed these “hard” questions as easy to answer as static/simpler questions, mak-
ing them promising candidates for such an authentication mechanism. At the same
time, privacy needs to be considered when designing such questions. As such, the
question content should not reveal too much personal information [86]. Authenti-
cating visitors should not invade their, the owners’, or bystanders’ privacy. More-
over, retrieving personal information is becoming increasingly easy (e.g., through
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social media), potentially supporting attackers in gaining answers to security ques-
tions [171]. The main challenge that remains is to design questions that are easy
to answer, hard for attackers, and keep the privacy of both, owner and visitor [86].
Future work should look into how security questions can be designed to be rela-
tively easy for both, visitor and owner, while keeping their privacy towards each other and
be resistant against attacks.

9.5 Summary & Conclusion

In this chapter, we explored design considerations for usable authentication for vis-
itors in smart homes, including various types of visitors, device functionalities, and
authentication modes. We present and discuss one concrete sample idea, which is
the use of security questions to authenticate visitors. Questions covering the rela-
tionship to the owner were well accepted by participants in our exploratory study.
We discuss further opportunities around using (dynamic) security questions for vis-
itor authentication.

-

Visitor authentication is particularly challenging.

The key contributions in this chapter are:

· Concept: Based on related work, we explored the challenges that arise
for the design of usable authentication for smart home visitors. We also
present one concrete sample idea, that is the use of security questions
based on shared knowledge.

· Artifacts: We implemented a click-prototype using text-to-speech fea-
tures, to simulate a conversation between inhabitant, guest, and a
smart voice assistant.

· Method: We conducted an online study where the mock voice inter-
face was controlled by the experimenter, while participant pairs were
remote (separately).

· Empirical Insights: Both, inhabitants and guests, appreciated the idea
and found our mechanism easy to use. However, they raised a poten-
tial for attacks.

With the findings of this chapter, we hope to spark future work around de-
signing usable authentication for smart home visitors.
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PART V – IMPLICATIONS & CONCLUSION

· Chapter 10 discusses the broader implications of the results of this thesis, in-
cluding the interconnection of the suggested measures, the interplay of smart
home inhabitants and guests, and a broader reflection on research methods in
the context of smart homes.

· Chapter 11 concludes with a summary of contributions, an outlook to future
work and final remarks.
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10
Reflection & Broader Implications for Usable

Privacy and Security in Smart Homes
In this thesis, we argue for three necessary steps to mitigate threats within smart
homes: 1) increasing awareness, 2) enabling control, and 3) employing usable au-
thentication mechanisms.

However, these steps are a) not always distinct (e.g., a control mechanism also in-
creases awareness by its pure existence), and b) need to be actively employed to be
effective. Moreover, with the number of devices increasing, and devices becoming
more and more sophisticated while not increasing privacy and security standards,
novel attacks may arise. In the following, we discuss the interconnection of the
suggested mitigation steps and implications for the design of privacy and security
mechanisms in the context of smart homes (Section 10.1). Moreover, we will look
at the interplay between smart home inhabitants and guests in more detail (Sec-
tion 10.2). Lastly, we will reflect on research methods in the sensitive context of
privacy and security in smart homes (Section 10.3).



10.1 Designing Privacy & Security Mechanisms for
Smart Homes

In the following, we summarize and discuss broader implications for the design of
privacy and security mechanisms for the sensitive smart home context.

10.1.1 From Awareness to Understanding

Our results in Chapter 4 show that even a rather high level of sophistication in
users’ mental models is not sufficient to correctly assess data collection and storage
in smart home ecosystems. However, this understanding would be particularly
relevant for privacy and security. More generally, this indicates that awareness is
not enough: even if users are generally aware of devices being connected to each
other, their understanding of further implications on privacy and security is limited.
In our study, this mental model was particularly prominent among visitors of smart
homes, indicating that they do not have sufficient knowledge about privacy and
security implications. While mental models must be sound enough for users to be
able and enjoy to interact with a technology [119], this apparently does not mean
that they fully understand all implications on privacy and security.

Hence, we suggest making users aware by means of, e.g., visualizations (cf. PriV-
iew, Chapter 5). However, making users aware might not be enough, and it might
be necessary to verify that users understand the implications for their personal pri-
vacy and security, especially in contexts they encounter as frequently as their home.
Kurze et al. show that reflection on smart home data can foster inhabitants’ aware-
ness and understanding [120]. Moreover, awareness mechanisms such as device
locators could also serve learning about devices [194]. PriView could integrate ed-
ucational features and, e.g., inform users about concrete implications or even ask
questions to verify users’ understanding of the visualization. Nudges that guide
users to configure their devices securely (cf. Chapter 6) could likewise comprise
such educational questions and potentially adapt future content to users’ newly
gained knowledge.

After all, awareness is an essential first step, and additionally fostering understand-
ing can be a powerful means to urge users to act upon privacy and security within
their homes. In other contexts that users encounter less frequently, a simple indica-
tion to increase awareness on data collection being in place might still be sufficient,
enabling users to, e.g., avoid the area if possible.
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Increasing Awareness. In this thesis, we show that awareness of pri-
vacy and security implications in the context of smart homes is cur-
rently limited (Section 4.2), but is an essential first step to threat mit-
igation. Awareness can be increased, e.g., through AR-based visual-
izations (cf. PriView, Chapter 5). The desired amount of information
being transmitted through such mechanisms depends on the context.
Information needs to be rich enough to increase privacy and security
awareness, but simple enough to avoid cognitive and visual overload
(e.g., in crowded places).

10.1.2 Empowerment & Motivation

All the mechanisms presented in this thesis more or less rely on being actively em-
ployed by users to ensure privacy and security. At the same time, acting upon
security and privacy is usually considered a secondary task, interrupting users on
the way to their main goal. As a consequence, users must not only be aware but
also be motivated to use the respective mechanisms when necessary [182].

Motivation & Risk Perception The more severe a threat appears to users and the
more specific they perceive the risk, the higher their motivation to take action tends
to be [80, 175, 182]. As such, targeting users’ risk perception can potentially serve
as a means to urge users to take action. This can potentially be reached by creating
general awareness for privacy and security as discussed in Section 10.1.1. However,
we also specifically targeted this by providing users with details on severe risks,
as well as steps to mitigate these during a simulated smart home setup procedure
(Chapter 6). We found that participants who received these details employed signif-
icantly more secure configurations as compared to participants who only received
basic instructions. This highlights the need to provide information that is of suffi-
cient detail to make users aware of specific privacy and security risks, to ultimately
increase their motivation to take action.

Protection Motivation. We found that targeting users’ protection mo-
tivation can foster acting upon privacy and security. We, thus, argue
that it is necessary to target users’ protection motivation and/or risk
perception to make sure privacy and security mechanisms are effec-
tively employed by them.

Opportune Moments Another means to drive users to actively take action is mak-
ing use of opportune moments, i.e. identifying ideal points in time to prompt users
with privacy- and security-related tasks or decisions. Ideally, users are then willing
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and have the time to react and care immediately. Such prompts should consider if
users can be interrupted (based on, e.g., current cognitive state and mood), and if
they want to be interrupted depending on the necessity to make a decision [45]. In
the context of smart homes, reacting to an immediate threat such as, e.g., bystanders
being present when a smart speaker asks for sensitive information, calls for imme-
diate action to avoid private information being revealed to third parties. Less severe
issues such as, e.g., updating automation rules to match a new working schedule,
can potentially be postponed and only interrupt users at a later point in time. One
option could be to prompt users when being idle within their home (by means of,
e.g., low activity data acquired by their devices), supposing they then have time to
take care of their home’s privacy and security.

Opportune Moments. To make sure privacy and security mecha-
nisms are being used, they could prompt users in opportune mo-
ments depending on, e.g., their current context or emotional state.

10.1.3 When, Where and Why to (not) Authenticate

We also argue for usable authentication within the home, as a powerful means to
mitigate threats and protect smart home systems in daily device use. As smart
homes cover a wide range of functionalities and provide access to personal data
and associated services, authentication within this ecosystem is not only complex
but also likely to create a huge overhead. Currently, single services (e.g., a video
streaming platform used on a smart TV) require users to create accounts and log in
with their credentials to access paid content. However, a smart TV might also have
access to various streaming providers, each of which requires users to authenticate.
Further devices, such as smart fridges that are able to place orders at various gro-
cery stores, or smart hubs that collect sensitive data from within the home, (should)
likewise require authentication.

In contrast, basic functionality such as, e.g., turning on lights or opening jalousies,
is less critical as compared to, e.g., permanent changes to light and jalousie automa-
tion routines. To avoid authentication overload, such “simple” functionality should
be available without requiring to authenticate, while other, more sensitive function-
ality definitely should call for authentication. This particularly holds true for guests,
who should not even be able to access sensitive functionality [43, 93, 115, 229] such
as, e.g., permanently changing critical configurations [103]. Guests should, how-
ever, authenticate for functionality they are allowed to use, but at the same time
be able to use basic functionalities as normal (cf. Section 9.2.2). However, the line
between these different functionalities is thin, especially when they are accessible
through the same interface. This makes it challenging to draw a proper distinction.
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It could, thus, be interesting to move from a device- or service-focused authentica-
tion approach to a more home-focused approach. For instance, users could be authen-
ticated when entering their home, as suggested by participants in Section 8.2. This
could be integrated with opening the door, which in itself forms a traditional way of
token-based authentication with a physical key. Other possible mechanisms include
gait or palm vein recognition at the door handle [143]. This would also most likely
match users’ current expectations. However, while locking the physical door to the
home serves as a physical barrier, it does not protect access to users’ digital smart
home valuables such as personal data. A more specific approach could be to employ
authentication at a particular room that users consider sensitive (e.g., the bedroom),
to avoid illegitimate access to devices or services within this specific space. Another
opportunity is to require authentication when a specific device setup or set of func-
tionalities is used, e.g. a home movie kit, to unlock all available streaming services
as well as associated configurations of light and sound systems.

A more extreme approach to avoid any overhead could be to not require any form
of conventional authentication, but instead assume that whoever has physical ac-
cess to smart devices and/or their controls, is allowed to use it [229]. While this is
apparent for basic functionality such as turning on lights, it becomes more critical
for devices that are, e.g., able to place orders at the owner’s expense. Also, this
approach reaches its limits as illegitimate users gain physical access. This could
include, e.g., children or former room-mates who should not be able to execute sen-
sitive or monetary actions.

Smart Home Authentication. The design of usable authentication in
the context of smart homes is challenging due to the heterogeneity
of devices and functionality, and the complex role and permission
system. Authentication mechanisms, thus, should follow a home- or
functionality-focused approach.

10.1.4 Active vs Passive Mechanisms

Mechanisms for privacy protection in smart homes can be classified by their de-
gree of proactivity (low, medium, high), with users preferring mechanisms that are
simple and proactive, but still offer them control [102]. This thesis presents both,
mechanisms that are passive and such that have the potential to be more active in
supporting users to protect their privacy and security.

PriView (cf. Chapter 5), as being employed on personal devices (e.g., smartphones
or glasses, cf. Section 5.3.2), creates awareness of specific risks (i.e., areas of data
collection) using augmented reality. It is thus rather passive. However, it could also
actively send notifications in case an area of data collection is entered. Users would
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then have the opportunity to actively react by, e.g., avoiding the area completely or
turning off devices if possible. Furthermore, as AR is a useful tool during privacy
decisions [20], such an awareness mechanism could also be integrated directly with
means for control [112, 205]. For instance, PriView could provide an integrated con-
trol interface (cf., e.g., PARA [20]) or be combined with other, independent control
mechanisms such as the PriKey.

Nudges, as suggested in Chapter 6, are in itself rather passive, but aim at targeting
users’ actions. As timing is crucial for nudges to be effective, they could be em-
ployed in a proactive manner and, e.g., prompt users when detecting new devices
to help set them up, or prompt users regularly to secure their existing setup by us-
ing respective settings and updates (cf. Section 6.5.3). For the PriKey, we explicitly
called participants to use the available settings in our study scenarios (Section 7.4).
However, in real-life scenarios, providing the tangible in itself might create aware-
ness, but does not actively call for action (it is, thus, passive). To remind users of
employing their desired settings, PriKey could behave more active and, e.g., vibrate
or emit sounds in case new sensors are detected that users might want to deactivate.
It could also remind users when entering privacy critical contexts [44], or at fixed
adjustable timings [66, 147] (cf. Section 7.6.2).

Another opportunity to support users in protecting their smart homes could be to
employ fully active mechanisms. In particular, privacy and security settings could
be adjusted based on users’ preferences or desired standards, automatically and/or
autonomously. However, this creates a trade-off between privacy awareness and con-
trol with potential overload on one hand, and a loss of control, but also decreased
awareness on the other hand [44]. Many users prefer a certain degree of control
as compared to a fear of increasing device autonomy, while others rather accept
automation to avoid cognitive overload [44], which would support the design of
passive mechanisms. Privacy and security mechanisms should at least allow users
to configure their desired level of automation, and how active the mechanism is al-
lowed to behave. Mechanisms that help configure smart home setups could learn
from users’ preferences and consequently act autonomously for, e.g., new devices
being added to the setup. Other characteristics that could serve as input for such ac-
tive mechanisms could be users’ default protection motivation [175] (i.e., the lower
users’ default motivation, the more could be taken over by the mechanism and vice
versa) or users’ privacy persona [56] (i.e., the mechanism would actively apply set-
tings according to users’ profile).

As for authentication, explicit mechanisms would actively prompt users to authen-
ticate in cases they try to access a smart device or service. This makes authentica-
tion different from mechanisms that target awareness, which can be employed less
frequently, and control, which can be set to opportune moments. As such, an in-
teresting opportunity is to embed authentication implicitly (i.e., passively) in users’
current tasks. For instance, interaction and behavioral patterns within the home
could potentially serve as input for authentication [117, 167].
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Active vs Passive Mechanisms. In this thesis, we show that passive
mechanisms supported users in protecting their privacy and secu-
rity. However, in our study scenarios, we actively called for their use.
Depending on the current context, mechanisms could also actively
react to protect users’ privacy and security in the context of smart
homes (e.g., in critical cases, mechanisms could alert users or react
immediately, while staying passive otherwise). Thinking further, a
mechanism could stay aware, assess and understand the situation,
and make (passive) suggestions or react actively.

10.1.5 Further Considerations

With designing privacy and security mechanisms for the smart home context, care
needs to be taken to not introduce new threats with the mechanisms being em-
ployed. In particular, an awareness mechanism that highlights devices employed
by others would need to also provide information about their own devices to others,
again putting the privacy of all involved parties at risk. As such, individuals should
be made aware of not only privacy intrusions by others, but also about personal in-
formation being revealed to others with a chance to opt out or at least anonymize
this data reveal. As for control, it should not be possible for individuals to employ
less secure and less privacy-preserving settings than the device owner. Usable au-
thentication mechanisms should be designed to suit the device and purpose, and
avoid users employing workarounds such as, e.g., noting down passwords.

Threat Mitigation. Privacy and security mechanisms should not in-
troduce new threats to the sensitive smart home context.

Lastly, employing such mechanisms should maintain the primary device function-
ality, while ideally avoiding side effects on privacy [43]. For many devices, it would
still be possible to fulfill their primary purpose if the “smartness” was turned off
(temporarily) for privacy and security reasons. For instance, a smart fridge would
still be able to keep groceries fresh without monitoring its content or communi-
cating with a grocery store. However, other devices, such as, e.g., a smart voice
assistant, become unusable once the main sensor (here: microphone) is deactivated.
The mechanisms presented in this thesis act differently regarding the devices. While
PriView can be employed independently without affecting functionality, the PriKey
deliberately affects built-in sensors to avoid sensitive data being collected. More-
over, the PriKey in itself needs sensors to identify devices in the users’ vicinity. Au-
thentication mechanisms do not necessarily affect the device functionality per se,
but might still interfere with the intended user experience.
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Device Functionality. Privacy and security mechanisms should pre-
serve the primary device functionalities as far as possible.

10.2 Residents vs Guests of Smart Homes

In this thesis, we focused on two target groups: inhabitants, as those who live in a
smart home and have the power to purchase, configure, and primarily use devices;
and guests, who might be temporarily present within the home, and are, hence, ac-
tively or passively, affected by smart devices and built-in sensors. In the following,
we will discuss the variety of relations, the potential for conflicts, and responsibility.

10.2.1 Visitor Relations & Access

Visitors in smart homes might have diverse relations with the owner and, as a con-
sequence, a variety of permissions [43,78,93,135,226,229]. In Chapter 9, we recruited
user pairs who knew each other well (while not living together). Hence, it would be
likely that they, in a visitor-owner-scenario, would provide access to device features
to each other. However, relations within and from outside smart homes are more
complex in real-life, posing a challenge to the design of access control [93]. For
instance, smart home owners could invite close family members to their place, or
new acquaintances. Consequently, they might (not) want to provide access to their
guests. Moreover, relations between individuals are fluid and might change over
time (cf. [78] and Section 9.2.1). For instance, someone who is foreign to the envi-
ronment on their first visit might become familiar during following, frequent visits.
With increasing trust, owners might be more willing to give access to their guests.
In contrast, access should be revoked for visitors who are not welcome anymore
(e.g., ex-partners).

In any case, providing full access to (trusted) others is not ideal. For instance, visi-
tors playing music via a streaming service would break the owner’s music history
and suggestions, and reveal (uncommon) music preferences to each other [78]. Ac-
cess to critical configurations (e.g., security settings or automation routines) should
exclusively be kept to the main device user. Both could be handled by authenti-
cating visitors within the smart home, enabling them to use streaming services on
their own accounts, while preventing them from accessing critical functionality. An
interesting question for future research is how to handle visitors of various types (cf.
Section 9.2.1) with various access permissions (cf. Section 9.2.2)? How should permis-
sions adapt to the fluent transition between a foreign and known visitor?
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10.2.2 Authentication for Visitors

As illustrated in Chapter 8, authentication for certain smart home features should
be enabled for some, but not all users possibly in reach of a smart device or service.
Another interesting dimension is the duration of the visit, accompanied by device
usage. Short visits, during which devices are not used, might not require guests
to authenticate, but they should be made aware that they are potentially affected
by data collection. Longer visits with frequent device use, however, might require
guests to authenticate more frequently.

Another question is the design of the actual authentication procedure. The security
questions we suggest in Section 9.3 addressed common experiences of owner and
visitor. However, such content might not exist (yet) for first-time visits or rental
apartment scenarios. A biometric mechanism, while being convenient and effort-
less, would require guests to share personal biometric data with a home that is not
theirs, which might be undesirable as well (see Section 8.2.7). Another possible way
to authenticate visitors is token-based authentication. However, the question then
is who would be responsible to provide the token (similar to Section 7.6).

Interesting questions for future research include the ideal modality for authenticating
guests, as well as how frequently should guests authenticate?

10.2.3 Tensions & Conflicts

While this thesis focuses on visitors’ privacy and security being at risk in (unfamil-
iar) smart homes, this does not capture the whole picture: It might also be the case
that owners are at risk if guests bring unknown sensing technology in the form
of, e.g., smartphones or wearables, to their private environment. Guests, how-
ever, might not even be aware they are currently entering a “smart” home, let alone
the concrete devices, their precise position, and built-in sensors. While awareness
mechanisms such as PriView could address this, it is critical to sacrifice the device
owners’ privacy to meet bystanders’ privacy needs [205], by providing them with
information on devices. Participants in Chapter 5 and Chapter 7 mentioned mis-
trust and discomfort that could arise as soon as they become aware of devices.
They tended to dislike being recorded by devices they did not install themselves.
If visitors are comfortable interacting with the owners’ devices, each other’s pri-
vacy and security need to be protected. To achieve this, devices could provide vis-
itor modes [229]. For instance, visitors could interact with a smart voice assistant
to play music, but without recording their commands, nor accessing the owner’s
music history [78].

Also, when employing privacy and security mechanisms, there is a risk of creating
(additional) mistrust between owners and visitors as an undesired side effect. For
instance, while owners might require visitors to authenticate to protect against third
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parties, visitors might interpret this as an offense towards them and their relation-
ship. Moreover, if privacy and security preferences differ, tensions can arise if both,
owners and visitors, employ control over settings. While in this thesis we argue
that privacy and security mechanisms should be made available to both, owners
and visitors, it should be transparently disclosed which devices are present, and
what measures could be taken to find a compromise between both of their preferences.

Lastly, conflicts can also arise beyond privacy and security, for instance, if visitors do
not know how to achieve basic functionality such as turning on lights [43], or if they
would break device owners’ routines if they use, e.g., regular light switches [115].

10.2.4 Responsibility

All mechanisms presented in this thesis raise questions w.r.t. responsibility.

Who should (not) be aware? Generally, anybody who is in range of data collection
by smart home sensors should be made aware of this and potential implications on
privacy and security. However, it is unclear who should be responsible to ensure
this. In multi-user households, there is usually a “smart home driver” who takes
the initiative to install devices, and, as a consequence, has access to functionalities
of as well as information on devices [78]. As such, it would be most straightforward
to have the device owner – as the one who purchased and installed it – inform-
ing others, which is also the case for, e.g., public surveillance systems where the
owner is obliged to transparently inform passengers about the tracking. However,
co-inhabitants as well as guests would then need to rely on this person to hand out
the respective information, without any (current) legal framework. Related work
highlighted that users learn from external sources about devices and threats, rather
than from the device owner (in this case: the landlord) [35]. Another option are in-
dicators at devices themselves, but these are only limited effective (cf. Section 3.1.2).
Instead, a mechanism such as PriView could be available to anyone on their personal
devices, to shift the responsibility of gathering information to anyone’s self. While
this would still require PriView to be able to scan the environment as well as to col-
lect and share information on devices, it ensures that this information is available
to those being affected by the devices. This, however, neglects that there might be
other stakeholders who should not at all be made aware of smart devices being in
place. For instance, a mechanism that shows the location of every security in the
home should not be in the hand of burglars, as this would compromise the secu-
rity of the house [226]. Awareness should thus be increased among trusted parties,
while not handing out information to untrusted parties.

Who should (not) have control? While this thesis argues that anybody within the
context of smart homes should have control over privacy and security, ubiquitous
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means for control also put responsibility into question. For instance, when visiting
a smart environment, the question is who should be responsible to hand out the
control to guests. Also here, the most straightforward solution would be to see the
device owner responsible to provide control interfaces to guests. However, to really
keep them in control over their privacy and security, it might be the better choice to
actually provide anyone with, e.g., a PriKey, to be able to use it whenever necessary.
In contrast, with providing novel means for control, care needs to be taken as to
who gets hold of these. For instance, while control should be enabled for anyone
whose privacy and security are affected, passengers should probably not be able to
turn off smart devices that have been placed for security purposes. In these cases,
a compromise could be to anonymize collected data, to keep critical security and
privacy systems in place and functional.

Who should initiate authentication? As for authentication, it is most likely the
system prompting anyone trying to access sensitive functionality with the need for
authentication. However, owners might want to reduce authentication overload
and, thus, choose to stay logged in or otherwise remove authentication for non-
critical features (e.g., playing music on a prepaid subscription). Guests, however,
should still need to authenticate, even for these features.

The interesting question is who should then be responsible to initiate the authenti-
cation procedure. Should it be the owner actively requesting it from guests? This,
however, could generate mistrust. At the same time, guests themselves might like-
wise be hesitant to do so to avoid social awkwardness. Authentication could, thus,
still be initiated by the smart home system, supposing it could detect relevant in-
stances, such as, e.g., guests being present and aiming at using devices.

10.3 Reflections on Methodology

Within this thesis, the sensitive context of users’ homes is at focus. Ideally, we would
collect data within users’ actual homes. This, however, is challenging as a) homes
are users’ most private and secure place, and collection of (additional) sensitive data
might be undesirable, and b) smart home technology has not reached the majority
of households yet, particularly in Germany where all research forming this thesis
was conducted. Moreover, we conducted evaluations with early-stage prototypes,
which were not ready for in-the-wild deployments (yet). As such, this thesis applied
various methods to assess users’ perceptions and evaluate early prototypes, and to
collect rich and meaningful data also beyond users’ homes. We reflect on these
criteria and details in the following. Table 10.1 provides an overview.
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10.3.1 Overview: Smart Home Privacy & Security Studies

Several opportunities were used in this thesis and prior research to investigate
privacy- and security-related aspects in the smart home context. In particular, users’
perceptions and opinions can be acquired by asking them directly through inter-
views. In this thesis, we supported interviews by means of a drawing exercise or a
story completion task (cf. Section 10.3.2). For evaluating prototypes, studies can be
conducted using simulations in the lab or by means of hybrid settings (e.g., with an
online prototype and participants being at home, cf. Section 10.3.3). Lastly, studies
can be conducted in users’ very own home environments (cf. Section 10.3.4).

These studies differ in terms of the quality and location of the prototype, the loca-
tions of participants and researchers, related intrusiveness and effort, and the number of
scenarios that can be covered during the study. Table 10.1 provides an overview of
how the studies presented in this thesis match these criteria and includes samples
from related work for at-home studies.

Participants For conducting the studies, participants can be invited to the lab, or
stay at home for an online or at-home study.

Researcher The researcher can either be with participants in the lab, be remote (in
the case of hybrid setups), or actually enter participants’ homes.

Prototype To be employed in users’ homes, prototypes needs to be highly developed
and fully functional. An alternative is to employ early stage, low fidelity prototypes in
the lab or online.

Intrusiveness The closer the research comes to users’ actual homes, the more pri-
vacy intrusive it probably is. For instance, an interview that is not conducted in users’
private environment is less intrusive than a study with data being collected in their
actual homes.

Effort The effort of conducting a study is in line with the study setup and stage
of the prototype. For instance, lab studies without any prototype or online studies
with low-fidelity prototypes might be less effort. Lab studies with prototypes might
be more time-consuming, while at-home studies with fully-functional prototypes
are of high effort.

Scenario(s) At-home studies can cover one scenario, i.e. users within their actual
living environment (potentially with co-inhabitants/family members). With studies
conducted online and/or using simulations, we can cover multiple scenarios in one
study, e.g., living in and visiting a smart home (cf. Section 4.2) or visits of familiar
and unfamiliar smart environments (cf. Section 5.4).
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Asking Users Simulation Studies Hybrid Studies At-Home Studies

participant lab lab | remote at home at home
researcher lab lab | remote remote remote, access to home
prototype – early-stage (lab|online) low-fidelity (online) high-fidelity (home)
intrusiveness low low medium high
effort low medium medium high
scenario(s) multiple multiple multiple one

Examples Mental Models (4.2),
Story Completion (8.2),
Expert Focus Group (8.3)

lab: PriView Exploration
(5.4), remote: Setup
Simulation (6.3)

PriKey Exploration (7.4),
Security Questions (9.3)

e.g., [35, 78, 120, 187]

Table 10.1: Research Methods: In this thesis and prior work, several methods were
applied that can be categorized as asking users, simulation, hybrid, or at-home studies.

10.3.2 Asking Users: Assessing Perceptions & Opinions

For the mental model drawings in Section 4.2, and the story completion interviews
in Chapter 8, we used stimuli to immerse participants in the scenario: a living in or
visiting a smart home scenario prior to the drawing exercise (Section 4.2); and the
beginning of a story around a couple in a (future) smart home for the interviews
(Section 8.2). As such, we were able to collect users’ opinions as direct as possible,
while keeping potential privacy intrusions to a minimum (as users’ actual homes
were not involved). Within this thesis, we also conducted a focus group with secu-
rity experts from academia (Section 8.3). However, we did not immerse them in a
concrete scenario but rather introduced them to the general topic of smart devices,
homes, and the need for authentication for the same.

Asking Users. Assessing users’ perceptions directly is a common
means in HCI research, though often too hypothetically or suffering
from recall issues [122]. In this thesis, we used descriptive scenarios
as a powerful means to foster users’ imagination and immersion,
and ensure rich and valid results.

10.3.3 Evaluating Prototypes

Simulation Studies (Away from home) For investigating PriView (Section 5.4), we
simulated several scenarios (including visits of known and foreign smart homes)
using virtual reality. As such, participants were with the prototype physically in
the lab rather than in their homes. However, we immersed participants in the (VR-
based) scenarios as best as possible while experiencing our prototype. Hence, we
did not need to enter any of the scenarios (e.g., visiting a friend) in the real world,
protecting the privacy of all stakeholders. Yet, this allowed us to investigate and
compare multiple scenarios in one session with comparably low effort. To investi-
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gate the effect of nudges (Section 6.3), we simulated a smart home setup procedure
in a web application that users could access from their homes or anywhere else.
Again, this allowed us to investigate a specific scenario with comparably low effort
and high flexibility (reaching a large number of participants via the web).

Simulation Studies. Using simulations (VR- or web-based) allowed
us to explore and compare specific, controlled scenarios in depth us-
ing early-stage prototypes.

Hybrid Studies (Partly at home) For some of the studies presented in this thesis,
participants were in their home, while the prototype and/or researcher was remote.
In particular, we investigated the PriKey as follows (Section 7.4): we sent a physi-
cal prototype to users’ homes, while the researcher, as well as an additional part of
the prototype, were remote. This allowed us to, on one hand, explore participants’
opinions while being in their environment. On the other hand, we could remotely
simulate the effects of the tangible in users’ hands with relatively low effort. Also,
with no personal contact to participants and their home environment, we protected
their privacy, security, and safety (during the Covid-19 pandemic). During our trial
of security questions for visitor authentication (Section 9.3), both, owners and visi-
tors, were in their respective homes, while the researcher and prototype simulation
were remote. Similarly, this allowed us to explore our concept with a low-fidelity
prototype controlled by the experimenter, while participants could stay private and
secure and their own environment.

Hybrid Studies. By means of hybrid studies, we could investigate
low-fidelity prototypes in depth, while leaving participants in their
own trusted environment.

10.3.4 Excursus: Longitudinal At-Home studies

While not conducted within this thesis, the other, ideal end of the spectrum would
be studies fully conducted within users’ actual homes. Examples from related re-
search within the home include technology probes [120, 187], a longitudinal diary
study with devices being set up exclusively for this period [35], and experience
sampling with native smart home inhabitants [78]. However, these types of stud-
ies come with high effort for both, researchers and participants, along with high
privacy intrusions (as data collection would actually enter participants’ homes).
Moreover, it would require fully-functional prototypes for long-term, in-the-wild
deployments. In contrast, research in this thesis focused on investigating early-stage
prototypes (such as, e.g., the PriKey), specific scenarios, and users’ general opinions
and perceptions.
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11
Conclusion and Outlook

This chapter concludes the thesis with a summary of the contributions presented
(Section 11.1), open challenges and directions for future research (Section 11.2), and
closing remarks (Section 11.3).

11.1 Summary of Contributions

This thesis contributes to three overarching research questions, targeting users’
awareness, empowering control, and usable authentication in the context of smart
homes. We summarize the respective contributions in the following.

®
RQAW: How can users’ privacy and security awareness be increased?

In Chapter 4, we investigated privacy mental models of smart home inhabitants and
visitors. We found that both groups, albeit having a sound mental model of smart



home technology, lack awareness of implications regarding their personal data be-
ing collected by devices.

With PriView (Chapter 5), we contribute the concept of privacy visualizations to
RQAW. We implemented two prototypes, on a handheld, mobile device and on a
handsfree, head-mounted display. In various sample scenarios, including visits of
foreign and known smart homes, PriView successfully increased users’ awareness
of potential privacy intrusions, enabling them to avoid these, if necessary.

®
RQCO: How can users be empowered to execute privacy and security control?

To empower inhabitants as well as visitors to execute control over their privacy and
security (RQCO), this thesis suggests two means. Firstly, including nudges in device
setup procedures led device owners to employ more secure and privacy-preserving
settings (Chapter 6), which ultimately protects their smart home systems. Secondly,
the PriKey concept and prototype (Chapter 7) empowered (co-)inhabitants as well as
visitors (in both, known and foreign smart homes) to take control over their privacy
by allowing them to deactivate sensors in their vicinity.

®
RQAU: How can authentication be designed to be usable as well as secure?

In this thesis, we shed light on designing usable authentication (RQAU) from dif-
ferent angels. Firstly, we focused on (co-)inhabitants and derived design consid-
erations from interviews with end-users and a focus group with security experts
(Chapter 8). Secondly, we focused on visitors and opportunities for them to authen-
ticate. We explored the design challenges that arise from various visitor types, and
tested one concrete idea: security questions based on shared knowledge (Chapter 9).

11.2 Open Challenges & Future Research Directions

This thesis paves the way to reclaim the notion of a secure and privacy-preserving
home, with a particular focus on (co-)inhabitants and guests. However, further stake-
holders frame the scenarios of future smart homes, opening new challenges to the
design of privacy and security mechanisms that are inclusive and usable. Moreover,
further privacy and security mechanisms are an interesting direction for future re-
search. Lastly, the findings of this thesis can serve research in other application areas
beyond the home. We discuss these in the following.
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11.2.1 Further Stakeholders

This thesis particularly targets primary device users (inhabitants) and guests. How-
ever, looking at the complex scenario of multi-user households and smart devices,
many other stakeholders, from within and outside the actual home, come into play.

(Passive) Co-Inhabitants

Contrary to visitors, co-inhabitants do permanently live in the same environment
as the smart device(s). Hence, they are affected by the devices – and respective data
recording and/or functionality – while not actively using them. As such, awareness,
control, and potentially authentication need to be enabled for them as well.

Awareness PriView, as an awareness mechanism, is open for co-inhabitants to use.
However, given their permanent stay within the environment, a frequent use of
such mechanisms can easily become annoying and burdensome. Instead, an aware-
ness mechanism for this target group could be more active and notify co-inhabitants
on change, e.g., on their personal devices.

Control Similarly, a control mechanism such as PriKey is available to co-
inhabitants, but frequent use is not feasible within the own environment. As such,
a control mechanism for co-inhabitants could act more like a personal assistant (cf.
PPA, Section 3.2.1) and, e.g., adapt settings of new devices in their home environ-
ment proactively.

Authentication As for authentication, care needs to be taken as to which function-
ality should be opened to whom (cf. Section 10.1.3). Future research should look
into how to design authentication mechanisms that are accessible to co-inhabitants,
especially if they cannot or do not want to actively interact with devices, might not
have access to companion interfaces, but still need access to functionality if neces-
sary (e.g., adjusting critical settings of the smart home system while the primary
user is away).

Landlords & Property Owners

Landlords are another interesting target group as they are not living in the home,
but still have the power to install devices [78]. As such, it is not (only) their own
privacy and security that might be affected, but that of their tenants.

There might be cases in which smart devices fulfill an urgent need (e.g., monitoring
humidity after a water leakage) and are, thus, necessarily set up by the landlord or
property management, potentially even without inhabitants’ consent. Other smart
devices, such as, e.g., smart electricity meters, can even be set up by other instances
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to serve organizational as well as environmental purposes. However, devices in-
stalled by these parties completely take away the tenants’ control and awareness,
especially if they are not actively informed about the installation. The devices’ pur-
poses, as well as access to associated data, need to be considered. For instance,
tenants might accept their landlord accessing energy and water consumption, but
not the video feed of a camera placed indoors. Future research should look into how
this can be ensured (or, if necessary: enforced), and how conflicts between landlords
and tenants can be mitigated.

Awareness As the privacy of both, owners and inhabitants of smart home prop-
erties, can be affected, awareness should be insured in both directions. Inhabitants
should be informed in cases other parties install and have access to devices in the
property they (permanently or temporarily) live in. Vice versa, landlords might
want to be informed in case inhabitants install devices that are in any way intrusive
towards their property or person such as, e.g., surveillance devices or devices that
are firmly attached to walls or furniture.

Control Likewise, the ability to control can raise conflicts between property own-
ers and inhabitants. For instance, prior work suggested disabling remote access to
devices for Airbnb hosts in case guests are currently living in their property [135].
In line with these findings, landlords should not be able to access personal data of
their inhabitants, nor to change critical settings of the smart home system. At the
same time, inhabitants should not have the power to turn off devices that have been
placed for maintenance, security, and sustainability of the property such as, e.g.,
smart electricity meters or humidity measures. Instead, they could be enabled to,
e.g., anonymize or filter collected data according to their privacy preferences.

Authentication Authentication could help to limit access to certain functionality,
while at the same time protecting the smart home system from threats. For instance,
personal data about inhabitants (e.g., indoor camera feeds) should not be accessible
to landlords. However, data that is critical for maintenance of the property could be
made accessible to them upon authentication.

Manufacturers & Developers

Manufacturers typically focus on device features rather than privacy and secu-
rity [12, 232]. Prior research also showed that developers rarely prioritizes on se-
curity, unless actively prompted to do so [150, 151], indicating a need to also sup-
port developers in privacy and security matters [68, 69, 82]. At the same time, the
consequences of developers not ensuring privacy and security are way more broad
and unpredictable as compared to a single user employing workarounds (such as,
e.g., writing down a password). While we argue to provide end-users with means
to protect their privacy and security, it is still an open question if devices could not
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implement privacy and security features by default. This includes, but is not limited
to, being transparent about data collection and processing policies, as well as pro-
viding means to actively consent or otherwise opt out. Future research should look
into how to create awareness and understanding among providers and developers
of smart home devices and services, and make them implement suitable privacy
and security mechanisms, to ultimately empower and protect end-users.

Awareness Device providers tend to focus on functionality and features, while
privacy and security are of lower priority [33, 34, 232]. Hence, their awareness of
privacy and security implications needs to be increased, to shift their focus towards
considering privacy and security at an early development stage.

Control End-users should be enabled to take control over privacy and security
settings. As such, manufacturers should provide suitable interfaces that are acces-
sible, easy to use, and enable meaningful control. Moreover, providing secure and
privacy-preserving defaults from the manufacturers’ side can help protect smart
home systems and consumers’ privacy.

Authentication Manufacturers should be encouraged to consider the design of
suitable mechanisms for the device(s) and purpose at early development stages,
rather than post-hoc transferring legacy mechanisms and conventional metaphors
(e.g., password entry via unsuitable input modalities).

11.2.2 Further Privacy & Security Mechanisms

Further mechanisms might become necessary to effectively protect users’ homes
against attacks and threats. These include, but are not limited to, defining access for
various roles, and (automatically) detecting potential intrusions.

Access Control

Given the dynamic and complex role system within smart home scenarios (cf. Sec-
tions 10.2 and 11.2.1), defining permissions for individuals is challenging. Security
experts of our focus group (Section 8.3) suggested approval of sensitive actions by
the device owner (e.g, approving food orders on a smart fridge). As a consequence,
other stakeholders such as visitors could, e.g., put items in the shopping basket,
but not trigger a financial transaction. This thesis also questioned responsibility,
and who should be allowed to access which device(s) and functionality in a smart
home. In particular, owners should have full control over their smart home system,
while other individuals such as guests should only access certain functionality, and
potentially only upon authentication (cf. Section 9.2.2).
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Interesting questions for future work include investigating the permissions that can
and should be associated with the various roles, considering that roles might also
change over time (e.g., children growing up, room-mates moving out). Moreover,
it will be interesting to look into how these could be employed (or: enforced), es-
pecially when it comes to accessing personal data, services associated with devices,
and critical device functionalities.

Intrusion Detection

Rather than (or in addition to) forming a “barrier” for legitimate users, the (auto-
matic) detection of attackers can help to further protect users’ homes. For instance,
a smart home that is, by its sensors, aware of anyone who is currently present, could
detect strangers within its own environment. Attackers who try to access the smart
home from outside via the network could likewise be detected by the system. As
a consequence, the smart home could temporarily shut down sensitive functional-
ity, and inform its owner (especially when they are currently remote) and/or other
trusted parties. Future work should look into how intrusion detection can be real-
ized for smart homes, and what the consequences of a detected intrusion are.

11.2.3 Further Application Areas

As technology advances at a rapidly accelerating pace, not only within users’
homes, privacy and security becomes relevant in almost all aspects of their daily
lives. This includes, but is not limited to, their cars and workplaces, but also semi-
public to public spaces like restaurants, train stations, shops, museums or the streets
they are walking on their daily way to work. With an increasing number of users
working from home during the pandemic [198], work and home environments even
blend, opening new challenges for privacy and security. For instance, users are
in their home environment that might or might not be protected, while accessing
data and systems of their employer. At the same time, it is usually the employers’
responsibility to support secure and privacy-preserving behavior among their em-
ployees, and enable secure routines [181]. This, however, becomes more challenging
with employees being in their personal environments that is beyond the control of a
company’s security infrastructure. Novel online technologies, from social networks
to Metaverse, are other examples in which privacy and security are at risk.

While the mechanisms presented in this thesis specifically target – foreign and
known, lived-in and visited – smart homes, the general mitigation strategies can
be applied in other scenarios as well. For instance, PriView can create awareness
beyond the home to, e.g., detect surveillance cameras in foreign train stations. This
enables users to again take control and, e.g. avoid areas being covered by cameras
completely (cf. Section 5.2.2). The PriKey could also be carried in many scenarios to
communicate users’ preferences to devices in their vicinity or to websites to adjust
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11 Conclusion and Outlook

privacy and security settings online. Novel authentication mechanisms for ubiqui-
tous devices will also increasingly become necessary. The considerations presented
in this thesis can serve future research in this direction.

11.3 Closing Remarks

This thesis aims at reclaiming the notion of the home being a place that can be con-
sidered secure as well as private. While home devices become more and more so-
phisticated with valuable functionalities and features, privacy and security are usu-
ally not at their focus. As such, these devices make our homes vulnerable to attacks
and threats. We investigated how these threats can be mitigated and argued for
three essential means: increasing users’ awareness, enabling them to take control
over privacy and security, and employing usable authentication in daily use. How-
ever, these are only first steps towards fully secure and privacy-preserving smart
environments, within and beyond the home. Data collection is increasingly ubiq-
uitous and affects an increasing number of stakeholders. This calls for continuous
research around usable privacy and security mechanisms, in various contexts, and
for the variety of target groups.
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A
Understanding Privacy Mental Models of

Smart Home Inhabitants & Visitors

A.1 Devices for Drawing Exercise

Table A.1 shows the categories and respective devices that we provided for the
drawing exercise. Each participant was asked to choose (at least) one of each cate-
gory to ensure that they consider a whole smart home ecosystem. The participants
were allowed to add further entities if they wished so. The table also shows how
many participants of each target group (residents, visitors) in our study choose the
respective device to explain their understanding of the data flow in a smart home
ecosystem.

Residents Visitors Sum

En
te

rt
ai

nm
en

t

C
om

m
un

ic
at

io
n smartphone 8 7 15

smart assistant 5 3 8
smart hub 1 0 1
smart speaker 0 0 0
smart TV 1 5 6

En
er

gy

M
an

ag
em

en
t smart lights 8 7 15

smart heating 4 3 7
smart plugs 3 4 7
smart water meter 0 1 1
smart electricity meter 0 0 0

Se
cu

ri
ty

Sa
fe

ty

smart smoke detector 5 5 10
smart surveillance 4 3 7
smart doorbell 2 4 6
smart lock 2 3 5
smart window sensor 2 0 2

H
ea

lth

smart watch 8 12 20
smart brush 4 1 5
smart matress 0 2 2
smart blood pressure 1 0 1
smart sleep sensor 2 0 2

H
om

e

A
ut

om
at

io
n smart vacuum 6 2 8

smart jalousie 3 4 7
smart fridge 3 4 7
smart thermostat 3 3 6
smart coffee machine 0 2 2

Table A.1: Overview of Devices: Participants chose one device per category for their
mental model drawing.



A.2 Mental Models of the Smart Home Ecosystem

Target Employment Living IUIPC Scales
ID Group Status Situation Mental Model ATI Control Awareness Collection

PU1 Resident student with partner advanced understanding 5.78 6.33 6.33 4.25
PU2 Resident student family basic understanding 3.67 4.66 3.33 5.50
PU3 Resident student with partner advanced understanding 3.56 6.33 5.33 4.00
PU4 Resident student family basic understanding 4.00 6.66 6.33 5.75
PU5 Resident student family advanced understanding 3.44 6.66 6.33 5.5
PU6 Resident other in a flat share advanced understanding 4.56 6.00 7.00 3.50
PU7 Resident student in a flat share high-level understanding 5.11 5.66 6.00 4.75
PU8 Resident self-

employed
alone basic understanding 2.00 6.66 6.66 6.00

PU9 Resident self-
employed

alone basic understanding 2.89 5.66 6.33 5.75

PU10 Resident student family high-level understanding 5.00 6.66 6.66 5.50
PU11 Resident self-

employed
with partner high-level understanding 4.67 6.33 7.00 5.50

PU12 Resident employed,
self-
employed

with partner high-level understanding 4.67 6.66 5.66 4.75

PU13 Resident student in a flat share schematic simplification 2.56 6.66 7.00 7.00
PU14 Resident employed alone advanced understanding 4.33 6.66 7.00 6.75
PU15 Resident self-

employed
family schematic simplification 4.67 4.66 6.00 6.75

PB1 Visitor employed
full time

with partner advanced understanding 4.78 6.00 5.66 5.25

PB2 Visitor employed
full time

alone advanced understanding 4.11 6.00 7.00 6.25

PB3 Visitor student with partner advanced understanding 4.67 5.33 4.66 4.25
PB4 Visitor student with partner schematic simplification 2.78 6.33 6.33 6.00
PB5 Visitor student in a flat share advanced understanding 3.56 6.00 3.66 4.50
PB6 Visitor student with partner basic understanding 4.56 5.00 4.66 2.50
PB7 Visitor student family advanced understanding 5.56 7.00 6.33 6.50
PB8 Visitor student family schematic simplification 4.33 5.00 6.00 5.75
PB9 Visitor student family basic understanding 5.00 7.00 7.00 6.25
PB10 Visitor employed

full time
with partner high-level understanding 4.22 7.00 7.00 6.75

PB11 Visitor student alone schematic simplification 4.33 7.00 7.00 6.25
PB12 Visitor student family schematic simplification 3.67 4.00 6.00 3.50
PB13 Visitor student family schematic simplification 4.56 5.33 6.66 4.00
PB14 Visitor other alone basic understanding 4.11 7.00 5.00 6.50
PB15 Visitor student in a flat share advanced understanding 4.67 6.00 7.00 5.75

Table A.2: Distribution of mental models about the smart home ecosystem, ATI scale
and IUIPC scales among participants of both target groups, including their employ-
ment status and living situation.
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A.3 IUIPC

Detailed values for all 10 IUIPC items [134] and all participants of both target
groups, residents and visitors.

Residents Visitors
Mean SD Mean SD

C
on

tr
ol Consumer online privacy is the consumers’ right to exercise control and

autonomy over decisions about how their information is collected, used,
and shared.

6.33 0.72 6.00 1.20

Consumer control of personal information lies at the heart of consumer pri-
vacy.

6.33 0.62 5.93 1.16

I believe that online privacy is invaded when control is lost or unwillingly
reduced as a result of a marketing transaction.

5.8 1.32 6.06 1.10

A
w

ar
en

es
s Companies seeking information online should disclose the way the data are

collected, processed, and used.
6.07 1.28 6.13 1.19

A good consumer online privacy policy should have a clear and conspicu-
ous disclosure.

6.46 1.06 6.13 1.06

It is very important to me that I am aware and knowledgeable about how
my personal information will be used.

6.07 1.16 5.73 1.53

C
ol

le
ct

io
n It usually bothers me when online companies ask me for personal informa-

tion.
4.87 1.4 5.40 1.40

When online companies ask me for personal information, I sometimes think
twice before providing it.

5.8 1.08 5.33 1.45

It bothers me to give personal information to so many online companies. 5.47 1.19 5.60 1.45
I’m concerned that online companies are collecting too much personal in-
formation about me.

5.53 1.55 5.00 1.60

Table A.3: Participants’ IUIPC ratings (10-item version [134]), for residents and visitors.
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A.4 Coding Tree

The bullet points represent the categories of our coding tree. The frequency in the
two target groups is given in brackets (NV : visitors, NR: residents). Data collection
and receiving codes follow the structure <IoT device>-<data>.

• Perceived Control Entities

• Central component mentioned (NV : 9; NR: 11)
• Central component not mentioned (NV : 4; NR: 4)
• Central component (if mentioned, multiple codes per participant possible):

• Server (NV : 4; NR: 4)
• Cloud (NV : 2; NR: 1)
• Smartphone (NV : 2; NR: 5)
• Smart Watch (NV : 1; NR: 0)
• Tablet (NV : 1; NR: 1)
• Generic / unspecified control device (NV : 2; NR: 2)
• Router (NV : 1; NR: 3)
• User (NV : 0; NR: 2)
• local network (NV : 0; NR: 1)
• smart assistant (NV : 0; NR: 1)

• Perceived Data Collection

• No interaction with the device
• camera-video (NV : 1; NR: 0)
• camera-audio (NV : 1; NR: 0)
• smartphone-data (NV : 3; NR: 1)
• smartphone-video (NV : 1; NR: 1)
• smartphone-audio (NV : 1; NR: 1)
• smartphone-location (NV : 0; NR: 1)
• smartwatch-audio (NV : 2; NR: 0)
• smartwatch-data (NV : 0; NR: 4)
• blood pressure sensor-blood pressure (NV : 0; NR: 1)
• mattress-usage (NV : 0; NR: 1)
• lights-usage (NV : 0; NR: 2)
• doorlock-usage (NV : 0; NR: 1)
• tv-audio (NV : 2; NR: 0)
• fridge-audio (NV : 2; NR: 1)
• fridge-temperature (NV : 0; NR: 1)
• jalousie-data (NV : 0; NR: 1)
• window-data (NV : 0; NR: 1)
• smart assistant-audio (NV : 2; NR: 3)
• thermostat-body temperature (NV : 1; NR: 0)
• thermostat-temperature (NV : 1; NR: 3)
• surveillance system-video (NV : 2; NR: 3)
• smoke detector-status (NV : 0; NR: 2)
• vacuum cleaner-data (NV : 0; NR: 2)
• plug-usage (NV : 0; NR: 1)

• By interaction with the device
• mattress-data (NV : 2; NR: 0)
• fridge-video (NV : 2; NR: 1)
• fridge-order (NV : 0; NR: 1)
• doorlock-data (NV : 2; NR: 1)
• doorbell-video (NV : 3; NR: 1)
• tv-data (NV : 5; NR: 0)
• smart assistant-audio (NV : 3; NR: 3)
• smartphone-data (NV : 0; NR: 3)
• smartwatch-data (NV : 5; NR: 1)
• vacuum cleaner (NV : 1; NR: 0)
• light-usage (NV : 3; NR: 0)
• plug-data (NV : 1; NR: 0)
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• brush-usage (NV : 0; NR: 2)
• Via interaction with other devices

• light-motion (NV : 1; NR: 0)
• smart meter-energy consumption (NV : 1; NR: 0)

• Perceived Data Receiving

• No interaction with the device
• camera-video (NV : 1; NR: 0)
• camera-audio (NV : 1; NR: 0)
• smartphone-video (NV : 2; NR: 0)
• smartphone-audio (NV : 2; NR: 1)
• smartphone-messages (NV : 0; NR: 1)
• smartwatch-audio (NV : 1; NR: 0)
• smartwatch-messages (NV : 0; NR: 1)
• smartwatch-data (NV : 0; NR: 1)
• fridge-data (NV : 0; NR: 1)
• heater-body temperature (NV : 1; NR: 0)
• heater-temperature (NV : 0; NR: 1)
• smart assistant-audio (NV : 2; NR: 0)
• surveillance system-video (NV : 3; NR: 1)
• thermostat-body temperature (NV : 1; NR: 0)
• vacuum cleaner-data (NV : 0; NR: 3)

• By interaction with the device
• vacuum cleaner-data (NV : 1; NR: 1)
• smartphone-data (NV : 0; NR: 1)
• smartwatch-audio (NV : 6; NR: 0)
• smartwatch-location (NV : 0; NR: 1)
• mattress-body data (NV : 2; NR: 0)
• fridge-video (NV : 2; NR: 0)
• doorbell-video (NV : 4; NR: 0)
• tv-data (NV : 3; NR: 0)
• smart assistant-audio (NV : 3; NR: 2)
• light-usage (NV : 2; NR: 4)
• thermostat-usage (NV : 1; NR: 0)
• doorbell-video (NV : 1; NR: 0)
• plug-data (NV : 1; NR: 0)
• smoke detector-smoke (NV : 1; NR: 0)
• jalousie-data (NV : 0; NR: 1)
• window-data (NV : 0; NR: 1)

• Via interaction with other devices
• light-motion (NV : 1; NR: 0)
• smart meter-energy consumption (NV : 1; NR: 0)

• Perceived Storage Location

• Local server / Internal Storage (NV : 4; NR:4)
• (External) Cloud (NV : 3; NR: 3)
• Internet / Server (NV : 0; NR: 3)
• IoT Devices (NV : 5; NR: 0)
• Smartphone (NV : 1; NR: 1)
• Provider (NV : 8; NR: 7)
• Apps (NV : 2; NR: 0)
• User (NV : 1; NR: 0)
• Hackers (NV : 1; NR: 0)
• Marketing Companies (NV :0; NR: 1)
• No idea (NV : 1; NR: 0)
• Not mentioned (NV : 0; NR: 3)
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B
PriView – Exploring Visualizations to Support

Users’ Privacy Awareness

B.1 Study Part I: Smart Device State Detection using
PriView

B.1.1 Questionnaire

Intermediate Questions after every search task (i.e., after every visualization) on a
5-point Likert scale:

• I felt comfortable using this visualization.
• This visualization was easy to learn.
• This visualization was understandable.
• Finding the devices was fast.
• I would use this application frequently (if I had access to a thermal camera).

B.1.2 Interview Guide

Interview after the first part of the study:

• How was your experience?
• Would an application like this one be useful for you?
• Where would you use such an application? [e.g., Friend’s house, Parent’s House, Airbnb, Other]
• How frequently would you use this application? [E.g. every time you visit a place, first time visiting a place, when

suspecting a place, . . . ]
• Why would you use such an application? For which purpose?
• Which representation did you like most? Why?
• Would you like a combination of representations? Why?
• How much Information would you like to see? Might this be different per device? Further factors?
• Did the application assist you in finding the devices or did you find them yourself?
• Do you think the application would find devices you wouldn’t?
• Does having access to such an application make you feel safer?
• Does it support you to protect your privacy?
• How did you feel using this application?
• How would you feel if someone around you is using this application (e.g., at your place)?
• What did you (not) like about the application?
• What suggestions or options could be added to the future?
• Do you have any further insights to share?



B.2 Study Part II: PriView in VR

B.2.1 Scenarios

S1: Train Station Imagine you are on vacation and this is a train station that you
have never been to before in a foreign, far away country. This place tends to be
crowded, so many other people might be present as well.

S2: Museum Imagine you are in this museum that you have never been to before.
Other visitors might be present as well. There might be interactive exhibits that
include some form of sensors.

S3: Rental apartment (bedroom) Imagine you are on vacation and this is an apart-
ment that you rented via AirBnB or any other platform. You have never been here
before. You rented the whole apartment for you and whomever is travelling with
you. You do not know the host.

S4: A friend’s place (living room) Imagine this is the place of a good friend of
yours. You visit this place frequently and thus know it very well. This friend re-
cently bought smart home devices.

S5: A shared/office kitchen Imagine this is the kitchen in your office. You spent
valuable coffee or tea time here during long work days. You know all people that
come here as they are your colleagues. This includes your boss.

S6: Way to work (a public place and/or road) Imagine this is your daily way to
work, so you know this place very well. It is a public road, so other (foreign) people,
cars, bikes might be present as well.

B.2.2 Questionnaire

Intermediate Questions Intermediate Questions after every scene:

• Overall, I felt comfortable using this application. [5-point Likert scale]
• I would use this application frequently in this scenario (if I had access to AR glasses). [5-point Likert scale]
• Which visualization did you like best in this scenario? Please rank all visualizations (use drag and drop) according

to your preference in this scene, from most preferred (1) to least preferred (5).

Final Questions At the end of the session, for every visualization (we provided
screenshots for recap):

• This visualization was easy to learn. [5-point Likert scale]
• This visualization was understandable. [5-point Likert scale]
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B.2.3 Interview Guide

Interview after the first part of the study:

• How was your experience?
• Would an application like this one be useful for you?
• Where would you use such an application? [e.g., Friend’s house, Parent’s House, Airbnb, Other]
• For which purpose would you use such an application?
• How frequently would you use this application? [E.g. every time you visit a place, first time visiting a place, when

suspecting a place, . . . ]
• When would you like to see the visualizations? e.g., on demand, permanently (like now), only on change, only when

you are close to a source of tracking, . . .
• How much Information would you like to see? Might this be different per device? Might this be different depending

on the location? Further factors?
• Which representation did you like most overall? If there is an overall, otherwise maybe specifically? Why?
• Would you like to rather have a combination of visualizations?
• What else could you imagine?
• Does having access to such an application make you feel safer?
• Does it support you to protect your privacy?
• How did you feel using this application?
• How would you feel if someone around you is using this application (e.g., at your place) ?
• What did you (not) like about the application?
• What suggestions or options could be added to the future?
• Comparing the mobile application and the VR / glasses version, which one would you prefer (think about integrated

prototypes)? Why?
• Any further insights to share?

B.3 Code Book

Final coding tree for the thematic analysis:

• Found Devices – Baseline
• Found Devices – Mobile Application
• General Feedback

• Mobile Application
• Positive
• Negative
• Suggestion for Improvement

• Head-Mounted Display
• Positive
• Negative
• Suggestion for Improvement

• Usefulness

• Frequency (of visited place)
• Once
• Every time

• Overtime (e.g., learnability or redundancy)
• Floor Markers

• Understood
• Not understood

• Bounding Boxes
• Understood
• Not understood

• Warning Icon
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• Understood
• Not understood

• Text Labels
• Understood
• Not understood

• 3D Shapes
• Understood
• Not understood

• Usage

• Potential Use Cases
• Finding Devices
• Awareness

• Location
• Familiarity
• Space (i.e., private vs public)
• Trusted

• Context
• Redundancy

• Privacy

• Self
• Other

• Comfort
• Acceptance
• Social Trust

• Preference

• Interaction Modality
• Activation Methods

• Notification for Updates
• Always on
• Button
• Nested

• Form Factor
• Why

• Visualization
• Why

• Distraction
• Quick Overview
• Easy to Understand
• Information Level (level of detail)

More information | Less information
• Suggestion for Improvement
• Context
• Location
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B.4 Ranking of Visualizations per Scenario
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(b) Way to work
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(d) Office Kitchen
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(e) Rental apartment
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(f) A friend’s place

Figure B.1: Study Part II (using PriView in an HMD in various scenes): Detailed ranking
of visualizations per scene, i.e. sum of count of rank positions per scene.
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C
PriKey – Enabling Privacy Control for Visitors

C.1 Smart Home Scenarios

Inhabitants Group Please imagine that you live with a friend in a shared flat.

1) Primary User: You recently bought 12 new SH devices. Today, you installed
them in all rooms of your home. Now, you just finished. You are currently
alone at home.

2) Co-Inhabitant: Imagine that your friend recently bought 12 SH devices. Your
friend just installed them in all rooms of your shared home. You were not in-
volved in the decision-making process, but you are allowed to use the devices
if you want to. Your friend is there with you.

Visitors Group

3) Visitor in familiar environment: Please imagine you are visiting a friend in their
home. This friend recently installed 12 SH devices in all rooms. You are just
arriving at your friend’s flat. Your friend is there with you.

4) Visitor in unfamiliar environment: Please imagine you rented an apartment for
a weekend-trip. You just arrived and noticed that it has 12 SH devices installed
in all rooms. You are alone in the apartment.

Tasks/Rooms Alternatives for scenario the visitor in a familiar environment are in-
cluded in parentheses.

Living Room: Imagine you enter the living room to sit down and call a good friend
on your phone (talk with your friend). You just want to get up to date with
each other’s lives.

Bathroom: Imagine you have to use the bathroom now. So you finish your phone-
call (conversation) and go to the bathroom.

Kitchen: Imagine that you are getting hungry. You go to the kitchen (with your
friend), prepare dinner (together) and have it there.

Bedroom: Imagine that, while talking with your friend, you remembered a dear
memory. You want to look at some photos of this occasion on the PC, which is
situated in your (friend’s) bedroom.



C.2 Participants’ Demographics
owned knows used IUIPC

ID age gender occupation living situation device owner device control collection awareness

1 23 female student parents / siblings no yes no 6,00 5.33 3.00
2 21 male student parents / siblings yes no yes 6,33 7.00 6.50
3 21 male student alone yes yes yes 6,33 3.67 5.25
4 20 male student parents / siblings no yes yes 7,00 4.33 2.00
5 22 male student shared flat yes yes yes 6.33 6.33 5.50
6 23 male student parents / siblings yes yes yes 5.67 6.33 2.50
7 26 female student alone yes yes yes 6.00 6.00 7.00
8 66 male retired partner / children yes yes yes 7.00 7.00 7.00
9 20 male student parents / siblings no yes yes 5.33 6.33 6.25

10 28 female student shared flat no yes yes 7.00 6.67 5.25
11 20 female student shared flat no no no 7.00 7.00 6.75
12 22 female student partner / children no yes yes 6.00 7.00 7.00
13 62 female retired partner / children no no no 4.33 7.00 7.00
14 57 female employed partner / children no no no 5.67 6.67 6.50
15 55 female employed alone yes yes yes 6.00 7.00 5.25
16 45 male self-employed partner / children no yes no 7.00 7.00 7.00

Table C.1: Participants of our Exploratory User Study: demographics, previous experi-
ences with smart homes and detailed results for control, collection and awareness using
the IUIPC scale [134].

C.3 Codebook

Participants’ Previous Experiences and Knowledge:

Category Code Description count

Knowledge knowledge_remote_control remote control of SH devices 7
on knowledge_assistance SH assist their users 5
Smart Homes knowledge_intelligence_automation SH are intelligent/automated 4

knowledge_control allows to control devices 14
knowledge_smartphone_app done via app 12
knowledge_smart_speaker involves a smart speaker 11
knowledge_entertainment knows entertainment device 5
knowledge_energy_automation knows energy/automation devices (e.g., plug,

thermostats, light)
11

knowledge_surveillance knows surveillance devices (e.g., camera) 5
knowledge_health_care knows health care devices (e.g., scale) 1

Experience prior_used_no_device never used a SH device 8
with prior_used_device used SH devices before 11
Devices prior_owns_device owns SH devices 9

Privacy in privacy_concern is concerned about own privacy in SHs 13
Smart Homes privacy_disclosure_lack perceived lack of disclosure on privacy invasion 4

privacy_feels_observed feels observed in SHs 8
privacy_personality_dependent perceived importance of privacy depends on

personality
7

privacy_unauthorized_access stored data could be accessed by an unauthorized
party

4

privacy_mistrust_provider mistrust in provider of SH 4
privacy_not_purchased_removed did not buy a SH device or removed one because of

privacy
6
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RQCO2.a – Adoption:

Category Code Description count

Adoption adoption_inhabitant_no_use would not use PriKey as a inhabitant 4
adoption_inhabitant_use would use PriKey as a inhabitant or at least try it out 13
adoption_visitor_use would use PriKey as a visitor or at least try it out 15

Feedback on concept_privacy_choice_important important to enable persons to enforce privacy choices 14
Concept concept_visitor_benefit especially visitors benefit from PriKey 8

concept_intuitive is easy to use / intuitive 5
concept_fast is fast to use 3
concept_proactive provides information/control proactively 3
concept_increases_awareness increases awareness/provides information 7
concept_provides_control enables control on privacy choices 9
concept_potential_conflicts cause conflicts between multiple users choices/needs 6
concept_device_centric_control mentioned/expected device centric aproach 8
concept_threat_prikey unauthorized access to PriKey could impose a threat 4
concept_presence_location confuses presence with location 10
concept_social_mitigation would first communicate choices to primary owner 2

Trustworthiness preference_prikey_trust PriKey is more trusted 2
concept_mistrust_prikey expressed some mistrust in correct operation 4

Use Cases usecase_work workplace as further use case 3
usecase_doctor usecase at the physician/doctor 2
usecase_hotel usecase in a hotel 4
usecase_public public spaces as further use case 7
usecase_increase_awareness increasing awareness everywhere 1
usecase_limited_control control everywhere would be limited 7
usecase_everywhere would want to use it everywhere 4
targetgroup_older_adults could be useful for older adults 1
usecase_future use case is in the future 6
targetgroup_high_risk persons exposed to greater risks 1
usecase_privacy protecting ones privacy in different scenarios 10
usecase_foreign visiting a foreign household 3
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RQCO2.b – Individuals Needs:

Category Code Description count

Privacy on_convenience devices on due to convenience 3
Choices on_needed on as device might be needed 9

on_anyway_shared on as data is collected anyway 3
on_concern_lack left on as user is not concerned 9
off_privacy off to preserve privacy 15
off_not_needed off as device is not needed 6
all_off_convenience all off button as it is convenient 3

Sensor consideration_sensor_video_concern especially concerned about video footage 12
Dependent consideration_sensor_audio_concern especially concerned about audio

recordings
8

consideration_sensor_presence_no_concern not/very little concerned about presence
sensing

4

Device consideration_device_utility mentioned/asked about utility of device 10
Dependent consideration_device_functionality mentioned/asked about basic

functionalities (e.g., light)
8

consideration_device_smart_speaker especially concerned about smart
speakers

6

Role consideration_primary_user_access only primary user of the device can
access the data

6

Dependent consideration_primary_user_functionality_important correct functionality is most important
for primary user

2

consideration_primary_user_trust depends on trust towards the SH
primary_user

8

consideration_primary_user_configuration primary users can configure their choices
beforehands

4

consideration_primary_user_consent primary user consented by purchasing /
installing

3

Room/Task consideration_bath_no_video would not install/want a camera in the
bathroom

11

Dependent consideration_bath_no_audio would not install/want a microphone in
the bathroom

4

consideration_bath_intimate bathroom is perceived as an intimate
environment

5

consideration_bed_no_video would not install/want a camera in the
bedroom

2

consideration_bed_role_dependent no devices another person installed in the
bedroom

2

consideration_bed_intimate bedroom is perceived as an intimate
environment

4

consideration_kitchen_not_intimate tasks in kitchen perceived as not sensitive 6
consideration_living_eavesdrop conversation in living room could be

recorded
10

consideration_bed_task depends on task of bedroom 6
consideration_bed_photos considers protecting photos visible on

screen
3

Comparison preference_app prefers app 8
to App preference_prikey prefers PriKey 5

preference_test_both would try both app and key and then
decide

3

preference_prikey_direct PriKey is more direct/ready-to-hand
compared to an app

4

preference_prikey_reminds PriKey reminds user to think about
privacy

1

preference_app_no_extra_device no extra device necessary for smartphone
app

8

preference_app_near smartphone is always nearby 6
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D
Design Considerations for Usable

Authentication in Smart Homes

D.1 User Interviews: Story Completion Guide

Tim and Lara are a couple, recently having moved together in a common
house. Lately, they saw many advertisements on, e.g., Amazon Alexa, electronic
door locks, smart cameras, Internet-connected fridges, app-controlled washing
machines, smart lights, Internet-connected audio systems, smart TVs, Internet-
connected alarm clocks, sensor-equipped microwaves, hoover robots, and many
more. Tim and Lara know, that any device exists with many interaction modalities
and features.

Please imagine a future scenario in which any imaginable device exists.

A. Appliances and Reasons After both did some research on smart devices, Tim
and Lara are now interested in getting one for their new home. However, they
are not quite sure which type of device(s) to choose, as many – e.g., security
or entertainment devices – promise benefits for daily life. They decide to no
longer delay the purchase. What happens next? Please describe the scenario.
Include Tim’s and Lara’s reasons for their choice, and what they expect from
the device. Consider that they will probably use the device regularly.

Note: following parts of the story were based on the <smart device> that was chosen.

B. Functionality, Setup & Interaction A few days later, the <smart device> arrives
and Tim and Lara want to try out all functionality. What happens next?
How is the device’s setup process and what functionality does <smart device>
provide? How can both interact with the <smart device>?

C. Authentication Mechanisms Tim and Lara are aware that smart devices collect
and store personal information. Thus, they want to make sure that illegitimate
users to not have access to their account. The <smart device> can meet this
requirement. How could an authentication mechanism look like, that is more
than a one-time login, but does not require user input on each and every
device use?



D. Problems & Concerns of Shared Use
D.1. Couple After a few weeks, Tim and Lara realize that shared use of a
smart device can lead to problems. Which problems could that be, and how
could future solutions look like?

D.2. Children Lara’s sister is visiting every month, together with her children
(3 and 5 years old). As they see the <smart device>, they want to play around
with it. While Lara is busy talking with her sister, Tim is concerned as he is
not sure about consequences of using the <smart device> for the children.

Please describe (potentially harmful) consequences in this scenario and
include potential countermeasures.

D.3. Worried Guest Tim and Lara have a worried guest. This guest is con-
vinced, that any Internet-connected device is used for surveillance by, e.g.,
secret service or marketing companies.

How can Tim and Lara convince their guest to feel more safe, i.e., that their
home is still a safe place? What requirements would the <smart device> need
to fulfil (e.g., an option to turn off the microphone)?

D.2 Expert Focus Group: Protocol

1. Threats in Smart Homes

a) Think about 5 threats and rank them in order of priority.

b) How can this threat be automatically recognized?

2. Data Tracking, Transparency and Management

a) From a scale from 1-7 (1=not at all) how much do you agree with this
phrase?
“It is not tracked when I put the smart device in the freezer.” [provided
on a paper sheet]

b) How can we increase awareness of what is tracked when and how (e.g.,
by means of a visualization)?
Think about 3 solutions.

c) From a scale from 1-7 (1=not at all) how much do you agree with this
phrase?
“When guests enter my smart home, they loose the right to their data.”
[provided on a paper sheet]

d) How can we share data that is tracked from guests with them?
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D Appendices for Design Considerations for Usable Authentication

3. Privacy and Societal Goals

a) Which of the following smart devices are more privacy intrusive? Think
about, e.g., which data these devices can access. Rank them on a scale
from 1 to 4, 1=least intrusive.

• smart hoover
• smart fridge
• smart light
• smart voice assistant

I do not think it is possible to rank them. Why?

b) Which factors would you consider when designing an authentication
mechanism for smart devices? Think about 5 factors.
e.g., one central authentication system vs. individual ones for each smart
device? e.g., consider context?

4. Authentication Mechanisms
There are three user groups (owner, adult household members, children,
guests) and three smart devices (smart fridge, smart voice assistant, smart cof-
fee machine). Let us think about one authentication method for each smart
device that can be shared with each group.
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D.3 Codes for Qualitative Analysis

A Appliances and Reasons

• Appliances

• Household
• vacuum cleaner robot (7)
• fridge (5)
• washing machine (4)
• light (2)
• heater (1)
• coffee machine (1)
• dishwasher (1)

• Entertainment
• Alexa (6)
• TV (1)

• Control
• smart hub (3)

• Security
• camera (1)
• door lock (1)

• Factors of Influence

• comfort
• chores
• internet access
• central control
• automation
• showing off
• easy installation
• safe energy

B Functionality, Setup & Interaction

• Features

• Device Features
• It is always on
• photo album
• self programming what it can do
• efficient
• scanner checks content

• Use Cases
• mange shopping / orders / delivery
• automation
• (vacuum) clean
• change lights
• lawnmower
• play music
• waterproof
• indoor and outdoor use
• create and change profiles
• personal settings / individual programming
• play music
• <not mentioned>

• Setup

• Establish connection
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D Appendices for Design Considerations for Usable Authentication

• connect with other devices
• connect to Wi-Fi
• connect
• enter Wi-Fi Password
• internet connection
• connect with all accounts

• Authentication
• automatic authentication depending on other devices
• two-factor authentication
• enter login data

• start the device / first steps
• plug in
• unpack
• turn on
• download companion app
• device training time
• employ light bulb

• try out / learn device
• try it out
• read manual
• learning by doing
• watch a video
• plug and play

• others
• sensors

• Interaction Modalities

• app / smartphone
• voice commands
• touch
• via voice assistant / Alexa
• 3rd person/friend
• remote control
• high importance/dependence
• via a display
• none (completely automated)
• indirect
• directly with the coffee machine
• fingerprint
• face recognition

C Authentication Mechanisms

• fingerprint (11)
• face recognition/scan (6)
• voice commands / recognition (6)
• login via smartphone / companion app (3)
• PIN (3)
• two-factor authentication over mobile phone (1)
• camera (1)
• connection to Wi-Fi (1)
• door handle (1)
• password (1)
• location dependent authentication with mobile phone (1)
• locks device from being accessed (fridge) for a few min (1)
• only authenticate once upon installation (1)
• token / proximity based (1)
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D Problems & Concerns of Shared Use

• Shared Devices

• (varying) preferences
• interfering commands
• voice recognition failures within family
• responsibility
• children

• children may get hurt
• device may be damaged
• other/miscellaneous problems

• Visitors
• dislike
• disagree

• other/miscellaneous problems
• Data

• data leakage to co-living partners
• knowing when the device is on/off or saving data

• Technology / Device related
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E
Exploring Usable Authentication for Smart

Home Visitors

E.1 Exploratory Study Results

E.1.1 Results

strongly disagree disagree neither agree nor disagree agree strongly agree

Attacker (stranger)
Attacker (knows both)

Attacker (knows owner)
Attacker (knows visitor)

Easy to answer
Data processing acceptable
Saying out loud acceptable

21.7

20.2

16.7

22.7

16

2

2

1

5

1

7

2

8

8

3

2

1

1

3

3

3

2

3

1

10

7

7

6

6

1

9

4

4

12

8

20

(a) When did you first meet the smart home owner? (b) In which city did the both
of you meet the first time?

(c) Which hobby do you have
in common?

strongly disagree disagree neither agree nor disagree agree strongly agree

Attacker (stranger)
Attacker (knows both)

Attacker (knows owner)
Attacker (knows visitor)

Easy to answer
Data processing acceptable
Saying out loud acceptable

18.7

18.7

21.2

16

7

7

2

4

1

1

4

4

4

3

5

2

4

5

5

5

3

5

2

3

7

3

3

4

5

6

8

5

5

12

5

13

(d) What binds you two together? (e) How many smart home de-
vices do you own together?

(f) What was your first activity
together?

strongly disagree disagree neither agree nor disagree agree strongly agree

Attacker (stranger)
Attacker (knows both)

Attacker (knows owner)
Attacker (knows visitor)

Easy to answer
Data processing acceptable
Saying out loud acceptable

17.2

22.2

15.2

21.2

20

5

5

1

7

2

2

4

8

8

1

1

8

5

4

2

4

4

1

7

2

3

2

6

5

1

5

4

4

18

6

13

(g) Where did you meet last time? (h) Which restaurant have you
visited most together?

(i) What was the furthest place
you have been to together?

Figure E.1: Exploratory Study Results: Detailed plots for the Likert items referring to
every security question in the categories easy (a-c), medium (d-f), and hard (g-i).
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