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Summary

Pancreatic ductal adenocarcinoma (PDAC) is an aggressive malignancy with poor prog-

nosis, due to genetic heterogeneity, complex tumor microenvironment, increased

chemoresistance, invasiveness and lack of reliable biomarkers for an effective diagnosis

or treatment response. The circadian clock is a pacemaker mechanism that imposes daily

control in physiology and behavior, and is critical for organismal homeostasis. In recent

years, several epidemiological studies have suggested that circadian rhythm disruption

is linked to increased cancer risk in humans under chronic light exposure at night.

Despite recent advances in other cancer types, the role of the circadian clock in PDAC

development and progression has been largely unexplored. For this, I aimed to elucidate

whether primary murine PDAC cells with distinct oncogenic mutations retain circadian

functionality by performing a medium-scale, bioluminescence-based screening after

generating circadian reporter (Bmal1::Luc) PDAC cell lines. Subsequently, the molecular

mechanism of the clock in selected rhythmic PDAC cell lines was genetically disrupted

using the CRISPR-Cas9 editing system, and the potential role of the tumor- endogenous

circadian clock in vivo was assessed using a PDAC implantation mouse model system.

For this, wild-type mice were orthotopically implanted with two different Bmal1::Luc

KRAS-mutant subtype-specific PDAC cell lines, each harboring either a functional or

a partially disrupted cell-intrinsic circadian clock. The tumor size, survival time and

metastasis formation were determined at the end of the study, along with immunophe-

notypic characterization. In addition, circadian oscillations were recorded from tumor

organotypic slices with either a functional or partially ablated tumor-endogenous circa-

dian clock before and after phase synchronization.
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Collectively, the results showed that the circadian clock is largely functional in pri-

mary cancerous cells of PDAC independently of the oncogenic mutation driver, and

the circadian rhythm is maintained in the tumor in vivo. Furthermore, the tumor-

endogenous circadian clock in PDAC did not affect tumor growth, survival nor immune

cell composition in the tumor microenvironment considering though that the tumor-

intrinsic circadian rhythm was not fully ablated at the population level.

An additional objective of this thesis work was to molecularly characterize primary

murine PDAC cell lines derived from different oncogenic pools by employing mass spec-

trometry (MS)-based label-free quantitative proteomics. Statistical and functional en-

richment analyses showed that 1) PDAC cells from distinct functional clusters irrespec-

tive of the oncogenic driver mutation(s) are enriched in common metabolic pathways, 2)

KRAS-driven PDAC tumor cell lines differentiate on the proteome level based on molecu-

lar subtype and 3) KRAS-driven PDAC epithelial tumors functionally diverge on the pro-

teome level, highlighting a rewiring of cellular processes downstream of transcription.

Ultimately, integration of circadian clock functionality and proteome profiling identi-

fied potential time-dependent functional vulnerabilities in KRAS-driven tumors in PDAC.

These data together with future functional studies may pave the way to optimize timed

drug administration as part of multimodal therapeutic strategies for patients that do not

respond to standard chemotherapeutics.



Zusammenfassung

Das duktale Adenokarzinom der Bauchspeicheldrüse (PDAC) ist eine aggressive Malig-

nität mit schlechter Prognose wegen genetischer Heterogenität, komplexer Mikroumge-

bung des Tumors, erhöhter Chemoresistenz, Invasivität, und es fehlt an zuverlässigen

Biomarkern für eine wirksame Diagnose oder Behandlung Ansprechen. Die zirkadiane

Uhr ist ein Schrittmacher-Mechanismus, der die tägliche Koordinierung und Kontrolle

in der Physiologie und im Verhalten sicherstellt, und der ist für die Homoostase des Or-

ganismus entscheidend. In den letzten Jahren haben mehrere epidemiologische Studien

darauf hingewiesen, dass eine Störung des zirkadianen Rhythmus mit einem erhöhten

Krebsrisiko bei Menschen mit chronischer nächtlicher Lichtexposition verbunden ist.

Trotz der jüngsten Fortschritte bei anderen Krebsarten ist die Rolle der zirkadi-

anen Uhr bei der Entwicklung und Progression von PDAC noch weitgehend uner-

forscht. Aus diesem Grund wollte ich herausfinden, ob primäre murine PDAC-Zellen

mit verschiedenen onkogenen Mutationen die zirkadiane Funktionalität beibehalten.

Hierzu habe ich PDAC Zelllinien mit zirkadianem Rhythmus Reporter (Bmal1::Luc)

erzeugt und ein Biolumineszenz -basiertes Screening im mittleren Maßtab durch-

führt. Anschließend wurde der molekulare Mechanismus der Uhr in ausgewählten

PDAC-Zelllinien mit dem CRISPR-Cas9-Editiersystem genetisch unterbrochen, und die

potenzielle Rolle der tumorendogenen zirkadianen Uhr in vivo mit einem PDAC-

Implantationsmausmodellsystem untersucht. Dafür wurden Wildtyp-Mäusen ortho-

topisch mit zwei verschiedenen Bmal1::Luc KRAS-Mutanten-Subtyp-spezifisch PDAC-

Zelllinien implantiert, jede von ihnen entweder eine funktionelle oder eine unterbroch-

ene zirkadiane Uhr besitzt. Am Ende der Studie wurden die in den Mäusen gewach-
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senen Tumore, die Überlebenszeit und die Metastasenbildung bestimmt sowie die Im-

munphaenotypisierung vorgenommen. Des weiteren, wurden die zirkadianen Oszilla-

tionen von organotypischen Tumorschnitten von Mäusen mit funktionierender oder un-

terbrochener Uhr zum ersten Mal ex vivo aufgezeichnet.

Insgesamt hat die Studie gezeigt, dass die zirkadiane Uhr in primären Krebszellen von

PDAC unabhängig vom onkogenen Mutationstreiber weitgehend funktionsfähig ist und

der zirkadiane Rhythmus im Tumor in vivo erhalten bleibt. Darüber hinaus hat die tu-

morendogene zirkadiane Uhr in PDAC begrenzten Einfluss auf das Tumorwachstum, das

Überleben oder die Zusammensetzung der Immunzellen in der Mikroumgebung des Tu-

mors, da der tumorendogene zirkadiane Rhythmus auf Zellpopulationsebene nicht voll-

ständig unterbrochen wurde.

Ein weiteres Ziel dieser Doktorarbeit war die molekulare Charakterisierung primären

muriner PDAC-Zelllinien, die aus verschiedenen onkogenen Pools stammen, mit Hilfe

der Massenspektrometrie (MS) und markierungsfreier quantitative Proteomik. Statis-

tische und funktionelle Anreicherungsanalysen zeigten, dass 1) PDAC-Tumore unab-

hängig von der/den onkogenen Treibermutation(en) verschiedene funktionelle Cluster

bilden, die in stoffwechselbezogenen Signalwegen angereichert sind, 2) KRAS-getriebene

PDAC-Tumorzelllinien sich auf Proteomebene je nach molekularem Subtyp unterschei-

den und 3) KRAS-getriebene PDAC epitheliale Tumore funktionell in drei Proteinclus-

tern unterschiedlich divergieren, was hervor hebt, dass es Neuverdrahtung zellulärer

Prozesse nach der Transkription gibt. Schließlich wurden durch die Integration der

Funktionalitätsstudie der murinen Primärzellen in Bezug auf ihre zirkadiane Uhr und

der Proteom-Profile potentielle zeitabhängige funktionelle Schwachstellen in KRAS-

getriebenen PDAC Tumoren identifiziert. Diese Daten zusammen mit zukünftigen funk-

tionellen Studien könnten den Weg für eine zirkadiane Modulation der medikamentösen

Behandlung als Teil multimodaler therapeutischer Strategien für Patienten ebnen, die
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nicht auf Standard Chemotherapeutika ansprechen.



List of Figures

1.1 Organization of the circadian clock in mammals and its outputs. . . . . . . . 8

1.2 The molecular mechanism of the circadian clock in mammals. . . . . . . . . 11

1.3 Parameters of circadian rhythms. . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.4 Responses in molecular cycles. . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.5 Stationary and non-stationary time series signals. . . . . . . . . . . . . . . . . 17

1.6 Components of a time series signal. . . . . . . . . . . . . . . . . . . . . . . . . 18

1.7 Fourier transform for time series signal analysis. . . . . . . . . . . . . . . . . 21

1.8 Development of the exocrine pancreas. . . . . . . . . . . . . . . . . . . . . . . 23

1.9 Genetic model for PDAC development and progression. . . . . . . . . . . . . 24

1.10 Signaling pathways of effector KRAS. . . . . . . . . . . . . . . . . . . . . . . . 26

1.11 Tumor microenvironment composition and desmoplasmic reaction in PDAC. 29

1.12 Metastatic routes in PDAC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

1.13 Molecular subtypes in PDAC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

1.14 Molecular links between the circadian clock and cell cycle. . . . . . . . . . . 38

1.15 Links between circadian rhythms and carcinogenesis. . . . . . . . . . . . . . 40

2.1 CRISPR-Cas9-mediated Bmal1 editing in Kras-mutant PDAC cell lines. . . . 47

2.2 Luminometry-based screening for characterizing circadian clock function-

ality in primary PDAC cell lines. . . . . . . . . . . . . . . . . . . . . . . . . . . 50

2.3 Signal conditioning and period estimation of the bioluminescence time se-

ries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

2.4 Sample preparation for MS-based proteomics and data acquisition. . . . . . 55

2.5 Overview of the in vivo studies. . . . . . . . . . . . . . . . . . . . . . . . . . . . 60



List of Figures ix

3.1 The Bmal1::Luc PDAC cell lines included in the luminometry-based func-

tional screening. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.2 Results of the functional screening in three Bmal1::Luc PDAC cell cohorts. . 68

3.3 Representative results of detrended bioluminescence time series (PK cohort). 69

3.4 Representative results of autocorrelation function (PK cohort). . . . . . . . . 70

3.5 Representative results of detrended bioluminescence time series (PKP co-

hort). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.6 Representative results of autocorrelation function (PKP cohort). . . . . . . . 71

3.7 Representative results of detrended bioluminescence time series (PI3K co-

hort). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.8 Representative results of autocorrelation function (PI3K cohort). . . . . . . . 73

3.9 Period estimates in PK cohort. . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.10 Period estimates in PI3K cohort. . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.11 Period estimates in PKP cohort. . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.12 Glucocorticoid receptor (GR) protein levels and clock functionality in PDAC. 78

3.13 Assessment of circadian rhythmicity after entrainment with temperature

cycles (PK cohort). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.14 Period estimates of Bmal1::Luc PK cell lines after temperature entrainment. 80

3.15 Core clock genes expression and tumor-intrinsic clock function in PK cohort. 81

3.16 Core clock genes expression and tumor-intrinsic clock function in PI3K co-

hort. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

3.17 Genomic characteristics and tumor cell-intrinsic clock function in PK cohort. 83

3.18 Identified and quantified proteins in each PDAC cohort measured with

shotgun label-free proteomics. . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

3.19 Principal Component Analysis based on global protein abundances in three

PDAC cohorts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87



List of Figures x

3.20 Hierarchical clustering and profile plots of protein clusters in PDAC. . . . . 88

3.21 Results of pathway enrichment analysis. . . . . . . . . . . . . . . . . . . . . . 90

3.22 Extracted protein profiles from the three functional Clusters in PDAC. . . . . 91

3.23 Principal Component Analysis based on global protein abundances in four

PK-E Transcriptomics-based clusters. . . . . . . . . . . . . . . . . . . . . . . . 93

3.24 Hierarchical clustering and enrichment of protein groups in KRAS-driven

epithelial PDAC tumors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

3.25 Principal Component Analysis based on global protein abundances of three

PDAC cohorts characterized for circadian clock functionality. . . . . . . . . . 97

3.26 Volcano plot of protein abundance differences in PK cohort based on

tumor-endogenous circadian clock. . . . . . . . . . . . . . . . . . . . . . . . . 99

3.27 Volcano plot of protein abundance differences in PKP cohort based on

tumor-endogenous circadian clock. . . . . . . . . . . . . . . . . . . . . . . . . 100

3.28 Volcano plot of protein abundance differences in a PK-E cell line based on

BMAL1-deficiency. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

3.29 Volcano plot of protein abundance differences in a PK-E cell line based on

BMAL1-deficiency. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

3.30 Functional assessment of Bmal1-editing in Bmal1::Luc 4706 cell lines. . . . 105

3.31 Functional assessment of Bmal1-editing in Bmal1::Luc 53704 cell lines. . . 106

3.32 Functional assessment of Bmal1-editing in Bmal1::Luc S914 cell lines. . . . 107

3.33 Functional assessment of Bmal1-editing in Bmal1::Luc 16992 cell lines. . . . 108

3.34 Genetic disruption of the tumor-intrinsic clock in Kras-driven PDAC cell

lines impacts cell proliferation. . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

3.35 Ex vivo Bioluminescence recordings from Bmal1-proficient tumor slices. . . 114

3.36 Ex vivo bioluminescence recordings from Bmal1-deficient tumor slices. . . 115

3.37 Cycle parameters from ex vivo bioluminescence recordings. . . . . . . . . . . 116



List of Figures xi

3.38 Tumor size at the time point in vivo experiment. . . . . . . . . . . . . . . . . 117

3.39 Tumor size and survival at the endpoint in vivo experiment. . . . . . . . . . . 120

3.40 Tumor immune cell infiltration in KRAS-mutant PDAC epithelial subtype

(endpoint). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

3.41 Tumor immune cell infiltration in KRAS-mutant PDAC mesenchymal sub-

type (endpoint). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

3.42 Tumor immune cell infiltration in KRAS-mutant PDAC epithelial subtype

(time point). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

4.1 Circadian rhythmicity in U2-OS cells based on LSP estimates. . . . . . . . . . 129

B.1 ChronoTool: Import settings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

B.2 ChronoTool: Detrending settings. . . . . . . . . . . . . . . . . . . . . . . . . . 195

B.3 ChronoTool: Rhythmicity settings for autocorrelation function. . . . . . . . 197

B.4 ChronoTool: Rhythmicity settings for Lomb-Scargle periodogram. . . . . . . 198

B.5 ChronoTool: Multi-Rhythmicity settings (I). . . . . . . . . . . . . . . . . . . . 199

B.6 ChronoTool: Multi-Rhythmicity settings (II). . . . . . . . . . . . . . . . . . . . 200

C.1 Sanger sequencing traces of Bmal1::Luc 4706 sg26 . . . . . . . . . . . . . . . 201

C.2 Sanger sequencing traces of Bmal1::Luc 4706 sg284 . . . . . . . . . . . . . . . 202

C.3 Sanger sequencing traces of Bmal1::Luc 53704 sg26 . . . . . . . . . . . . . . . 202

C.4 Sanger sequencing traces of Bmal1::Luc 53704 sg284 . . . . . . . . . . . . . . 202

C.5 Sanger sequencing traces of Bmal1::Luc 16992 sg26 . . . . . . . . . . . . . . . 203

C.6 Sanger sequencing traces of Bmal1::Luc 16992 sg284 . . . . . . . . . . . . . . 203

C.7 Sanger sequencing traces of Bmal1::Luc S914 sg26. . . . . . . . . . . . . . . . 204

C.8 Sanger sequencing traces of Bmal1::Luc S914 sg284. . . . . . . . . . . . . . . 204



List of Tables

2.1 Characteristics of the female mice used in the time point experiment. . . . . 58

2.2 Characteristics of the female mice used in the endpoint experiment. . . . . 59

3.1 PDAC cell lines of the functional screening and proteomic profiling. . . . . . 84

3.2 Cycling parameters after ex vivo bioluminescence recordings. . . . . . . . . . 113

3.3 Tumor size of the mice at the time point experiment. . . . . . . . . . . . . . . 118

3.4 Phenotypic characteristics of PDAC progression in the time point experi-

ment (Immunocompetent mice). . . . . . . . . . . . . . . . . . . . . . . . . . 119

3.5 Survival and tumor size of the mice at the endpoint experiment. . . . . . . . 121

3.6 Phenotypic characteristics of mesenchymal KRAS-mutant PDAC progres-

sion in the endpoint experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . 122

3.7 Phenotypic characteristics of epithelial KRAS-mutant PDAC progression in

the endpoint experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

A.1 The Bmal1::Luc PDAC cell lines included in the functional screening and

the corresponding replicates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

A.2 Phenotypic characteristics of each mouse from the time point experiment. . 190

A.3 Phenotypic characteristics of each mouse from the endpoint experiment. . 191



Contents

Declaration i

Summary iii

Zusammenfassung v

List of Figures xi

List of Tables xii

Abbreviations xv

1 Introduction 1

1.1 Motivation and state of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Document organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Biological rhythms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.4 The circadian clock . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.5 Signal analysis of molecular cycles . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.6 Pancreatic Ductal Adenocarcinoma . . . . . . . . . . . . . . . . . . . . . . . . 21

1.7 Links between circadian rhythms and cancer . . . . . . . . . . . . . . . . . . 33

1.8 Aims of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2 Materials And Methods 42

2.1 Cell culture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.2 Circadian clock function in PDAC cell lines . . . . . . . . . . . . . . . . . . . . 49

2.3 Mass spectrometry-based proteomic profiling of primary PDAC cell lines . . 54

2.4 In vivo studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

2.5 Additional statistical methods and data analysis . . . . . . . . . . . . . . . . . 63



Contents xiv

3 Results 64

3.1 Circadian clock function in primary PDAC cell lines . . . . . . . . . . . . . . 65

3.2 Proteomic profiling of primary PDAC cell lines . . . . . . . . . . . . . . . . . . 83

3.3 The role of tumor-intrinsic circadian clock in PDAC development and pro-

gression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

4 Discussion 126

4.1 Circadian clock function in primary PDAC cell lines . . . . . . . . . . . . . . 126

4.2 Proteomic profiling of primary PDAC cell lines . . . . . . . . . . . . . . . . . . 129

4.3 The role of tumor-intrinsic circadian clock in PDAC development and pro-

gression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

5 Conclusions and Outlook 143

5.1 Studying circadian rhythms in PDAC . . . . . . . . . . . . . . . . . . . . . . . 144

5.2 Proteomic profiling in PDAC . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

References 154

A Supplementary data 188

B The ChronoTool 192

C ICE WebTool results 201

Afterword 205



Abbreviations

ACF Autocorrelation function

ACN Acetonitril

ADM Acinar-to-ductal metaplasia

ANOVA Analysis of variance

BCA Bicinchoninic acid assay

BMAL1 Brain and Muscle ARNT-Like 1

cAMP Cyclic adenosine 5’-monophosphate

CCG Clock-controlled gene(s)

CDK Cyclin-dependent kinase

CFA Colony formation assay

CLOCK Circadian Locomotor Output Cycles Kaput

CREB cAMP response element-binding protein

CRISPR Clustered regularly interspaced short palindromic repeats

DEX Dexamethasone

ECM Extracellular matrix

ELISA Enzyme-linked immunosorbent assay

EMT Epithelial-to-mesenchymal transition

FACS Flow-assisted cell sorting

FDR False discovery rate

FFT Fast fourier transform

FFT-NLLS Fast fourier transform - Non-linear least squares

FSK Forskolin

GDP Guanosine 5’-diphosphate



Abbreviations xvi

GFP Green fluorescent protein

GR Glucocorticoid receptor

GTP Guanosine 5’-triphosphate

GWAS Genome-wide associated studies

HPLC High pressure liquid chromatography

iTRAQ Isobaric tags for relative and absolute quantitation

KRAS Kirsten rat sarcoma virus

LFQ Label-free quantification

LSP Lomb-Scargle periodogram

Luc Luciferase

m/z mass-to-charge ratio

MAPK Mitogen-activated protein kinase

MS Mass spectrometry

mTOR mammalian Target of Rapamycin

MTT 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyl-tetrazolium

NADH Nicotinamide adenine dinucleotide

NADPH Nicotinamide adenine dinucleotide phosphate

NGS Next-generation sequencing

Pfa False-alarm probability

PanIN Pancreatic intraepithelial neoplasia

PCR Polymerase chain reaction

PDAC Pancreatic ductal adenocarcinoma

PDX1 Pancreatic and duodenal homeobox 1

PKA Protein kinase A

PKC Protein kinase C

PTF1a Pancreas associated transcription factor 1a



Abbreviations xvii

RLU Relative light units

ROS Reactive oxygen species

RTK Receptor tyrosine kinase

SCN Suprachiasmatic nucleus

SDB-RPS Styrenedivinylbenzene-reverse phase sulfonate

SDC Sodium deoxycholate

SDS-PAGE Sodium-dodecyl-sulfate polyacrylamide gel electrophoresis

sgRNA signle guide RNA

Tc Cytotoxic T cells

Th Helper T cells

TAM Tumor-associated macrophages

TCA Tricarboxylic acid

TEO Tumor-endogenous oscillator

TFA Trifluoroacetic acid

TGF-β Transforming growth factor beta

TME Tumor microenvironment

TMT Tandem mass tags

TTFL Transcriptional-translational feedback loop



CHAPTER 1

Introduction

Abstract | In this chapter, the general structure of the thesis is described and current

knowledge and understanding about circadian rhythms and pancreatic ductal adeno-

carcinoma (PDAC) is comprehensively presented. In addition, an overview about signal

analysis of molecular circadian rhythms is given. At the end of the chapter, the research

aims of this doctoral thesis are specified.
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1.1 Motivation and state of the art

This thesis work is a result of an interdisciplinary research effort that investigated the role

of circadian clock’s function in the development and progression of an aggressive malig-

nancy as PDAC. In addition, given the genetic heterogeneity in PDAC progression, quan-

titative mass spectrometry (MS)-based proteomic profiling was employed to functionally

characterize a large cohort of primary murine PDAC cell lines with distinct oncogenic

mutations aiming to identify potential vulnerabilities that could serve as novel therapeu-

tic targets.

1.2 Document organization

The document is structured in five chapters. The first chapter "Introduction" contains

theoretical background about circadian rhythms, mechanism of function and outputs of

the circadian clock. In addition, the biology and current standings in PDAC research are

described. The second chapter "Materials and Methods" includes an extensive descrip-

tion of all experimental designs and methods implemented for data collection and anal-

ysis. In the third chapter "Results" the experimental and analytical results are demon-

strated, and the forth chapter "Discussion" discusses thoroughly those results. In the last

chapter "Conclusions and Outlook", a number of scientific conclusions are made as the

result of this thesis accompanied by future perspectives.
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1.3 Biological rhythms

In nature, there are several rhythmic processes that repeat over a certain amount of time.

The origin of those rhythms can be physical forces (e.g., the lunar and tidal rhythms or

the seasons) as well as of biological etiology with periods ranging from milliseconds to

years. Biological rhythms are considered as special temporal niches that organisms have

developed to be in synchrony with the environment’s physical rhythms [1].

Biological rhythms with a (very) short period of time are called ultradian rhythms,

and examples include neuronal activity in vertebrate species that range from millisec-

onds to seconds, and circumnutation (the spinning movement of elongating organs) in

plant species, that takes place every 2-3 hours [2]. On the other hand, biological rhythms

can be in the scale of months or years, such as reproductive activity in mammals, migra-

tion in bird species and whole population fluctuations that are based on predator-prey

oscillations [3]. Reproductive and migration rhythms represent examples of circannual

rhythms, i.e., endogenous rhythms that are favourable in specific seasons and therefore

their period approximates one year [4].

In between of the aforementioned biological rhythms are those with a period of about

24 hours, that is a period of the Earth rotation around its axis, therefore referred to as "cir-

cadian" rhythms (from the Latin word circa diem meaning "about a day"). For instance,

circadian oscillations are observed in body temperature and hormonal release in animal

species [5], while leaf and stomatal movements in plants follow a 24-hour cycle [6].

The circadian clock is in essence an intrinsic time-tracking system regulating the tim-

ing, across 24 hours, of certain biological, physiological and molecular processes. Such

a timekeeping system enables organisms to anticipate environmental changes such as

food availability or predatory pressure. In evolutionary terms, circadian clocks provided

an advantage resulting in increased fitness, by allowing animals to adapt their physiology
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and behavior in an appropriate and most effective time of day [7]. The function of the

circadian clock and its outputs is explained in detail in section 1.4.

One of the best characterized examples showing the importance of the circadian clock

system in predicting and therefore coping with changing ambient conditions is the uni-

cellular alga Lingulodinium polyedra (previously Gonyaulax polyedra) [8]. It is found

in the ocean in southern California and exhibits a circadian migration behavior mov-

ing from shallow to deep waters over the course of the day. In essence, during the day,

the algae cells are primarily on the surface, where light and nutrients essential for pho-

tosynthesis (carbon dioxide, nitrogen, phosphate) are abundant. During the night, the

alga travels into deeper waters where nutrients coming from dead organisms are denser,

hence heavier, and therefore move towards the bottom. This allows for the alga to sustain

its high proliferation rate and survival throughout the whole day. Interestingly, towards

the night, given the generation of carbon molecules inside the cell, a bioluminescence re-

action take place that is believed to serve a protective mechanism against predators [8].

In addition, carbon dioxide is generated as by-product of the bioluminescent (biochemi-

cal) reaction, that leads to a decrease in cell density, facilitating the movement of the cells

towards the surface.

The example of Lingulodinium polyedra shows how dynamically circadian clocks are

controlling daily rhythms of the living organisms, from cyanobacteria to fungi, plants and

animals [9]. This is possible due to fundamental characteristics and outputs of circadian

clocks which are described in the next section 1.4.

1.4 The circadian clock

As evolutionary conserved, circadian clocks are present in all organisms, and regulate

physiological and behavioral processes in a time-of-day-dependent manner [9]. In the
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section 1.4.1, the unique properties of circadian rhythms are described, underlining the

importance of circadian clocks’ function. In section 1.4.2 the hierarchical organization

and outputs of the circadian clock are presented in detail.

1.4.1 Main properties of the circadian clock

In 1960, the chronobiologist Colin Pittendrigh defined the first generalizations about

circadian clocks, making him one of the fathers of biological rhythms [10]. The list of

sixteen so-called formalisms can be summarized in three unique characteristics [11]:

1. Circadian rhythms are endogenously generated and self-sustained oscillations

with a period of approximately 24 hours under constant environmental conditions.

In the absence of light-dark cycles, or other external stimuli, the circadian clock can

continue running; they can be at free-run. The very first observation that circadian

rhythms are self-sustained came in 1792, when the French astronomer De Mairan

noticed that the daily leaf movements of the plant Mimosa pudica persisted in constant

darkness [12]. A human study that involved individuals who spent four months in a cave

without exposure to sunlight or information about the external time, found that their

free-running period was 25.1 hours [13]. This highlights that in the absence of external

cues the free-running period can persist to be around 24 hours. Like humans, monkeys

also exhibit precise circadian oscillations in the behavior as shown by Richter [14]. He

recorded the free-running activity of a squirrel monkey (Saimiri sciureus) for over three

yeas that found to be persistent and regular.

2. Circadian clocks are dynamic and can respond or entrain to environmental

changes.
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The property of circadian clocks to respond to an external stimulus provides a mecha-

nism to synchronize to the cycling environment. The alignment to the external cue, that

is called Zeitgeber (from German meaning "time giver" or "synchronizer") is called en-

trainment. The work of Jürgen Aschoff, who is considered as co-founder of the Chrono-

biology field, has been instrumental in understanding how light-dark cycles affect the

phase of entrainment. He worked with both birds and mammals, and showed that in con-

stant light conditions (LL) the activity phase of nocturnal animals shortens, while in diur-

nal animals it lengthens [15]. This principle was named after him and known as Aschoff’s

Rule.

Other than the light-dark cycle, circadian clocks can be entrained to temperature

cycles, feeding and hormones. This is of particular importance for multicellular organ-

isms in which circadian coordination within different tissues is required for organismal

homeostasis, and is further described in section 1.4.2.

3. Circadian rhythms show temperature compensation; their period remains nearly

unchanged within a range of physiological temperatures.

As is the case for biochemical reactions governing the life of a cell, temperature could af-

fect the period of circadian rhythms. In lower temperatures circadian clocks would run

slower and in higher temperatures would run faster. However, such a response to envi-

ronmental changes would not reliably anticipate the time of day. On the contrary, the ca-

pability of circadian clocks to compensate changes in ambient temperature makes them

robust in adapting to the cycling environment, especially in poikilotherm animals. In

mammals, in which the internal temperature does not vary depending on ambient tem-

perature, temperature cycles are considered weak external cues, although temperature
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acts as Zeitgeber for circadian rhythms in unicellular organisms [16] and tissues [17].

1.4.2 Organization and outputs of the circadian clock in mammals

In mammals, circadian clocks are present in nearly all tissues and cells. The master pace-

maker or central clock is located in the brain, in the suprachiasmatic nucleus (SCN) of the

hypothalamus which get synchronized to external conditions primarily by the light-dark

cycles. Light is detected by specialized photoreceptors in the retina that relay the in-

formation via neuronal communication to the SCN. Subsequently, this signal generates

electrical and endocrine signals that are sent to organs and tissues in the periphery via the

autonomic nervous and endocrine systems, respectively, leading to circadian alignment

between the master clock and the periphery (Fig. 1.1). This is exerted by interconnected

physiological and behavioral processes that take place at specific times of day. For exam-

ple, it has been shown that cognitive performance and muscular training in humans can

be more effective at certain time windows throughout the day, both linked to oscillations

in cardiovascular function and body temperature [9].

Peripheral clocks are thought to be synchronized by the central clock to ensure tem-

poral control of coordinated physiological outputs that is essential for organismal home-

ostasis. In parallel, all mammalian tissues, such as the liver, heart, lungs and kidneys,

have their own internal oscillator, that can be synchronized by other stimuli, such as tem-

perature, feeding and glucocorticoids [19], [20], [21]. Peripheral clocks generate circadian

rhythms that facilitate the function of the given tissue, thus one can speculate that tissue-

specific co-regulators of the core clock mechanism may enhance the temporal control of

the specialized tissue physiology. For example, time-restricted feeding of mice during

their inactive phase (day) has been shown to modulate circadian gene expression in the

liver separately from the SCN [22].

The understanding that circadian rhythms are endogenously generated in cells and
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Figure 1.1: Organization of the circadian internal clock in mammals and its outputs. The central
clock located in the suprachiasmatic nucleus (SCN) of the hypothalamus is synchronized by the
light-dark cycles, that generates signals to ultimately synchronize peripheral clocks present in dif-
ferent organs and tissues. Peripheral clocks can be entrained to other cues, such as temperature,
feeding and hormones. For more details, see text. Figure reproduced from [18].

tissues without the presence of the SCN became possible by recording the activity over

time of the luciferase gene (Luc) that is under the control of a core clock promoter (e.g.,

Bmal1 or Per2). Thus, both cultured cells and peripheral tissue explants sustain circadian

oscillations [23], [24]. Nevertheless, without any external cue the cells in cultured condi-

tions lose synchronization to one another, their phases become randomly distributed

and show different intrinsic periods [24]. This indicates that a phenomenon called cou-

pling is important for phase coherence among a cell population and sustaining the am-

plitude of the circadian rhythm. A more detailed description on how circadian synchrony

can be monitored and measured is given in section 1.5.
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1.4.3 The molecular mechanism of the circadian clock

The elucidation of the molecular clock mechanism across different domains of life has

been achieved by using model organisms that allow genetic manipulation and labora-

tory housing. The non mammalian model systems that have been extensively used in

circadian biology research are the non-photosynthetic bacterium (Synechococcus elonga-

tus is the most studied model), the fungus Neurospora crassa and the fruit fly Drosophila

melanogaster. Albeit involving different molecular components, the concept of how cir-

cadian rhythms are endogenously generated is conserved in different model organisms.

For the rest of this thesis, any reference to circadian clock is about the mammalian circa-

dian clock machinery, which is illustrated in Figure 1.2.

The molecular mechanism of the circadian clock can be described as a main Tran-

scriptional - Translational Feedback Loop (TTFL). The core clock machinery is comprised

of Brain and Muscle ARNT-Like 1 (BMAL1) and Circadian Locomotor Output Cycles Ka-

put (CLOCK) that act on the positive "arm" of the feedback loop (Fig. 1.2). BMAL1

and CLOCK proteins form heterodimer complexes (BMAL1:CLOCK) in the cytosol, that

translocate into the nucleus and act as transcription factors. They induce the expression

of target genes by binding to consensus motifs on their promoter region that are called

E-boxes. The target genes are collectively called clock-controlled genes (CCGs). Among

them are the Cry1, Cry2 and Per1, Per2 and Per3, which encode for CRYPTOCHROME

and PERIOD proteins, respectively. These proteins constitute the negative "arm" of the

molecular mechanism, which, together with common and other tissue-specific protein

regulators, form a multi-subunit protein complex that binds to the BMAL1:CLOCK het-

erodimer, thereby inhibiting their own trascription and allowing for the loop to close. The

time delay between gene expression activation and suppression is about 24 hours and is

also achieved via post-translational modifications, such as phosphorylation, acetylation
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and ubiquitination. For example, the casein kinases CKIδ and CKIε phosphorylate PER

proteins that leads to ubiquitin-mediatated degradation [25]. Also, CRY protein turnover

is regulated by a FBXL3 ubiquitin ligase-dependent manner [26]. The degradation of both

PERs and CRYs is crucial for the repression state to hault and a new transcription cycle to

commence.

Furthermore, the molecular mechanism contains an "accessory" or secondary feed-

back loop, that regulates the expression of Bmal1 in a circadian manner (Fig. 1.2). Bmal1

expression is activated by the nuclear receptors retinoid-related orphan receptor alpha

(RORα) and receptor subfamily 1 group D member 1 (REV-ERBα). Both receptors bind to

ROR elements in the promoter region of Bmal1 inducing or suppressing the expression

of Bmal1, respectively.

As molecular outputs of the circadian clock, it has been shown that the CCGs are

involved in a variety of cellular processes, such as cell cycle regulation, apoptosis regula-

tion, DNA damage response (DDR) and metabolism [27]. Genomic studies have shown

that they account for up to 10-20 % of a given healthy tissue [28], although more recent

studies have attributed up to 40 % of cycling genes (i.e., their expression oscillates in a

24-hour manner) of the protein coding genes in at least one organ [29]. Despite that the

number of cycling genes can vary between different studies, the timed gene expression

is of particular importance, because it can be speculated that there is a fundamental

relationship between circadian rhythms and health [5]. In fact, in 2007 the International

Agency for Research on Cancer (IARC) classified "shift work that involves circadian

disruption" as a "probable human carcinogen" (Group 2A in the IARC classification

system) [30]. Whether and how aberrant circadian rhythms may be connected to one of

the most detrimental human diseases such as cancer is discussed in section 1.7.



1.5. Signal analysis of molecular cycles 11

Figure 1.2: The molecular mechanism of the circadian clock in mammals. A core transcriptional-
translational feedback loop (TTFL) in every tissue and cell takes places between the cytoplasm
and the nucleus (purple). The TTFL consists of an activating arm that drives the expression
of clock-controlled genes (CCGs), and a suppressing arm that inhibits their own transcription
thereby closing the loop with a 24-hour delay. A secondary TTFL regulates the expression of
BMAL1 in a circadian manner. For more details, see text. Figure reproduced from [31].

1.5 Signal analysis of molecular cycles

As described in section 1.4, circadian clocks are oscillatory systems that regulate molec-

ular, physiological and behavioral rhythms in all phyla. While behavioral cycles, such as

locomotor activity rhythms, require longer periods of observation to understand and de-

scribe their patterns, monitoring of molecular cycles in real-time has become possible

using transgenic reporters [32]. Before explaining the different steps for the numerical

analysis of circadian rhythms, the characteristics that describe circadian oscillations are

first given in the section 1.5.1.

1.5.1 Parameters that describe circadian rhythms

Circadian rhythms describe an oscillatory process that repeats over the course of about

24 hours. Mathematically, this description is commonly represented as a sine wave curve

depicted in Figure 1.3. One full oscillation -or one cycle- occurs around a baseline and
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consists of a peak and a trough, that is the highest and the lowest point of the oscillation

from the baseline, respectively. The distance of either a peak or trough from the baseline

gives the Amplitude of the oscillation, and the distance between two consecutive peaks

(or troughs) constitutes the Period of one cycle. The Phase of the rhythm within a cy-

cle represents the time when a certain reference point (such as the peak) occurs given

that the commencement of the oscillation takes place after or in response to a previous

rhythm or stimulus [32].

When studying molecular circadian rhythms within a cell population (homogeneous

or not), it is crucial to define and measure synchrony, a property that is exerted when the

intrinsic circadian rhythms synchronize to the environment. To elucidate the degree of

this synchrony, it is essential to record the circadian rhythm for as many cycles as possible

[33]. When in synchrony, cells share the same period and maintain a constant phase

relationship, that is when the rhythms of two different oscillators peak in relation either

to a third oscillator or to each other [5]. For example, a group of rhythmic subjects (e.g.,

cells within a tissue) might share the same period after analysis of the circadian signal

(the raw data collected over time), but this does not predict whether the circadian rhythm

peaks at the same time for every single cell in the population.

Circadian synchrony (i.e., synchrony with a 24-hour periodicity) is for unicellular

organisms a strategy to synchronize to the cycling environment and anticipate daily

changes (see the example of Lingulodinium polyedra described in section 1.3). For cells

in a multicellular organism, synchrony to the external cycles is less evident, and rather

they synchronize to each other as being part of a larger cell population group, as is a

tissue or an organ [33]. Intriguingly, cellular clocks within different local niches of a mul-

ticellular organism are not synchronized (or not "coupled") [34], indicating that each pe-

ripheral oscillator maintains a phase relationship with other clocks in the periphery as

wells as with the central clock. This leads to interesting research questions, such as how
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Figure 1.3: Circadian rhythms can be described with three parameters: the Period, the Amplitude
and the Phase. For details, see text. Figure adapted from [35].

the rhythmic properties of cellular oscillators that are essential for synchrony within a de-

fined cell population can sustain an indirect misalignment with the rest of the periphery,

but resulting overall in organismal homeostasis and circadian alignment.

1.5.2 Signal acquisition

The monitoring of cellular rhythmicity involves measurement of a physiological or chem-

ical reaction over time. Examples include recording of gene expression-driven biolumi-

nescence (or fluorescence) and cAMP activity. In essence, a gene encoding for luciferase

(LUC) or destabilized green fluorescent protein (GFP) is driven by a clock gene promoter

[36], [37], [38]. The luciferase assay has been since its conception employed in a variety of

model systems in circadian biology, from cyanobacteria [39], to plants [40] and mammals

[41].

The bioluminescent or fluorescent signal is recorded at evenly spaced time intervals

(usually every 15 up to 60 minutes), thereby circadian function can be elucidated by cap-

turing gene expression dynamics. In essence, luciferase assay data represent the intensity

of bioluminescence that was generated and acquired during the measurement. Before
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the measurement begins, it is essential to stimulate the cells with external agents in or-

der to synchronize their phases and, thereby, a reference time point can be set for the

recording. Synchronization strategies include treatment with dexamethasone (DEX) [42]

or forskolin [43], serum shock after starvation [44] and entrainment via temperature cy-

cles with subsequent release in free-running conditions [45].

DEX is a glucocorticoid analogue that is potent to bind, and thereby, activate the

cytosolic glucocorticoid receptor (GR), which in turn translocates into the nucleus and

binds to GR elements on the promoters of core clock genes leading to the activation of

the clock cycle [42]. Forskolin treatment leads to CREB activation, and thereby, to cAMP

synthesis activating protein kinase A (PKA) [43]. PKA is further involved in phosphoryla-

tion of CREB, which binds to cAMP response elements in promoters of clock genes, such

as Per1 and Per2 [46], thereby resetting the clock. In the same context, serum shock in-

duces phosphorylation of the CLOCK protein via the Ca2+
-dependent PKC pathway [47],

which leads to clock activation. Regarding the response to ambient temperature cycles,

it has been shown that peripheral tissues and cells can be synchronized by temperature

fluctuations [17], [45] that simulate the physiological body temperature changes [45].

The necessity to use synchronization agents suggests that the circadian rhythm -

when aimed to be evaluated from the real-time recording- is a collective output of cellular

circadian rhythms that are not inter-distinguishable. Such phenomenon is illustrated in

Figure 1.4, where the response (in terms of the intensity of the bioluminescent or fluores-

cent signal produced or the power of the period estimate) of a cell population that is in

synchrony or not can substantially differ. The ability to infer circadian function and syn-

chrony in a cell population is achieved through signal conditioning methods, rhythmicity

and period estimation. In order to elucidate the population dynamics within cellular os-

cillators, single-cell bioluminescence imaging could be employed [36], which is a matter

of the research questions that are to be answered.
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It is important to note that the frequency of the signal acquisition is required to be at

least twice that of the highest frequency to be analysed. This is known as the Nyquist fre-

quency [32], [48]. It indicates that if the sampling rate is once per hour, then the shortest

periodicity that could be estimated would be two hours. Regarding the resolution of the

period estimate, which defines whether a period of 24.5 hours can be distinguished from

a period of 25.0 or 24.0 hours, depends on the number of total cycles that are recorded

[32], [48]. Similarly, a long acquisition, thereby more available cycles are included in the

data, proportionally correlates with the accuracy of the period estimation. Importantly,

the sampling rate itself (e.g., whether the signal is measured every five, ten or 20 min-

utes) over a given duration of time does not increase the accuracy of a period estimate

[32], [48].

What is more, it is often the case that in the recorded signal there are periodicities

present other than 24 hours [32]. This might be due to ultradian rhythms, which include

periodicities between 5 to 18 hours [49], that could interfere with the signal analysis eval-

uating 24-hour periodic components. For this, it is common to filter out both short and

long periodicities as discussed in section 1.5.3.

1.5.3 Signal conditioning

After the measurement is completed, the signal is subject to preprocessing that is es-

sential for further analysis. The first step is to assure that the acquired time series are

non-stationary, which means that the period and amplitude do not change throughout

the recording [48] -an example of a stationary and non-stationary signal is shown in Fig-

ure 1.5. This can be elucidated by plotting the raw data series, which is also crucial for

determining the presence of any missing data points or outliers (that could be assigned

to technical issues during the measurement). In that case, by averaging the intensity of

consecutive time points (e.g., five or six), a so-called smoothed time series is produced,
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Figure 1.4: Responses in molecular cycles underlying circadian synchrony within a cell population
vary depending on the phase relationship between the individual cells. For details, see text. Figure
adapted from [50].

in which high frequency spikes are removed without eliminating any further frequencies

that are likely present in the signal [32].

A common feature of luciferase recordings is that the intensity of bioluminescence

decreases at a constant rate during the measurement generating a linear trend in the

data (Fig. 1.6 middle panel). It is of particular importance that this trend is removed,

because it can mask any underlying periodicity in the data [32]. The aim is therefore to

produce a steady baseline around which the signal oscillates (Fig. 1.3). There are multi-

ple methods for detrending, including i) subtracting a running average, ii) subtracting a

linear or polynomial fit from the entire dataset, iii) applying a wavelet transform [51], or

iv) applying a convolution filter [32].
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Signal Signal

Time Time

Figure 1.5: Stationary and non-stationary signals. Parameters of a time series signal, such as the
period and amplitude, can remain constant (stationary signal) or change (non-stationary signal)
throughout the measurement. Plots were reproduced from the Biological Oscillations Analysis
Toolkit pyBoat from the GitHub repository (https://github.com/pyBOAT). Time scale in seconds.

1.5.4 Estimation of rhythmicity

The smoothed and detrended bioluminescent signal is subsequently used for rhythmic-

ity testing that aims to identify whether there are any rhythmic components in the signal

or whether the recording constitutes only by random frequencies (i.e., noise; Fig. 1.6

lower panel). Common tests for rhythmicity include: i) the autocorrelation function

(ACF), ii) the Fisher’s test and iii) the Lomb-Scargle periodogram (LSP) [48]. Statistical

tests such as Analysis of Variance (ANOVA) cannot be implemented to determine rhyth-

micity, because it can only test if time is a significant variable in the analyzed dataset, not

whether the data change over time [33].

The simplest test for rhythmicity is the ACF, which determines whether and to which

extend a delayed (or lagged) copy signal correlates with the conditioned signal. The de-

gree of autocorrelation is given by the autocorrelation coefficient, that ranges from 0 to

1. When the lag between the two time series is 0, then the autocorrelation coefficient is

1 and the signal is "perfectly" rhythmic, while an autocorrelation coefficient equal to 0

indicates a non-rhythmic signal. If the series is random, then the autocorrelation coeffi-

cient is close to 0 without increase. In a rhythmic signal, the autocorrelation coefficient is
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Time

Figure 1.6: Components of a time series signal. For details, see text. Plots were repro-
duced from the Biological Oscillations Analysis Toolkit pyBoat from the GitHub repository
(https://github.com/pyBOAT).

1 or close to 1 when the lag approximates the periodicity, revealing the presence of a peri-

odic component. To elucidate whether this constitutes a real periodic component or it is

due to a stochastic process, the ACF implements an ihnerit statistic test which computes

the probability of a rhythmic componenent at 95 % conficence interval [32].

Regarding the ACF, two important aspects are worth highlighting. First, it is possible

that the ACF does not determine significant rhythmicity, yet the time series appear to be

rhythmic by visually inspecting the raw and detrended data. Reasons for such an incon-

sistency include a weak signal, noise in the signal or a short recording (less than 5 cycles).

The confidence limit can thus be unrealistically high [32]. Second, it is possible that the

ACF does determine significant rhythmicity, albeit there is no real rhythmic process in

the data. In that case, two alternatives can be implemented: a) test for rhythmicity after

data randomization and b) test for rhythmicity with an additional method (e.g., LSP).
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1.5.5 Estimation of period

Once the signal has been evaluated and determined to contain a real rhythmic compo-

nent, the period estimate and the certainty of the estimate can be calculated. Methods of

period estimation are based on either fitting a periodic function on the detrended data

or spectral analysis.

The cosine fit (or cosinor) method was first introduced by Franz Halberg [52]. The

method assumes that circadian rhythms resemble sine wave-like rhythms with added

noise, therefore they can be represented mathematically as cosine curves with known (or

approximately known) period. The fit can be then obtained by linear regression using the

method of least squares [35], therefore providing the parameters of the cosine curve that

best describes the time series signal.

A set of methods for period estimation are based on spectral or Fourier analysis. The

basis of those methods is the revolutionary idea of Joseph Fourier that any type of signal

sampled over time at equal intervals -independently of its shape- can be represented as

an infinite sum of sine and cosine curves of various frequencies [53]. This modulation is

known as the Fourier Transform (FT) and its concept is depicted in Figure 1.7. FT con-

stitutes a powerful tool for period estimation, because if a major spectral component is

identified in the circadian range after spectral analysis, it can be inferred that the time

series signal elicits circadian rhythmicity [35], [32]. Taken together, spectral analysis can

detect and characterize the periodic components in a time series dataset, and the period

length can be directly calculated by the inverse of the frequency (f = 1 / T).

Fourier-based methods used in chronobiology for period estimation are the LSP,

the Chi-squared (X2) periodogram and the Fast Fourier Transform - Non-Linear Least

Squares (FFT-NLLS). Although no method is impeccable for period estimation, there are

few points that are crucial for deciding which method to use when estimating period
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length, one of the most important characteristics of the circadian rhythms [54].

First, a major advantage of the LSP is that it can accommodate time series data with

missing time points or unevenly-sampled data. In principle, it assumes a sinusoidal pat-

tern for a rhythmic component in the time series, but it is not a prerequisite [35]. On the

other hand, LSP is considered to be prone to artifacts given that spurious peaks may ap-

pear in the spectrum in case of periodic harmonics present in the signal [35], [33]. How-

ever, the associated statistic test determines whether a peak is random or reveals signif-

icant rhythmicity [48]. Whether a peak is spurious or not is evaluated by computing sta-

tistical levels that correspond to false-alarm probabilities (Pfa) [55]. For example, usually

Pfa of 10 %, 0.1 % or 0.01 % are used, which indicate the probability of a frequency peak to

be false-positive corresponding to the chosen percentage threshold. By this inspection a

spectral component at the circadian range can be further evaluated for its certainty. What

is more, the presence of noise in the time series results in low-frequency estimates in the

periodogram (Fig. 1.7 lower panel), albeit the major -when present- spectral component

in the signal can still be detected with high accuracy (Fig. 1.7 lower panel).

The X2 periodogram is a widely used method for estimating circadian period. The

periodogram includes all frequencies that exceed a 95 % significance level and the peak

with the highest power is given as the circadian period. Several studies have raised se-

rious considerations about its accuracy when employed in short time series [35], [54]. A

more recent study characterized a major source of bias in the X2 periodogram resulting

from the interaction between the true period and the length of the time course [56]. The

X2 periodogram is supported by numerous software packages for circadian data analysis,

such as LumiCycle Analysis (Actimetrics) and BioDare (https://biodare2.ed.ac.uk/).

The FFT-NLLS method, as the name implies, estimates the period using FFT and then

fits a sinusoid to the data giving the estimated period as starting point [32]. This approach

has been considered weakened by cycle-to-cycle period and amplitude variation result-
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Figure 1.7: Fourier transform (FT) for time series signal analysis. Fourier analysis converts a signal
from the original (time; t) domain to a representation in the frequency (ω) domain and vice versa.
Various period estimation methods implement the FT (for details, see text). In case of noisy time
series, low-frequency period estimates are present in the periodogram, albeit without exceeding
the statistical threshold (not shown).

ing in spurious periodicities [33]. It can be computationally slow, and is supported by the

Biodare platform (https://biodare2.ed.ac.uk/).

1.6 Pancreatic Ductal Adenocarcinoma

Pancreatic ductal adenocarcinoma (PDAC) is a deadly cancer type characterized by a

number of biological hallmarks which are described in section 1.6.3, while current ad-

vances in PDAC research based on systems biology approaches are summarized in sec-

tion 1.6.4. The molecular developmental program of the exocrine pancreas (section

1.6.1) combined with the most prevalent genetic mutations that have been identified in

PDAC (section 1.6.2) are crucial for highlighting the importance of genetically engineered

mouse models (section 1.6.2.2) as research tool for understanding the development and
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progression of human PDAC as well as for pre-clinical testing.

1.6.1 Development of the exocrine pancreas

Given that PDAC is an exocrine type of pancreatic cancer, and the study of PDAC

using animal models (see section 1.6.2.2) is based on utilizing pancreas- and ex-

ocrine pancreas-specific transcription factors, it is considered important to give a short

overview of pancreatic cell fate determination (Fig. 1.8 A). The development of the pan-

creas arises from the foregut endoderm after inhibition of the Hedgehog signaling and

the expression of two homeodomain transcription factors, HLXB9 and PDX1 [57]. PDX1

is also critical for the development of the stomach, duodenum and the bile duct, while

Pdx1 homozygous deletion results in failure of pancreatic development [57].

At an early stage of embryonic development, PDX1-positive multipotent precursor

cells further differentiate in endocrine (islet), acinar and ductal cell lineages [57]. To note,

islet cell types are involved in the regulation of systemic glucose metabolism by secreting

hormones as insulin (β cells) and glucagon (α cells). The exocrine pancreas is responsible

for production and secretion of digestive enzymes, such as proteases (chymotrypsinogen

and trypsinogen), lipases (pancreatic lipase) and carboxylases (amylase) as well as bicar-

bonate for optimal pH regulation [58]. The secretion of the pancreatic juice in the com-

mon bile duct is facilitated via the pancreatic duct (Fig. 1.8 B), which ultimately drains

into the intestine [58].

The transcription factor PTF1a-p48 (p48) is required for the fate determination of all

three pancreatic cell lineages. Exocrine cells maintain p48 and lose PDX1 expression,

while islet precursor cells maintain PDX1 and lose p48 expression. Interestingly, no duc-

tal cell-specific have been identified as regulators of ductal differentiation [58]. Relatively

recent studies have shown that differentiated exocrine cell types can effectively act as

sources for β cell neogenesis [59], illustrating unexpected plasticity between pancreatic
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Figure 1.8: A) Development of the exocrine pancreas follows strict transcriptional programs. Fig-
ure adapted from [57]. B) The pancreas is located in close proximity to liver, spleen and stomach.
The pancreatic juice essential for digestion is secreted in the bile duct via the pancreatic duct. The
development of a solid tumor mass in the pancreas is supported by the portal vein circulation sys-
tem. Figure reproduced from [61].

lineages. Importantly, acinar plasticity is highly evident in acinar-to-ductal metaplasia

(ADM), an early crucial event for PDAC tumorigenesis [60].

The transcriptional cascades determining the pancreatic cell fate have been the basis

for genetic engineering approaches to generate mouse models that could recapitulate

pancreatic development and offer the tools for understanding PDAC development and

progression. More details are given in section 1.6.2.2.

1.6.2 Progression model of PDAC development

Histological and genetic analyses have identified that PDAC results from accumulation of

genetic alterations that is usually a lengthy yet dormant process without apparent physi-

ological symptoms.

In human PDAC, the most prevalent hypothesis for PDAC development is that ge-

netic mutations give rise to ductal neoplasms designated pancreatic intraepithelial neo-
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Figure 1.9: Genetic model for PDAC development and progression. For details, see text. Figure
reproduced from [65].

plasias (PanINs), which result in a stepwise manner to carcinoma (Fig. 1.9), accompanied

by accumulation of specific genetic mutations [62]. PanINs have been characterized in

three different morphological architectures: PanIN-1 and PanIN-2 include transformed,

elongated epithelium, while PanIN-3 display increased neoplastic cellular atypia [63]

(Fig. 1.9). Activating mutations in Kras gene (see section 1.6.2.1) are present in PanIN-

1 precursor lesions, while PanIN-2 and PanIN-3 are commonly characterized by genomic

structural alterations and inactivation of tumor suppressor genes, such as Cdkn2a, re-

spectively. Therefore, it is believed that the initial oncogenic mutation of Kras is neces-

sary but not sufficient for PDAC progression [64]. Genomic instability events, such as

telomere shortening, and further mutations in tumor suppressor genes as tumor protein

p53 (Tp53), cyclin-dependent kinase inhibitor 2A (Cdkn2a), and SMAD family member 4

(Smad4), arise during PanINs progression as depicted in Figure 1.9.
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1.6.2.1 Signaling cascades of oncogenic KRAS in PDAC

The most prevalent genetic mutation found in 75-100 % of pancreatic cancers [63], [66] is

the gain-of-function point mutation of the Kirsten rat sarcoma virus (Kras) gene resulting

in substitution of a single amino acid in the KRAS protein; mostly in codon 12, in which

the point mutation results in exchange of Glycine (G) for Aspartic acid (D) [66]. As a result,

the mutated KRAS protein (KRASG12D) is constitutively active which is detrimental for the

regulation of cell proliferation due to its involvement in multiple downstream signaling

cascades [63] as depicted in Figure 1.10.

Under normal conditions, KRAS, the effector protein of the mitogen-activated protein

kinase (MAPK) signaling pathway, exchanges GDP with GTP as a response to activation of

membrane-bound protein receptors by growth factors, cytokines or hormones [63]. The

signaling cascade consisting of subsequent phosphorylation events leads to activation

of transcription factors that induce the expression of genes associated with cell survival,

proliferation and/or inhibition of apoptosis (Fig. 1.10).

In oncogenic KRAS signaling, GTP hydrolysis is inhibited after activation of recep-

tor tyrosine kinases (RTKs) and GDP-bound exchange for GTP in KRAS, which would al-

low the inactivation of the signaling cascade as a feedback loop and ultimately return to

homeostasis. In contrast, the continuous activation of KRAS leads to constant expression

of protooncogenes even in the absence of mitogenic stimuli leading to uncontrolled cell

proliferation. Interestingly, amplification and/or overexpression of RTKs [67] as well as

simultaneous activation of multiple RTKs [68] has been reported, thereby further hinder-

ing the inactivation of oncogenic KRAS signaling cascades.

Importantly, additional activating mutations downstream of KRAS signaling have

been reported in PDAC, such as PI3K/mTOR and BRAF/MAPK, albeit less frequent

[69]. For example, oncogenic mutations in Pik3c2a results in constitutive activation of
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Figure 1.10: Signaling pathways of effector KRAS. Oncogenic KRAS signaling cascades impact a
plethora of biological pathways related to cell proliferation and survival. Figure reproduced from
[71].

PI3K/AKT/mTOR pathway singaling, which leads to high fatty acid biogenesis [70].

1.6.2.2 Genetically engineered mouse models of PDAC

The elucidation in the development of the molecular architecture of normal pancreas in

the mouse has provided the framework for genetic manipulations to generate genetically

engineered mouse models (GEMM) of PDAC. These models have been crucial for the

study and understanding of PDAC early development and progression with the goal to

facilitate the discovery of novel genetic and phenotypic markers that could explain, and

possibly predict treatment outcome or serve as diagnostic markers.

The most prevalent of genetic mutations in Kras and Tp53 as seen in section 1.6.2

have been used for generating conditional gene "knock-in" mouse models using the Cre-

loxP system [57]. Breeding between transgenic mice harboring pancreatic progenitor

cells, such as Pdx1-Cre, with mice expressing a "lox-KrasG12D-lox" cassette results in off-
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spring mice that express endogenous KrasG12D in a tissue-specific manner. This model

was introduced in 2005 by Horigami, who few years later reported an additional GEMM

model that combines endogenous Kras activation with tumor suppressor Tp53R172H inac-

tivation [57]. GEMMs recapitulate very closely the morphological and molecular events

that characterize PDAC phenotype in humans. However, there are pathologic features of

mouse PDAC that differ from human PDAC, such as multilineage differentiation, little to

no desmoplasia and development of metastasis [57].

Lastly, transplantation models that involve the transplantation of human or mouse

PDAC cells into recipient wild-type mice (xenograft and allograft models, respectively)

also mimic PDAC development and progression, albeit they serve as more time- and

cost-efficient models [72]. The transplantation can be either in the pancreas (orthotopic

injection) or in distal sites (heterotopic injection), such as in spleen or skin. Allograft

models have been shown to develop up to 90 % liver metastases [73], which is considered

to closer resemble sporadic mutations in KRAS as found in human PDAC.

1.6.3 Biological hallmarks

PDAC is an aggressive malignancy arising from the exocrine glands of the pancreas.

About 90 % of pancreatic cancers are exocrine [62], while the remaining 10 % accounts

for neuroendocrine cancers (also called islet tumors that will not be discussed). PDAC is

the 7th leading cause of cancer-related deaths worldwide [74] and the 5-year survival rate

does not exceed 9 % of diagnosed PDAC patients preceding the poorest prognosis among

all cancer types [74]. In addition, 80 % of PDAC patients are diagnosed at an advanced

stage or with present metastases restricting treatment options such as surgical resection

[75]. The ultimate therapeutic regimen consists of chemo- and radiotherapy sessions that

have detrimental side effects for the patients.

A number of risk factors for pancreatic cancer have been identified. Apart from
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chronic pancreatitis and aging [76], a prevalent risk factor constitute metabolic-related

disorders such as type II diabetes and obesity [77], [78]. Importantly, life style habits as

tobacco and alcohol abuse have also been reported as risk factors [79]. Lastly, genetic

predisposition due to germline mutations account for approximately 6 % of PDAC cases

[80].

Thanks to the advancement of next-generation sequencing (NGS) technologies,

genome-wide associated studies (GWAS) in human patients have identified that numer-

ous distinct genetic mutations account for the PDAC phenotype [81]. In addition, chro-

mosomal rearrangements, copy number variations, gene expression alterations and epi-

genetic modifications have shown to underpin the genetic instability that governs PDAC

development and progression [82]. Thus, PDAC is considered a highly heterogeneous

malignancy characterized further by a dense stromal reaction, immunosuppressive tu-

mor microenvironment (TME), metabolic reprogrammning, metastasis formation and

treatment limitations. In the following paragraphs each one of those characteristics is

discussed.

The TME in PDAC consits of pancreatic cancer cells, pancreatic stellate cells (PSCs),

diverse immune cell populations, blood vessels and extracellular matrix (ECM) [83]. An

illustration of TME is depicted in Figure 1.11. Apart from tumor cell-intrinsic pathways

that largely attribute to an escape from immune response, TME fosters a niche of im-

munomodulation via cytokine secretion. In essence, pancreatic cancer cells secrete cy-

tokines that chemically attract immunosuppressive cells, such as regulatory T cells (Treg),

neutrophils and tumor-associated macrophages (TAMs). This results in inhibition of cy-

totoxic T cells (CD8+). Immune cell infiltration also promotes angiogenesis by cytokine

and growth factor release. This enhances the nutrient supply and supports the invasive

capacity of mesenchymal cancer cells undergone epithelial-to-mesenchymal transition

(EMT). Furthermore, as a response to cytokines, activated PSCs (also known as cancer-
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Figure 1.11: Tumor microenvironment (TME) composition and desmoplasmic reaction are in-
dispensable components for PDAC development and progression. For details, see text. EMT:
Epithelial-to-mesenchymal transition. Figure reproduced from [83].

associated fibroblasts) produce ECM proteins, including fibronectin and type I collagen

[84], underpinning a dense desmoplastic reaction that can account for up to 90 % of the

total tumor volume [75]. Overall, TME in PDAC can be described as an immunosuppres-

sive niche that fosters tumor growth, metastasis and ultimately resistance to chemother-

apy, thus constituting an essential component in PDAC progression.

Another important hallmark of PDAC biology is the metabolic rewiring required for

meeting the extensively high energy demands of PDAC cells to maintain aberrant cell

proliferation and growth. In essence, metabolic rewiring derives from the ability of can-

cer cells to "steer" nutrients, such as glucose and tricarboxylic acid (TCA) cycle inter-

mediates, and maintain redox homeostasis. This is instrumental for sustaining anabolic

processes for energy production at a high rate as well as for balancing oxidative stress by-

products of those anabolic reactions. PDAC cells depend heavily on glucose and anaer-

obic metabolism despite the presence of oxygen (known as Warburg effect) [85]. This

has been shown to be mediated by upregulation of the glucose transporter GLUT1 and of

rate-limiting enzymes in the glycolytic pathway, such as Hexokinase 1 and 2 (HK1, HK2)

[85], [86].
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Constitutive KRAS activation is also linked to increased production of precursors for

DNA and RNA synthesis via the pentose phosphate pathway (PPP) [86], which addition-

ally results in production of reducing power that is necessary for anabolic processes.

Furthermore, KRAS-driven PDAC tumors have been found to rewire glutamine (Gln)

metabolism for obtaining nitrogen and carbon precursors to support the anabolic de-

mands [87]. This is achieved by oncogenic KRAS signaling-mediated upregulation of glu-

tamate dehydrogenase (GLUD1) and aspartate transaminase (GOT1). In mitochondria,

GLUD1 catalyzes the conversion of glutamate (Glu) to aspartate (Asp), which is further

converted in the cytosol to oxaloacetate and malate, ultimately resulting in NADPH pro-

duction [87]. It is known that NADPH serves as coenzyme of redox agents, such as glu-

tathione and, thereby, facilitates scavenging of reactive oxygen species (ROS). ROS are

by-products of high cell proliferation, and antioxidant molecules, sush as glutathione

and thioredoxin, are constantly recycled to outweigh oxidative stress. At the same time,

NAD(P)H oxidation results in NAD(P)+ production, which supports enhanced glycolysis.

An alternative pathway that may be enhanced in PDAC to maintain high prolifera-

tive rates is autophagy [88]. In healthy cells, autophagy-mediated nutrient scavenging

takes place in presence of a stressful stimulus, such as hypoxia, starvation, radiation or

due to a cytotoxic agent [89]. In cancer cells, this mechanism can be activated with pro-

proliferative effects, thereby supporting tumor growth and may be linked to tumor cell

survival and resistance therapy in PDAC [90].

Lastly, a detrimental characteristic of PDAC is its invasiveness due to metastasis. To

metastasize, tumor cells detach from their primary niche and migrate through the circu-

lation or the lymphatic system to finally extravasate and form a secondary tumor niche

[91] (Fig. 1.12). The transition of epithelial tumor cells residing in the primary tumor

site into motile mesenchymal cells takes place through a process called epithelial-to-

mesenchymal transition (EMT) [92]. EMT is an important developmental process during
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Figure 1.12: Metastasis formation in PDAC require dissemination of the primary tumor and es-
tablishment of a secondary tumor niche after migration through the circulation. Major metastatic
sites are the liver and the lungs. Figure adapted from [72].

embryogenesis [93], and essential for cancer metastasis. On the molecular level, it has

been extensively studied and it has been shown that TGF-β signaling is the most promi-

nent pathway associated with EMT [92]. It involves activation of TGF-β receptor and sub-

sequent activation of proteins SMAD1 and SMAD3 that collectively activate SMAD4. The

latter translocates to the nucleus and induces the activity of transcription factors, such

as SNAIL and TWIST [94], that ultimately lead to repression of E-cadherin expression,

necessary for the adherence of the epithelial cells at cell junctions [94].

It is important to note that metastasis can occur at early stages of PDAC development

and research efforts have been performed to identify potential pre-metastatic genes or

markers [72]. However, the results have been unfruitful so far, although it was shown that

additional genetic mutations are indispensable for dissemination of the tumor cells [95].
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1.6.4 Systems biology approaches in PDAC research

Over the last two decades, high-throughput sequencing technologies and phenotypic

quantitative methods, such as proteomics and metabolomics, have been introduced in

cancer research. Systematic studies aim to functionally characterize cancer cells and tis-

sues, and to integrate the generated knowledge for elucidating the complexity of a patho-

logical condition as cancer. Ultimately, the aim is to translate the available information

into clinical applications by discovering novel diagnostic markers, designing customized

treatment strategies and predict treatment outcomes.

In the context of PDAC, the vast majority of systematic efforts have focused on se-

quencing technologies (genomics and transcriptomics) in order to define molecular sub-

types of PDAC that could lead to novel biomarker discovery and assist the design of

subtype-specific therapies. So far, there is a substantial overlap in classification from dif-

ferent transcriptomics studies, albeit no identical, as depicted in Figure 1.13 Collisson

and colleagues identified three subtypes (exocrine-like, classical and quasimesenchy-

mal) [96]. Moffitt and colleagues classified PDAC tumors in two subtypes (basal-like and

classical) [97], while Bailey and colleagues stratified PDAC tumor samples in four sub-

types, that included squamous, ADEX, immunogenic and pancreatic progenitor subtype

[98].

To date, PDAC molecular subtyping is based on global gene expression utilizing RNA

sequencing technologies (RNA-seq). Functional characterization of PDAC subtypes may

prove to add invaluable information given that gene expression is far from proportional

to protein function due to post-transcriptional and post-translational mechanisms [99].

In essence, phenotypic profiling of PDAC tumors via proteomics could identify additional

features that may facilitate the identification of subtype-specific protein markers in an

unbiased manner. Proteomic profiling of PDAC tissue would also facilitate the stratifica-
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Figure 1.13: Molecular subtypes in PDAC based on transcriptomic profiling as established from
different studies. Figure adapted from [100].

tion of patients and potentially predict the response to treatment.

1.7 Links between circadian rhythms and cancer

In this section, the interplay between circadian clock outputs and carcinogenesis will be

discussed. The application of circadian biology in cancer research has been intensified

in the last few years, albeit the first studies about potential circadian timing in cancer

treatments as well as studies linking circadian misalignment to cancer biology have been

performed about two decades ago [101], [102]. In the following sections, an overview

of accumulated evidence supporting the reciprocity between circadian clock function

and tumor development is given (Fig. 1.15). Overall, understanding the role of circa-

dian rhythms in tumor development and progression is crucial for better understanding

causes of cancer and how to treat them.

1.7.1 Environmental disruption of circadian rhythms and cancer

As described in section 1.4.2, circadian rhythms temporally regulate many physiologi-

cal and behavioral processes. Environmental disruption of circadian rhythms is evident

when there is a desynchronization between the internal free-running clock and the ex-

ternal conditions, that can result from shift work, jet lag or aberrant meal timing [5]. For

effects as detrimental as carcinogenesis, such desynchronization relies on chronic expo-
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sure under the aforementioned conditions.

Several lines of evidence have shown that environmental circadian disruption is as-

sociated with carcinogenesis. For example, a prospective cohort study on nurses working

night shifts, found that women chronically working at night had 36 % higher risk in devel-

oping breast cancer [103]. A more recent study showed that night shift work increases the

risk of breast cancer in pre-menopausal women, especially in those with long light expo-

sure at night [104]. Kubo and colleagues conducted a prospective cohort study with male

night shift-workers and found a higher risk for prostate cancer in rotating shift-workers

[105]. Furthermore, aberrant or antiphase sleeping schedule was correlated both with

higher risk for breast and prostate cancer in individuals that had never worked at night

[106].

In addition to epidemiological data, experimental studies have shown association be-

tween physiologic circadian disruption and increased cancer risk. For example, disrup-

tion of the central clock in an engineered mouse model of lung cancer resulted in in-

creased tumor growth and progression [107]. Van Dycke and colleagues exposed breast

cancer-prone mice in alternating light-dark cycles and found increased breast cancer de-

velopment, linking internal desynchrony with tumorigenesis [108]. What is more, mice

kept under constant light conditions developed hepatocarcinoma, lung carcinoma and

leukemia at higher frequency compared to mice kept under normal light/dark schedule

(12 hours light : 12 hours night) conditions [109].

Furthermore, restoration of circadian rhythms in melanoma and colon cancer cells

was found to inhibit tumor growth [110]. Filipski and Lévi showed that timed food intake

in mice with a disrupted systemic clock due to chronic experimental jet-lag conditions

decreased tumor growth in the liver. This study showed that meal timing outweighed

the accelerating tumor growth due to physiologic circadian disruption, highlighting the

impact of circadian rhythms on tumor development and their potential in preventing
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and/or treatment of circadian malfunctions that can lead to tumorigenesis [111].

1.7.2 Genetic disruption of circadian rhythms and cancer

The link between circadian disruption and carcinogenesis is further supported by studies

that have identified genetic mutations and/or altered gene expression of core clock genes

among different types of cancer. For example, using data from The Cancer Genome At-

las (TCGA), Ye and colleagues analyzed multi-dimensional omics data from 32 different

cancer types and reported that clock genes exhibit global alterations at genetic (i.e., mu-

tations), transcriptional (i.e., up- or downregulation of gene expression) and epigenetic

(i.e., methylation) level [112]. Importantly, these global modifications were linked to dys-

funtion of the circadian clock in patient tumor samples. Moreover, alterations in clock

gene expression was found to be correlated with patient survival and clinical features,

such as tumor stage and subtype. Finally, the study suggested that the core clock genes

Nr1d1, Npas2 and Arntl2 may function as oncogenes, while Pers, Crys and Ror may act as

tumor suppressors [112].

In addition, the expression of Per1, Per2 and Per3 was found deregulated in several

breast cancer cell lines [113], while decreased expression of Per1 and Per2 has been found

in breast tumor samples [114]. In a recent study, Jiang and colleagues showed that clock

protein levels were downregulated in tumor samples from pancreatic cancer patients

[115]. Moreover, the expression of Per genes and Clock was found significantly lower in

ovarian cancer tissues compared to health ovarian tissues [116]. In this study, the authors

suggested the combination of Cry1 and Bmal1 expression as prognostic factor for ovarian

cancer. In addition, in untreated colorectal cancer tissue was found that the expression

of Clock was significantly lower compared to the adjacent mucosa, while high expression

of Bmal1 and low expression of Per1 was correlated with liver metastasis [117].

It is also important to note that several studies have investigated whether genetic
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deletion of clock genes predisposes mouse models to carcinogenesis. In particular, Fu

and colleagues were the first to report that Per2-mutant mice developed tumors at a

higher rate after irradiation compared to the wild-type counterparts [118]. The authors

attributed the phenotype to increased c-Myc expression and lower p53 protein expres-

sion, leading to increased cell proliferation and inhibition of apoptosis. However, Yu and

Weaver have summarised in an extensive review article the effects of total deletion of

clock genes on a variety of factors related to circadian behavior, response to irradiation

and aging [119]. It can be concluded that null mutant mice for clock genes do not show

higher cancer incidence, albeit clock gene deletion accounts for aging phenotypes. This

is also supported by another study that showed BMAL1-dependent mechanisms corre-

late with lifespan through mammalian Target of Rapamycin Complex 1 (mTORC1) activ-

ity [120].

Overall, dysfunction of the circadian clock in tumors appears to be a common charac-

teristic. Experimental data show that these genetic disturbances are linked to increased

cancer incidence and progression. In the next two sections, possible mechanistic con-

nections between circadian clock and "hallmarks" of cancer are presented.

1.7.3 Hallmarks of cancer and connection to the circadian clock

It is worth mentioning that several biological processes that are deregulated in can-

cer have been found to be linked in circadian rhythms, such as cell division cycle,

metabolism, apoptosis and DNA damage response [121], [122]. In the frame of this thesis

work, the first two are discussed further and illustrated in Figure 1.15.

1.7.3.1 Cell cycle

The cell cycle is a well-defined and tight-regulated sequence of cellular processes that

ascribe to the lifetime of the cell. The cell cycle progression has been described more
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than 70 years ago [123] and aims to control cell division, an important element for cell

and tissue homeostasis. The cell cycle consists primarily of two phases, the pre-mitotic

and the mitotic (M) phase. The former comprises further by three phases, that are G1,

where signaling processes that are important for upcoming cell division take place. S

phase, in which DNA replication occurs, and G2 phase, where growth of cell components

essential for subsequent division takes place (Fig. 1.14). In the latter phase, the actual cell

division takes place and the duration is substantially shorter than the pre-mitotic phase

[124]. Lastly, somatic, non-dividing cells are considered to have "exited" the cell cycle

and be in the quiescent G0 phase, and can "enter" upon stimulation by growth factors

(mitogens).

The transition from each phase of the cell cycle to the next (also referred to as "check-

points") is tightly controlled by specific protein complexes consisting of cyclins and

cyclin-dependent kinases (CDKs) that are activated in a sequential manner [125]. In

essence, entry to G1 is regulated by cyclinD-CDK4/6 complex, G1/S transition is con-

trolled by cyclinE/CDK2; S phase is regulated by cyclinA/CDK2 complex and the transi-

tion S/G2 is activated by cyclinA/CDK1; G2 checkpoint depends on cyclinB/CDK1 (Fig.

1.14).

The deregulated cell cycle resulting in aberrant cell proliferation is a hallmark of can-

cer [126]. Recent studies have shown that circadian regulated genes may act as upstream

regulators of the cell cycle checkpoints, providing a time window where the correspond-

ing process may take place. For example, the protein kinase WEE1, a clock-controlled

gene, was found to inhibit the cyclinB/CDK1 complex activity by phosphorylating the

CDK1 [127]. Furthermore, cyclins B1 (Ccnb1) and D1 (Ccnd1), as well as cell cycle-related

genes, such as p21, p16 and c-Myc are considered to be under circadian control in nor-

mal tissues [128]. In a study by Altman and colleagues, it was suggested that in human

osteosarcoma (U2-OS) cells, c-MYC recognizes and binds to the same DNA binding re-
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Figure 1.14: Molecular links between the circadian clock and cell cycle. The two cellular oscilla-
tory systems are interconnected via protein regulators, such as WEE1, p21 and p16. For details,
see text. Figure reproduced from [18].

gions as the BMAL1:CLOCK heterodimer [129]. Thus, the molecular mechanism of the

clock is disrupted without the core clock components to be altered. The possible im-

plication of c-MYC in the circadian clock function is also supported by the finding that

c-MYC is a target of CRY2-dependent protein turnover [130], suggesting that degradation

of c-Myc at specific times of day is essential for normal function of the molecular clock.

Given that functional interplays between the circadian clock machinery and the cell

cycle have been identified, it has been speculated that circadian rhythms may play a

role in temporally gating the cell division. It is challenging to elucidate such a "cause-

consequence" relationship in a cancer cell, since there are multiple interconnections be-

tween the two systems that could disrupt their coupling [131]. This suggests, that whether

circadian clock disruption is a prerequisite or a result of cell transformation still remains

unclear. Taken together, a comprehensive understanding of the molecular links between

circadian clock and cell cycle is crucial when studying circadian rhythms in carcinogen-

esis.
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1.7.3.2 Metabolism

Another important hallmark of cancer is the altered state of cellular metabolism [126].

There are several lines of evidence showing a close relationship between circadian clock

function and metabolic processes. Therefore, it is tempting to speculate that metabolic

abnormalities seen in cancer cells might be a result of circadian dysfunction [18].

In a study by Kettner and colleagues, it was found that chronic jet lag in wild-type

mice induced formation of hepatocellular carcinoma (HCC), while gene expression anal-

ysis showed global metabolic deregulation in the liver [132]. In addition, exposure of

wild-type rats to constant light conditions facilitated glioma tumor growth compared

to rats kept under normal night/dark conditions [133]. The authors demonstrated that

systemic circadian disruption promoted a global anabolic upregulation exhibited by ele-

vated glucose and triglycerides levels that supported tumor growth. Interestingly, genetic

disruption of circadian rhythms impacts systemic metabolic regulation, since Clock null

mutant mice show signs of metabolic syndrome [134].

A further indirect connection between cancer, metabolism and circadian regulation is

supported by the finding of a recent study using a mouse model for lung adenocarcinoma

[135]. The authors showed that lung cancer does not impact core clock components of

the hepatic clock rather the overall rewiring of hepatic metabolism. Lung cancer was

interpreted as an endogenous circadian modulator producing cytokines that have the

potential to distally act as metabolic regulators [135].

On the molecular level, it still remains unclear how clock proteins modulate

metabolic processes, and in which degree this is further impacted by a cancerous cell

state. One intriguing mechanism involving chromatin remodelling via the Sirtuin 1

(SIRT1) has been suggested [136]. In particular, SIRT1 is a NAD+-dependent histone

deacetylase that plays an important role in epigenetic control of metabolism regulating
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Figure 1.15: Links between circadian rhythms and carcinogenesis. For details, see text.

glucose homeostasis [137] and fatty acid metabolism [138]. SIRT1 (as the rest of Sirtuins,

and in contrast with other classes of histone deacetylases) has a variety of non-histone

substrates, such as p53 and forkhead box class O (FOXO [139]. Interestingly, SIRT1 was

found to directly interact with CLOCK, and deacetylate BMAL1 [136]. It has been pro-

posed that SIRT1 imposes metabolic imbalance in cancer cells supporting aberrant and

high energetic cell proliferation by modulating the circadian clock [136].

Taken together, the indirect exertion of circadian clock output in cancer cells has

been characterized via cross-talk with the cell cycle, that ultimately regulates cell pro-

liferation and survival, as well as via metabolic regulators. These lines of evidence are

crucial for identifying potential novel targets for therapeutic purposes integrating their

time-of-day-dependent regulation (chronotherapy).
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1.8 Aims of the thesis

My thesis work aimed :

1. To characterize circadian clock functionality in primary pancreatic tumor cell lines

harboring distinct oncogenic driver mutations.

2. To functionally characterize primary pancreatic tumor cell lines from different onco-

genic mutation pools based on their global proteome profiling.

3. To investigate the role of the tumor-intrinsic circadian clock in pancreatic cancer

development and progression.

Each of the three aims is presented as a separate section in Results (Chapter 3) and Dis-

cussion (Chapter 4). The conclusions derived from each research objective and future

perspectives are collectively given in Chapter 5.



CHAPTER 2

Materials And Methods

Abstract | In this chapter, all experimental procedures and protocols that were performed

are described in detail, including cell culture techniques, sample preparation for mass

spectrometry-based proteomics, animal tissue processing and data analyses. The animal

studies were conducted in collaboration between the laboratories of Prof. Dr. Robles

Martinez and Prof. Dr. Saur. The animal experiments were carried out in accordance to

the European Guidelines for the care and use of laboratory animals and were approved

prior to the start of experimental work by the Government of Upper Bavaria.
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2.1 Cell culture

2.1.1 Generation and availability of primary murine PDAC cell lines

All primary murine PDAC cell lines used in the experimental procedures were kindly pro-

vided by the group of Prof. Dr. Saur (TranslaTUM, Munich). All PDAC cell lines were iso-

lated from endogenous mouse models of PDAC and cultured for less than 30 passages.

All were tested for mycoplasma contamination by PCR before commencement of the ex-

periments. Cells were maintained in standard tissue culture flasks or dishes and cultured

in Dulbecco’s Modified Eagle’s Medium (DMEM) medium with 10 % fetal bovine serum

(FBS) and 1 % penicillin (100 U/ml)/streptomycin (100 µg/ml) (P/S). All cell lines were

kept in humidified incubators (37 ◦C with 5 % CO2).

For the remaining part of this thesis all primary murine PDAC cell lines used may

referred to as PDAC cells.

2.1.2 Circadian rhythm reporter PDAC cell line generation

The firefly luciferase gene under the control of a mouse Bmal1 promoter (Bmal1::Luc)

was part of the plasmid construct that was kindly provided by Dr. Achim Kramer (Charité,

Berlin), and used for the generation of circadian rhythm reporter PDAC cells (Fig. 2.2).

First, HEK293T cells were used for lentivirus (LV) production. HEK293T cells were

seeded at a density of 4 x 105 cells in three different 15 cm dishes, each with 20 mL

medium (Day 1). The following day, a plasmid mix consisting of the expression plas-
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mid DNA (Bmal1-Luc-Hygro; 2 µg) and packaging plasmids pSpax (1.25 µg) and pMD2

(0.75 µg) was prepared. A master mix of TransIT (18 µL per 15cm plate) and OptiMEM

medium (270 µL per 15cm plate; without FBS or P/S) was also prepared and incubated

for five minutes in room temperature (RT). Then, the plasmid mix was added to the mas-

ter mix and left at RT for 30 minutes. Subsequently, the transfection mix was carefully

added (drop-wise) to the medium of HEK293T cells, which were kept at 37 ◦C overnight

(Day 2). The next day, the medium of the transfected HEK293T cells was exchanged with

8 mL DMEM medium with 30 % FBS (Day 3), and after 24 hours the viral supernatant was

taken and stored at 4 ◦C (Day 4). Fresh medium (8 mL DMEM with 30 % FBS) was added

and 24 four hours later (Day 5) the viral supernatant (in total 16 mL) was filtered through

a 0.45 µm sterile filter using a syringe, aliquoted in 15 mL falcons (5 mL each) and stored

in -80 ◦C until usage.

For the transduction, PDAC cells were seeded in duplicates in a 6-well plate at a den-

sity of 1-1.5 x 105 cells per well. The following day, cells at 60 to 70 % confluency were

transduced with LV particles. For this, a 5 mL LV aliquot was mixed with 5 mL DMEM

medium (10 % FBS, 1 % P/S) and Polybrene (Merck) at a final concentration of 8 µg/mL. 2

mL of LV master mix was added to each well (after removing the medium) and incubated

overnight at 37 ◦C. The following day, the medium was exchanged and 48 hours post-

tranduction, the transduced PDAC cells were maintained in medium with hygromycin at

a starting concentration 250 µg/mL, which increased sequentially until the control cells

("mock") for each cell line, which did not receive the antibiotic, died. The selection lasted

three to seven days and the final antibiotic concentration ranged from 300 to 800 µL/mL

depending on the PDAC cell line.

The transduction of the PDAC cells was performed in two different time points

throughout the thesis work, therefore two different batches of LV were prepared. All ex-

perimental procedures and handling of LV were performed in the specialized humidified
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hood of biosafety level 2 (S2) after obtaining the necessary legal-bound introduction.

2.1.3 Bmal1 knockout KRAS-mutant cell line generation

For generating control (Bmal1-proficient) and Bmal1-deficient Bmal1::Luc KRAS-mutant

cell lines the CRISPR all-in-one editing system [Cas9 nuclease and single-guide RNA

(sgRNA)] was used. First, two different sgRNA sequences were designed in silico by the

PhD student Mr. Sebastian Widholz, MSc. targeting the first exon of the Bmal1 gene. The

sgRNA sequences were:

1. Arntl_284_64590 GAGAGTAGGTCGGTGGGGCC

2. Arntl_26_75355 GTTACTAGGTACCTTCCATG.

A sgRNA targeting the LacZ gene (sglacZ) was used as control. Then, each sgRNA se-

quence was cloned into the expression LV vector pLV-CRISPR-puro Three different plas-

mid vectors for each Bmal1::Luc PDAC cell line were used for LV production following the

same procedure as described in section 2.1.2. For the transfection of the HEK293T cells

the protocol was adjusted for 10 cm plates (instead of 15cm) and the generated LV was

aliquoted in 1.5 mL cryotubes (instead of 15 mL falcons). The selection of the success-

fully transduced Bmal1::Luc PDAC cell lines was based on puromycin resistance (puroR)

that was included in each expression LV vector. The selection lasted three to seven days

and the final antibiotic concentration ranged from 2.5 to 6 µL/mL depending on the cell

line.

Upon selection, genomic DNA was extracted from Bmal1::Luc KRAS-mutant cell lines

using the Mammalian Genomic DNA Miniprep kit (Sigma-Aldrich) following the manu-

facturer’s instructions. The DNA sequence flanking of the respective sgRNA binding site

at the Bmal1 locus was amplified via PCR and subsequently sequenced by Sanger se-
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quencing. The CRISPR data analysis webtool Inference of CRISPR Edits (ICE) (Synthego;

https://ice.synthego.com) was used to determine the percentage of insertions and/or

deletions (indels) in the Bmal1 gene. For this, the quide sequences of sglacZ and targeted-

to-Bmal1 sgRNA for each Bmal1::Luc PDAC cell line were uploaded to the corresponding

online section. Ultimately, by selecting "add sample to analysis" the software proceeded

with the deconvolution process and provided the result as percentage of indels relatively

to the control. The overview of the experimental procedure is given in Figure 2.1 and the

obtained traces are presented in the Appendix C.

The validation of the Bmal1 editing in all KRAS-mutant cell lines was performed by

measuring BMAL1 total protein levels by Western blot and assessment of circadian rhyth-

micity (see section 3.3.2).

2.1.4 Cell viability and proliferation assays

2.1.4.1 MTT assay

The 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyl-tetrazolium (MTT) assay was performed

to assess cell viability as a function of redox potential. The cells were seeded into five

different 96-well plates at a density of 0.25, 0.5 or 1 x 103 cells per well. The first mea-

surement was performed 16 to 20 hours post-seeding, and the following four plates were

measured at roughly the same time (+/- 30 minutes). Each day, 10 µL of MTT reagent

were added to each well and the plate was incubated for four hours at 37 ◦C in 5 % CO2.

Subsequently, the medium was discarded and the oxidized formazan crystals were solu-

bilized with 50 % (vol/vol) ethanol in dimethyl sulfoxide (DMSO) solution after incuba-

tion at room temperature for ten to 20 minutes under slight agitation.

The absorbance was subsequently measured at 590 nm in a microplate reader (BMG

Labtech). For the analysis, the absorbance values of a given day were normalized to Day

0 (first day of the assay). The experimental procedure was performed independently at
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Figure 2.1: CRISPR-Cas9-mediated Bmal1 editing in Bmal1::Luc KRAS-mutant PDAC cell lines
with a functional cell-intrinsic clock resulted in circadian clock disruption. For details, see text.
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least three times.

2.1.4.2 Clonogenic assay

The cells were seeded into 24- or 12- well plates at a density of 1.2 x 103 cell per well

based on the optimal growth rate, and kept at 37 ◦C in 5 % CO2. After of at least seven

days, according to the confluence reached by one of the two Bmal1::Luc cell lines under

examination in a single well plate, the supernatant was discarded and the cells were fixed

and stained with 0.2 % (wt/vol) Crystal violet in 2 % ethanol aqueous solution.

Crystal violet was solubilized with 10 % (vol/vol) acetic acid after incubation at room

temperature for one hour under slight agitation. The absorbance was subsequently mea-

sured at 570 nm in a microplate reader (BMG Labtech). The assay was performed inde-

pendently at least three times.

2.1.5 Whole cell extracts and Western blotting

Cells at 80 to 90 % confluency were lysed on ice with cold RIPA buffer (50 mM sodium

chloride, 1.0 % (vol/vol) IPEGAL, 0.1 % (vol/vol) sodium dodecylsulfate (SDS), 50 mM

Tris, pH 8.0) prepared freshly with proteinase inhibitors (Roche) for protein extraction.

Cell extracts were were transferred into a 1.5 mL tube and were left on ice for 20 min-

utes. After centrifugation (20,000 g, 20 minutes at 4 ◦C), the supernatant was transferred

into a new 1.5 mL tube and used for estimation of protein concentration based on the

Bicinchoninic acid (BCA) assay (Pierce) following the manufacturer’s instructions. SDS-

PAGE and Western blotting was performed using in house-made 10 % polyacrylamide

gels and subsequent protein detection recognized by the antibodies was conducted us-

ing the SuperSignal West Pico PLUS Chemiluminescent kit (Pierce). Signal development

was performed in the ChemiDoc MP Imaging System (Biorad). The following antibod-

ies were used: BMAL1 rabbit mAb (1:1000, Cat #14020, Cell Signaling), actin mouse mAb
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(1:3000, Cat #sc-47778, Santa Cruz Biotechnology), GAPDH mouse mAb (1:3000, #MAS-

15738, Invitrogen) diluted in 5 % milk in Tris-buffered saline (TBS) buffer containing 0.05

% (vol/vol) Tween-20 (Sigma).

2.2 Circadian clock function in PDAC cell lines

2.2.1 Preparation for bioluminescence recodring

Upon successful transduction and antibiotic selection, the generated circadian rhythm

reporter PDAC cell lines (see section 2.1.2) were used for bioluminescence recordings

(Fig. 2.2). Briefly, each Bmal1::Luc PDAC cell line was seeded in a white 96-well plate

format at a density of 4 x 103 cells per well. The following day, the cells were 90% - 100%

confluent (confluence was assessed in a transparent 96-well plate that was complemen-

tary seeded with the same amount of cells) and received a dexamethasone pulse (DEX, 1

µM) for phase synchronization for two hours at 37◦C. Then, the medium was exchanged

with 200 µL luminometry assay medium (phenol red free; 10 % FBS, 1 % P/S and 250 µM

D-Luciferin) after washing the cells with phosphate buffered saline (PBS, Sigma-Aldrich)

(Fig. 2.2).

In darkness -to protect from light-induced degradation of D-Luciferin- the 96-well

plate was covered by a plastic membrane to prevent evaporation of the medium dur-

ing the measurement, and placed in a microplate luminometer (Centro XS3, Berthold

Technologies) after removing the plate lid. The luminometer device was contained in an

incubator and the bioluminescent recordings were conducted at 37◦C. During the en-

tire measurement care was taken to avoid any technical disturbances that could interfere

with data acquisition (e.g., no external light in the luminometer room, no door opening

of the incubator). Lastly, to ensure that the temperature was constant during the record-

ing a temperature data logging device (HOBO Pendant) was placed in the incubator on
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Figure 2.2: Luminometry-based screening for characterizing circadian clock functionality in pri-
mary PDAC cell lines. Circadian rhythm reporter PDAC cell lines were transduced with LV that
was generated to express Bmal1::Luc construct. After antibiotic selection Bmal1::Luc PDAC cell
lines were used for the functional screening after phase synchronization with DEX. For details,
see text. LV: lentivirus, DEX: dexamethasone

top of the luminometer. Throughout the data collection included in this thesis work two

different luminometer devices were used.

Each experimental plate contained up to 11 different Bmal1::Luc PDAC cell lines

along with Bmal1::Luc human osteosarcoma U2-OS cells that served as positive con-

trol, because this cell line is used widely as model system in circadian research. Each

Bmal1::Luc PDAC cell line was seeded in at least two different experimental plates, and

the number of total replicates from each Bmal1::Luc PDAC cell line is summarized in Ta-

ble A.1.

2.2.2 Bioluminescent signal acquisition and analysis

The addition of D-Luciferin in the luminometry assay medium allowed for the biochem-

ical reaction to take place in the cells (bioluminescence). The generated bioluminescent

signal consisting of photons was captured by the photomultiplier tube (PMT) integrated

in the luminometer and expressed as relative light units (RLU) -relative to the background

values recorded by an empty or medium-containing well- after the signal’s analog-to-

digital conversion. The signal was measured every ten minutes with integration time of



2.2. Circadian clock function in PDAC cell lines 51

one second for at least five consecutive days.

At the end of the recording, the time series data were exported from the luminometer

software in a spreadsheet that included the RLU values at each time point (rows) from

each well (columns). The time series data were preprocessed and analyzed using custom

Matlab-based scripts (version 9.6.0, Mathworks) for trend removal (detrending), detec-

tion of rhythmicity, subsequent period estimation and visualization. The Matlab scripts

included integrated functions from the "Signal Processing" Toolbox and were combined

in a software tool (ChronoTool). The ChronoTool facilitated the overall organization of

each experimental 96-well plate in a database structure, controlled the assignment of the

Bmal1::Luc PDAC cell lines from each experiment, and allowed the continuous review

of the data. A comprehensive representation of the ChronoTool can be found in the Ap-

pendix B.

2.2.2.1 Preprocessing of the bioluminescent signal

Each well in every 96-well plate was considered an individual time series dataset and,

therefore, was preprocessed separately. First, the raw RLU values of each time series

were plotted over time to identify potential outlier data points (Fig. 2.3). In case that a

RLU value of a time point differed more than 105 from its pre- or subsequent time points

was excluded, thereby reducing the probability of "spikes" in the signal that could neg-

atively impact the data analysis. In addition, a moving average was applied at the RLU

values of every six time points (i.e., every hour) of the time series for removing random

variation (i.e., "noise") from the signal, resulting in a "smoothed" signal. Furthermore,

the first 24 hours from each time series were excluded to remove "transient" RLU values.

This is because it was observed that a very high RLU peak was generated immediately

after the commencement of the recording. By removing an entire cycle ensured that the

measurement was performed under "steady-state" conditions.
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The plotting of the smoothed time series enabled the identification of a trend, which

was eliminated by applying an additional moving average with a window of 24 hours,

resulting in a baseline with zero-mean about which the time series oscillated (Fig. 2.3).

For all experiments, after data preprocessing, the number of cycles remained in the time

series was at least four and up to six.

2.2.2.2 Assessment of rhythmicity in the bioluminescent signal

As the next step in bioluminescent signal analysis, the detrended signal from each time

series was assessed for circadian rhythmicity. The autocorrelation function (ACF) was

applied for detection of a rhythmic signal, i.e., that contained a periodic component.

For more details, see section 1.5.3. The threshold that defines whether the correlation

is significantly different from zero is given by the grey dashed line shown in Fig 2.3.

To systematically, comprehensively and in an unbiased fashion analyze the time

series data of all luciferase reporter PDAC cell lines, all replicates of each individual

Bmal1::Luc PDAC cell line across the experimental 96-well plates were used for the cal-

culation of an average ACF (annoated as Average ACF in Fig 2.3). If the autocorrelation

coefficients exceeded the significance level, it was ensured that a rhythmic periodic com-

ponent was present in the detrended time series.

2.2.2.3 Period estimation via Lomb-Scargle Periodogram

The detrended time series of each Bmal1::Luc PDAC cell line comprised all replicates

from all experimental plates were used for period estimation using the Lomb-Scargle Pe-

riodogram (LSP).

The implementation of the LSP is accompanied by a statistic test that assess the false

alarm probability (Pfa), that is the likelihood for a peak in the LSP to be random (for more

details, see section 1.5.5). The most stringent threshold (Pfa 0.01%) was selected, suggest-
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Figure 2.3: Signal conditioning and period estimation of the bioluminescence time series. After
excluding the first 24 hours of recording, the raw time series data were detrended by subtracting
a 24 hour-running average generating a time series with zero mean. Assessment of rhythmicity
in the detrended signal was performed by applying the ACF. The LSP was implemented for pe-
riod estimation resulting in characterization of the tumor-intrinsic circadian clock as functional
or non-functional. For details, see text. ACF: autocorrelation function; LSP: Lomb-Scargle peri-
odogram.
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ing that only those peaks with 0.01% probability to be false were detected as "true" peaks,

that additionally indicated significant rhythmicity at the detrended signal.

Importantly, the collective LSP estimates for each Bmal1::Luc PDAC cell line are nor-

malized to the noise level of the U2-OS cell line that used as a positive control, thus giv-

ing a relative robustness of the circadian rhythm between different Bmal1::Luc PDAC cell

lines (Fig. 2.3).

2.3 Mass spectrometry-based proteomic profiling of pri-
mary PDAC cell lines

2.3.1 Sample preparation

PDAC cells were grown in 15 cm cell culture dishes in quadruplicates and at 80 %-90

% confluency were lysed on ice by adding 1 mL 2 % (wt/vol) sodium deoxycholate (SDC)

buffer in 100 mM Tris(hydroxymethyl)aminomethane hydrochloride (Tris-HCl), pH = 8.0.

Cell lysates were then collected using a cell scraper, transferred to 2 mL low-bind eppen-

dorf tubes, boiled for five minutes at 95◦C and stored at -80◦C until further processing

(Fig. 2.4 A).

For each sample, protein concentration was determined using the colorimetric Bicin-

choninic acid (BCA) assay kit (Pierce) following the manufacturer’s instructions. Then,

200 µg of protein from each sample were used as starting material for enzymatic diges-

tion. First, protein alkylation and reduction was performed by adding 30 µL of freshly

prepared alkylation buffer [10X; 100 mM Tris(2-carboxyethyl)phosphine hydrochloride

(TCEP-HCl), 400 mM Chloroacetamide (CAA), pH = 7] and incubation at 45◦C with ag-

itation (1,500 rpm) for five minutes. The protein content of each sample was then di-

gested overnight at 37◦C with agitation (1,500 rpm) with the exopeptidase trypsin (ratio

enzyme:protein 1:100) and endopeptidase Lys-C (ratio enzyme:protein 1:100).
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Figure 2.4: A) Sample preparation and B) data-dependent acquisition for mass spectrometry-
based proteomics. For details, see text. LC-MS/MS: High pressure Liquid Chromatography cou-
pled to Mass Spectroscopy; HCD: High energy collisional dissociation.

The following day, in 10 µL (equivalent to 5 µg) of the digested peptides, 100 µL Load-

ing buffer (1 % (vol/vol) Trifluoroacetic acid (TFA) in isopropanol) was added to stop the

tryptic activity. Then, the peptides were desalted and cleaned-up using the in-house-

made three-layer Styrenedivinylbenzene-reverse phase sulfonate (SDB-RPS) stage-tips.

Briefly, after binding to the SDB-RPS material, the peptides were washed with the SDB-

RPS wash buffer 1 (1 % (vol/vol) TFA in isopropanol) and wash buffer 2 [0.2 % (vol/vol)

TFA, 5% (vol/vol) acetonitril (ACN)]. Subsequently, the peptides were eluted [32 (vol/vol)

% ACN, 0.125 % (vol/vol) NH4OH] via centrifugation at 1,500 g for five minutes and con-

centrated by a SpeedVac Vacuum Concentrator (Eppendorf) for 20-25 minutes until dry-

ness. The cleaned peptides were resupsended at mass spectrometry (MS) compatible

buffer [2 % (vol/vol) ACN, 0.1 % (vol/vol) TFA] and stored in -20◦C until MS measurement

(Fig. 2.4 A).
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2.3.2 High Pressure Liquid Chromatography coupled to Mass Spec-
trometry

400 ng of cleaned-up peptides were analyzed by High Pressure Liquid Chromatography

coupled to Mass Spectroscopy (LC-MS/MS). In detail, the analytes were separated via a 50

cm reversed-phase column (in-house packed with 0.75 µm ReproSil-Pur C18-AQ 1.9 mm

resin), which was mounted onto the EASY-nLC 1200 System (Thermo Fisher Scientific),

over a 120-minutes gradient of 5 %-60 % buffer B (0.1 % formic acid and 80 % ACN) with

a flow rate of 300 nL/min.

The tip of the column was coupled to an electrospray ion source via which the sep-

arated peptide ions were analysed at a single-shot manner in a Q Exactive HF-X Hybrid

Quadrupole Orbitrap mass spectrometer (Thermo Fisher Scientific) on a data-dependent

acquisition (DDA) manner (Fig. 2.4 B). The MS was operated in the MS-MS/MS mode al-

ternating an MS survey scan with 15 MS/MS scans. After every full MS scan, the fifteen

most intense ions (Top15) were isolated and fragmented in the higher-energy collisional

dissociation (HCD) cell (target value 1e5 ions, maximum injection time 28 ms, isolation

window 1.4 m/z, underfill ratio 1 %). Full scans were acquired from 300 to 1650 m/z with

a target value of 3e6 ions at a resolution of 60,000 at 200 m/z. Ion fragments were finally

detected in the Orbitrap mass analyzer at a resolution of 15,000 at 200 m/z.

2.3.3 Proteomics raw data analysis

For the processing of the raw MS data files, the MaxQuant software [140] was used (ver-

sion 1.6.13) to calculate label-free intensities with the integrated Andromeda search en-

gine. Each raw file corresponding to one biological replicate of each PDAC cell line was

treated as one independent experiment. False discovery rate (FDR) for both peptide

and protein levels was set at 0.01. Oxidised methionine (M) and acetylation (protein

N-terminus) were set as variable modifications, and carbamidomethyl (C) as fixed mod-
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ification. The minimal length of the peptides considered for identification was seven

amino acids, and the option "match between runs" was included with a matching time

window of 0.7 minutes. This corresponded in matching missing peptide intensities be-

tween biological replicates of Bmal1::Luc PDAC cell lines. The UniProt database from

mouse (September 2014) including 51,210 entries was used for peptide and protein iden-

tification.

2.3.4 Bioinformatic analysis of the proteomics data

For bioinformatic analyses, the Perseus platform [141] (version 1.6.10.50) was used. Com-

plementary to Perseus, the R environment (version 4.0.2) was used for data visualiza-

tion. The label-free proteomics data were filtered for the following peptide sequences:

i) reverse identified, ii) identified only by site and iii) potential contaminants. Then, the

dataset was transformed in the log2 scale and proteins without quantified LFQ intensities

in less than 50 % of the total number of the samples were filtered out. Before statistical

analysis, data were inspected for outliers (based on number of quantified proteins) and

the sampleID "LFQ intensity 123" was excluded from the dataset.

2.4 In vivo studies

The in vivo studies were conducted in female mice (8 to 12 weeks old) based on the gen-

der of the endogenous tumor mouse that the primary PDAC cell line originated from.

Two different mouse experiments were performed.

The first study was a time point experiment that included both immunodepleted

(Rag2-/-) and immunocompetent (C57BL/6J;129S6/SvEv; F1 hybrid) mice. In both co-

horts, the mice were orthotopically implanted with 20 µL cell suspension containing 2,5

x 103 cells. The mice were randomly assigned into two different groups and injected in the

pancreas with the KRAS-mutant Bmal1::Luc 4706 cell line -either with Bmal1-proficiency



2.4. In vivo studies 58

Table 2.1: Characteristics of the female mice used in the time point experiment.

Bmal1::Luc Cell line Immune system Age when implanted Group size
4706 sglacZ Competent 8-10 weeks 7
4706 sg284 Competent 9 weeks 7
4706 sglacZ Deficient 28 weeks 3
4706 sg284 Deficient 28 weeks 3

(sglacZ) or Bmal1-deficiency (sg284). The group size was three for the RagII-KO groups,

and seven for the F1 cohort (2.1). After the transplatation, the mice were followed un-

til the tumor size reached 100mm3 in at least one animal independent of the group in

each cohort. At this point, all the mice were sacrificed with cervical translocation. The

tumor size and macroscopic metastasis formation were assessed. In addition, from each

group of F1 mice, a piece of tumor was obtained for immunophenotyping by flow cytom-

etry (section 2.4.3) and tissue sectioning for ex vivo bioluminescence recording (section

2.4.2).

The second in vivo study was an endpoint experiment that included only immuno-

competent F1 mice. The study included two different Bmal1::Luc KRAS-mutant cell line

pairs (each with Bmal1-edited or non-edited cells). In total, there were four groups of

mice, each consisted of seven animals. All mice were injected in the pancreas of 20 µL

cell suspension containing 104 cells. In this experiment, the Bmal1::Luc 4706 (epithelial

KRAS subtype) and S914 (mesenchymal KRAS subtype) were used.

After the implantation, all mice were followed until the tumor reached a size of

100mm3. At the endpoint, the tumor size and macroscopic metastatic lesions were as-

sessed. From each tumor mouse, a piece of tumor was obtained for subsequent im-

munophenotypic analysis with flow cytometry (section 2.4.3). The experimental design

and readout of the animal work is collectively depicted in Fig. 2.5, and any relevant char-

acteristics of each mouse study are summarized in Tables 2.1 and 2.2.
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Table 2.2: Characteristics of the female mice used in the endpoint experiment.

Bmal1::Luc Cell line Subtype Age when implanted Group size
4706 sglacZ Epithelial 12-14 weeks 7
4706 sg284 Epithelial 12-14 weeks 7
S914 sglacZ Mesenchymal 12-14 weeks 7
S914 sg284 Mesenchymal 12-14 weeks 7

2.4.1 Orthotopic implantations

The mice were first anaesthetized by intraperitoneal (i.p) injection of MMF [Midazolam

(5.0 mg/kg), Medetomidin (0.5 mg/kg), Fentanyl (0.05 mg/kg)] and the fur was locally re-

moved using an electric shaver. The animals were kept at controlled temperature during

the implantation procedure. The cell suspension was injected with the help of a sterile

needle in the head of the pancreas and subsequently the wound was closed with stitch-

ing. After the implantation, the mice received a subcutaneous (s.c) injection of AFN [Ati-

pamezol (2.5 mg/kg), Flumazenil (0.5 mg/kg), Naloxon (1.2 mg/kg)] that antagonized the

analgosedation by MMF, along with s.c injection of Meloxicam (Metacam; 5 mg/kg) as

analgesic. For the first three days after the surgery, all mice were examined twice a day

and further analgesic was provided if necessary.

The transplatations were performed by the PhD students of Prof. Saur’s lab, Ms. Ste-

fanie Bärthel, MSc. and Ms. Chiara Falcomatá , MSc. The rest of the animal work (scoring

of the mice, animal tissue processing) was performed by myself.

2.4.2 Ex vivo bioluminescence recordings

Fresh tumor samples were mounted in 4 % low melting agarose (Sigma) using plastic his-

tology embedding molds. The blocks were left on ice until agarose polymerization and

subsequently were placed on the vibratome filled with ice-cold Hank’s balanced salt so-

lution (HBSS) using super-glue. The sectioning was performed with the following param-
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Figure 2.5: Overview of the in vivo studies. Each experimental group of mice was orthotopically
injected with a Bmal1::Luc PDAC cell line with either Bmal1-edited (sg284) or Bmal1 non-edited
cells (sglacZ). A) At the end of the time point experiment ex vivo bioluminescence recording of
organotypic tumor slices was performed after tissue sectioning in the vibratome. B) Survival of
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tumor size was assessed and immunophenotyping by FACS was performed. For details, see text.
FACS: Flow-assisted cell sorting.
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eters: Object speed 0.15 mm/second, Vibration relatively high and thickness of slices 300

µM. The intact slices were transferred from the basin onto a petri dish filled with ice-cold

HBSS. Then, each tumor slice was transferred on a 35 mm dish filled with 1 mL DMEM

medium (phenol-free; supplemented with 3 mM sodium carbonate, 10 mM HEPES, 2 mL

L-glutamine, 2 % B-27 supplement and 25 U/mL P/S) containing D-Luciferin (Sigma) at

a final concentration of 0.1 mM. Each slice was placed on a plate insert (Millipore), that

separated it from the bottom of the petri dish, and a glass cover slip sealed the petri dish

using silicon fat. Subsequently, each petri dish was placed into a LumiCycle (Actimetrics)

kept inside a cell culture incubator (37 ◦C). After about 36 hours the slices were treated

with 1 µ M DEX for two hours at 37 ◦C. Then, the medium was replaced and the record-

ings continued for another six cycles. In total, the measurement lasted for more than

eight days. The integration time was one minute and the measurement interval ten min-

utes. The data analysis was performed with the LumiCycle analysis software, both before

and after DEX treatment.

The PhD student Ms. Muriel-Katja Frisch assisted me in the execution of the experi-

mental procedure for the ex vivo bioluminescence recordings as well as for the data anal-

ysis. In particular, the LumiCycle software (Actimetrics) was used to determine rhythmic-

ity and to extract the cycling parameters. Rhythmicity was determined based on three dif-

ferent criteria: the goodness of fit, the statistic of the X2 periodogram and the detection of

at least two clear peaks in the signal (Sin fit option). Subsequently, the cycling parameters

(period, phase and amplitude) were extracted from the software only for those slices with

a rhythmic bioluminescent signal. The amplitude was further normalized to the average

brightness of the signal recorded for the total duration of the recording.
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2.4.3 Immunophenotyping by flow cytometry

Fresh tumor samples were placed at 10 cm Petri dishes and minced on ice with a ster-

ile scalpel. The minced tissue was enzymatically digested using a tumor dissociation kit

(Miltenyi) in DMEM medium at 37 ◦C for 40 minutes with agitation. All further steps

were performed at 4◦C. After digestion, samples were centrifuged (1,500 rpm, five min-

utes) and the pellet was resuspended in 5 mL PBS containing 2 % FBS (PBS/FBS). The cell

suspension was then strained through a 70 µM strainer and after centrigufation (1,500

rpm, five minutes) the pellet was resupsended in 1 mL PBS/FBS, and subsequently trans-

ferred into a 1.5 mL eppendorf tube. The cell suspension was further centrifuged (1,500

rpm, five minutes) and the pellet was resuspended in 200 µL PBS/FBS. After counting

the cells using a hemocytometer, 2,5 x 106 cells were transferred in a V-shaped-bottom

96-well plate in 200 µL. The cells were then blocked with anti-mouse FC block (Biole-

gend, 1:100) and stained with Zombie Aqcua (Biolegend, 1:500). After 1.5 washes with

PBS/FBS, the cell suspension was divided in two parts for the acquisition of the innate

and adaptive immune cell populations. The antibody mix for the innate part (or "panel")

was the following: CD11c (1:30, BD), NK1.1 (1:25, BD), Ly6c (Biologend), CD11b (1:100,

Biologend), F4/80 (1:30, Biologend), CD45 (1:100, Biologend), Single-F (1:100, BD), Ly6G

(1:200, Biologend), CD68 (1:20, Biolegend) and EpCAM (1:200, Biologend). The mix for

the adaptive panel consisted of the following antibodies: CD4 (1:100, BD), CD3e (1:20,

BD), CD8a (1:100, Biologend), CD25 (1:50, Biologend), TCRγ/δ (1:50, Biologend), CD45

(1:100, Biologend), CD19 (1:100, Biologend), CD62L (1:500, Biologend), CD44 (1:30, Bi-

ologend) and EpCAM (1:200, Biologend).

Per panel, 1,000,000 events were acquired on a BD LSR Fortessa Cell analyser. Flow

cytometry data were analyzed with the FlowJo software (version 10.7.2).
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2.5 Additional statistical methods and data analysis

Statistical analyses of the clonogenic assay, MTT assay, FACS data and cycling parame-

ters of the ex vivo recordings were performed with the GraphPad Prism software (version

8.4.3) and the R environment (packages plotrix and ggsignif) and presented as mean ±
standard error of the mean (SEM). The significance levels was set to 0.05. For the analysis

of cycling parameters, rhythmicity was tested using the Actimetrics software and outliers

were removed based on the ROUT test (q value = 1 %) implemented on Graphpad Prism

(version 8.4.3).

Statistical analysis of the RNA-seq data was based on the non-parametric Mann-

Whitney (Mann-Whitney-Wilcoxon) U test for independent samples using the R envi-

ronment (package ggpubr). The significance level was set to 0.05.



CHAPTER 3

Results

Abstract | In this chapter, the results of the functional screening for elucidating circadian

clock functionality in primary PDAC cell lines are comprehensively presented in section

3.1, and whether the tumor cell-intrinsic circadian clock impacts tumor development

and progression in vivo is shown in section 3.3. The proteomic profiling results from a

large PDAC cell cohort are described in section 3.2.
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3.1 Circadian clock function in primary PDAC cell lines

In order to assess the functionality of the circadian clock in primary PDAC cell lines with

distinct oncogenic mutations, a luminometry-based medium-scale screening was per-

formed. For this purpose, I generated 44 different luciferase reporter (Bmal1::Luc) PDAC

cell lines (section 2.1.2) originating from three oncogenic pools. The Bmal1::Luc cell lines

from each PDAC cohort as well as the number of biological replicates are depicted in Fig-

ure 3.1 and in detail in Table A.1.

Conceptually, the ability to record over a period of time a biochemical reaction that is

controlled by a circadian gene promoter enabled to elucidate the presence of an endoge-

nous circadian oscillator in the Bmal1::Luc PDAC cells. The bioluminescence generated

by the luciferase enzymatic activity was an indirect output of the circadian clock function,

because the Bmal1 promoter was the driver of luciferase expression.

3.1.1 Assessment of circadian functionality in primary PDAC cell lines

Signal conditioning and period estimation based on the bioluminescence time series

(sections 2.2.2.1-2.2.2.3) allowed the characterization of the circadian clock functionality

in 44 Bmal1::Luc PDAC cell lines. The majority of them (65.9 %) originated from KRAS-

driven tumors (PK), 22.7 % from PI3K-driven tumors and 11.4 % of the screened cell lines

had both Kras and p53 oncogenic mutation drivers (PKP). Collectively, the numbers and

relative percentages of the total cell lines from each PDAC cohort are shown in Figure 3.2

A.

Based on the autocorrelation function (ACF) that was applied on the detrended time

series of each PDAC cell line (section 2.2.2.2), it was tested whether the recorded bio-

luminescent signal was rhythmic or not after trend removal (section 2.2.2.1). The ACF

considered all replicates in each Bmal1::Luc PDAC cell line and in case of a significant
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Figure 3.1: The Bmal1::Luc PDAC cell lines included in the luminometry-based functional screen-
ing. The dot size is proportional to the number of biological replicates of each cell line. The
screened PDAC cell lines originated from three different oncogenic pools (genotypes) of PI3K-
driven (yellow), KRAS-driven (PK; olive green), and KRAS;p53-driven (PKP; dark green) PDAC pri-
mary tumors. mPDAC: murine PDAC
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autocorrelation (for details see also section 1.5.4), the cell line was characterized as Func-

tional oscillator. Based on this, it was found that 75 % of the total Bmal1::Luc PDAC cell

lines that were analyzed retain circadian functionality, and 25 % do not (Fig. 3.2 B). Fur-

thermore, it was elucidated that the functionality of the circadian clock is not attributed

to any specific oncogenic pool that were included in the functional screening. In essence,

the majority (86.2 %) of the PK cell lines are characterized as functional oscillators, while

in the PI3K and PKP cohorts the corresponding percentages are 60 % and 40 %, respec-

tively (Fig. 3.2 C).

Representative examples of both the detrended bioluminescent time series and their

ACF result plots are given in Figures 3.3 and 3.4, 3.5 and 3.6, 3.7 and 3.8 for PK, PKP and

PI3K cohorts, respectively. In the detrended plot of a Bmal1::Luc PDAC cell line, the de-

trended time series of all replicates that were recorded from a given experimental 96-well

plate after phase synchronization with dexamethasone (DEX) are shown as individual

lines. It may be hard to distinguish the replicates in case they show similar oscillation

patterns (e.g., compare iv and viii in Fig.3.3). The Bmal1::Luc PDAC cell line number

is depicted on the top of each plot and the number of the replicates in each individual

Figure legend. For the PK cell lines, the transcriptomics cluster is also shown on each

individual Figure title, which facilitated the analysis in section 3.1.3 (programming rea-

sons).

Ultimately, the detrended time series of each Bmal1::Luc PDAC cell line were used for

period estimation by implementing the Lomb-Scargle periodogram (LSP; see sections

2.2.2.3 and 1.5.5). Moreover, the LSP was used as a complementary test for rhythmicity

and for characterizing the robustness of the underlying circadian component. Given the

absence of a comprehensive characterization of circadian rhythm in primary PDAC cells

so far, the circadian oscillations in U2-OS cell line was used as a comparative system. Col-

lectively, the LSP estimates for the PK cell lines are shown in Figure 3.9, for the PKP cohort
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Figure 3.2: Results of the functional screening in three Bmal1::Luc PDAC cell cohorts. A) The rel-
ative proportions of the PDAC oncogenic pools included in the screening for circadian function-
ality. The relative percentages of Functional (red) and Non-functional (red) circadian oscillators
in all three (B) and in each PDAC cohort (C). PI3K: PI3K-driven; PK: KRAS-driven; PKP: KRAS;p53-
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Figure 3.3: Representative results of detrended bioluminescence time series in KRAS-driven (PK)
cohort. In the inlet of each plot the number of replicates from a single experiment is given. For
details, see text. c1: mesenchymal subtype; c2c: epithelial subtype; DEX: dexamethasone.
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Figure 3.4: Representative results of autocorrelation function in KRAS-driven PDAC (PK) cohort
elucidating rhythmicity from the bioluminescence time series. In the inlet of each plot the num-
ber of replicates is given. For details, see text. c1: mesenchymal subtype; c2c: epithelial subtype;
DEX: dexamethasone.
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Figure 3.5: Representative results of detrended bioluminescence time series KRAS;p53-driven
PDAC (PKP) cohort. In the inlet of each plot the number of replicates from a single experiment is
given. For details, see text. DEX: dexamethasone.
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Figure 3.6: Representative results of autocorrelation function in KRAS;p53-driven PDAC (PKP)
cohort elucidating rhythmicity from the bioluminescence time series. In the inlet of each plot the
number of replicates is given. For details, see text. DEX: dexamethasone.
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Figure 3.7: Representative results of detrended bioluminescence time series PI3K-driven PDAC
(PI3K) cohort. In the inlet of each plot the number of replicates from a single experiment is given.
For details, see text. DEX: dexamethasone.
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Figure 3.8: Representative results of autocorrelation function in PI3K-driven PDAC (PI3K) cohort
elucidating rhythmicity from the bioluminescence time series. In the inlet of each plot the num-
ber of replicates is given. For details, see text. DEX: dexamethasone.
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in Figure 3.11 and for the PI3K in Figure 3.10. The period of the highly probable rhythmic

component identified via the LSP was defined as circadian when its estimate was within

a limited range of 24 ± 2 hours. Based on this, there are time series of PDAC cell lines

with a significant rhythm, however the LSP failed to identify a circadian periodicity (e.g.,

compare ACF plot of 8349 cell line in Fig. 3.4 and LSP plot in Fig. 3.9 i).

Regarding the PK cohort, to elucidate which cell lines could be characterized as

Non-functional oscillators, both ACF and LSP results were considered. Thereby, the

Bmal1::Luc cell lines 3250, 8349, R1035 and S559 were included in the Non-functional

group for further comparative analysis with the Functional oscillators. In the latter, the

group size is 25, which ultimately included four cell lines with the highest normalized

amplitude based on the LSP estimate and were the following: 4706, 53704, 16992 and

S914 (Fig. 3.9 i, ii, iv and vi).

Furthermore, in the large cohort of the Bmal1::Luc KRAS-driven PDAC cell lines it was

possible to observe that the robustness of the circadian rhythm varies within the cohort

despite the presence of the same oncogenic mutation (Fig. 3.9). This was not seen in

the PKP cohort (3.11), while the PI3K-driven PDAC cell lines showed lower variability

regarding the power of the period estimate (Fig. 3.10).

Taken together, the functional screening results show that primary PDAC cell lines re-

tain a functional cell-intrinsic circadian clock independently of the oncogenic driver mu-

tation(s). Additionally, the heterogeneity in the strength of the circadian rhythm within

the Functional oscillators in PK and PI3K cohorts indicated that the parameters of circa-

dian rhythms are probably tumor cell line-specific in PDAC.

3.1.1.1 Assessment of circadian functionality with different synchronization agents

An important aspect for the functional screening of the luciferase-reporter PDAC cell

lines was the phase synchronization with dexamethasone (DEX) before the commence-
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Figure 3.9: Period estimates (T; in hours) of Bmal1::Luc KRAS-driven PDAC (PK) cell lines based
on the Lomb-Scargle periodogram. C1: Mesenchymal subtype; C2: Epithelial subtype; reps: repli-
cates.
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Figure 3.10: Period estimates (T; in hours) of Bmal1::Luc PI3K-driven PDAC (PI3K) cell lines based
on the Lomb-Scargle periodogram. reps: replicates.

ment of the bioluminescence recording (see sections 1.5.2 and 2.2.1).

Given the characterization of the Bmal1::Luc PDAC cell lines as Functional or Non-

functional oscillators (see section 3.1.1), I reasoned that the expression of the glucocor-

ticoid receptor (GR), which is necessary for DEX signaling [110], in the Non-functional

oscillators might be the limiting factor for phase synchronization, and thereby absence

of circadian rhythmicity. For this, the expression of the GR on the protein level for all

the corresponding Bmal1::Luc PDAC cell lines was extracted from the proteome dataset

(see section 3.2) and compared between the established groups of Functional and Non-

functional oscillators in PK, PKP and PI3K cohorts. As depicted in Figure 3.12, GR protein

levels (expressed as protein LFQ intensity) was not found significantly different between

the two compared groups in any of the three PDAC cohorts.

Next, to rule out a plausible effect of the synchronization agent rather than lack of a

functional circadian clock for characterizing circadian clock functionality in PDAC, it was

investigated whether other synchronization agents, such as forskolin (1 µM; FSK), serum
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Figure 3.11: Period estimates (T; in hours) of Bmal1::Luc KRAS;p53-driven PDAC (PKP) cell lines
based on the Lomb-Scargle periodogram. reps: replicates.

shock (DMEM medium with 50 % FCS after starvation for 24 hours; SS) and release in

free-run conditions after entrainment with temperature cycles (FR) might elicit circadian

rhythmicity in the Bmal1::Luc PDAC cell lines characterized as Non-functional oscillators

in all three PDAC cohorts. In each experiment, both U2-OS and Functional oscillators

from the corresponding cohort were used as positive controls.

For the FSK and SS treatments, it was found that the Bmal1::Luc PDAC positive con-

trols could be not synchronized with those two synchronization agents in all three PDAC

cell cohorts. Regarding the FR results, the bioluminescent signal in free-running condi-

tions was not found rhythmic for all of the Non-functional oscillators in the PK (Figs. 3.13

iii-vi and 3.14) compared to the positive controls (Figs. 3.13 i-ii and 3.14). For both PI3K

and PKP cohorts, FR conditions did not synchronize the Functional oscillators.

Taken together, phase synchronization agents other than DEX did not elicit rhythmic-

ity in characterized Functional oscillators in Bmal1::Luc PDAC cell lines. Particularly, in

the PK cohort, the Non-functional oscillators were not found rhythmic compared to the

Functional oscillators in free-running conditions.
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Figure 3.12: Glucocorticoid receptor (GR) protein levels expressed as LFQ intensity between Func-
tional (red) and Non-functional (blue) oscillators in three Bmal1::Luc PDAC cell cohorts (two-
sample t-test; ns: non-significant). PK: KRAS-driven; PI3K: PI3K-driven; PKP: KRAS;p53-driven;
LFQ: label-free quantification.

3.1.2 Circadian functionality and core gene expression

As demonstrated in section 3.1.1, Bmal1::Luc PDAC cell lines show differential circadian

rhythm properties within the same cohort indicating that the molecular mechanism of

the circadian clock is probably impacted on a cell line-dependent manner by additional

mutations and/or differential core clock gene expression.

Given the availability of transcriptomics data of the PK and PI3K cohorts from Prof.

Saur’s group, the expression of the core clock genes was extracted and was compared

between cell lines harboring a Functional or Non-functional clock in both PDAC cohorts.

Core clock genes are considered those comprising the positive and negative "arms" of the



3.1. Circadian clock function in primary PDAC cell lines 79

i ii

v vi

iii iv

Figure 3.13: Assessment of circadian rhythmicity after releasing in free-running conditions follow-
ing entrainment with temperatures cycles in PK cohort based on the autocorrelation function. In
the inlet of each plot the number of replicates is given. BHL: Bmal1::Luc; PK: KRAS-driven PDAC.
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Figure 3.14: Period estimates (T; in hours) of Bmal1::Luc KRAS-driven PDAC (PK) cell lines after
releasing in free-running (FR) conditions following entrainment with temperatures cycles. For
details, see text.

molecular mechanism (for more details, see section 1.4.3). As depicted in Figures 3.15

and 3.16, for the PK and PI3K cohort, respectively, there are no statistically significant

differences between the two groups in terms of core clock gene expression. Nevertheless,

if considering both PDAC cohorts, it is worth noticing that Bmal1 gene levels do not differ

in Functional vs. Non-functional oscillators, while there is a trend for higher Clock gene

levels in the Non-functional oscillators (Figs. 3.15 and 3.16).

Collectively, the expression levels of core clock genes between tumor-intrinsic Func-

tional and Non-functional oscillators in PK and PI3K cohorts, which likely could explain

the observed circadian rhythm differences, do not significantly differ in any of the two

PDAC cohorts. However, core clock gene expression may account for subtype-specific

differences in PDAC.
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Figure 3.15: Core clock genes expression and tumor-intrinsic clock function in PK cohort. The
non-parametric Mann-Whitney-Wilcoxon test was used for comparison between Functional (red)
and Non-functional (blue) oscillators. On top of each individual plot, the p value is given. Signifi-
cance level was set at p < 0.05.

3.1.3 Circadian functionality in KRAS-driven PDAC cell lines

The primary KRAS-driven PDAC cell lines that were included in the functional screen-

ing have been subjected to genomic analyses in Prof. Saur’s group. To complement the

exploratory analysis on circadian clock functionality, it was tested whether the available

genomic and phenotypic characteristics of the PK cohort (molecular subtype, Kras gene

dosage and Cdkn2a gene deletion) may correlate with circadian clock function. Impor-

tantly, as shown in section 3.1.2, the Functional oscillators consisted of four cell lines in
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Figure 3.16: Core clock genes expression and tumor-intrinsic clock function in PI3K cohort. The
non-parametric Mann-Whitney-Wilcoxon test was used for comparison between Functional (red)
and Non-functional (blue) oscillators. On top of each individual plot, the p value is given. Signifi-
cance level was set at p < 0.05.

which circadian rhythm was considered very robust (Fig. 3.4).

In Figure 3.17, the relative percentages of the PK cell lines harboring a Functional

or Non-functional cell-intrinsic clock are presented depending on the molecular sub-

type (epithelial or mesenchymal; Fig. 3.17 A), the Kras gene dosage (heterozygous or in-

creased; 3.17 B) and the Cdkn2a gene deletion (heterozygous or homozygous; 3.17 C). It

is illustrated that neither the molecular subtype nor Kras gene dosage can be exclusively

attributed to tumor-endogenous circadian clock function in KRAS-driven PDAC tumors
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Figure 3.17: Genomic characteristics and tumor cell-intrinsic clock function in PK cohort.

(Fig. 3.17 A and B, respectively). Concerning the Cdkn2a gene, its homozygous deletion

was found in all four Non-functional oscillators (Fig. 3.17 C).

Taken together, given the genomic characteristics of the PK cell lines, the tumor-

endogenous circadian clock could be associated with homozygous Cdkn2a gene dele-

tion in primary KRAS-driven PDAC tumors independently of the molecular subtype or

the Kras gene dosage.

3.2 Proteomic profiling of primary PDAC cell lines

The PDAC cell lines provided by the large biological resource of Prof. Saur’s research

group, were cultured for protein collection and subsequent proteome analysis (see sec-

tion 2.3), as well as for generating luciferase reporter (Bmal1::Luc) cell lines (see section

2.1.2). The genotype and the number of the PDAC cell lines corresponding to each of

those two experimental purposes is given in Table 3.1. Importantly, all of the PDAC cell

lines characterized for circadian clock functionality were included in those used for pro-

teomic profiling.
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3.2.1 Exploratory analysis based on genotype and molecular subtype

The mass spectromety (MS)-based quantitative proteomic analysis of the primary PDAC

cell lines derived from distinct oncogenic driver mutations allowed their functional char-

acterization on a systems-wide functional level. By employing single-shot MS-based pro-

teomics for 52 different PDAC cell lines in quadruplicates from three oncogenic pools

(Fig. 3.18 A), 7,683 proteins were identified in total resulting in 3,932 quantified proteins

after filtering for at least 50 % of all the measurements (i.e., a given protein was quanti-

fied in at least 50 % of the total dataset). The corresponding numbers of identified and

quantified proteins in each PDAC cell line are shown in Figure 3.18 (B-E).

The principal component analysis (PCA) plot depicted in Figure 3.19 shows the pro-

teomic signatures of each PDAC cell line from the three oncogenic pools. The almost

identical proteome profiles of the biological replicates in a given PDAC cell line indicates

the reproducibility of the experimental design and MS measurement, and strongly sup-

ports the robustness of the large proteomics dataset. Importantly, a further division of the

KRAS-driven (PK) cell lines based on the characterized molecular subtype (i.e., epithelial

or mesenchymal) was included in the analysis (see below).

The PCA attributes the largest variance of the profiled proteomes to the difference

between PK mesenchymal subtype (olive green triangles) and PK epithelial subtype (olive

Table 3.1: PDAC cell lines of the functional screening and proteomic profiling.

Oncogenic driver mutation PDAC cohort Characterized

Clock Proteome

Pdx1-Cre;LSL-KrasG12D/+ PK (Epithelial) 18 22
Pdx1-Cre;LSL-KrasG12D/+ PK (Mesenchymal) 11 14
Pdx1-Cre;LSL-KrasG12D/+;p53R172H/+ PKP 5 4
Pdx1-Cre;LSL-Pi3kcaH1047R/+ PI3K 10 12
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Figure 3.18: A) The relative proportions of the three PDAC oncogenic pools included in the mass
spectrometry-based proteomic profiling. B)-E) Barplots representing the total number of iden-
tified and quantified proteins measured with shotgun label-free proteomics in each PDAC cell
line of the PK (olive green), PI3K (yellow) and PKP (dark green) cohorts as the mean value of four
biological replicates. PI3K: PI3K-driven; PK: KRAS-driven; PKP: KRAS;p53-driven.
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green circles) (Component 1, 18.5 %), and the second largest variance (Component 2, 10.1

%) to the difference between the PK subtypes and both PI3K (yellow squares) and PKP

(dark green squares) cohorts (Fig. 3.19). Interestingly, the PI3K cohort includes two cell

lines that their proteome profile is more similar either to the PK epithelial subtype (cell

line 9471), or to the PK mesenchymal subtype (cell line 4134). Regarding the PKP cell

lines, their proteomic signatures are less clustered together, probably due to the small

group size compared to the other two cohorts.

To gain functional insights into the data, I performed statistical analyses based on

total protein abundances between four groups of the PDAC cell lines. Given the PCA

analysis, it was determined that the PK cohort would be divided in two subgroups, there-

fore the four groups of the PDAC cell lines were: PK epithelial subtype (PK-E), PK mes-

enchymal subtype (PK-M), PI3K cohort and PKP cohort. Differential analysis using the

Perseus software-integrated Analysis of Variance (ANOVA) statistical test with multiple

hypothesis testing correction (permutation-based FDR) showed that 2,800 proteins were

differentially expressed between the four groups (FDR < 0.05, s0 = 0). Based on subse-

quent post-hoc analysis, several clusters of protein groups are highlighted in the den-

drogram demonstrating that there are proteins significantly upregulated between pairs

of PDAC cohorts, whilst very few proteins can be characterized as unique signatures of

a given cohort (Fig. 3.20 A). With this in mind, each node junction in the protein tree

(Fig. 3.20 A) was inspected for potentially interesting protein clusters upregulated in dis-

tinct or groups of PDAC cohorts that could be potentially enriched in unique functional

pathways. Based on this, three protein clusters were extracted (annotated in Fig. 3.20

A) and their corresponding profile plots are shown in Figure 3.20 B-D (for Clusters 1-3,

respectively). Cluster 1 is strongly upregulated in PK-E (Fig. 3.20 B), Cluster 2 is strongly

increased in PI3K and PKP (Fig. 3.20 C), and Cluster 3 is found upregulated in both PK-M

and PKP cohorts (Fig. 3.20 D).
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Figure 3.19: Principal Component Analysis (PCA) plot based on global protein abundances of
PDAC cell lines from PI3K (yellow squares), PK (olive green) and PKP (dark green squares) co-
horts. PK cell lines are further annotated based on the molecular subtype (epithelial in circles and
mesenchymal in triangles). Each dot represents a biological replicate from each profiled PDAC
cell line, and the cell line number is annotated next to the corresponding quadruplicates. PI3K:
PI3K-driven; PK: KRAS-driven; PKP: KRAS;p53-driven; mPDAC: murine PDAC.
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Figure 3.20: A) Hierarchical clustering of differentially expressed proteins (ANOVA; FDR < 0.05,
s0 = 0 and post-hoc; FDR < 0.05) between pairs of PDAC cohorts (PK-M, PK-E, PKP and PPI3K)
represented in a heat map with high and low expression as orange and blue, respectively. Various
protein clusters are highlighted in the dendrogram, and three main functional protein clusters
with distinct protein signatures are annotated. B-D) The profile plots of the three Clusters (Cluster
1 in B, Cluster 2 in C and Cluster 3 in D). PK-M: KRAS-driven mesenchymal subtype; PK-E: KRAS-
driven epithelial subtype; PKP: KRAS;p53-driven PDAC; PPI3K: PI3K-driven.
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Subsequently, the three protein Clusters were used for functional enrichment analysis

of protein terms annotated as Gene Ontology (GO) biological processes and cellular com-

partments or KEGG pathways (incorporated on the Perseus platform) by implementing

the Fishers’s exact test with multiple hypotheses correction (FDR < 0.02). Enriched cat-

egories in each Cluster and the corresponding p-values are shown in Figure 3.21. Inter-

estingly, PK-E cell lines are enriched in metabolic-related processes, such as "Fatty acid

metabolism", "PPAR signalling pathway" and "cellular amino acid metabolic process", as

well as in pathways involved in transcriptional regulation, such as "mRNA processing",

"RNA splicing" and "chromatin organization" (Fig. 3.21 Cluster 1). The PI3K and PKP

cell lines show overpresentation of cellular pathways regarding protein synthesis, such

"tRNA aminoacylation for protein translation", "translational initiation" and "ribonucle-

oprotein complex assembly" (Fig. 3.21 Cluster 2). The PK-M cell lines share upregulated

proteins with the PKP cohort that found enriched in intracellular transport processes,

such as "protein transport", "vacuole", "vesicle-mediated transport" and "cytoplasmic

membrane-bounded vesicle", along with pathways related to "Phagosome", "endosome"

and "protein folding" (Fig. 3.21 Cluster 3). Representative examples of upregulated pro-

teins in each Cluster are shown in Figure 3.22.

Taken together, MS-based proteomic profiling of primary PDAC cell lines with distinct

oncogenic mutations showed that the molecular subtype of PK cohort and the oncogenic

mutation driver have the largest impact on proteome data variability. In addition, differ-

ential protein expression analysis and functional enrichment analysis demonstrated dis-

tinct metabolism-related pathways as protein signatures of either one or a combination

of PDAC cohorts.
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Figure 3.22: Extracted protein profiles from the three functional Clusters in PDAC. The quantita-
tive expression profiles of 15 selected proteins (blue lines) annotated next to each Cluster were
queried by similarity (based on pearson’s correlation) to a reference protein profile following the
mean protein abundance in each functional Cluster.
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3.2.1.1 Exploratory analysis by integrating transcriptomic profiles

Based on the functional enrichment analysis of the four PDAC cohorts presented in

section 3.2.1, it was found that PK-E tumors show significant upregulation of pro-

teins related to glycolytic "switch" (HK1, HK2, PCK2) [142], reprogrammning of amino

metabolism (GOT1) [142], or protein annotations (integrated on Perseus) related to fatty

acid metabolism (ACAA1A, NDUFABLX, HIBADH), oxidative phosphorylation (NDUFV2,

NDUFA2) and redox homeostasis (GSTA4, PRDX1, PAOX) as depicted in Figure 3.22 (Clus-

ter 1).

I reasoned that it was intriguing that both lipogenic and glycolytic enzymes are signif-

icantly upregulated in the PK-E cohort. Considering that PK-E tumors are heterogeneous

based on transcriptomics profiling with defined sub-clusters [143], it was further ana-

lyzed whether these clusters could be taken into consideration for proteomic profiling

(given the available additional information about the trancriptomics cluster of each PK-

E cell line). As shown in Figure 3.23, PK-E tumors depict distinct proteomic signatures,

based on which they separate in three different Clusters. The C2b and C2c Transcrip-

tomics clusters form a common cluster on the proteome level, while the Transcriptomics

C2a and Outlier clusters show distinct proteomic profiles, well separated from each other

and from the C2b-C2c cluster. Interestingly, two PDAC cell lines from C2b (cell line 8661)

and C2c (cell line 4900) Transcripotmics clusters show similarity with the Outlier Cluster

on the proteome level (Fig. 3.23). Based on this, three analysis-derived PK-E Proteomics

Clusters were identified and annotated as C2A, OUTLIER (OUTL) and C2BC (Fig. 3.23).

Subsequent statistical analyses (ANOVA test with multiple hypothesis correction, FDR

< 0.05 and post-hoc analysis) showed that there are 2,743 proteins with significant differ-

ences in abundance between the three Proteomic Clusters of PK-E tumors. Four clusters

of protein groups are highlighted in the dendrogram (Fig. 3.24 A) demonstrating that
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Figure 3.23: Principal Component Analysis (PCA) plot based on global protein abundances of C2a
(red), C2b (green), C2c (light blue) and Outlier (purple) Transciptomics-based clusters in PK-E
cell lines. Each dot represents a biological replicate from each profiled PDAC cell line, and the cell
line number is annotated next to the corresponding quadruplicates. Three Proteomic Clusters in
PK-E cell lines are annotated: C2A, C2BC and OUTL. PK-E: KRAS-driven epithelial PDAC.
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there are proteins significantly upregulated between pairs of PK-E protein groups, whilst

very few proteins can be characterized as unique signatures of a given protein group.

Each node junction in the dendrogram was inspected for potentially interesting protein

clusters upregulated in distinct or groups of PDAC cohorts that could be potentially en-

riched in unique functional pathways. Based on this, two protein Clusters were extracted

(annotated in Fig. 3.24 A). Cluster 1 includes 157 proteins and shows upregulation in C2A

and C2BC, while Cluster 2 consists of 213 proteins that found significantly upregulated

in OUTL and C2BC groups. Functional annotation enrichment analysis (Fisher’s exact

test; FDR < 0.02) in each of the two Clusters identified that C2A and C2BC PK-E tumors

are enriched in "Oxidative phosphorylation" and "protein complex" (Fig. 3.24 B - Cluster

1), whilst pathways such as "biosynthetic process", "translation" and "Ribosome" were

found overrepresented in OUTL and C2BC PK-E tumors (Fig. 3.24 B - Cluster 2). Se-

lected protein markers of the annotated pathways "Oxidative phosphorylation", "Fatty

acid metabolism" and "cellular amino acid metabolic process" are shown in Figure 3.24

C).

Collectively, MS-based proteomic profiling of KRAS-driven PDAC epithelial tumors

identified three Proteomic groups that form two enriched functional Clusters with regard

to energy metabolism-related pathways, indicating that KRAS oncogenic signaling result

in functional divergencies in a subset of KRAS-driven PDAC tumors.

3.2.2 Exploratory analysis based on circadian clock functionality

Given the characterization of circadian clock function and the proteomic profiling data

of the different PDAC cohorts, I aimed to investigate whether there are global differences

in protein abundances based on the functionality of the circadian clock in each PDAC

cohort. The majority of the cell lines characterized at the proteome level were included

in the functional screening (see section 3.1.1 and Table 3.1).
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Figure 3.24: A) Hierarchical clustering of differentially expressed proteins (ANOVA; permutation-
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lial PDAC.
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As depicted in Figure 3.25, circadian clock functionality in the profiled PDAC cell lines

does not constitute a robust driver for global protein differences when considering all

three PDAC cohorts. Similar to the PCA plot in Figure 3.19, the largest variance that

can explain differences on global protein abundance are the PK molecular subtype and

the oncogenic mutation driver (Fig. 3.25). For this, subsequent statistical analysis (two-

sample t-test, FDR < 0.05, s0 = 0) separately in PK and PKP cohorts showed that there

are significantly different proteins expressed between cell lines harboring a Functional

or Non-functional tumor-intrinsic circadian clock (Figs. 3.26 A and 3.27 A).

Subsequently, functional enrichment analysis (Fisher’s exact test, FDR < 0.02) of the

protein signatures in each group showed that the PK Functional oscillators are enriched

in proteins related to "Oxidative phosphorylation" and "NADH dehydrogenase complex"

(Fig. 3.26 B), while the Non-functional oscillators in the PKP cohort showed significant

upregulation in proteins related to "tRNA aminoacylation" and "Arginine and proline

metabolism". The pathways "Oxidative phosphorylation" and "tRNA aminoacylation"

were shown to be enriched in the identified protein Clusters when four PDAC cohorts

were compared without taking into account circadian clock functionality (Fig. 3.21 Clus-

ter 2 corresponding to PKP and PI3K tumors, and Cluster 1 corresponding to PK-E tu-

mors, respectively).

Given that the results of the enrichment analysis of the differentially expressed pro-

teins between the four PDAC cohorts are similar to those when considering circadian

clock function, it is challenging to unravel which functional outputs on the proteome

level may be exclusively attributed to the tumor-intrinsic clock functionality (Figs. 3.20,

3.21, 3.26 and 3.27).

Taken together, proteomic profiling of PDAC cell lines with distinct oncogenic muta-

tions indicates that oncogenic driver mutation(s) and associated metabolic rewiring may

determine marked functional divergences on the proteome level, which in turn may dif-
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ferentially modulate clock-associated proteome outputs in each PDAC cohort.

3.2.2.1 Exploratory analysis based on genetic disruption of the circadian clock

To elucidate whether functional annotation categories, and thereby protein markers,

could be merely associated to circadian clock outputs at steady-state conditions, pro-

teome profiles from one mesenchymal (S914) and one epithelial (4706) Bmal1::Luc

KRAS-driven PDAC cell lines were analyzed after genetically disrupting the molecular

mechanism of the circadian clock in each of them by gene editing of Bmal1 -the main

transcription factor of the clock (see sections 1.4.3, 2.1.3, 3.3.1 and Fig. 3.34 A-C).

In both PK cell line pairs, it was investigated whether there are significant differ-

ences on global protein abundances between Bmal1 non-edited (sglacZ) and Bmal1-

edited (sg284) cells. Subsequent functional enrichment analysis (Fisher’S exact test; FDR

< 0.02) identified that in the mesenchymal S914 control cells (sglacZ), the upregulated

proteins are enriched for "Protein digestion and absorption", "extracellular matrix" and

"response to stress" (Fig. 3.28 B). Following the same analysis steps, the epithelial 4706

Bmal1-edited cells (sg284) show higher levels of proteins related to pathways as "Fatty

acid metabolism", "Ribosome" and "generation of precursor metabolites and energy"

(Fig. 3.29 B).

These results indicate a probable association of a functional circadian clock with fatty

acid metabolism in KRAS-driven epithelial tumors, while in KRAS-driven mesenchymal

tumors the cell-intrinsic circadian oscillator is likely associated with protein digestion

and transport. In combination with the functionally enriched categories presented in

sections 3.2.1 and 3.2.1.1, it is suggested that in KRAS-driven tumors probable time-

dependent functional vulnerabilities could be identified. Indeed, it has been shown that

drug efficacy and toxicity are changed when the circadian clock is disrupted in mice in-

jected with U2-0S cells [144], indicating that it is worth investigating such a concept in
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Figure 3.26: A) Protein abundance differences in PK cohort represented as two-sample t-test
(log2) difference (fold change) between Functional and Non-functional oscillators with corre-
sponding p value (-log10). Significantly upregulated proteins (FDR < 0.05, s0 = 0) are highlighted
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PDAC.

Taken together, these data show that deregulated protein pathways in Bmal1-

deficient KRAS-mutant PDAC cells could underlie clock-regulated processes that could

be translated in potential time-dependent, therapeutically targeted, vulnerabilities.

3.3 The role of tumor-intrinsic circadian clock in PDAC de-
velopment and progression

Given the heterogeneity on both the genomic and proteome level of the PDAC cell lines

characterized for circadian clock functionality (see sections 3.1 and 3.2), and considering

the clinical relevance of the Kras mutation in human PDAC (see sections 1.6.2 and 1.6.3),

four different Bmal1::Luc KRAS-driven PDAC cell lines were selected for genetic disrup-

tion of the molecular clock mechanism with the aim to ultimately study the role of the

tumor-endogenous circadian clock in vivo.

3.3.1 Genetic disruption of the tumor-intrinsic clock

The selection of the four KRAS-driven PDAC cell lines was based on the robustness of

the circadian rhythm as exhibited in the normalized amplitude of the Lomb-Scargle pe-

riodogram (Fig. 3.9). The selected four KRAS-mutant PDAC (PK) cell lines were the S914

and 16992 from the mesenchymal subtype and the 4706 and 53704 from the epithelial

subtype.

The genetic ablation of the molecular mechanism of the circadian clock in all four

Bmal1::Luc PK cell lines was performed using the CRISPR-Cas9 editing system as de-

scribed in section 2.1.3 and shown in Figure 2.1. Each parental Bmal1::Luc PK cell line

was transduced with two different Bmal1-targeted sgRNAs (sgArntl26 and sgArntl284)

and a non-targeted sgRNA (sglacZ), therefore 12 new Bmal1::Luc PK cell lines were gen-

erated in total. To verify the CRISPR edits after antibiotic selection, the Bmal1 locus was
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Figure 3.28: A) Protein abundance differences in Bmal1::Luc KRAS-driven mesenchymal cell line
S914 represented as two-sample t-test (log2) difference (fold change) between Bmal1-proficient
(sglacZ) and Bmal1-deficient (sg284) with corresponding p value (-log10). Significantly upregu-
lated proteins (FDR < 0.05, s0 = 0) are highlighted (blue dots) in each group. B) Enriched anno-
tation categories (Fisher’s exact test; FDR < 0.02) in upregulated proteins (blue dots in A) of the
Bmal1-proficient (sglacZ) cells.
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Figure 3.29: A) Protein abundance differences in Bmal1::Luc KRAS-driven epithelial cell line
4706 represented as two-sample t-test (log2) difference (fold change) between Bmal1-proficient
(sglacZ) and Bmal1-deficient (sg284) with corresponding p value (-log10). Significantly upregu-
lated proteins (FDR < 0.05, s0 = 0) are highlighted (blue dots) in each group. B) Enriched anno-
tation categories (Fisher’s exact test; FDR < 0.02) in upregulated proteins (blue dots in A) of the
Bmal1-deficient (sg284) cells.
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sequenced via Sanger sequencing, and the assessment of editing efficiency was facili-

tated by the software tool ICE (for details, see 2.1.3 and Appendix C). The percentage of

insertions and deletions (indels) in the Bmal1-targeted cell lines compared to the non-

targeted cells is given in Figure 3.34 A. For all four Bmal1::Luc PK cell lines, the editing

efficiency was overall high for both sgRNAs ranging from 68 % up to 95 %. The Bmal1-

targeting guide RNA sgArntl26 resulted in higher percentage of indels compared to the

sgArntl284 with the highest difference being in the 16992 cell line.

Subsequently, the validation for the Bmal1 editing was performed by evaluating the

circadian rhythm based on bioluminescence recordings, and by semi-quantification of

the BMAL1 protein levels after Western blotting (section 2.1.5).

All Bmal1::Luc Bmal1-targeted and Bmal1 non-targeted Bmal1::Luc PK cell lines were

assessed for circadian clock functionality following the initial experimental set-up of the

functional screening (Fig. 2.2). The ACF results depicted in Figures 3.30, 3.31, 3.32 and

3.33 show that circadian rhythmicity was abolished only in two Bmal1-edited Bmal1::Luc

PK cell lines, the 4706 sgAnrtl284 (sg284) and S914 sgAnrtl284 (sg284) (Figs 3.30 C and

3.32 C, respectively). Those two cell line pairs (4706 sglacZ and sg284, S914 sglacZ and

sg284) were used for the rest of the experimental work.

Western blotting and semi-quantification of those two Bmal1::Luc PK cell line pairs

showed that after CRISPR/Cas9-mediated Bmal1 editing, BMAL1 protein was detected

primarily in a truncated form (Fig. 3.34 B; lower band) resulting in statistically significant

decreased full-length BMAL1 levels (3.34 C). Given the disruption of circadian rhythms

in the Bmal1-edited cells (sg284) in both Bmal1::Luc PK cell lines, I reasoned to speculate

that BMAL1 function was abolished.
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A
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Figure 3.30: Functional assessment of Bmal1-editing in Bmal1::Luc (BHL) KRAS-driven epithelial
4706 cell lines via the autocorrelation function. In the inlet of each plot the number of replicates
is given. DEX: dexamethasone.
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Figure 3.31: Functional assessment of Bmal1-editing in Bmal1::Luc (BHL) KRAS-driven epithelial
53704 cell lines via the autocorrelation function. In the inlet of each plot the number of replicates
is given. DEX: dexamethasone.
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Figure 3.32: Functional assessment of Bmal1-editing in Bmal1::Luc (BHL) KRAS-driven mes-
enchymal S914 cell line via the autocorrelation function. In the inlet of each plot the number
of replicates is given. DEX: dexamethasone.
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Figure 3.33: Functional assessment of Bmal1-editing in Bmal1::Luc (BHL) KRAS-driven mes-
enchymal 16992 cell line via the autocorrelation function. In the inlet of each plot the number
of replicates is given. DEX: dexamethasone.
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3.3.2 Genetic disruption of the tumor-intrinsic clock impacts cell pro-
liferation

After validating the significant downregulation of BMAL1 protein levels (Fig. 3.34 B-C)

and abolishment of circadian rhythm in the Bmal1-edited Bmal1::Luc PK cell lines (Figs.

3.32 and 3.30), the impact of the cell-intrinsic circadian clock on cell survival and prolifer-

ation was investigated by performing the MTT assay (see section 2.1.4.1) and the colony

formation assay (see section 2.1.4.2), respectively.

First, using the MTT assay, it was tested whether Bmal1 editing had an effect on cell

viability. For this, the cellular metabolic activity was estimated by indirect measurement

of the NADH dehydrogenase-mediated reduction of the MTT reagent over the course of

five consecutive days. The absorbance values (normalized to the first day of measure-

ment) for the Bmal1::Luc S914 and 4706 cell line pairs are depicted in Figures 3.34 D and

3.34 E, respectively. In the Bmal1-edited cells (sg284) of the S914 cell line, the absorbance

values show no significant difference compared to the control (sglacZ) cells (Fig. 3.34

D). However, the Bmal1-deficient cells (sg284) of the 4706 cell line showed significantly

higher absorbance values compared to the Bmal1 non-edited cells (sglacZ) the last day

of measurement (Fig. 3.34 E). These results demonstrate that BMAL1 deficiency affected

the metabolic activity of the KRAS-driven PDAC epithelial cells, as an indirect output of

cell viability.

In the colony formation assay, the proliferative capacity of both Bmal1-targeting and

Bmal1 non-targeting cells was assessed. At the end of the experiment, the number of

colonies formed were directly linked to the absorbance values after dissolving the crystal

violet stain (see 2.1.4.2). In Figure 3.34 F, it is shown that the absorbance in 4706 Bmal1-

edited cells is 1.5 times higher than in the corresponding control cells (sglacZ). In the

S914 cell line pair, Bmal1-editing significantly increased cell proliferation in the Bmal1-

targeted cells, albeit at a lower degree as depicted by the absorbance values (Fig. 3.34



3.3. The role of tumor-intrinsic circadian clock in PDAC development and
progression 110

F).

These results indicate that in both Bmal1::Luc PDAC cell line pairs the ablation of the

cell-intrinsic circadian clock leads to higher cell proliferation, and the respective impact

on cell survival was found to be PK molecular subtype-specific.

3.3.3 The tumor-endogenous circadian rhythm is maintained in vivo

An important consideration about the fact that the Bmal1-edited cell lines did not con-

stitute full Bmal1 gene knockout was whether the circadian rhythm ablation as shown

in vitro (Figs. 3.30 C, 3.32 C) could be recapitulated in the tumor in vivo. For this,

an orthotopic implantation experiment was performed, where two groups of wild-

type C57BL/6J;129S6/SvEv (F1 hybrid; F1) mice were injected in the pancreas with the

Bmal1::Luc PK cell line 4706 with either Bmal1-proficiency (sglacZ) or Bmal1-deficiency

(sg284).

At the terminal state, the mice were sacrificed and tissue sectioning was performed

using fresh tumor samples from three animals of each group (see section 2.4.2). From

each tumor three organotypic slices were used for ex vivo bioluminescence recording for

eight consecutive days. Each slice was obtained consecutively from each tumor sample

leaving 300 µM apart from the next one. Approximately 36 hours after the commence-

ment of the biolumescence measurement, the tumor slices were treated with dexametha-

sone (DEX) to induce circadian rhythm phase synchronization and the recording contin-

ued after removing DEX from the assay medium.

As demonstrated in Figures 3.35 and 3.36, the DEX treatment -indicated with an

arrow- resulted in significant increase in the amplitude of the circadian rhythm in the

Bmal1-proficient tumor slices (Fig. 3.35 A-C) compared to the Bmal1-deficient tumors

(Fig. 3.36 A-C). Importantly, in the Bmal1-deficient tumor slices the amplitude of the

circadian rhythm was only slightly increased after DEX treatment (Fig. 3.36 A-C), which
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Figure 3.34: Genetic disruption of the tumor-intrinsic clock in Kras-mutant PDAC cell lines im-
pacts cell proliferation. A) Indels (%) in Bmal1 gene locus after gene editing using the CRISPR-
Cas9 system. Western blotting (B) and semi-quantification (C) of BMAL1 levels in Bmal1-edited
(blue) and Bmal1 non-edited (grey) cells of the Bmal1::Luc KRAS-driven PDAC cell lines normal-
ized to house-keeping GAPDH protein levels. D)-E) Quantitative results of the MTT viability assay
in both Bmal1::Luc KRAS-mutant PDAC cell line pairs. F) Quantitative result of the colony forma-
tion assay in both Bmal1::Luc KRAS-mutant PDAC cell line pairs. For C-F: Results are from at least
three independent experiments (two-sample t-test; significance was at p < 0.05). *p < 0.05, ***p <
0.001.
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dampened substantially three cycles after DEX stimulation. In the Bmal1-deficient tu-

mors, the bioluminescent signal recorded only from a single tumor slice showed relatively

high amplitude after DEX (Fig. 3.36 A; slice B), indicating that the elicited rhythmicity

was due to partially deleted cell-intrinsic circadian clock in the PDAC cells. In the con-

trol tumor samples, the amplitude of the circadian rhythm was also dampened, albeit in a

lower degree four cycles after DEX treatment. Importantly, in the Bmal1-proficient tumor

slices, a low-amplitude circadian rhythm was recorded before DEX stimulation (Fig. 3.35

A-C), indicating a residual circadian rhythmicity directly after fresh tumor processing.

Moreover, bioluminescence data analysis was performed using the LumiCycle soft-

ware to determine rhythmicity (section 2.4.2), and to extract the cycling parameters, such

as period, phase and amplitude (and normalized amplitude). Those parameters were

compared between Bmal1-proficient (n = 8) and Bmal1-deficient (n = 6) tumor slices

(Fig. 3.37 and Table 3.2). It was found that between the two groups the period in Bmal1-

edited tumors was significantly shorter (22.62 ± 0.36 hours) compared to the control tu-

mors (24.04 ± 0.36 hours; Fig. 3.37 a). The phase was not affected by the deficiency of

BMAL1, albeit it showed larger variability within the Bmal1-deficient group (Fig. 3.37

b). The amplitude and normalized amplitude were both statistically significant higher in

the Bmal1-proficient tumor slices (9.96 ± 1.46 and 0.11 ± 0.01, respectively) than in the

Bmal1-deficient tumors (3.80 ± 0.75 and 0.04, respectively) as shown in Figure 3.37 c-d,

respectively.

Taken together, the ex vivo bioluminescence time series assessed the circadian

rhythm of tumor cells harboring a functional or non-functional circadian clock in PDAC

tissue. The analysis revealed that the Bmal1-proficient tumor cells do maintain cell-

intrinsic circadian rhythm in vivo, which was a crucial aspect of the overall experimen-

tal approach of the mouse studies. The low-amplitude circadian rhythm detected in the

Bmal1-deficient tumor slices can be attributed to a small percentage of Bmal1 non-edited
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cells (see also section 3.3.1 and Fig. 3.34 A-C). All phenotypic characteristics of each tu-

mor mouse is given in Table A.2.

3.3.4 Genetic disruption of the tumor-endogenous circadian clock
does not impact tumor growth nor survival

After elucidating that the tumor-intrinsic circadian rhythm is maintained in vivo (sec-

tion 3.3.3), I further focused on investigating the role of the tumor-endogenous circa-

dian clock on PDAC development and progression. For this, two different mouse exper-

iments were designed as collectively depicted in Figure 2.5, both of which were based

on PDAC implantation models. Furthermore, in both sets of experiments, two groups of

wild-type C57BL/6J;129S6/SvEv (F1 hybrid; F1) female mice were orthotopically injected

in the pancreas with a Bmal1::Luc KRAS-mutant PDAC (PK) cell line retaining either a

functional (Bmal1 non-edited cells; sglacZ) or a disrupted (Bmal1-edited cells; sg284)

circadian clock.

In the first, time point experiment, the Bmal1::Luc PK 4706 cell line pair was injected

in both wild-type immunocompetent (F1) and immunodeficient (Rag2-/-) mice. For the

former mouse cohort, the tumor growth was assessed after four weeks and for the latter

cohort three weeks after the implantation. The time point was indicated by when an

animal became moribund independent of the experimental group. The tumor samples

from the F1 mice were additionally used for immunophenotyping by flow-assisted cell

Table 3.2: Cycling parameters after ex vivo bioluminescence recordings from Bmal1-
proficient (4706 sglacZ) and Bmal1-deficient (4706 sg284) Bmal1::Luc PDAC tumors.

Bmal1::Luc tumors
Period (h) Phase Amplitude Norm. amplitude

Mean SEM Mean SEM Mean SEM Mean SEM

4706 sglacZ 24.04 0.36 6.43 0.58 9.96 1.46 0.11 0.01
4706 sg284 22.62 0.36 5.72 0.69 3.80 0.75 0.04 0.00
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Figure 3.35: Ex vivo bioluminescence recordings from Bmal1-proficient (control) tumor slices.
Each plot (A-C) corresponds to a tumor sample. The recorded bioluminescent signal expressed
as (light) counts per second over the course of the measurement before and after DEX treatment
(arrow). Three different slices were obtained from each tumor sample. Slices A (orange) were
obtained closer to the surface, slices B (light blue) and C (dark blue) were closer to the middle and
the bottom of the tumor tissue, respectively. DEX: dexamethasone.
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Figure 3.36: Ex vivo Bioluminescence recordings from Bmal1-deficient tumor slices. Each plot (A-
C) corresponds to a tumor sample The recorded bioluminescent signal expressed as (light) counts
per second over the course of the measurement before and after DEX treatment (arrow). Three
different slices were obtained from each tumor sample. Slices A (orange) were obtained closer to
the surface, slices B (light blue) and C (dark blue) were closer to the middle and the bottom of the
tumor tissue, respectively. DEX: dexamethasone.
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Figure 3.37: Cycle parameters from ex vivo bioluminescence recordings of organotypic slices from
Bmal1-proficient (sglacZ; grey) and Bmal1-deficient (sg284; blue) tumors. Two-sample t-test; sig-
nificance at p < 0.05. *p < 0.05; **p < 0.01; NS: non-significant.

sorting (FACS), which is described in section 3.3.5.

The results showed that at a given point in time after the transplatation, the growth

of the Bmal1-deficient (sg284) tumors was overall comparable to the tumor growth of the

Bmal1-proficient (sglacZ) group with no statistically significant differences as shown in

Figure 3.38 and in Table 3.3 for both immunocompetent and immunodeficient animals.

The tumor size as indicated by the tumor weight in the immunocompetent mice was

heterogeneous within each group (Fig. 3.38) ranging from 0.10 g to 0.68 g suggesting that

tumor development in vivo is affected by host-intrinsic factors likely associated with the

tumor microenvironment (see section 3.3.5 and 4.3). Individual values for tumor and

mouse weight at the end of the study is given in Table A.2.

Overall, this study demonstrated that the presence of a functional tumor-intrinsic cir-

cadian clock does not impact PDAC development in vivo after a defined time period post-

implantation.
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Figure 3.38: Tumor weight as porxy for tumor size at the end of the time point in vivo experiment
was assessed in Bmal1-deficient (sg284; blue) and Bmal1-proficient (sglacZ; grey) tumors in both
immunocompetent and immunodeficient mice. Two-sample t-test; significance at p < 0.05. NS:
non-significant.

Regarding tumor progression in immunocompetent mice, metastatic lesions in the

liver of both groups were observed. As summarised in Table 3.4, three out of seven

(42.8 %) mice with Bmal1-proficient tumors developed hepatic metastatic lesions,

while in three out of six (50 %) mice with Bmal1-deficient tumors liver metastases were

developed. This suggests that in a defined period of time, the presence of a functional

cell-intrinsic clock in the tumor does not impact tumor progression in PDAC.

Considering that tumor development in orthotopic models of PDAC is rapid and con-

sistent, but also subject to host-tumor microenvironment interactions, an additional

in vivo experiment was designed to elucidate whether the tumor-intrinsic circadian
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Table 3.3: Tumor size of the mice at the time point experiment.

Immnune system Bmal1::Luc Cell line Tumor weight (g)

Mean SEM

Competent 4706 sglacZ 0.40 0.08
Competent 4706 sg284 0.32 0.10
Deficient 4706 sglacZ 0.29 0.07
Deficient 4706 sg284 0.27 0.07

clock affects PDAC development. In the endpoint experiment, C57BL/6J;129S6/SvEv (F1

hybrid; F1) female mice were orthotopically injected with Bmal1-deficient or Bmal1-

proficient tumor cells of Bmal1::Luc KRAS-mutant PDAC (PK) S914 and 4706 cell lines.

All animals were sacrificed immediately after they became moribund. Importantly, two

mice from the S914 sglacZ and one from the S914 sg284 group did not develop tumors or

metastases at the end of the study -likely due to lack of engraftment of the tumor cells in

the pancreas after the transplatation- and, therefore, they were excluded from the analy-

sis.

The tumor weight from each mouse at the terminal state was used as a proxy for tu-

mor size. As seen in Table 3.5, the 4706 Bmal1-deficient (sg284) tumors reached on aver-

age 0.82 ± 0.28 g compared to 0.68 ± 0.10 g of the corresponding control (sglacZ) group.

The S914 Bmal1-edited (sg284) tumors weighed 1.05 ± 0.14 g, while the control (sglacZ)

group reached on average 1.44 ± 0.45 g. The difference on tumor growth between the two

mice groups in each Bmal1::Luc PK cell line pair was not found statistically significant as

depicted in Figure 3.39 A.

Furthermore, Figure 3.39 B and Table 3.5 show that mice injected with Bmal1-

proficient PDAC cells survived overall a shorter time compared to the group with Bmal1-

deficient tumors, in both of the two cell line pairs. The mice implanted with 4706 sg284

cells survived 66.16 ± 5.87 days, while the mice injected with the corresponding control
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Table 3.4: Phenotypic characteristics of PDAC progression in the time point
experiment (Immunocompetent mice).

MouseID Bmal1::Luc PDAC cell line Metastasis

Liver Macroscopic metastases

SK15 4706 sglacZ no na*

SK16 4706 sglacZ yes 4
SK17 4706 sglacZ yes 7
SK18 4706 sglacZ no na
SK19 4706 sglacZ no na
SK20 4706 sglacZ yes 3
SK21 4706 sglacZ no na
SK22 4706 sg284 no na
SK23 4706 sg284 no na
SK25 4706 sg284 yes 2
SK26 4706 sg284 yes 5
SK27 4706 sg284 yes 1
SK28 4706 sg284 no na

* not applied

cells (sglacZ) survived, albeit not statistically significant, shorter with 57.86 ± 2.61 days.

For the S914 cell line pair, mice with Bmal1-deficient tumors survived 63.83 ± 7.07 days

compared to the Bmal1-proficient group that survived 55.60 ± 3.79 days (Table 3.5). In-

dividual values from each tumor mouse for both tumor weight and survival for the end-

point experiment is given in Table A.3.

A further aim of the endpoint study was to investigate whether there is a link between

tumor progression and the presence of a functional tumor-intrinsic circadian clock. At

the terminal state, primarily the liver and the lungs were inspected macroscopically for

any tumor metastases present. The number of metastatic lesions was counted and is

given in the Tables 3.6 and 3.7 for the Bmal1::Luc PK S914 and 4706 cell line pair, respec-

tively. In the mesenchymal PDAC mice, the lesions were directly visible and distinguish-

able for the majority of the animals. However, in most of the mice injected with epithelial

PK cells, the metastatic lesions in the liver were not distinct and rather covering a wide
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Figure 3.39: A) Tumor weight (g) and B) survival (days) of the F1 tumor mice at the endpoint
experiment implanted with either Bmal1-proficient (sglacZ; grey) or Bmal1-deficient (sg284; blue)
Bmal1::Luc KRAS-mutant PDAC cells. Tumor weight is given as a proxy for tumor size. Two-
sample t-test; significance was at p < 0.05. NS : non-significant.

surface of the liver lobes, thereby an estimate of the corresponding number of metastases

is given in Table 3.7).

As mentioned, in total three animals implanted with Bmal1::Luc PK S914 cells were

excluded. In the remaining five animals of the control (sglacZ) group, four developed

liver metastases with two animals having an extensively metastasized liver, while two de-

veloped additional metastases in the lungs (Table 3.6). In half of the animals injected

with Bmal1-edited cells (sg284) liver metastases were observed and in one animal lung

metastatic lesions were further developed (Table 3.6). Taken together, there were fewer

metastases observed in the Bmal1-edited animals at the endpoint of this mesenchymal

PK cohort, however a larger cohort size is likely necessary to increase statistical power
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between the two groups.

In the Bmal1::Luc PK 4706 implanted mice, six out of seven mice from the control

group (sglacZ) developed liver metastases and one mouse depicted two metastatic le-

sions in the lungs (Table 3.7). The liver metastases were seven and nine in two animals,

while in the rest four animals the lesions were so extensive that they could not be sepa-

rable, therefore the number is reported within a range of either 20 to 30 or ten to 20. In

the group implanted with Bmal1-deficient cells (sg284), all seven animals showed estab-

lished metastatic lesions in the liver, and four animals additionally in the lungs (Table

3.7). Regarding the number of the metastases in the liver, the same pattern of widespread

non-distinguishable lesions was observed in the Bmal1-edited (sg284) group. In the

lungs, the developed metastases were fewer compared to the liver, whilst for two animals

they are reported within a range five to ten and ten to 20.

Overall, Bmal1-proficiency in the Bmal1::Luc PK cells from both KRAS-mutant molec-

ular subtypes showed no direct correlation with tumor progression as resembled in the

number of metastatic lesions developed in peripheral organs, such as the liver and the

lungs.

Table 3.5: Survival and tumor size of the mice at the endpoint experiment.

Bmal1::Luc PK Cell line
Survival days Tumor weight (g)

Mean SEM Mean SEM

4706 sglacZ 57.86 2.61 0.68 0.10
4706 sg284 66.14 5.87 0.82 0.28
S914 sglacZ 55.60 3.79 1.44 0.45
S914 sg284 63.83 7.07 1.05 0.14
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Table 3.6: Phenotypic characteristics of mesenchymal KRAS-mutant PDAC progression
in the endpoint experiment.

MouseID
Bmal1::Luc PDAC cell line Metastasis Macroscopic metastases

Liver Lung Liver Lung

SK35 S914 sglacZ yes no 5 na*

SK37 S914 sglacZ no no na na
SK38 S914 sglacZ yes yes 20-30 10-20
SK40 S914 sglacZ yes no 20-30 na
SK41 S914 sglacZ yes yes 2 2
SK43 S914 sg284 no no na na
SK44 S914 sg284 no no na na
SK45 S914 sg284 yes no 20-30 na
SK46 S914 sg284 yes yes 10 2
SK47 S914 sg284 no no na na
SK48 S914 sg284 yes no 4 na

* not applied

Table 3.7: Phenotypic characteristics of epithelial KRAS-mutant PDAC progression in
the endpoint experiment.

MouseID
Bmal1::Luc PDAC cell line Metastasis Macroscopic metastases

Liver Lung Liver Lung

SK49 4706 sglacZ no no na na *

SK50 4706 sglacZ yes no 20-30 na
SK51 4706 sglacZ yes no 20-30 na
SK52 4706 sglacZ yes no 10-20 na
SK53 4706 sglacZ yes no 20-30 na
SK54 4706 sglacZ yes no 7 na
SK55 4706 sglacZ yes yes 9 2
SK56 4706 sg284 yes yes 30-40 5-10
SK57 4706 sg284 yes no 20-30 na
SK58 4706 sg284 no no 30-40 na
SK59 4706 sg284 yes yes 30-40 2
SK60 4706 sg284 yes yes 30-40 5
SK61 4706 sg284 yes yes 30-40 10-20
SK62 4706 sg284 yes no 10 na

* not applied
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3.3.5 Genetic disruption of the tumor-endogenous circadian clock
does not lead to immune-cell remodelling in PDAC

In both in vivo experiments with F1 mice, it was further investigated whether genetic dis-

ruption of the tumor-intrinsic clock is associated with immune cell remodelling in the

tumor microenvironment (TME). The impact of the tumor-endogenous circadian clock

on immune cell inflitrates in PDAC of the epithelial and mesenchymal subtype was as-

sessed by FACS-assisted immunophenotyping directly after tumor dissection (see section

2.4.3).

First, in the time point experiment, the innate immune cell populations (neutrophils,

macrophages and dendritic cells) showed no statistically significant differences between

Bmal1-proficient and Bmal1-deficient tumors (Fig. 3.42). In addition, the observed T cell

populations, consisting of T cytotoxic (Tc) and T helper (Th) cells, or B cell infiltration in

the TME were not found to have statistically significant differences (Fig. 3.42).

Second, in the endpoint experiment, anti-tumor immunity in both KRAS-mutant

PDAC subtypes (PK) was not affected between the two groups of mice (Figs. 3.41, 3.40).

Immune infiltration in the TME by T cell subpopulations and B cells in both molecular

PK subtypes of Bmal1-proficient (sglacZ) and Bmal1-deficient (sg284) tumors was at very

low levels expressed as relative percentage of the total live cells (Figs. 3.41, 3.40). The in-

nate immunity pool (i.e., neutrophils, macrophages and dendritic cells) neither showed

statistically significant differences between Bmal1-edited (sg284) and control (sglacZ) tu-

mors in both KRAS-driven PDAC subtypes (Figs. 3.40 and 3.41).
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Figure 3.40: Tumor immune cell populations expressed as percentage (%) of live tumor cells based
on immunophenotyping by FACS from Bmal1::Luc KRAS-mutant PDAC epithelial (4706) tumor
samples from Bmal1-proficient (sglacZ; grey dots) and Bmal1-deficient (sg284; blue dots) at the
endpoint point experiment. Two-sample t-test; significance at p < 0.05. ns: non-significant; Th:
helper T cells; Tc: cytotoxic T cells.
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Figure 3.41: Tumor immune cell populations expressed as percentage (%) of live tumor cells based
on immunophenotyping by FACS from Bmal1::Luc KRAS-mutant PDAC mesenchymal (S914) tu-
mor samples from Bmal1-proficient (sglacZ; grey dots) and Bmal1-deficient (sg284; blue dots) at
the endpoint point experiment. Two-sample t-test; significance at p < 0.05. ns: non-significant;
Th: helper T cells; Tc: cytotoxic T cells.

T cells Th Tc B cells Neutrophils Macrophages Dendritic Cells
0.0

0.5

1.0

1.5

2.0

5

10

15

Bmal1::Luc 4706 tumors

Immune cell populations

%
Li

ve
ce

lls

4706 sglacZ

4706 sg284

ns ns ns ns ns

ns

ns

Figure 3.42: Tumor immune cell populations expressed as percentage (%) of live tumor cells based
on immunophenotyping by FACS from Bmal1::Luc KRAS-mutant PDAC epithelial (4706) tumor
samples from Bmal1-proficient (sglacZ; grey dots) and Bmal1-deficient (sg284; blue dots) at the
time point point experiment. Two-sample t-test; significance at p < 0.05. ns: non-significant; Th:
helper T cells; Tc: cytotoxic T cells.



CHAPTER 4

Discussion

Abstract | In this chapter, the results of the thesis work presented in Chapter 3 are dis-

cussed.
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4.1 Circadian clock function in primary PDAC cell lines

Unlike with other solid tumors, the circadian function in PDAC has been largely unex-

plored [145], [110]. For this, a large cohort of primary murine PDAC cell lines derived

from distinct oncogenic pools were characterized for endogenous circadian clock func-

tion after generating the necessary circadian rhythm-reporter PDAC (Bmal1::Luc) cell

lines (section 2.1.2). The luminometry-based functional screening included 44 different

PDAC cell lines (Fig. 3.2 A) and was based on real-time bioluminescence recordings of

Bmal1::Luc PDAC cells (sections 2.2.1, 2.2.2 and Fig. 2.2). The time series signal analy-

sis (sections 2.2.2.1-2.2.2.3) revealed maintenance of circadian rhythms in the majority of

the screened Bmal1::Luc PDAC cell lines independently of the oncogenic mutation driver

(Fig. 3.2 B-C). This finding suggests that the circadian clock function is overall retained
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in primary PDAC cells, which was unexpected given the established notion that trans-

formed cells exhibit disrupted circadian rhythms [146], [122].

Combining the bioluminescent signal analysis with two different methods (sections

2.2.2.2 and 2.2.2.3), the screened luciferase reporter PDAC cell lines were characterized

as Non-functional oscillators only if both methods converged (Figs. 3.4 and 3.9; 3.8 and

3.10; 3.6 and 3.11). In KRAS-driven PDAC tumor cells, high heterogeneity in the relative

amplitude of the circadian rhythm was observed (Fig. 3.9), which may be accounted to

cell-intrinsic rhythm characteristics.

An important aspect of the functional screening was the usage of DEX as phase syn-

chronizing agent among individual cells. DEX is extensively used for re-setting oscilla-

tions in peripheral tissues and cells in vitro [42]. Cultured cells or tissue explants are

desynchronized and circadian rhythm is seemingly absent in a population readout, since

in vitro conditions lack the daily humoral and neuronal stimuli that are essential for en-

trainment in vivo [147]. Thus, mainly chemical factors are used for in vitro experiments

that mimic the entrainment effects of different Zeitgebers and allow to synchronize, and

therefore, to observe the endogenous circadian oscillations in cell populations in culture.

As such, DEX treatment was important for "re-setting" the circadian rhythm within the

cell population in each individual replicate in the 96-well plate, and, in practice, for set-

ting a common starting point in time before the recording of the Bmal1-driven luciferase

activity started.

For those Bmal1::Luc PDAC cell lines that were characterized as Non-functional oscil-

lators, three additional synchronizing agents (forskolin, serum shock and temperatures

cycles) were employed to ensure the validity of disrupted circadian rhythm as observed

after DEX treatment (see sections 1.5.2 and 3.1.1.1). For all three PDAC cell cohorts,

forskolin and serum shock did not elicit rhythmicity in the characterized Functional os-

cillators that were used as positive controls, indicating that these agents are not suitable
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for phase synchronization in PDAC. Albeit temperature is considered a weak synchro-

nizer for peripheral tissues and cells in culture [147], the elicited response in Functional

oscillators of the PK cohort (Fig. 3.13 i-ii) compared to the Non-functional oscillators

(Fig. 3.13 iii-vi) indicates the validity of the characterized circadian functionality in PK

cohort after DEX treatment. Regarding the PI3K and PKP cohorts, temperature cycles did

not result in elicited rhythmicity in the positive controls, thereby further excluding this

method for phase synchronization in these two PDAC cell cohorts.

Furthermore, by comparing the normalized amplitude of the exerted circadian

rhythm in the model cell line U2-OS between all aforementioned synchronizing agents, it

confirms that cell stimulation with DEX results in the most robust circadian rhythm and

period estimate with the highest statistical significance (Fig. 4.1), which is in agreement

with previous reports [148].

Several studies have reported that core clock gene expression in tumors is altered

compared to healthy tissue [113], [149], [150]. Given the availability of additional ge-

nomic features and gene expression data for KRAS-driven and PI3K-driven PDAC cell

lines, it was explored whether differences in characterized genetic alterations or expres-

sion of the core clock genes may explain the disturbed circadian rhythm in the Non-

functional oscillators. However, no significant differences were found (Figs. 3.15, 3.16

and 3.17). In alignment to this outcome, it has been suggested that there are other protein

regulators essential for normal circadian clock function which are not components of the

core clock molecular mechanism [151], [152]. In this context, post-transcriptional and

post-translational modifications may account for changes in core clock protein function

and abundance, which cannot be taken into account when solely measuring mRNA lev-

els in steady-state conditions. Moreover, it has been shown that certain oncogenes, such

as c-Myc, may impact the function of the circadian clock mechanism by directly binding

to DNA sites preventing the BMAL1:CLOCK heterodimer complex to regulate the expres-
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sion of downstream genes [129].

Taken together, the functionality of the cell-intrinsic circadian rhythm in KRAS- and

PI3K-driven PDAC cell lines cannot be attributed to differences in steady-state levels of

core clock gene expression levels or any known genomic alterations of those cell lines.

4.2 Proteomic profiling of primary PDAC cell lines

Over the last two decades, technological advances in next-generation sequencing plat-

forms have paved the molecular characterization of pancreatic cancer at a high-

throughput manner and new insights have been gained about PDAC biology and pro-

gression [100]. It is thereby well established that PDAC is governed by genomic alter-

ations and gene expression modulations that support resistance to standard chemo- and

radiotherapy regimens [81].
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The valuable biological resource of primary murine PDAC cell lines in Prof. Saur’s

group at the Technische Universität München has recently been profiled at the transcrip-

tome level, which resulted in the molecular identification of two distinct KRAS-driven

PDAC molecular subtypes [143]. To gain further insights into PDAC biology and signal-

ing pathways that may constitute important drivers for functional adaptations associ-

ated with resistance mechanisms, I investigated whether distinct oncogenic mutations in

PDAC may diversify on the proteome level. For this, MS-based quantitative proteomics

analysis was employed using primary murine PDAC cell lines originating from oncogenic

pools with well characterized genetic mutation(s) (Table 3.1 and Fig. 3.18 A).

MS-based proteomics is a powerful technology that generates in an unbiased manner

high-throughput quantitative data that can unravel discrepancies underpinning func-

tional adaptation mechanisms (e.g., through metabolic rewiring) that often character-

ize cancer cells [153]. In addition, a systems biology approach on protein abundance is

advantageous, because proteins constitute the functional players in the cell, thereby, in

comparison to systems-wide gene expression analysis, proteomic signatures reflect bio-

logical function in a direct and quantitative manner. In the same context, several studies

have shown a low correlation between copy number variations and relative change at the

protein level, which implies that genomic alterations are not or only partially translated

at differences on the protein level [154].

In this thesis work, the proteomic profiles of primary PDAC cell lines, with a defined

mutational and gene expression landscape, were characterized by MS-based proteomics

(see section 2.3). The data analysis revealed that PDAC cell lines with distinct oncogenic

mutation(s) share functional characteristics based on their proteomic signatures (Figs.

3.19 and 3.20). Functional enrichment pathway analysis of differentially expressed pro-

teins between four PDAC cohorts showed that KRAS-driven epithelial (PK-E) tumors are

distinct in metabolic-related processes that involve fatty acid-dependent energy produc-
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tion, PPAR signaling and redox homeostasis (Fig. 3.21 Cluster 1).

An important aspect of extensive cell proliferation is the increased lipid metabolism,

since lipids are necessary components of all membrane structures in the cell. It has been

shown that lipogenic enzymes, such as ATP-citrate lyase (ACLY), acetyl-CoA carboxy-

lase (ACC) and fatty acid synthase (FASN), are upregulated in cancer cells, which lead

to aberrant fatty acid synthesis, therefore supporting tumor development [155], [156].

In xenograft PDAC mouse models, ACLY inhibition reduced tumor growth [157], while

in a lung cancer mouse model inhibition of ACC was shown to suppress tumor growth

[158]. In this context, it can be hypothesized that PK-E tumors might be less sensitive to

inhibitors of those enzymes considering their higher protein abundance.

Based on the enriched signaling pathways in KRAS-driven mesenchymal (PK-M) sub-

type together with PKP tumors (Fig. 3.21 Cluster 2), it can be derived that both types of

PDAC tumors likely depend on scavenging of extracellular protein as a metabolic adap-

tation for energy production. It has been shown that scavenging and subsequent hydrol-

ysis of extracellular protein via macropinocytosis supports cell proliferation [159]. Note-

worthy, a number of studies have attributed such metabolic adaptation, along with au-

tophagy and reprogrammed glutamine metabolism, to oncogenic KRAS signaling [160].

It has been shown that mutant KRAS signaling results in upregulation of the glucose

transporter 1 (GLUT1) [86] and of rate-limiting enzymes in glycolysis cascade, such as

phosphofructokinase 1 (PFK1), thus enhancing glucose uptake and metabolism [85],

[86]. Importantly, in the hypoxic and nutrient-limited TME, constitutive KRAS acti-

vation in PDAC cells supports nutrient salvaging, greatly supported by autophagy and

macropinocytosis [81]. Therefore, it can be speculated that targeted inhibition of those

pathways in both PK-M and PKP PDAC tumors might decrease tumor cell growth.

PKP tumors share in addition functional characteristics with PI3K tumors, such as

aminoacyl-transfer RNA (tRNA) biosynthesis, that play an important role in translation,



4.2. Proteomic profiling of primary PDAC cell lines 132

and response to DNA damage (Fig. 3.21 Cluster 3). Intriguingly, recent studies have

shown that the enzymes required for aminoacylation of tRNAs, called aminoacyl-tRNA

synthetases (ARSs), are associated with cancer development [161], [162]. What is more,

it has been suggested that certain ARSs and ARS-interacting multifunctional proteins

(AIMPs) may enhance tumor development by modulation of p53 expression [163]. Wang

and colleagues showed that in mice under high-fat diet, a colon-specific ARS was associ-

ated with DNA damage via accumulation of lysine homo- cysteinylation and thereby in-

directly inhibited p53 function, leading to increased cell proliferation in the colon [163].

It would be interesting to investigate whether inhibition of proteins related to aminoacyl-

transfer RNA biosynthesis, such as ARSs, might elicit an inhibitory growth effect in PKP

PDAC tumors.

The large number of available KRAS-epithelial tumor cell lines that were included

in the proteomics analysis greatly contributed to the identification of proteome-based

functional Clusters (Figs. 3.23 and 3.24) related to differential metabolic adaptations for

energy production. This favors the understanding of how metabolic reprogramming even

in the absence of any stimulus might highly impact the response of PDAC cells in chemo-

and radiotherapeutic approaches, since it can be speculated that the ability to escape

from such treatment strategies relies on the ability to sustain energy production and re-

dox homeostasis.

It is noteworthy, that in a relatively recent study Daemen and colleagues showed

that metabolite profiling in primary PDAC cell lines stratifies PDAC in three metabolic

subtypes, glycolytic, lipogenic and slow proliferating [164]. The glycolytic subtype gen-

erates metabolites associated with glycolysis and decreased redox homeostasis, while

in the lipogenic subtype lipid-related and TCA cycle metabolites are enriched. Slow

proliferative metabolic subtype produces low levels of amino acids and carbohydrates

[164]. This characterization is in agreement with the results of this thesis work, which
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identified different metabolic rewiring strategies between epithelial and mesenchymal

KRAS-driven subtypes as well as in PI3K and PKP tumors based on single-shot proteome

analysis. The analysis of proteome profiles highlighted that functional characterization

of PDAC tumors with a systems-wide and unbiased approach can unravel discrepancies

that are either considered as joint on the genomic level or not possible to decipher on

the transcriptome level.

The integration of circadian clock functionality and proteome characterization in PDAC

aimed to identify at steady-state conditions whether there are functional outputs of the

circadian clock independently of the oncogenic mutation driver or KRAS-driven molecu-

lar subtype. The analysis showed that it is challenging to disentangle functional discrep-

ancies that lead to differential metabolic adaptations as an output of either cell-intrinsic

circadian rhythms or oncogenic mutation drivers (Figs. 3.21, 3.26 B and 3.27 B).

Proteomic profiling of a rhythmic epithelial KRAS-driven PDAC cell line before and

after deleting the cell-intrinsic clock showed a number of cellular biological pathways

may could be under circadian control. It was identified that proteins involved in xeno-

biotics metabolism were significantly downregulated in rhythmic vs non-rhythmic cells

(Fig. 3.29 B). It has been shown that in healthy tissues cytochrome P450 enzymes are

encoded by clock-regulated genes [28], indicating that also in PDAC a functional cell-

endogenous oscillator may be necessary for drug oxidation, which is the main function

of the cytochrome P450 monooxygenase system. This greatly favors the notion that the

dynamic relationship between circadian clock and cell metabolism can be exploited as

functional therapeutic vulnerability in PDAC. As part of the circadian clock output, the

temporal variability in expression, abundance and/or function of processes involved in

drug absorption and metabolism may be used for optimal time-of-day drug administra-

tion, expanding the available therapeutic reservoir for ultimately increasing drug efficacy
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and decreasing toxicity (chronopharmacology; see also chapter 5). Nevertheless, it is im-

portant to note that the functional discrepancy related to drug metabolism was not iden-

tified in the mesenchymal KRAS-driven PDAC cell line upon genetic disruption of the

cell-intrinsic circadian mechanism (Fig. 3.28 B). Arguably, a common therapeutic vulner-

ability based on the presence of a functional endogenous oscillator would facilitate any

aforementioned clinical applications. However, a recent study showed that KRAS-driven

PDAC subtypes are governed by differential responses to chemo- and immunotherapy

[165] indicating that the molecular reservoir of KRAS-driven PDAC tumors is highly dy-

namic and less likely to be impacted (or directed) solely by circadian clock outputs. Re-

ciprocally, outputs of the circadian clock could be KRAS-driven PDAC subtype-specific

that could explain different responses to therapy.

Cell transformation in a cancer state, resulted from accumulation of genetic alter-

ations and epigenetic modifications, leads to metabolic plasticity that sustains energy

production and redox homeostasis, both required for aberrant cell proliferation and

growth. This metabolic plasticity per se depends on the cancer type and proliferation

rate [166], [167], but it comprises an available functional reservoir to favor the cancer

cell’s response against chemo- and radiotherapeutic agents. Moreover, it has been shown

in other studies [86] and also in this thesis work, that oncogenic signaling as a result of

genomic alterations, greatly impacts metabolic adaptation mechanisms. Given the com-

plex relationship between altered metabolism, drug response and genetic heterogeneity

in PDAC, the utilization of circadian rhythms -and therefore time of day- as therapeutic

vulnerability might prove to be highly beneficial as a customized treatment strategy for

PDAC patients that do not respond favorably to chemotherapy (see also chapter 5).
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4.3 The role of tumor-intrinsic circadian clock in PDAC de-
velopment and progression

As described in section 1.6.2 PDAC is a heterogeneous malignancy that progresses to

metastatic and chemoresistant phenotypes resulting in poor prognosis. Kras mutations

characterize 90 % of PDAC tumors in human patients [168], therefore characterizing

functional outputs in KRAS-driven PDAC tumors is considered of high clinical relevance.

I aimed to investigate the role of the tumor-intrinsic circadian clock in PDAC biol-

ogy, development and progression. Given the characterized circadian clock functionality

in the PDAC cohorts as a result of this thesis work, a selection of PDAC Bmal1::Luc PDAC

cell lines that were included in the functional screening was required. The selection com-

prised the KRAS-mutant cohort and it was subsequently based on the robustness of the

circadian rhythm as a reflection of a likely robust biological significance in the tumor

cells.

One approach to elucidate the impact of the tumor-endogenous oscillator (TEO) in

PDAC development and progression would be to orthotopically implant a PDAC cell line

harboring a functional clock in one group of wild-type mice, and a PDAC cell line that

does not retain circadian functionality in another group of mice. On one hand, this would

favor the importance of TEO, albeit it would not answer whether -and at which degree-

any differences on the genetic level (e.g., probable additional mutations), transcriptome

or proteome levels between the two KRAS-mutant PDAC cell lines may account for a

given outcome on tumor growth, tumor progression and/or survival of the experimental

animals. In fact, proteomic signatures constitute an additional level of functional hetero-

geneity in PDAC (see section 3.2).

An alternative experimental approach, as implemented in this thesis work, consid-

ered the characterized and systems-wide discrepancies in KRAS-mutant PDAC tumors
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[143] for the selection of robust KRAS-mutant oscillators to genetically disrupt their

function. On this regard, a defined loss-of-function genetic alteration in a fraction of

Bmal1::Luc PDAC cell lines resulted in disturbed circadian rhythms. Thus, a comparison

between a control and a mutated TEO originating from the same parental KRAS-mutant

PDAC cell line would strengthen any direct link between TEO and its potential role in

PDAC development and progression. Conclusively, four different KRAS-mutant PDAC

cell lines were chosen, two from the epithelial and two from the mesenchymal KRAS-

driven PDAC molecular subtypes, in which the molecular mechanism of the clock was ge-

netically ablated by CRISPR/Cas9-mediated Bmal1 knockout (see section 2.1.3 and Figs.

3.30-3.33 and 3.34).

It is of high significance to note that in the Bmal1-deficient cells, the Bmal1 gene

was not fully knocked-out in the whole cellular population (Fig. 3.34 A) inherited by

the editing efficiency of the CRISPR-Cas9 system. A global (i.e., 100 %) gene knockout

could have been an alternative experimental route via clonal selection and expansion.

However, there is evidence that different clonal PDAC cell lines originating from the very

same parental cell line show differential proliferative capacity (Prof. Saur’s group; data

not shown). This would directly hassle and even bias the selection of the clonal cell line

for any subsequent phenotypic characterization and in vivo work.

Given the degree of circadian disruption as depicted in Figures 3.30-3.33, the

Bmal1::Luc KRAS-mutant PDAC cell lines 53704 and 16992 were excluded, and the rest

of experimental work included the Bmal1::Luc cell lines S914 from the mesenchymal,

and 4706 from the epithelial KRAS-driven PDAC molecular subtypes. Based on the

in vitro phenotype of Bmal1-deficient cells from both cell line pairs, which exerted

higher proliferative capacity compared to the Bmal1-proficient cells (Fig. 3.34 E), it was

hypothesized that the TEO would impact tumor growth in vivo (see below).
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In the first (time point) mouse study the aim was to resemble the design of the in vitro

experiment, thereby the tumor growth was assessed between the two groups of mice after

a predefined period of time starting from the same cell inoculation in the pancreas. In

this first in vivo experiment, the Bmal1::Luc KRAS-mutant PDAC epithelial cell line pair

was used based on the result of the colony formation assay. It was demonstrated that

for this cell line the difference between Bmal1-deficient and Bmal1-proficient cells in

proliferative capacity was larger compared to the S914 cell line pair (Fig. 3.34 E). It was,

thereby, speculated that the tumor cells with a disrupted TEO would proliferate more

in vivo as well, leading to increased tumor growth compared to the control group. The

study showed that the tumor size did not differ between the two groups of mice (Fig.

3.38). Therefore, the higher proliferative effect in vitro of the Bmal1-deficient cells did

not translate into larger or more aggressive PDAC tumors in vivo, indicating that host

and/or TME-related factors likely play a role in tumor development and progression.

Furthermore, the time point experiment included both immunodeficient (Rag2-/-;

Rag2-KO) and immunocompetent (F1) mice. The Rag2-KO mice were used as control

host for CAS9 immunogenicity (Prof. Saur’s group; data not shown). The Rag2-KO group

was sacrificed three weeks and the F1 group four weeks after the transplantations, which

were performed the same day with the same cell suspension of each Bmal1::Luc KRAS-

mutant PDAC cell line (4706). Given that the tumor growth in the F1 mice, albeit evalu-

ated one week later, was comparable to the Rag2-KO mice, confirmed that the presence

of CAS9 in the PDAC cells did not elicit any vast immunogenic reaction that would not

allow for any of the PDAC cell lines to grow in immunocompetent mice.

In the second mouse study (endpoint), the experimental design was similar to the first

one. Bmal1-deficient and Bmal1-proficient PDAC cells originating from the same KRAS-

mutant cell line were injected in the pancreas of F1 mice. This experiment included the

same epithelial Bmal::Luc PDAC cell line pair (4706 sglacZ and 4706 sg284), and in addi-
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tion the mesenchymal S914 Bmal::Luc KRAS-mutant PDAC cell line pair (S914 sglacZ and

S914 sg284) in another animal cohort. However, the duration of the experiment was not

predetermined, meaning that the mice were sacrificed when moribund, which presumed

that fully developed PDAC tumors were established in the host.

Given the heterogeneity in the tumor growth within the groups in the first study, it

was speculated that the course of PDAC development and progression is different in each

mouse and affected by additional host-intrinsic factors. Therefore, in the second study,

the tumor growth was evaluated at the terminal state. In addition, it was investigated

whether the presence of a functional TEO may impact the survival of the mice. In both

groups of KRAS-mutant PDAC cell line pairs, the tumor growth between Bmal1-deficient

and Bmal1-proficient cells was not statistically significant different (Fig. 3.39 A) and the

survival rate was neither correlated with tumor-intrinsic clock functionality (Fig. 3.39 B).

Taken together, the in vivo studies did not resemble the phenotype of Bmal1-deficient

cells in cultured conditions either at a given time point or at a relatively final stage in tu-

mor development. An important aspect of PDAC biological hallmarks constitutes the

TME (see section 1.6.3), which may impact cancer cells’ proliferation in vivo and may

surpass the effect of a TEO. It has been shown that growth factors and cytokines secreted

by pancreatic stellate cells (PSCs) play an active role in tumor cell proliferation and pro-

gression [84]. For example, Seux and colleagues showed that the secreted protein acidic

and rich in cysteine (SPARC) is secreted by PSCs affecting cell migration and proliferation

[169]. It has also been shown that PSCs secrete a protein called periostin that is involved

in tumor cells invasion by activating AKT signaling [170], [171].

Another consideration regarding the tumor growth in both mouse studies is the

fact that the intrinsic proliferative capacity in vivo differs from cell cultured conditions

in terms of nutrient availability, growth factors and oxygen. These characteristics are

limiting factors in the TME, while are constantly provided in the cells in culture. PDAC is
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comparably more hypoxic than other solid tumors [172], yet PDAC cells can particularly

adapt to hypoxic conditions by metabolically reprogramming pathways that allow them

to utilize alternative sources of nutrients via routes of autophagy and macropinocytosis

[90]. What is more, hypoxia-inducible factor-1 (HIF-1) has been shown to link metabolic

adaptation, apoptosis and cell proliferation and invasion [173], [174]. One strategy that

would facilitate to study any direct link between TEO and tumor growth in vivo would

be to orthotopically or heterotopically transplant the KRAS-mutant PDAC cell line pairs

of interest and follow the growth of the tumor over the course of time. This could limit

the effect of biological heterogeneity between syngeneic mice as well as the effects of

TME (in case of heterotopic injection). Certainly, TME is an indispensable part of tumor

development and progression in PDAC, however an in vivo study of TEO’s role in PDAC

biology might require to bypass it.

The FACS-assisted immunophenotyping in the in vivo studies contributed to the under-

standing of whether a TEO might influence tumor-associated immune cell remodelling.

It was recently shown in a melanoma mouse model that physiological circadian disrup-

tion alters the immune microenvironment, likely facilitating tumor growth and progres-

sion [175]. In both mouse studies of this thesis work the composition of immune cell

populations remained unaffected by the presence of PDAC cells harboring a functional

circadian clock or not (Figs. 3.42, 3.40 and 3.41). Arguably, considering the high within-

group variability (Figs. 3.42, 3.40 and 3.41), additional experiments consisting of larger

animal cohorts could potentially uncover statistically significant differences.

Regarding the effect of a TEO on PDAC progression, the mouse studies included a

macroscopic assessment of metastasis formation in peripheral organs, such as the liver

and the lungs. It was found that, unlike the initial hypothesis, no direct link between the

presence of a functional TEO and tumor progression can be made as resulted by compar-
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ing the presence and the number of metastatic lesions in mice implanted with Bmal1-

deficient or Bmal1-proficient KRAS-mutant PDAC tumor cells (Tables 3.4, 3.6 and 3.7).

It is worth highlighting that the in vivo studies focused on the tumor-endogenous

self-sustained circadian rhythm and its potential role on tumor development and pro-

gression. The experimental approach was different to a number of other studies that

have shown a connection between systemic circadian disruption and tumor growth. For

example, in a mouse model of lung adenocarcinoma both genetic and physiological dis-

ruption of the central clock decreased survival and promoted tumor growth and pro-

gression [107]. Additionally, physiological disruption in wild-type mice induced hep-

atocellular carcinoma along with global liver metabolic deregulation [132]. Also, in a

murine melanoma model, jet-lag-induced tumor growth increased compared to animals

that kept under normal light-dark cycles [175], and circadian disruption further ablated

rhythmic clock gene expression in the liver [175]. What is more, in a mouse model of

lung adenocarcinoma, it was found that hepatic metabolic reprogramming is exerted ex-

clusively in tumor-bearing mice, in which the tumor may act as an circadian reorganizer

of hepatic metabolism [135].

Collectively, these studies suggest that -either at a higher degree or in conjuction

with the TEO- disruption of the central circadian clock impacts the alignment with

peripheral oscillators, which in turn impact immune cell distribution and metabolic

reprogramming in peripheral organs, such as the liver. As a result, tumor growth and/or

progression of a pre-exisiting tumor could be enhanced.

Last but not least, an important aspect of the experimental work was the hypothesis that

the cell-intrinsic circadian rhythms recorded in vitro from the Bmal1::Luc PDAC cells

would be recapitulated in vivo. The hypothesis was tested by bioluminescence record-

ings of organotypic slices from both Bmal1-deficient and Bmal1-proficient KRAS-mutant
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epithelial PDAC tumors. Given that several cell populations reside in the TME, the pres-

ence of Bmal1::Luc exclusively in PDAC cells excluded any interference from non-tumor

cells in the recorded bioluminiscent signal. A residual circadian rhythm was detectable in

the Bmal1-proficient tumor slices before the dexamethasone (DEX) treatment, which was

not the case for Bmal1-deficient tumors (Figs. 3.35 and 3.36). After treating the organ-

otypic slices with DEX the circadian rhythm was robustly elicited in the Bmal1-proficient

tumors (Fig. 3.35), since DEX is required for phase synchronization between the PDAC

cells in the tumor slice (Fig. 3.35; see also 1.5.2). To note, in the Bmal1-edited tumos

slices, an oscillation pattern was observed after DEX treatment, yet the amplitude of the

rhythm was comparable to the baseline, demonstrating that the circadian rhythm in the

Bmal1-edited tumors was significantly disrupted (Fig. 3.36). It is important to highlight

again that the Bmal1-deficient cells that were orthotopically implanted contained 25 %

wild-type cells (with BMAL1 proficiency; Fig. 3.34 A), which likely were able to induce the

observed circadian rhythm in the Bmal1-deficient tumor slices.

Recent studies have inferred in vitro rhythmicitiy of tumor cells based on gene ex-

pression time-course data [145], [110], and others have shown in vivo rhythmicity of

non-tumor cells based on fluorescence-based imaging of core clock genes [176]. In this

thesis work, it was demonstrated for the first time that circadian rhythm is maintained

in a tumor in vivo by real-time recording of the bioluminescence-generating activity of

the Bmal1 promoter. It would be interesting to investigate the phase relationship be-

tween the tumor cells and the surrounding cell types, which presumably retain circadian

functionality, within the PDAC tissue as well as with the central pacemaker. In a recent

study it was shown that transforming growth factor-β (TGF-β) signaling is important for

paracrine coupling between peripheral oscillators resulting in an appropriate phase re-

lationship [177]. Therefore, it would be interesting to investigate the role of TGF-β in

this context. Furthermore, it would be important to characterize circadian clock prop-
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erties of cancer and non-cancerous cells within a malignant tissue, because the cancer-

endogenous oscillator may greatly impact the metastastic potential of cancer stem cells,

as recently was shown in glioblastoma [178].

Conclusively, the relationship between tumor-autonomous clocks and host circadian

oscillators is considered dynamic [18]. Given the in vivo findings of the present thesis

work, the biological significance of a TEO in the host may be masked by rhythmic sys-

temic signals as well as by aberrant signaling in the TME. Certainly, more studies are re-

quired to further explore and disentangle this complex relationship.
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Organismal and organ circadian rhythms are considered functional outputs of an en-

dogenous circadian oscillator to ultimately maximize the potential of the organism to

survive by regulating the timing of behavioral and physiological processes.

Over the last two decades, several epidemiological studies have supported the asso-

ciation between circadian misalignment and susceptibility to cancer pathogenesis. Al-

though few animal studies have revealed that cancer cells maintain circadian rhythmic-

ity, there has not been a more comprehensive characterization of tumor-intrinsic clock

functionality in primary PDAC cell lines before this thesis work.

PDAC is an aggressive malignancy characterized by genetic heterogeneity, invasive-

ness and chemoresistance. Systems-wide studies have been performed to understand

the biology of PDAC’s aggressiveness and reveal potential vulnerabilities that could be

targeted, and ultimately lead to discovery of novel therapeutic agents.

The utilization of circadian rhythms for timed chemotherapy in PDAC to increase

drug efficacy and safety (termed as chronotherapy or circadian medicine) is an attractive

idea to be considered in the spectrum of multimodal treatment strategies in PDAC given

the low response of patients to current monotherapies. In addition, proteome profiling
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of primary and metastasized PDAC tissue as well as clinical samples has the potential to

identify novel protein targets (biomarkers) that may determine the disease stage or pre-

dict the response to a therapeutic agent, and thereby, prevent undesired side effects in

non-responder patients.

5.1 Studying circadian rhythms in PDAC

The degree and nature of interrelationship between the circadian clock and cancer re-

mains a topic of debate. Disturbances in circadian rhythms have been associated with

increased susceptibility to cancer [5], whilst some established cancer cell lines have been

found to retain circadian functionality that potentially drives cycles of gene expression

with a 24-hour periodicity [110], [145]. However, experimental studies about the role of

those rhythms in tumor growth and progression are scarce.

In this thesis work, a large cohort of murine primary PDAC cell lines derived from

distinct oncogenic pools were assessed whether they retained circadian oscillations af-

ter generating the necessary circadian rhythm-reporter (Bmal1::Luc) cell lines (section

2.1.2). The medium-scale luminometry-screening revealed that the majority of the PDAC

cell lines harbor a functional circadian clock independently of the oncogenic driver mu-

tation(s).

Given that core clock gene expression and genomic features of KRAS-driven PDAC

cell lines cannot explain the observed differences between the cell lines characterized as

Functional and Non-functional oscillators, it would be important to investigate the role

of other oncogenes that have been shown to disrupt the core clock mechanism, such

as c-Myc [129]. For instance, an inducible genetic system for c-Myc overexpression in

a subset of Bmal1::Luc PDAC Functional oscillators, and the subsequent analysis of the

bioluminescent signal (see section 2.2.2), would elucidate whether the role of c-Myc in
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PDAC were similar as in other types of cancer [129], regarding its impact on the core

clock mechanism. In addition, it should be highlighted that a comparison of circadian

rhythmicity between PDAC and healthy pancreatic tissue would be valuable to elucidate

whether and to which degree endogenous oscillations are disturbed in the transformed

state of exocrine pancreatic cells.

Furthermore, using a PDAC implantation model as part of this thesis work, it was

shown that the partially deleted tumor-endogenous circadian clock does not directly im-

pact tumor growth or metastasis formation independently of the KRAS-driven molecular

subtype (Fig. 3.39 A) or the duration of tumor development (Figs. 3.38 and 3.39 A). This

indicates that additional experiments are required with 100 % deletion of the tumor cell-

intrinsic clock in order for the in vivo findings of this thesis to be further considered. As

another future perspective, a probably more direct connection between tumor-intrinsic

clock and tumor growth could be drawn by longitudinally measuring the tumor size fol-

lowing the same experimental procedure as in this thesis work (e.g., orthotopic implanta-

tion of KRAS-mutant PDAC cells with Bmal1-deficiency or Bmal1-efficiency). This could

be performed by in vivo bioluminescence imaging of the tumor given the availability of

luciferase-reporter PDAC cell lines assuring that the bioluminescent signal is a direct out-

put of the tumor cells exclusively.

Importantly, although usually considered as granted notion, it was shown that the cir-

cadian rhythm is maintained in vivo in the tumor after phase synchronization with dex-

amethasone (section 3.3.3). A perspective would be to investigate the impact of systemic

clock disruption on PDAC development, as it has been shown in other cancer types [107].

The circadian clock could be either physiologically disturbed under chronic jet-lag con-

ditions compared to normal light-dark cycles (LD), or genetically by using whole-body

Cry1/Cry2 knockout mice.

Regarding the role of the tumor-intrinsic circadian clock in tumor progression in vivo
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as was investigated in this thesis, it was neither found a direct correlation between clock

functionality in the tumor and the potential to metastasize or the number of metastases

in distal organs (Table 3.4). As aforementioned, a future in vivo approach would be not

only a full (100 %) ablation of the tumor-endogenous circadian clock, but also to sys-

temically disrupt the circadian clock -physiologically or genetically- and study the effect

on metastasis formation in the periphery. In terms of systemic metabolic reprogram-

ming due to the presence of a tumor, in a mouse model of lung adenocarcinoma it was

found that the tumor could act as circadian reorganizer of hepatic metabolism [135]. In

the same context, mass spectrometry-based proteomic profiling of PDAC cell lines de-

rived from the primary and metastatic tumor sites might reveal in an unbiased manner

metabolic rewiring pathways that could potentially be linked to establishment of metas-

tasis. For example, a recent mechanistic study identified that loss of phosphoglycerate

dehydrogenase (PHGDH) -a glycolytic enzyme- potentiates metastatic dissemination in

mice [179]. The plasticity of tumor cells to adapt to a plethora of stressful conditions,

such as hypoxia, lack of nutrients and oxidative stress, results in metabolic heterogeneity

that enables them to metastasize and/or develop resistance to cytotoxic agents [81].

From the translational point of view, the study of circadian rhythms in cancer research

has ultimately the goal to understand which genes are expressed and, perhaps more im-

portantly, which proteins change in abundance and/or function in a cancer cell or tis-

sue following a 24-hour periodicity. This is of high significance, because it could serve

as foundation for circadian medicine. In essence, the possibility to optimize the tim-

ing of drug administration to a circadian window in which the drug target is likely to be

less abundant or less stable (e.g., via post-translational modifications) would undoubt-

edly increase drug efficacy and decrease undesired side effects. The concept of circadian

pharmacology aims, thereby, to utilize the output of circadian rhythms in physiology and

try to optimize the dosing of medical interventions in order to make them more effective
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and safer for the patients.

Primarily, circadian therapeutics aims the design of optimal time-modulated drug ad-

ministration at specific schedules. On the cellular level, circadian therapeutics is based

on the fact that clock-controlled genes are involved in xenobiotic metabolism and detox-

ification, cell proliferation -and related metabolic processes- DNA repair mechanisms

and apoptosis [180], accounting for circadian modulation of pharmacokinetics and phar-

macodynamics [181]. It has been hypothesized that in tumor cells the aforementioned

processes are not in alignment with the surrounding healthy tissue, thereby there is likely

a circadian time window in which a given drug is absorbed and metabolized by the tumor

cells, and subsequently impacting the corresponding target (e.g., cell cycle, DNA repair or

apoptosis regulator) at a different degree compared to the normal cells. This chronomod-

ulated drug sensitivity in the tumor can, as a result, be exerted as reduced toxicity in the

normal cells.

The last few years, several experimental data have supported the concept of circa-

dian pharmacology in cancer based on animal and human studies. For example, Lee

and colleagues showed that in a mouse model of melanoma the administration of an

HSP90 inhibitor at two different times of day led to different tumor growth outcome, and

importantly, drug efficacy decreased in clock-deficient tumors [182]. This study further

provided mechanistic evidence for circadian modulation of the drug action, not only by

lower levels of the target at specific times of day, but also by having a time-dependent

effect on the cell cycle, highlighting the significance of a tumor-endogenous functional

clock. In another recent study, the authors comprehensively analyzed protein-protein in-

teraction and immunoprecipitation sequening data from 14 cancer types and suggested a

strong interaction of core clock genes with clinically "actionable" genes [112]. It has been

also experimentally shown that 40 anti-cancer drugs exert differential toxicity based on

circadian timed delivery in rodents [181].
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In this context, a perspective research objective for PDAC biology would be to identify

clock-regulated genes and/or proteins on a time-of-day-dependent manner, and further

analyze those targets against which sensitivity might change at different times of day.

Importantly, it would be interesting to investigate whether and if so, at which degree, dif-

ferent oncogenic driver mutations impact the output of the clock, and which genes or

proteins are commonly, rather than in a context-specific manner, regulated by the circa-

dian clock. For this, time-course experiments are required, i.e., sampling cell or tissue

extracts at distinct time points over the course of at least 24 hours. As resulted from this

thesis work, the elucidation of circadian clock outputs on the proteome level in different

PDAC cohorts at steady-state conditions can be challenging (see sections 3.2 and 4.2).

These aforementioned pre-clinical studies have gained the attention of clinical pro-

fessionals. For instance, in several human studies, chronomodulated drug efficacy was

based on monotherapy or combination therapy for a defined time period given either at

standard or predefined circadian times. Time-of-day-dependent drug admininstration

of oxaliplatin was performed in 114 metastatic patients with colorectal cancer (CRC) at

two different time points (4 pm or 4 am) and the results showed that 16.7 % of the pa-

tients delivered with oxaliplatin at 4 pm exerted severe side effects compared to 80 %

of the corresponding patients with adverse effects when the drug was delivered at 4 am

[183]. However, a larger multinational cohort study with CRC patients showed that timed

administration of chronoFLO4 (chronomodulated administration of fluorouracil, leucov-

orin, and oxaliplatin) did not increase prognosis, rather it was found that mortality risk

in women treated with chronoFLO4 increased by 38 % and in men by 25 % compared to

those that received conventional therapy [184]. These data suggest that there is still lack

of consistent translational evidence for a routine clinical application of chronotherapeu-

tics in cancer treatment [185].

Lastly, it is important to consider that the aforementioned studies, as well as stud-
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ies that aim to implement circadian modulation of drug administration in human pa-

tients, often lack consideration of additional important information, such as chronotype,

endogenous circadian period and sleep patterns. These parameters vary substantially

between healthy individuals [186], indicating a further variability in patients because of

their disease state. In addition, internal time is further impacted by factors, such as age,

gender, exposure to light and season [187]. Therefore, for any circadian therapeutic in-

tervention to be designed or optimized, a tool for measuring an individual’s or patient’s

internal time might be necessary. In fact, a novel diagnostic method for such purposes

utilizing blood samples has recently been developed [187].

5.2 Proteomic profiling in PDAC

In recent years, the profound technological advancements in mass spectrometry (MS)

along with bioinformatics tools that allowed the automated identification and quantifica-

tion of thousands of peptides (and therefore proteins) in a single shot have paved the way

for the application of MS-based quantitative proteomics in cancer research [188]. Un-

doubtedly, genomic and transcriptomic profiling of tumors generates invaluable knowl-

edge about genetic alterations, chromosomal rearrangements and modification of gene

expression. However, the large-scale comprehensive study of the functionally relevant

proteins of a tumor, the proteome, can dramatically increase the understanding of dis-

ease biology and direct further targeted studies [100].

In this thesis work, proteomic profiling of a large cohort of primary murine PDAC

cell lines with distinct oncogenic mutations (Fig. 3.18 A) aimed to characterize putative

functional strategies within the different PDAC cell cohorts. As shown in 3.2.1 and dis-

cussed in 4.2, the results demonstrated that proteomic signatures in PDAC resemble at a

lower extent the well-defined genetic differences between the given groups, since it was
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found that different PDAC cohorts share functional pathways related to energy produc-

tion (Figs. 3.20 and 3.21). Moreover, in the KRAS-driven epithelial cohort, the analysis

additionally showed that the recently characterized transcriptomic clusters [143] are not

entirely maintained on the proteome level (Figs. 3.23 and 3.24), demonstrating that onco-

genic KRAS signaling results in functional discrepancies on the proteome level in this

subgroup of KRAS-driven PDAC tumors. Therefore, proteomic profiling of previously es-

tablished transcriptomic subtypes is key to identify subtype-specific protein biomarkers

[100]. Regarding the PDAC cohorts included in this thesis work, the identified functional

differences could be translated as vulnerabilities that could lead to development of novel

targets for therapeutic purposes. The integration of genomic, transcriptomic and pro-

teomic data has led to the emerging field of proteogenomics that advocates a compre-

hensive understanding of cancer biology that would allow to target functional determi-

nants which cannot derive alone from genomic analysis of tumors [100].

It is important to note that the proteomic characterization of PDAC cohorts was based

on primary cell lines without including bulk tumor samples. Given the heterogeneous tu-

mor microenvironment (TME) in PDAC (section 1.6.3), the generation of primary cancer

cell lines is advantageous because it allows the study of direct outputs of cancer cells

and excludes any probable masking from other cell types. Transcriptomic profiling of

bulk tumor samples has been used to estimate the proportions of cell populations and

their gene expression profiles (deconvolution) [189]. RNA sequencing (RNA-seq) data

of primary cell lines from the correspoding tumors can be used as "pure" reference sig-

nals to better estimate tumor composition that could indicate different subtypes [189].

Intriguingly, the last few years, bioinformatics tools have been developed to extrapolate

gene expression information from single-cell RNA-seq experiments in oncology [190]. As

a future perspective, such an analytical approach could be applied in PDAC using pro-

teomic profiling of bulk tumor samples, since the importance of proteomic analysis in
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human disease studies has been shown to outperform transcriptomic profiling [99]. Even

more exciting would be the possibility to perform single-cell proteomics with PDAC tis-

sue, both primary and metastatic, which could unravel functional vulnerabilities within

the TME, but also in relation to tumor progression.

Numerous studies have shown that desmoplastic reaction is an important feature in

PDAC [83] (see also section 1.6.3) and has been correlated with chemoresistance [191]

and poor prognosis in preclinical studies [192]. A recent proteomic study distinguished

and characterized the extracellular matrix (ECM) proteins produced by tumor and stro-

mal cells during PDAC progression [193]. The authors showed that the stromal-derived

ECM proteins have both pro- and antitumorigenic effects, while tumor cell-derived ECM

proteins strongly associated with poor patient survival [193]. Therefore, the work of my

thesis together with this study highlights the importance of proteomic analyses for bet-

ter understanding of PDAC biology and predicting translational outputs, since TME is an

integral part of the PDAC tissue.

What is more, one of the most exciting areas in PDAC research is the identification of

protein biomarkers for diagnostic purposes and prediction of treatment response. First,

one of the major bottlenecks in PDAC treatment is the lack of symptoms at the early stage.

MS-based proteomic studies using diverse quantification methods (iTRAQ [194], TMT-

labelling [195] or label-free [196]), and a variety of validation methods (ELISA [194], [195],

Immunohistochemistry [197] or Targeted proteomics [198]) in other tumors or healthy

controls have intensified the potential for novel biomarker discovery that could be linked

as reliably as possible to early disease onset. The original biofluid material in those stud-

ies was serum or plasma, since a non-invasive method for diagnostic purposes is prefer-

able [199]. In addition, several recent studies have shown that MS-based proteomics can

identify predictive and prognostic biomarkers. Those studies are inherently more an-

alytically challenging, because they rely on fixed PDAC tissue [200], [201], which is at
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the same time necessary for translational outcomes. Fewer studies have used pancreatic

juice or urine as biofluid starting material [199]. Advanced technologies such as auto-

mated laser-assisted microdissection together with unbiased proteomic analyses have

been employed in PDAC [201] and in other cancer types [202] for improving patient phe-

notyping and stratification that could enable prediction response to treatment. In this

context, as aforementioned, it would be highly interesting to perform proteomic profil-

ing of PDAC tissue and use the findings from the PDAC cell lines to draw plausible con-

clusions about functional vulnerabilities of tumor cells as well as of the surrounding cell

populations.

Conclusively, the work presented in this thesis would aim to combine the knowledge

acquired both from studying circadian rhythms and characterizing proteome outputs in

PDAC. Ultimately, a translational perspective would be to perform a time-course admin-

istration of drug targets that were identified as functional vulnerabilities by integrating

the circadian clock functionality in the proteomic analysis (Fig. 3.2.2). For example, a

drug screening experiment including autophagy-related agents could be performed at

different times-of-day (e.g., every four or six hours) after phase synchronization with dex-

amethasone using Bmal1-proficient and Bmal1-deficient PDAC cells. The drug response

would be directly linked to cell survival which could be assessed at a certain time after

drug administration (e.g., 72 hours) -adjusted to each time point- by performing a cyto-

toxicity assay (e.g., see 2.1.4.1). In addition, a complementary experiment for proteomic

analysis after the drug treatment at the corresponding time points of highest and lowest

cytotoxicity could identify clock-controlled pathways likely linked to the drug response

at specific time of day. Thereby, the integrated clock-regulated proteome profiling would

validate the effect of circadian timed drug administration on survival it vitro paving the

way to employ circadian drug administration in vivo.

The importance of studying circadian rhythms in disease, and particularly in can-
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cer, has augmented the last decade, and several lines of evidence support the idea of

chronomodulation of drug delivery in patients. In the context of PDAC, current conven-

tional therapies improve marginally patient survival, because resistance mechanisms are

promoted by both the plasticity of tumor cell metabolism and the complex tumor mi-

croenvironment. As a future challenge in the field would be to integrate the invaluable

information generated by the systems-wide studies, and also, to apply chronotherapy in

the clinic given that novel multimodal treatment strategies are to be developed for the

continuous fight against such an aggressive malignancy as PDAC.
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APPENDIX A

Supplementary data

Table A.1: The Bmal1::Luc PDAC cell lines included in the functional screening and the
corresponding replicates.

PDAC Cell line Genotype Number of replicates

10092 PI3K 14

10158 PI3K 15

10502 PKP 18

11628 PKP 20

12690 PI3K 20

16990 PK 27

16992 PK 30

2259 PK 24

3202 PK 10

3250 PK 36

4072 PK 41

4134 PI3K 10

4706 PK 24

4888 PI3K 10

4900 PK 27

5320 PK 35

53578 PK 46

53646 PK 28

53704 PK 28

6075 PK 22

8182 PK 30

8296 PK 41

Continued on next page
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Table A.1 – Continued from previous page

PDAC Cell line Genotype Number of replicates

8305 PK 37

8349 PK 12

8442 PK 22

8513 PK 11

8570 PK 24

8661 PK 64

8927 PI3K 20

8932 PI3K 15

9091 PK 18

9203 PK 35

9471 PI3K 10

9580 PI3K 19

9591 PK 11

9791 PKP 18

9960 PI3K 10

R1035 PK 24

R211 PKP 20

R405 PKP 18

S411 PK 17

S559 PK 13

S821 PK 18

S914 PK 35
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Table A.2: Phenotypic characteristics of each mouse from the time point experiment.

MouseID Genotype
Immune
system

sgRNA
Age at im-
plantation
(week)

Mouse
weight (g)

Tumor
weight (g)

SK15 F1* Competent sglacZ 10 23.8 0.34
SK16 F1 Competent sglacZ 10 26.5 0.27
SK17 F1 Competent sglacZ 10 23.2 0.68
SK18 F1 Competent sglacZ 10 20.4 0.19
SK19 F1 Competent sglacZ 10 23.3 0.27
SK20 F1 Competent sglacZ 8 24.3 0.72
SK21 F1 Competent sglacZ 9 28.4 0.30
SK22 F1 Competent sg284 9 22.8 0.10
SK23 F1 Competent sg284 9 24.6 0.04
SK24 F1 Competent sg284 9 23.2 na+

SK25 F1 Competent sg284 9 22.9 0.55
SK26 F1 Competent sg284 9 22.1 0.68
SK27 F1 Competent sg284 8 27.1 0.24
SK28 F1 Competent sg284 9 22.2 0.32
SK29 Rag2 KO** Deficient sg284 28 23.2 0.14
SK30 Rag2 KO Deficient sg284 28 24.9 0.31
SK31 Rag2 KO Deficient sg284 28 24.2 0.36
SK32 Rag2 KO Deficient sglacZ 25 22.6 0.39
SK33 Rag2 KO Deficient sglacZ 25 23.5 0.16
SK34 Rag2 KO Deficient sglacZ 25 21.8 0.32

* C57BL/6J;129S6/SvEv
** Rag2-/-

+ not applied
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Table A.3: Phenotypic characteristics of each mouse from the endpoint experiment.

MouseID
Bmal1::Luc
PK Cell line

sgRNA Survival days
Tumor
weight (g)

Mouse
weight (g)

SK35 S914 sglacZ 50 3.11 28.6
SK36 S914 sglacZ 89 na* 37.2
SK37 S914 sglacZ 45 0.70 21.9
SK38 S914 sglacZ 67 1.68 29.7
SK39 S914 sglacZ 84 na 35.4
SK40 S914 sglacZ 59 0.79 31.0
SK41 S914 sglacZ 57 0.92 29.0
SK42 S914 sg284 89 na 39.5
SK43 S914 sg284 89 0.88 36.3
SK44 S914 sg284 40 0.81 28.8
SK45 S914 sg284 63 1.65 27.9
SK46 S914 sg284 61 1.29 30.3
SK47 S914 sg284 53 0.82 27.8
SK48 S914 sg284 77 0.86 31.5
SK49 4706 sglacZ 53 0.35 25.7
SK50 4706 sglacZ 69 0.96 31.9
SK51 4706 sglacZ 57 0.94 26.9
SK52 4706 sglacZ 63 0.53 28.7
SK53 4706 sglacZ 61 0.44 37.4
SK54 4706 sglacZ 49 0.91 27.0
SK55 4706 sglacZ 53 0.62 28.1
SK56 4706 sg284 67 2.40 31.6
SK57 4706 sg284 57 1.07 26.8
SK58 4706 sg284 45 0.25 22.1
SK59 4706 sg284 87 0.75 29.1
SK60 4706 sg284 64 0.46 28.8
SK61 4706 sg284 86 0.40 28.9
SK62 4706 sg284 57 0.44 24.9

* not applied



APPENDIX B

The ChronoTool

For the analysis of the medium-scale bioluminescence-based functional screening of the

Bmal1::Luc PDAC cell lines, the pipeline shown in Figure 2.3 was used for the inference

of circadian clock’s functionality in each of the cell lines.

The analysis was implemented in Matlab (R2019a) and the scripts were integrated in

in-house made tool, the ChronoTool, using Matalab’s base functions for applications’ de-

sign with a graphical user interface (GUI). The overall programming was performed by

the electrical engineer Ms. Graciela González Peytaví, MSc. after mutual discussions

about the necessary functions. The Tool can be downloaded freely from the reposi-

tory: https://bitbucket.org/gpeytavi/biolumi_tool/src/master/, and a Matlab license is

required for it to be used.

In the following Figures, the ChronoTool’s functions are presented and may be used

as guidelines for further use by future lab members. The Tool includes additional pre-

liminary functions, but they were not developed further. In addition, the tabs "Import

CTG" and "CTG Staticstics" will not be explained, because they were later developed for

other purposes than the bioluminescence pipeline. Here, the steps for the time series

data analysis as part of this thesis work are shown.

In the first tab of the ChronoTool (Fig. B.1), the import of the time series data (by

selecting the first "Browse" button; blue square 1.) derived from the luminometry Mi-

croWin software after the end of the bioluminescence measurement. The time series

data should be in .csv format and include in the first row "FORMAT_HHMMSS". This is a

function that can be adjusted, so that the .csv files can be read without any modification
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1.

2.

3.

4.

Figure B.1: Import settings of the ChronoTool.

by the user. By clicking the "Read and Preview" green button, the overall luminescence

signal from each measured well is given as the average of the time series sequence, and it

serves as a confirmation that the data are in the correct format have been imported.

One of the most important functionality of the ChronoTool design is that it "stores"

the data assignment and any subsequent analysis in a form of a "Database", which is rep-

resented as a "structure" data type in the Matlab programming environment. This allows

for the overall control of each experiment and gives the possibility to combine results for

the same cell line that was included in more than one experimental plate. Therefore, it

is highly recommended that for each experiment a new "Database" folder is created by

selecting the second "Browse" button (blue square 2.).

Another advantage of the ChronoTool import function is that it is designed based on
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the 96-well plate format that is used for the bioluminescence experiments. By selecting

as many replicates of the same that were included in the experiment, one common Label

(in the empty bar in the bottom of the tab) can be given and the correct assignment of

the data is, thereby, highly controlled. In case of a mistake, it can easily be corrected by

deleting the imported (.mat) data in the corresponding Database folder. To import the

data in the Database, the "Import selection" is required.

In the second tab of the ChronoTool (Fig. B.2), settings for the detrending of the bi-

oluminescence signal are given (blue square). First, the Database folder is selected by

clicking the "Browse" button (blue square 1.). The green button "Update Label List" is

by default red, and turns into green when a Database folder that contains assigned data

is selected. Important settings for the detrending can be adjusted here: i) how many

hours should be excluded (set at 24 for this thesis work), ii) the amplitude threshold above

which potential "spikes" in the signal should automatically be removed from the analy-

sis (the default value was used), iii) "smoothing" for the signal available, i.e., a certain

number of sequential time points can be selected to average their RLU values (the de-

fault value was used) and iv) the method for trend removal (piecewise-linear of a 24-hour

window was used).

Options for plotting, saving and adding the detrended data to the Database (blue ar-

rows) are available. For saving, a Plot folder can be selected via the "Browse" button at

the right bottom of the tab (blue square 3.). The time series of a given Database can be

detrended individually -by selecting the "Detrend Cell Line" green button at the bottom

right of the tab- or altogether -by selecting the "Detrend All" green button.

In the third tab (Fig. B.3), the presence of rhythmicity in the signal is tested. First,

the Database folder is selected by the "Beowse" button (blue square 1.), and by clicking

"Update Label List" the default red button turns green and the corresponding cell lines

appear under "Process Label" (blue square 2.).
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1. 2.

3.

Figure B.2: Detrending settings of the ChronoTool.

Importantly, for the rhythmicity analysis only detrended data can be used. For this,

it is required that the option "Add to database" in B.2 tab is enabled before proceeding

and the option "Use detrended data" under "ACF Settings" is also enabled. The default

values were use both for the number of lags and the confidence statistical bounds. The

former option means that the detrended data should contain at least two full cycles (i.e.,

48 hours).

Next, for an additional test for rhythmicity and for period estimation, the "Lomb-

Scargle Periodogram" (LSP) option on the left, and "Periodogram Settings" tab on the

right are selected. For the former, the default settings were used, which include i) the

threshold for the false-alarm probabilities, ii) the range in hours for the estimated period,

iii) the minimum period to be considered in the signal and iv) the oversampling factor
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(OF). OF is used to interpolate the tested frequencies, which depend on the sampling

interval and the length of the time series, therefore improving the resolution for the es-

timated period. For both ACF (B.3) and LSP functions (B.4), options for plotting, saving

and adding the results to the database (blue arrows) are given. The output plotting folder

can be selected by the "Browse" button (blue square 4.).

In both cases, the ACF and LSP for each replicate can be either calculates individually

(green button "Estimate") or altogether (blue button "Estimate for all labels"). Lastly,

for the LSP, the blue button "Generate Summary" creates in the output folder a .txt. file

with the estimated period in each sample, the corresponding false-alarm probabilities,

along with the averaged period and the associated statistics (standard deviation, standard

error of the mean) among the replicates of a given cell line in the experimental plate.

Importantly, for the averaged period only those replicates with a peak above of the 0.01

% false-alarm probability threshold are included.

In the "Estimation Method", two more options ("Welch’s Periodogram" and "NLLS-

FFT") are given, which were not further developed. However, the scripts are included in

the ChronoTool src folder, and could be expanded by future users if desired.

Lastly, in the tab "Multi-Experiment Rhythmicity" (Figs. B.5 and B.6), the period es-

timation and ACF for a given cell line over multiple experiments can be performed. For

both cases, the upper-level folder that contains all the database sub-folders can be se-

lected using the "Browse" button (blue square 1.). By clicking the "Update" green button

on the left of the tab (2.) the available database folders are then visible and the red dot

turns green. The desired databases can be drawn to the blank box on the left using the

double arrow (black square). Then, by clicking on the "Update" green button (3.), which

also turns from red to green, all the individual cell lines (with the exact same name that

were originally assigned during the import in the database) appear as a list by selecting

the "Label" and can be drawn in the blank box on the right of the tab. This is important,
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3.
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4.

Figure B.3: Rhythmicity settings for autocorrelation function in the ChronoTool.

because a cell line may have been labelled slightly differently in different experimental

plates, therefore all names can be selected simultaneously.

Next, for the period estimation, the Lomb-Scargle Periodogram option is selected

(Fig. B.5 blue arrow) and the "Compute Average" green button on the upper right of the

tab enables the averaged LSP of a given cell line. The output can be saved (blue arrow)

with a new combined label (4.) in a desired folder by the "Browse" button (blue square

5.). Subsequently, selecting the "Update" green button on the bottom right shows the

available combined cell line labels that have been generated in the output folder and can

be drawn by the double arrow (square) into the blank square on the bottom right. Then,

the "Combine" green button creates an average LSP of several period estimates for the

selected cell line. In this thesis work, this function was developed so that the robustness
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Figure B.4: Rhythmicity settings for Lomb-Scargle periodogram in the ChronoTool.

of the circadian rhythm given as power in the LSP can be compared between different

cell lines. Importantly, a reference for such comparison was set the corresponding power

in U2-OS model cell line. Therefore, in the blank space, the U2-OS is also selected -along

with the desired cell lines to be compared- and a certain threshold is drawn with a dotted

horizontal line on the generated LSP plot (e.g., Fig. 3.14). This line corresponds to a sta-

tistical threshold (68 % of U2-OS peak to noise level) above which the calculated averaged

period estimate for a given cell line is considered significant and with robust amplitude.

In addition, a selected range of periodicities is drawn in grey color including 22 to 26

hours and considered as "circadian".

A similar approach for the averaged autocorrelation coefficients can be performed

in the same Mutli-Experiment rhythmicity tab by selecting the "Autocorrelation (ACF)"
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Figure B.5: Mutli-Rhythmicity settings for combining period estimates over several experiments.

option on the left (Fig. B.6 blue arrow) following the initial steps described above. Options

for saving the plot with a combined new label in an output folder (blue square 4.) are also

available. Here, the "Combine results" tab on the right of the tab is not applicable.



200

1.
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4.

Figure B.6: Mutli-Rhythmicity settings for combining autocorrelation coefficients for a given cell
line over several experiments.



APPENDIX C

ICE WebTool results

Using the freely available web tool for Inference CRISPR Editing (ICE;

https://www.synthego.com/products/bioinformatics/crispr-analysis), the percent-

age of CRISPR-resulted insertions and deletions (indels) from Sanger sequencing was

calculated.

In the each of the following Figures for each Bmal1::Luc KRAS-mutant PDAC cell line,

the edited traces (sg26 or sg284) and control, non-edited (sglacZ) Sanger traces are de-

picted as they were derived from the ICE tool.

The single-guide RNA (sgRNA) sequence is represented by the black horizontal

underlined region, and the red horizontal region underlines the Photospacer Adjacent

Motif (PAM) site, which serves as binding signal for the CAS9 [203]. The vertical black

dotted line shows the site where the cut on the DNA was introduced. Error-prone DNA

repair mechanisms are activated resulting in mixed sequencing bases downstream of the

DNA cut.

Figure C.1: Sanger sequencing traces of Bmal1::Luc 4706 sg26 compared to non-edited sglacZ
traces.
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Figure C.2: Sanger sequencing traces of Bmal1::Luc 4706 sg284 compared to non-edited sglacZ
traces.

Figure C.3: Sanger sequencing traces of Bmal1::Luc 53704 sg26 compared to non-edited sglacZ
traces.

Figure C.4: Sanger sequencing traces of Bmal1::Luc 53704 sg284 compared to non-edited sglacZ
traces.
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Figure C.5: Sanger sequencing traces of Bmal1::Luc 16992 sg26 compared to non-edited sglacZ
traces.

Figure C.6: Sanger sequencing traces of Bmal1::Luc 16992 sg284 compared to non-edited sglacZ
traces.
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Figure C.7: Sanger sequencing traces of Bmal1::Luc S914 sg26 compared to non-edited sglacZ
traces.

Figure C.8: Sanger sequencing traces of Bmal1::Luc S914 sg284 compared to non-edited sglacZ
traces.
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