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A B S T R A C T

A mouse’s natural visual environment is dynamic, complex and poses sev-
eral challenges for the animal. To ensure survival in the specific habitat of
a mouse, their visual system has evolved to efficiently represent relevant
features of the surroundings. The mouse exhibits several prominent adapta-
tions of it’s visual system. A wide field of view of around 180° per eye makes
it possible to monitor the visual scene, including over head space (Seabrook
et al., 2017). Additionally, the two opsin types, present in the mouse’s retina,
are distributed non-uniformly. The M-opsin, which is green sensitive, is
predominately represented in the dorsal retina and the S-opsin, being UV
sensitive, contributes to a strong UV-sensitive ventral retina (Baden et al.,
2013).
In the first part of my thesis, we investigated these adaptions in context
of the mouse’s visual habitat. We constructed a UV- and green-sensitive
camera and recorded ’mouse view’ movies in potential mouse habitats (Qiu
et al., 2021). Statistical analysis of those scenes revealed an overall dark
contrast bias and richer chromatic contrast in the visual field above the
horizon. In addition, the convolutional autoencoder model trained with
sections of naturalistic movies of the upper, but not lower, visual field
learned color-opponent filters. Further, we could show, that during twilight
conditions, contrast is much higher in the UV channel than in the green
channel, probably supporting detection of predators against the sky.
Mice actively interact with their environment, for example by moving theirs
eyes, which changes how the visual scene is perceived. In the second part of
this thesis, we want to shed light on how mice move their eyes to navigate
their visual world (Meyer et al., 2020, discussed in Kautzky and Busse,
2020). Meyer et al. (2020) could show that eye movements in freely mov-
ing mice are tightly coupled to head movements. They found two distinct
patterns of eye-head motion. The first one serves to shift the gaze within
the horizontal plane. It closely resembles an evolutionary conserved pattern
of fast gaze shifts and stabilization phases in between, called ’saccade and
fixate pattern’. To stabilize the image on the retina during head movements,
the second eye motion pattern functions to compensate head movements
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relative to the ground.
Towards the goal of deepening our understanding of eye movements in
mice, the third part of the thesis focuses on eye motion of head fixed mice
viewing naturalistic movies. We presented movies in an ecologically rele-
vant manner in a hemispheric dome setup to cover their visual field and in
appropriate chromatic channels, UV and green (Kautzky et al., 2022). Visual
stimuli were projected onto the surface of the dome via a spherical mirror,
which introduces spatial distortions (Bourke, 2005). Thus, we developed a
calibration routine, which is fast and precise, without assumptions about
the specific geometry of optical parts in the light path. Viewing naturalistic
movies, mice did not saccade to specific features in the visual scene. Com-
paring pupil position during natural scene stimulation and uniform screen
control, we found a systematic shift towards more nasal and ventral regions
(Kautzky et al., 2022). This suggests, that mice adjust their eye position
based on visual input, probably to improve processing of visual information
of the region of visual space in front of them.
Together, we have developed methods for acquisition and replay of natu-
ralistic stimuli for mice, which consider several specializations of the early
visual system of the mouse. And we showed that mice systematically change
their eye position in context with naturalistic stimulation.

vi



C O N T E N T S

Abstract v
1 introduction 1

1.1 Organization of the early visual system of mice 1

1.1.1 The retina 1

1.1.2 Subcortical targets of visual information from the retina 5

1.1.3 The primary visual cortex 5

1.1.4 Binocular vision 6

1.1.5 Modelling the visual system 7

1.2 Natural visual environment and behavior of mice 8

1.3 Eye movements in mice 9

1.4 Scene statistics of natural scenes 14

1.5 Setups to record eye motion in mice in naturalistic settings 16

1.6 Focus of the thesis 17

2 natural environment statistics in the upper and lower

visual field are reflected in mouse retinal special-
izations 19

3 vision : how mice control their view 53

4 mice adjust eye position during viewing of natural-
istic movies 57

5 discussion 93

5.1 Recording naturalistic stimuli 94

5.2 Presenting naturalistic stimuli 96

5.3 Scene statistics possibly shaped specializations of the mouse
retina 98

5.4 Eye movements facilitate retinal processing of natural envi-
ronments 100

5.5 Eye movements in the context of natural scene statistics 101

5.6 Outlook 105

References 109

Acknowledgements 131

Publication list 133

Author Contributions 135

vii





1
I N T R O D U C T I O N

1.1 organization of the early visual system of mice

Sensory systems of different species evolutionary developed to serve increas-
ing chances for survival and procreation in the specific niche this species
occupies. In the visual system the information that light of the surroundings
carries is processed by a multitude of neuronal structures in the mammalian
brain, and even within mammals the early visual system exhibits a large
amount of different specializations. In this thesis, I will focus on mice and
their natural visual scene. To lay a foundation for better understanding of
the mouse’s specialized visual system, I will describe more generally the
early visual system of mammals, pointing out certain interesting facts about
the mouse early visual pathways.
First, I will first define an important underlying concept for visual pro-
cessing - the "receptive field" (RF). It is present in all processing stages
of visual information, from photoreceptor to higher areas of visual cortex.
Each neuron is activated by light from only a restricted region in the visual
field around an animal, the RF. Properties of the information contained in
this region, like direction of movement, orientation or contrast, can further
define the RF of a neuron.

1.1.1 The retina

Visual information of the environment around us is projected as a two-
dimensional, upside-down image through the optic apparatus of the eye, the
cornea and lens, onto the retina. The vertebrate retina is layered and contains
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seven major cell types, six types of neurons (ganglion cells, amacrines,
bipolars, horizontal cells, and rod and cone photoreceptors) and the Müller
glia cells, providing structure and supporting homeostasis (Cepko et al.,
1996; Stenkamp, 2015). Here, processing of visual information begins with
phototransduction by rod and cone photoreceptors, converting incoming
photons to electrical signals. Rods make up for approximately 97 % of
photoreceptors in the mouse retina (Fu & Yau, 2007) and 95 % in the human
retina (Curcio et al., 1987).
Rods are specialized for low-light vision and can even detect single photons
with their photopigment, rhodopsin (Baylor et al., 1979). But rods respond
rather slowly and have low spatial acuity and contrast sensitivity (Fu & Yau,
2007).
Cones on the other hand are specialized for day-time and color vision and
have high spatial acuity and contrast sensitivity, also they react around 20 ms
faster than rods to incoming light (Cao et al., 2007). Cones express different
opsins, sensitive to short wavelengths (S-opsin), medium wavelengths (M-
opsin) or long wavelengths (L-opsin), allowing for color vision. These opsins
can have slightly different peak absorption wavelength for different species
(Peichl, 2005). Most mammals are dichromatic, enabling discrimination of
shorter wavelengths from longer wavelengths, except for some primates
and humans, where three opsins can be found in the retina (Peichl, 2005).
In humans, the absorption spectra of the three opsins peak at 430 nm (blue,
S-opsin), the 530 nm (green, M-opsin) and 560 nm (red, L-opsin) (Merbs &
Nathans, 1992). Mice and other rodents can see two colors, UV (S-opsin)
and green (M-opsin), the peak sensitivity of these opsins being 360 and
508 nm, respectively.
Generally, diurnal mammals commonly have higher cone densities than
nocturnal ones, since cones are less sensitive in low light conditions (Peichl,
2005). Accordingly, the average density of rods in the mouse retina is higher
than in the primate’s retina, interestingly the cone density is comparable to
the primate’s retina. But due to the small size of the mouse’s eye (radius
of 1.6 mm; Sakatani and Isa, 2004), less photoreceptors sample a given
portion of the field of view, adding to mice’ poor acuity (approximately
0.5 cycles/degree; Jeon et al., 1998; Prusky and Douglas, 2003).
Both opsins can be co-expressed by one cone type (M-cone) in the mouse
retina. Coexpression of the S-opsin is most prominent in the central retina.
A cone type exclusively expressing S-opsin (S-cones) constitutes only about
4 % of all cones and is equally spaced over the retina. Exclusively M-opsin
expressing cones constitute more than 90 % of cones in the dorsal retina
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and only around 20 % in the ventral area (Baden et al., 2013). This gradient
renders the dorsal retina mostly green sensitive and the ventral retina UV
sensitive. Besides the spectral tuning of cones, they are also often tuned
to achromatic contrast. S-cones in the ventral retina, looking up into the
sky region of the visual field, have a strong dark-contrast bias (Baden et al.,
2013).
Some mammals have a specialization that enables high acuity, high contrast
vision; a region of the retina with a higher density of cones (visual acuity
of 30–64 cycles/degree, Veilleux and Kirk, 2014). Several primate species
exhibit such a spot on the retina, called the fovea, the cone density in the
fovea increases significantly compared to the surroundings (Bringmann
et al., 2018), but it spans less than 1 % of the area of the retina (Hendrickson,
2005). Also other species like cats, some reptiles and birds have an area of
higher cone density (Hauzman et al., 2018). Mice lack a fovea or anything
similar on the level of the retina, even though photoreceptor density is
also slightly higher in the center (Jeon et al., 1998). Another interesting
irregularity in the mouse retina is the change in RF size and density in so
called alpha-retinal ganglion cells (RGCs), which are more prominent in the
temporal retina, where they also exhibit smaller RFs (Bleckert et al., 2014).
This leads to enhanced sampling of visual space roughly in the frontal visual
field of the animal. Additionally, a recent study could show that a specific
mechanism of enhancing spatial resolution exists in primary visual cortex,
which I will point out in 1.1.3.
But not only density of photoreceptors determine how good a specie’s
eye sight is. The last layer of the retina is dominated by RGCs which
project information about the visual environment to several brain regions.
RGCs receive photoreceptor signals, filtered from three classes of retinal
interneurons: amacrine, bipolar and horizontal cells. One RGC usually
sums up input from several cones, which decreases spatial resolution of
the visual system. The only known exception is the primate fovea, where
1:1 connection between cones and ganglion cells exist (Peichl, 2005). RGC
density in primate retina is highest in the foveal region, enhancing spatial
resolution (Curcio & Allen, 1990). The distribution of RGCs in the mouse
retina is only slightly non-uniform, a higher density is found in temporal
parts of the retina, which covers the contralateral visual field, and the lowest
density in the dorsal retina (Dräger & Olsen, 1981).
In the mouse retina, around 40 functionally different types of RGCs have
been found (Baden et al., 2016), whereas so far there are only 18 RGC types
known in the primate retina, and 23 in the cat retina (Kim et al., 2021). Some
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exemplary RGC types present in the mouse retina are direction-selective,
orientation-selective (Barlow & Hill, 1963) or sensitive to specific edges
(Cleland & Levick, 1974). Also, there are RGCs which respond to a RF
divided into an outer and inner region, "center-surround" RFs (Sanes &
Masland, 2015). ON-center RGCs, for example, respond best to a bright
stimulus in the center region and a low luminance stimulus in the OFF
surround. "Suppressed-by-Contrast" RGCs respond to contrast between the
outer and the inner area or, more specifically, are suppressed by either a
dark or a bright contrast (Sanes & Masland, 2015). Another interesting type,
found in several mammalian species, is the intrinsically photosensitive RGCs
(ipRGCs), expressing melanopsin, a photosensitive pigment with spectral
sensitivity peaking in the blue range (Do & Yau, 2010; Keeler, 1928; Lockley
et al., 2003; Zaidi et al., 2007). These RGCs contribute to the pupillary light
reflex, controlling the amount of light hitting the retina, by constricting or
dilating the pupil.
Color vision starts within the retina, even at the very first synapse of the
visual system. Cones of different spectral sensitivity are controlled by each
other via horizontal cells. Also on the RGC level, color opponency can be
found, if two spectrally defined bipolar cells connect to the same RGC, one
inhibitory, one excitatory (Baden & Osorio, 2019; Mills et al., 2014). The
spectral division of the retina seems to be hindering color discrimination in
mice. But a behavioral study showed that mice are indeed able to distinguish
UV from green, however only in the upper visual field, which is likely
monitored with the UV sensitive ventral retina (Denman et al., 2018). One
theory of how mice can discriminate color on the level of the retina, involves
rod photoreceptors, which are sensitive to a chromatic spectrum matching
the mouse’s M-opsin. A specific RGC type, the JAM-B-RGC, is mainly
present in the ventral retina and, via horizontal cells, connected to rod
output. The J-RGCs respond strongly to rod input in their surround RF and
to S-cone input in the center (Joesch & Meister, 2016). This phenomenon
has also been shown at the photoreceptor level, where the one type of
horizontal cells mice have, connect rods and cones and create a inhibitory,
green-sensitive surround response of S-cones in the ventral mouse retina
(Szatko et al., 2020).
After extensive processing on the retinal stage, RGC axons transmit the
output to more than 50 areas in the brain (Martersteck et al., 2017). Most
RGC projection cross over to the contralateral hemisphere at the optic chiasm
(Seabrook et al., 2017).
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1.1.2 Subcortical targets of visual information from the retina

The superior colliculus (SC) is a sensorimotor midbrain structure, which
receives input from several sensory modalities, especially also the primary
visual cortex (see next section 1.1.3). In the mouse it receives input from
85-90 % of all RGCs and mediates defensive behaviors, such as alertness,
freezing or escape (Almada et al., 2018; Ellis et al., 2016), and also plays a
role in prey capture (Hoy et al., 2019). In primates the SC receives input
from only 10 % of RGCs (Perry & Cowey, 1984) and is involved in e.g.
spatial attention and visual target selection (Seabrook et al., 2017).
The dorsal lateral geniculate nucleus (dLGN) is the main connection between
retina and visual cortex (Cruz-Martín et al., 2014). 30 % to 40 % of RGCs
of the mouse’s retina project to the dLGN (Ellis et al., 2016), in contrast,
90 % of RGC axons in the primate terminate in dLGN (Perry & Cowey,
1984). The dLGN is organized in a retinotopic way, reflecting a topographic
representation of the retinal RF organization, equivalent to visual space.
Several RGCs can converge on one dLGN neuron (Hammer et al., 2015). Half
of the neurons in the mouse dLGN have center-surround RF structure, others
are orientation- or direction-selective (Piscopo et al., 2013). Interestingly,
even though around 40 % of all dLGN neurons receive input from the
ipsilateral eye, mainly in the binocular zone, dLGN is mainly dominated
by contralateral information (Rompani et al., 2017). The reason that these
connections do not seem to have a functional purpose can be explained on
synaptic level, where ispilateral input is weaker (Bauer et al., 2021).

1.1.3 The primary visual cortex

The next processing stage of visual information is the primary visual cortex
(V1), which is a six-layered structure in neocortex. As the dLGN, also V1 is
retinotopically organized. It receives its main input from the dLGN. In cats
and primates, dLGN mostly projects to layer 4, and to a smaller portion to
layer 6. In contrast, all layers of mouse V1 receive direct dLGN input, but
strongest connection still occur in layer 4 (Ji et al., 2015). In primates, the size
of RFs in V1 is smallest at the retinotopical location of the fovea, ensuring
high acuity (Hubel & Wiesel, 1974). A new study in mice has shown a
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similar effect for a certain region of the mouse’s visual field, which they
called the ’focea’ (van Beest et al., 2021). More precisely, the population RFs
are smaller in an area of V1 that corresponds to the visual field 0° azimuth,
i.e., directly in front of the mouse and 20° elevation, i.e. slightly above the
mouse’s head (van Beest et al., 2021). Many V1 neurons in cats or primates
can be stimulated by showing a stimulus to either eye, they have binocular
RFs (Hubel & Wiesel, 1962; 1969). The mouse V1 can be broadly separated
into two regions depending on eye-specific inputs from one or both eyes.
First, a larger monocular area where exclusively contralateral information
is processed, and secondly, a binocular area, which processes information
from both eyes (Kalatsky & Stryker, 2003).

1.1.4 Binocular vision

All vertebrates and also most invertebrates watch their visual environment
through two eyes, which is costly for the organism, but the advantages seem
to prevail (Pettigrew et al., 1986). For example, two eyes improve signal-to-
noise ratio under unfavorable lighting conditions, or provide the ability to
see ’around’ occlusions in the visual field. Another important advantage is
the possibility to create a 3D view of the surroundings from the 2D images
on the retina. This can be achieved by using the deviations between the
two retinal images, which represent different regions in space, depending
on the position of the eyes relative to each other. Some neurons in mouse
V1 are tuned to these deviations, which are called binocular disparities (La
Chioma et al., 2019), and mice are more sensitive to contrast when presented
binocularly (Speed et al., 2019). These binocular disparities can be used to
triangulate distance of objects from the observer, and also generate a three
dimensional perception of depth, also referred to as stereopsis (Nityananda
& Read, 2017). Binocular vision is enabled by RGC axons projecting to
the ipsilateral hemisphere, these projections contribute only 5 % to 10 %
of all RGC projections in mice, in primates, on the other hand, around
45% do not decussate (Coleman et al., 2009; Erskine & Herrera, 2014). For
primates, RGCs located in the temporal area of the retina commonly project
ipsilaterally, whereas in mice, RGC axons that do not cross the chiasm,
arise in ventro-temporal retina (Coleman et al., 2009; Dräger & Olsen, 1980;
Johnson et al., 2021; Sterratt et al., 2013).
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1.1.5 Modelling the visual system

Computational models have become a large part of neuroscience for differ-
ent purposes; e.g. they can be used to investigate causal relations between
behavior and different properties of neurons or population activity. They
can predict neuronal patterns or so called ’neural code’, as response to a
certain stimulus, which can help specify a hypothesis about the underlying
mechanisms in the brain (Carandini et al., 2005).
One promising technique of modelling computations in the early visual
system is the efficient coding approach, which is an unsupervised modelling
method. The efficient coding theory in neuroscience postulates that sensory
circuits encode maximal information about their environment under con-
straints, like metabolic costs or noise (Barlow & Rosenblith, 1961; Field, 1994;
Laughlin, 1981). The visual environment, to which the corresponding visual
system is adapted, is analyzed by a model, which derives a neural code,
efficiently representing the stimulus. These models have produced feature
representations in different stages of the visual system, that are plausible in
a biological context (Barlow & Rosenblith, 1961; Roy et al., 2021; Simoncelli
& Olshausen, 2001).
An example for efficient coding is sparse coding, which is based on the idea
that a neuronal population encodes various stimulus features efficiently by
activation of the smallest possible set of neurons (Zylberberg & DeWeese,
2013). To achieve sparseness in a model, it learns an over-complete basis
function, with sparse activation to recover the input stimuli, for example
natural images (Olshausen & Field, 1996). These models generate localized
and oriented filters, that can resemble RFs of neurons along the early visual
pathway (Hubel & Wiesel, 1959).
In convolutional neural networks, several hidden layers connect input and
output layers, imitating neurons, that are connected via several synapses to
the next layer of neurons (Fukushima & Miyake, 1982; Lindsey et al., 2019).
One example is a convolutional autoencoder, which is trained, in an unsu-
pervised manner, to first encode the input, e.g. a natural scene image, to a
lower dimensional representation and then decode this representation ’back’
to the original stimulus (Kramer, 1991). The compressed representation is
forced by an imposed bottleneck, which e.g. resembles the principles of
the optic nerve as a stringent bottleneck, with a low transmission capacity
relative to the high number of RGCs (Zhaoping, 2006). This type of model
employs one or more layers of convolutional filters in the encoder network,
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which can be again regulated by resource constraints (Doi & Lewicki, 2007;
Vincent & Baddeley, 2003). There can be enforcement of smooth filters or an
activation constraint for activation within a layer, which resembles sparse
activation (Qiu et al., 2021; Shi et al., 2019; van Rossum et al., 2003). With
these regularizations, a convolutional autoencoder can produce antagonistic
center-surround filters like RF properties along the early visual system
(Ocko et al., 2018; Qiu et al., 2021).
Even though efficient coding approaches can result in feature selectivity that
is very similar to biological RFs, it is challenging to test, whether biological
systems employ the model-derived strategy (Eichhorn et al., 2009; Paiton
et al., 2020).

1.2 natural visual environment and behavior of mice

Mice have an impressive ability to adapt to almost any environment on earth.
Some mouse species live in 2000 m altitudes, in 50° deserts or extremely
cold areas. But the mouse (Mus musculus) with highest genetic similarity to
the laboratory mouse strain, usually lives close to humans and their natural
environment comprises forests, meadows, steppe and cities (Phifer-Rixey &
Nachman, 2015).
Mice observe their visual world with eyes that are placed laterally within
their skull, with an azimuth angle of 60° and pointed upwards with an
elevation of 30° (Sakatani and Isa, 2007; alternative model: azimuth: 64°,
elevation: 30° from Oommen and Stahl (2008)). When mice freely roam
in their habitat, they keep their head at a negative pitch of 29° (Oommen
& Stahl, 2008; Stabio et al., 2018). The visual field of one eye spans 180°
and there is a small overlap of the fields of both eyes, the binocular zone,
of around 40° (Michaiel et al., 2020; Seabrook et al., 2017). Resulting in a
total visual field of around 320° covering a large fraction around the animal
(Seabrook et al., 2017).
With mice living on the ground and their eyes slightly pointing up, the
vertical center of their visual scene is approximately the horizon, which
divides the visual field into upper and lower visual field (Sterratt et al.,
2013). Whereas the upper visual field usually shows the sky, high shrubs
and trees, and the lower visual field features gravel, grass and undergrowth.
Considering the chromatic specialization of the retina, mice survey the
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ground with their mainly green-sensitive dorsal retina. In the lower area
of the visual field, they need to forage for food and interact socially with
other mice. The sky region is monitored by the ventral retina, which is
UV sensitive and biased to dark contrast detection (Baden et al., 2013). As
small mammals that are mostly considered prey animals, most predators
will attack from above, especially since a considerable fraction of animals
preying on mice are birds, e.g. owls and hawks (Dickman et al., 1991; Graf,
1947). Mice exhibit innate freezing or escape behaviors, when confronted
with dark objects overhead (Yilmaz & Meister, 2013). More precisely, a
common stimulus used in lab environment is the looming stimuli, meaning
a dark object on a brighter background, which represents dark contrast, that
is either moving or expanding above the animal. When the same stimulus is
shown below the mouse, or the contrast is inverted, bright object on dark
background, mice do not show these defensive behaviors as frequently or
as quickly (Yilmaz & Meister, 2013).
But mice are not only prey animals, they are successful predators themselves,
hunting many different types of small insects (Seabrook et al., 2017). Prey
capture includes a series of different complex actions, such as prey detection,
approaching the prey, orienting to pursuit and initiation of capture, which
are based on vision, as Hoy et al. (2016) could show. They let mice capture
crickets under different conditions, impairing either their visual or auditory
sense. In the dark, mice performed very poorly, whereas ear-plugging them,
changed almost nothing in their preying behavior. Combining these two
manipulations, earplugs and darkness, made it even harder for mice hunt.
This shows that mice use auditory cues to hunt, if available, but mainly
rely on their eyes to catch their prey. Another factor that seems crucial for
preying success is binocular vision. The mouse’s binocular field extents in
front and above the animal (Wallace et al., 2013) and it has been shown that
they try to keep the prey within in this binocular zone (Hoy et al., 2016;
Michaiel et al., 2020).

1.3 eye movements in mice

Why do we move our eyes? This is a question Gordon L. Walls posed 60

years ago and as a human, the answer seems obvious - to change our line of
sight to some object in our peripheral vision that we want to look at (Walls,
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1962). But that is just the smaller part of the function of eye movements and
only holds true for animals with high acuity vision, supported by a fovea (in
the case of primates) or similar anatomical specializations, like cats, some
birds or snakes (Land, 2015). Many animals do not look at objects the way
we do, and in general, looking at different parts of the visual surroundings,
head movements would suffice, since eyes are fixed in the head and would
move with it. Of course for humans and most primates, the large head has a
lot more inertia than eyes, controlling this is more difficult than for animals
with smaller heads (Land, 2019). The barn owl is an extreme example of
strongly visual driven animal with eyes that are barely movable (Harmening
& Wagner, 2011). A mammalian example of shifting gaze within the visual
field with mainly head movements is the rabbit (Collewijn, 1977).
This shows that eye movements did not only develop for shifting gaze. The
actual problem becomes apparent, if one follows a moving object in front of
a stationary background. The object will be in focus, but the background
will be blurred to a point where objects cannot be recognized. This is due to
long response latencies of photoreceptors, cones need 15 - 20 ms to reach
peak response levels after a change in light intensity (Friedburg et al., 2004).
When the scene changes before this time has passed or an object moves too
fast, motion blur will occur. Motion blur or smear is well known for digital
cameras with photoelectric detector surfaces consisting of an array of small
sensors. The signal is accumulated over time and movement will cause the
same image information to be distributed across several detectors, resulting
in blur (Bedell et al., 2010).
Since animals have to move fast sometimes, there is no real solution for this
problem. But a coping mechanism is to reduce the overall duration during
which image blur occurs, which was already present in fish species 450

million years ago (Land, 2019).
This coping mechanism is based on information from direction selective
RGCs (Yonehara et al., 2009) - the optokinetic reflex (OKR) (Katoh et al.,
1998). The direction and velocity information of the visual scene is derived
by RGCs and sent to the extraocular muscles. It serves to stabilize a drifting
scene on the retina by eliciting steady eye movements in the same direc-
tion and with the same velocity as the scene. The drifting eye motion is
frequently interrupted by fast recentering eye movements in the opposite
direction to again follow the scene (Cahill & Nathans, 2008).
A second compensatory mechanism for image stabilization during self-
motion works complementary to the OKR, the vestibular okular reflex
(VOR). This reflex can also be elicited in the dark, during complete absence
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of visual stimulation (Oommen & Stahl, 2008). It is based on information
from the vestibular system consisting of the otholit organs and three semi-
circular canals (Khan & Chang, 2013).
The semicircular canals are located in the inner ear, oriented around the
pitch, tilt and yaw axis of the head and filled with fluid called endolymph.
The fluid starts moving with angular or rotational acceleration of the head
in each direction, but only with a certain lag due to inertia. This discrepancy
between head and fluid applies a force to a gelatinous structure, the cupula,
at the bottom of each canal, containing cilia that are connected to motion sen-
sors, hair cells, embedded in a neuroepithelium, the crista ampullaris (Khan
& Chang, 2013). Linear acceleration or gravitational forces are detected by
the otholit organs, the utricle and the saccule. The sensory neuroepithelium,
called macula, of the saccule detects vertical movement, whereas the macula
of the utricle senses movement in the horizontal plane. The macula contains
hair cells, similar to the crista ampullaris, but with finer cilia, which can be
deflected by gravitation (Morsli et al., 1998). The hair cells of both vestibular
structures, semicircular canals and otholith organs, signal direction and
strength of head velocities via the vestibulocochlear nerve to the vestibular
nuclei in the brainstem and to the cerebellum. From there, information
travels to the extraocular motor nuclei, which signal extraocular muscles to
move the eye contrary to the direction of the head, to compensate for the
head movement (Khan & Chang, 2013). The VOR is divided into angular
(semicircular canals) VOR or translational (otholit organs) VOR components.
It ensures a stable image on the retina, even if the animal’s head is moving
relative to the body or relative to space during locomotion (Iwashita et al.,
2001).
In freely roaming mice, many eye movements can be explained by head
movements relative to the horizontal plane, called head tilt (Meyer et al.,
2020, discussed in Manuscript 2 - Kautzky and Busse, 2020). Head tilt
comprises pitch of the head, the nose pointed up or down, and head roll,
rotation along the anterior posterior axis. Most of these compensatory eye
movements are non-conjugate, which means the eyes move in opposite
directions. For example, if a mouse rolls it’s head to the right, the right
eye will move up and the left eye down (Oommen & Stahl, 2008). This
coupling of head and eye movement aligns the visual scene relative to the
ground, which could provide a stabilization of the horizon (Meyer et al.,
2018; Oommen & Stahl, 2008). This clear separation into upper and lower
visual field might be advantageous, considering the chromatic division of
the retina in green sensitive ventral and UV sensitive dorsal retina (Baden
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et al., 2013).
If these two reflexes work properly and the mouse would make a turn
around the yaw axis, the eyes would get stuck and hit the limits of their mo-
bility. In this case the gaze is shifted to a new position in the surroundings
by yet another reflex. More precisely a special case of the VOR, the hori-
zontal angular VOR (Khan et al., 2019; Migliaccio et al., 2010; van Alphen
et al., 2001), which is again led by head motion and the eyes follow. A head
rotation around the yaw axis is initiated, which triggers the eyes to counter
rotate, as expected from the VOR. But after a short period of time, around
100–200 ms, the VOR is suspended and both eyes make a horizontal, fast
and conjugate movement in head direction, a saccadic eye movement, to
then counter rotate again, driven by the recommenced VOR, to the position
where the head stops (Meyer et al., 2020; Michaiel et al., 2020). In total,
the combined pattern of head and eye motions shifts the line of sight of a
mouse around 23°, whereas a saccadic, non-compensatory eye movement
only shifts gaze around 9° and a horizontal head movement around 16°
(Meyer et al., 2020).
Overall the horizontal gaze pattern of freely moving mice consists of fast
shifts of direction (’saccades’), interspersed with longer faces of stabilization
(’fixation’). This pattern is called ’saccade and fixate’ and is highly conserved
over evolution (Land, 2015). Most afoveated animals, like mice, are thought
to shift their gaze predominately by moving the head, and secondary eye
motion following the head (Land and Nilsson, 2012, e.g. rabbits: Collewijn,
1977, rats: Wallace et al., 2013). Freely moving mice make around one or
two gaze shifts per second (Meyer et al., 2018), comparable to human be-
havior (Einhäuser et al., 2009). However, humans or more general, primates,
occasionally shift their gaze by exclusively making a saccade to target a
desired object in visual space (Freedman, 2008), taking advantage of the
good spatial resolution of the fovea.
In head fixed mice, saccade-like eye movements are frequently observed,
they can have peak velocities of 1,000°/s and shift the visual field about 5°
(Sakatani & Isa, 2007). In fact, head fixed mice exhibit barely non-conjugate
eye movements and mainly move their eyes in the horizontal plane (Meyer
et al., 2020; Payne & Raymond, 2017; Samonds et al., 2018). Most of these
rapid, horizontal eye movements are connected to attempted head move-
ments (Meyer et al., 2020, discussed in Manuscript 2 - Kautzky and Busse,
2020). This promotes the primary role of head movements for gaze shifts,
but Zahler et al. (2021) found a specific case, where saccadic eye movements
do not follow the head; touch-evoked saccades. Mice were head fixed and
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received a tactile stimulus, which evoked saccades that were not preceded by
attempted head rotation and targeted to stimulus position. In other species,
targeted head and eye movements are often driven by SC (Freedman, 2008;
Roucoux & Crommelinck, 1976) and Zahler et al. (2021) could demonstrate
involvement of SC in touch-evoked, targeted saccadic motion patterns of
mice. Even though this study has been conducted under head fixed condi-
tions, it might illustrate, that gaze shifts in mice are more flexible than so far
assumed and saccades can be targeted, at least towards tactile stimuli. But
why do mice make saccades, if they do not direct them to specific features
in the visual scene? Targeted saccades seem unlikely, if one considers their
big visual field of 270° and the in relation relatively small saccades during
head fixation. Samonds et al. (2018) posed the hypothesis, that saccadic eye
movements serve the purpose of providing the individual visual neurons
with novel information. It is known, that neurons adjust and decrease their
responsiveness when confronted with constant, unvarying stimuli (Stroud
et al., 2012). In fact, Samonds et al. (2018) could show, that saccade size de-
pends on the size of the natural images that were passively viewed by head
fixed mice. The smaller the image, the smaller the saccadic eye movements.
This seems to be an efficient strategy to sample the environment for visual
processing.
In another recent study the neuronal mechanisms around gaze shifts have
been investigated. Parker et al. (2022) found distinct dynamics in V1 neu-
rons, when comparing purely compensatory and gaze shifting eye- and
head-movements; barely any V1 neurons responded to compensatory head
and eye movements, in contrary to gaze shifting motion patterns. Gaze
shifts were accompanied by a specific, temporally ordered firing pattern in
V1, which was absent in the dark. In head fixed mice, V1 neurons mimicked
the response to gaze shifts, when flashed full-field stimuli were shown.
Consequently, Parker et al. (2022) hypothesize that V1 responses to gaze
shifting head and eye motion patterns could be triggered by changes in the
visual scene.
Freely moving mice stabilized a region of enhanced spatial resolution on
the retina, the ’focea’, ahead and slightly above them (van Beest et al., 2021).
This might be essential for evaluating optic flow arising from locomotion
or estimating distance to certain objects in the heading direction of the
animal. Both cues are important for navigation, which in mice is supported
by eye movements (Bergmann et al., 2022). The stabilization of the ’focea’
seems to also be important for an other complex behavior of mice - hunting
small insects. During cricket hunting, mice try to keep the cricket within

13



the binocular zone, which roughly overlaps with the ’focea’ and monocular
mice have proven to be unsuccessful hunters (Hoy et al., 2016; Johnson
et al., 2021; Michaiel et al., 2020). Also mice lacking ipsilateral projecting
RGCs exhibit inefficient hunting behavior, as Johnson et al. (2021) could
show. Four contrast-sensitive RGC types seem to be particularly important
for hunting, as they reliably responded to prey stimuli during patch-clamp
recordings in isolated retinas (Johnson et al., 2021).
In conclusion, mice, even though their eye sight is not phenomenal, use
vision for ecologically highly relevant behaviors, such as hunting, avoiding
danger and navigation.

1.4 scene statistics of natural scenes

As before mentioned, sensory systems have been optimized to the specific
characteristics of a species’s natural habitat. Probing visual systems with
naturalistic stimuli might therefore be inevitable to understand them fully.
This idea was already present many years ago, when Brunswik and Kamiya
(1953) noticed that some perceptual biases of the human visual system match
statistical biases in naturalistic scenes. Brunswik and Kamiya (1953) did not
yet know about orientation tuned neurons along the visual pathway, which
have been found a bit later, and are now one of the most prominent examples
of how the visual system encodes scene statistics. In many natural scene
images cardinal orientations are dominant (Coppola et al., 1998; Girshick
et al., 2011; Switkes et al., 1978), which is represented in a significant larger
portion of visual neurons preferring cardinal orientations over oblique
orientation in several animal species (Nasr and Tootell, 2012; Yacoub et al.,
2008, monkeys: Shen et al., 2014, cats: Li et al., 2003, ferrets: Coppola et al.,
1998, mice: Kreile et al., 2011).
Not only orientations in the visual field are processed by visual neurons, but
also luminance is one basic feature of our visual environment. Luminance
might be most obvious for us in our everyday live, comparing night- to day-
light conditions. But there are also less obvious clues that are transferred
by luminance, as it is negatively correlated with depth in natural images
(Lee & Potetz, 2005; Samonds et al., 2012). Contrast is another fundamental
stimulus dimension encoded by the visual system at various stages and
can be defined in different ways. Root mean square (RMS) contrast is often

14



used to analyze natural scenes (Abballe & Asari, 2022; Bex & Makous, 2002;
Mante et al., 2005; Qiu et al., 2021), and seems to be a good indicator of
contrast detectability for human subjects (Bex & Makous, 2002; Peli, 1990). It
is defined as the ratio of standard deviation of intensities to mean intensity.
We investigated naturalistic movies, recorded from a mouse’s perspective
and found that RMS contrast of UV and green channel differed more in the
upper visual field, than in the lower field, i.e. mice’ natural habitat above
the horizon contains more chromatic information (Manuscript 1 - Qiu et al.,
2021). This nicely ties to behavioral findings, that mice can discriminate color
in the upper, but not lower visual field (Denman et al., 2018) and also that on
a neural basis, color vision is promoted in the ventral retina, looking up into
the sky region (Szatko et al., 2020). Another contrast type we used is ON-
OFF contrast, which is defined as difference-of-Gaussian (DoG) filters and
normalized by sum of center and surround Gaussian (Manuscript 1 - Qiu
et al., 2021). ON-OFF contrast can determine the polarity of contrast, and
for the natural videos, it is biased towards dark contrast, as shown before
(Baden et al., 2013), and higher in the upper part of the scenes. Comparing
green and UV channel ON-OFF contrast distributions, we found a wider
spread in the UV band. Again this is supporting the idea that the mouse
receives more chromatic and contrast information in the sky region. This
might be due to the need to detect flying predators as quickly as possible.
An interesting approach to describe the underlying neuronal computations,
is to train a convolutional autoencoder, which is trained in an unsupervised
manner, to investigate the image reconstruction under certain resource
constraints, that are also posed by the visual system. A bottleneck in the
visual system is the transmission of information from RGCs to different
brain structures under bandwidth limitations (Essen et al., 1991). We trained
such an autoencoder with patches of the natural movie scenes, optimized
such that the learned filters resemble center-surround RFs similar to RTG
RFs. Interestingly UV-green color-opponent filters more often emerged
while encoding visual scenes above the horizon (Manuscript 1 - Qiu et al.,
2021).
In natural scenes, intensities are commonly spatially correlated. The second-
order correlation of intensities in the spatial domain can be examined
with the power spectrum in the frequency domain (Geisler, 2008). It can
be calculated by summing two-dimensional Fourier power spectra across
orientations. When plotting the power of spectra against spatial frequency
on a logarithmic scale for two axes, the slope is commonly around -2
for natural images (Field, 1987; Ruderman & Bialek, 1994; Tolhurst et al.,
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1992). By randomly reordering the phase spectrum of natural scenes, while
keeping the amplitude spectrum, higher-order correlations are removed,
whereas second order correlations are preserved. Froudarakis et al. (2014)
tested V1 neuron’s responses to phase scrambled frames of natural movies,
recorded with a camera on top of a mouse’s head. In comparison to the
original movie frames, the phase scrambled movies evoked less sparse V1

population responses, which decreased the discriminability between movie
frames. Consequently, phase spectra, more generally higher-order statistical
dependencies seem to carry relevant information for perception of an image
(Bolaños et al., 2022; Gerhard et al., 2013; Simoncelli & Olshausen, 2001).
In summary, there are different statistical features of natural scenes, that
provide crucial input to the mouse’s early visual system. Which makes
it a necessity to investigate them further in order to understand how the
mouse’s visual system processes visual information.

1.5 setups to record eye motion in mice in naturalistic set-
tings

Mice have a large field of view (180° per eye, Seabrook et al., 2017). To record
ecological appropriate stimuli with a camera, it has to be equipped with a
fish eye lens and ideally mounted onto a gimbal, to keep the image stable.
Additionally both chromatic channels, the mouse retina can perceive, i.e. UV
and green light, have to be recorded on separate camera sensors, to acquire
detailed information about both. We developed such a ’mouse view’ camera
system, which furthermore is low-cost and the building instructions are
freely available. With this camera, they recorded movies in various different
natural settings, that are likely to be mouse habitats, e.g. in a meadow along
mouse tracks, or in a forest. The camera was held close to the ground on a
gimbal, imitating a mouse’s compensatory eye movements to stabilize the
gaze (Manuscript 1 - Qiu et al., 2021).
Presenting those movies under laboratory conditions, to record behavioral
or electrophysiological reactions of mice, poses some challenges. Off-the-
shelf displays, e.g. LCD screens, do not meet the spectral needs of a mouse
eye, since they are configured for human vision. Generating visual stimuli
for mice requires a stimulator with the option to flexibly choose chromatic
channels, like a projector developed by Franke et al. (2019). To accommodate
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the visual field of mice, displays have to cover 207° around, also below
and above, the animal. One solution is a spherical dome setup, in which
the stimuli are projected onto the inner surface of the dome sphere via a
spherical mirror (Manuscript 3 - Denman et al., 2017; Kautzky et al., 2022;
Muzzu & Saleem, 2022). The spherical mirror introduces spatial distortions
to the image projected onto the dome (Bourke, 2005). We developed a simple
and efficient calibration procedure, which does not infer information about
the specific geometry of the setup (Manuscript 3 - Kautzky et al., 2022).
In this dome environment, naturalistic movies can be presented to head
fixed mice, meeting chromatic and spatial requirements of the mouse visual
system (Manuscript 3 - Kautzky et al., 2022).
However, due to the significant vestibular component in the generation of
eye motion in mice (Meyer et al., 2020, discussed in Manuscript 2 - Kautzky
and Busse, 2020), it would be ideal to study them in freely roaming mice.
To this end, several research groups designed light-weight camera systems,
that can record one or two eyes of the animal, the scene around it and,
employing a gyroscope, the head position in space, additionally combined
with electrophysiological recordings (Meyer et al., 2018; Parker et al., 2022;
Sattler & Wehr, 2021). In these three studies, mice were moving in an arena,
without naturalistic properties, the next step towards recording in natural
surroundings, would maybe be a virtual reality system for freely moving
mice (virtual reality system: Stowers et al., 2017), rendering mouse movies
as virtual environment.

1.6 focus of the thesis

This thesis comprises three manuscripts which investigate scene statistics
in mouse natural environments and how mice move their eyes in natural
contexts. In the first part we built a camera system, designed to approximate
how the mouse views it’s environment (Manuscript 1 - Qiu et al., 2021).
Analysis of scene statistics of the recorded footage revealed more chromatic
contrast in the upper visual field, which could have driven color opponency
in the ventral retina of mice (Szatko et al., 2020). Also overall contrast was
stronger in the upper visual field, especially in the UV channel in the sky
region, maybe supporting effective predator detection.
The second part of the thesis comprises a discussion of the work from Meyer
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et al. (2020) (Manuscript 2 - Kautzky & Busse, 2020). In this study eye
movements of mice were recorded in freely moving condition. Meyer et al.
(2020) found eye motion to be closely coupled to head movement in two
distinct patterns. First, movements of the head relative to the horizontal
plane are compensated by eye movements, which results in an alignment
of gaze direction to the horizontal plane. The second pattern of eye-head
coupling shifts the gaze in a ’saccade and fixate’ manner.
Thirdly, we shift the focus to eye movements as response to naturalistic
movies (Manuscript 3 - Kautzky et al., 2022). The movies for this study were
taken from the dataset produced in the first part of the thesis (Manuscript
1 - Qiu et al., 2021). We developed a hemispheric dome setup to present
these movies in an ecologically relevant style, including wide field and
UV/green stimulation. To be able to present undistorted images on the
dome, we developed a robust method for spatial calibration. We could show
that head fixed mice do not orient their towards specific features of the
visual scene with saccadic eye movements. But overall eye position during
movie presentation compared to mean luminance gray screen, was shifted
more ventral and anterior.
In sum, this work offers insight in naturalistic eye motion behavior of mice
and the means to further investigate the visual system of mice in context of
naturalistic stimuli.
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3Graduate Training Centre of Neuroscience (GTC), International Max Planck Research School, University of Tübingen, 72076 Tübingen,
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SUMMARY

Pressures for survival make sensory circuits adapted to a species’ natural habitat and its behavioral chal-
lenges. Thus, to advance our understanding of the visual system, it is essential to consider an animal’s spe-
cific visual environment by capturing natural scenes, characterizing their statistical regularities, and using
them to probe visual computations. Mice, a prominent visual system model, have salient visual specializa-
tions, being dichromatic with enhanced sensitivity to green and UV in the dorsal and ventral retina, respec-
tively. However, the characteristics of their visual environment that likely have driven these adaptations are
rarely considered. Here, we built a UV-green-sensitive camera to record footage from mouse habitats. This
footage is publicly available as a resource for mouse vision research. We found chromatic contrast to greatly
diverge in the upper, but not the lower, visual field. Moreover, training a convolutional autoencoder on upper,
but not lower, visual field scenes was sufficient for the emergence of color-opponent filters, suggesting that
this environmental difference might have driven superior chromatic opponency in the ventral mouse retina,
supporting color discrimination in the upper visual field. Furthermore, the upper visual field was biased to-
ward dark UV contrasts, paralleled by more light-offset-sensitive ganglion cells in the ventral retina. Finally,
footage recorded at twilight suggests that UV promotes aerial predator detection. Our findings support that
natural scene statistics shaped early visual processing in evolution.

INTRODUCTION

During evolution, the structure and function of neural circuits

have been shaped to improve the species’s chances to survive

and procreate in their specific natural environments. Such adap-

tations, for instance in eye placement or shape of high-acuity

retinal areas,1 have long been described in the visual system.2–5

Furthermore, computational modeling (reviewed in Turner et al.6)

has provided powerful frameworks for relating properties of

natural scenes and principles of visual coding. Imposing biolog-

ically inspired resource constraints, such as sparseness of firing7

or a limited amount of hidden units in convolutional autoen-

coders,8–10 is sufficient to drive the emergence of spatial filters

reminiscent of receptive fields (RFs) in the visual system.

Given such specific adaptations, characterizing the properties

of natural visual environments is crucial for advancing our

understanding of the structure and function of the visual sys-

tem,11 in particular for species with visual systems different

from ours, such as mice. Yet studying mouse vision in the

context of their natural environment is only starting (reviewed

in Krakauer et al.,12 Datta et al.,13 and Hasson et al.14), despite

mice having become a prominent model system for vision

research in the past decade (reviewed in Huberman and Niell15

and Seabrook et al.16). The importance of probing the mouse vi-

sual system with ecologically inspired stimuli is highlighted by

recent work, showing superior spatial frequency tuning for V1

neurons for naturalistic flow stimuli compared to drifting grat-

ings,17 which might underlie accurate visually driven approach

performance during prey capture.18

Color is an ethologically highly relevant visual feature: which

colors an animal sees will influence its ability to forage and

hunt, select mates, and avoid predators. Beyond the absence
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of a fovea, a major difference between mice and primates is

that mice are dichromats and perceive UV light. Next to a me-

dium (M) wavelength-sensitive opsin peaking at 510 nm (green),

mice have a short (S) wavelength-sensitive opsin peaking at

360 nm in the UV range.19 Due to co-expression of the S-opsin

in ventral M-cones,20–23 the mouse retina is subdivided into a

more green-sensitive dorsal and a strongly UV-sensitive ventral

half. Notably, ventral cones are tuned to signal dark contrasts22

and, hence, may support the detection of dark shapes against

the sky. Such dorso-ventral retinal regionalization suggests a

functional specialization, according to which the ventral retina

monitors the overhead space to detect predators,24,25 whereas

the dorsal retina supports foraging and hunting for food.26,27

Therefore, any statistical analysis of the mouse’s visual environ-

ment—like quantifying spectral content of natural scenes—

should separately consider the upper and lower visual field.

To record and analyze the chromatic information available to

UV-sensitive animals, such as mice, we have built a low-cost,

open-source camera that is hand-held, mounted on a gimbal

for image stabilization, and, unlike standard cameras,5 covers

the spectral bands—UV and green—relevant for mice. We

used this camera to record footage near mouse tracks in the

field, capturing various outside scenes at different times of the

day—providing a resource of natural scenes for vision research

in mice, which can be expanded by the community. Focusing

on spectral information, we found that the contrast in the two

spectral channels greatly diverged in the upper, but not in the

lower, visual field, paralleling the superior chromatic opponency

in the ventral retina28 and behavioral color discrimination in the

upper visual field.29 Notably, our analyses suggest that the

mouse’s UV sensitivity may help detecting aerial predators

also at dusk and dawn. Finally, our computational modeling

shows that color-opponent filters aremore likely to emerge in un-

supervised models trained with images from the upper visual

field than from the lower visual field. Together, this lends further

support to the idea that retinal circuits have evolved to process

natural scene statistics in a species-specific manner (reviewed

in Baden et al.1).

RESULTS

A camera for recording visual scenes from the mouse’s
perspective
The goal of this study was to capture the visual environment of

mice while considering some key aspects of mouse vision. Spe-

cifically, we focused on (1) the perspective from only a few cen-

timeters above the ground, (2) the large FOV that approaches

�180� per eye,30 and (3) the spectral sensitivities of the mouse

photoreceptors.19

We developed a ‘‘mouse camera’’ that simultaneously cap-

turesmovies in the UV and green spectral bands using two sepa-

rate camera modules (Figure 1; Key resources table; STAR

Methods; Table 1). The two spectral channels were simulta-

neously recorded by two Raspberry Pi microcomputers

attached to the camera modules. A fisheye lens with a FOV of

180� served as objective (Figures 1A–1E). The camera was

mounted on an active gimbal for stabilization and could be

moved close to the ground (Figures 1C–1E).

Assuming that eye movements in mice serve mainly to stabi-

lize the retinal image and are typically coupled to head move-

ments32–35 (but see Zahler et al.36 for targeted saccades), we

restricted our recordings to a view with the horizon oriented par-

allel to ground and positioned around the middle elevation of the

camera image.

The camera modules we used are consumer products and,

hence, are optimized for taking color pictures that look natural

to humans. This is achieved by a checkerboard-like pattern of

thin RGB filters (Bayer filter) coated on the chip surface. While

the green Bayer filter matches the spectral sensitivity of mouse

rods and M cones (lPeak z 510 nm),19,37 it largely blocks UV

light. For the UV-channel camera chip, we therefore mechani-

cally removed the Bayer filter layer.38

The effective spectral sensitivity of each camera channel re-

sults from the combination of bare chip sensitivity, Bayer filter

(green channel), and a spectral band-pass filter (Figure 1F). In

addition, the cameras automatically adjust image intensities to

match gamma curves typically found in consumer displays. To

account for these factors, we developed an intensity correction

procedure, which we verified using a scanning spectrometer,22

providing us with intensity-corrected images without substantial

over- or underexposure (STAR Methods; Figure S1). Then, the

movies from the two channels were temporally synchronized

and spatially overlaid, yielding a single UV-green movie (Video

S1).

Movie recordings, first-order statistics, and relation to
photoisomerization rates in the mouse retina
Next, we used the camera to record footage of representative

outdoor natural scenes in places with traces of mouse activity

(Figure 2A). Most scenes were recorded in summer and spring

during the day and some at twilight (cf. Figure 5).

We first focused on first-order statistics, i.e., brightness, and

explored each channel’s normalized intensity distribution as a

function of elevation (Figure 2B). Examining image patches

(‘‘crops’’) from an example movie, we found that the relative in-

tensities in both channels were usually higher in the upper

compared to the lower visual field (Figure 2B, right). Interestingly,

intensities of the two chromatic channels were less correlated in

the upper compared to the lower visual field (Figure 2C). We

therefore quantified the linear correlation between the intensities

of the two channels using principal component analysis (PCA)40

and found a 2–5 times higher variance along the color-opponent

axis in images from the upper versus the lower visual field (Fig-

ure S3). This indicates a higher variability in chromatic intensity

differences, i.e., contrasts, above the horizon. We therefore

decided to focus our further analyses on image crops ((128

pixels)2 z (53�)2) that would be processed by either the dorsal

or ventral mouse retina. Considering that the mouse eye is tilted

�22� toward the sky,41 we selected image crops located well

above and below the camera’s midline. To account for the sub-

stantial variations of brightness of the recorded scenes, depend-

ing on time of day, weather, and scene content (compare Fig-

ure 2A left-center versus right-top), we decided to split the

footage cropwise into three groups (Figures 2D and 2E) using

mean intensity as a simple yet objective criterion (STAR

Methods; Table S1) and performed all subsequent analyses for

each of these mean intensity classes (I1–3).

ll
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The recorded movies represent some of the information that

would be available to mice in the environment; what reaches

the mouse retinal circuits will additionally depend on factors,

such as pupil size, filtering of the mouse eye optics, opsin spec-

tral sensitivities and expression patterns, and photoreceptor

collection area. To simulate what our footage would look like at

the photoreceptor level, we estimated from our image crops ex-

pected photoisomerization rates, considering the aforemen-

tioned parameters, including opsin co-expression in the ventral

retina (STAR Methods; Table S1; Figures S2A and S2B). Not

unexpectedly, we found that dominant S-opsin co-expression

allows ventral M cones to better pick up contrast in the upper vi-

sual field (Figure S2C)—at the cost of much reduced UV/green

chromatic contrast sensitivity. Besides cones, rods have also

been implicated in generating color opponency in the mouse

retina.28,42 Having similar spectral sensitivity as M cones, rods

may provide the ‘‘green image’’ for ventral retinal circuits. There-

fore, we estimated rod photoisomerization rates (Figure S2B,

right) and found that rod signals may be able to recover the avail-

able chromatic UV-green contrast (Figure S2D) and, hence, sup-

port S cone versus rod color vision in the upper visual field—at

least for scenes up to the medium mean intensity group

(Discussion).

Chromatic contrast is higher in the upper versus the
lower visual field
Retinal output to the rest of the brain is also driven by second-or-

der statistics, such as differences in brightness, i.e., contrast.43–45

To assess chromatic contrast, we next compared the contrast

distribution in the chromatic channels in our natural scenes above

Table 1. Camera settings

Parameter

UV camera

(CS1)

Green camera

(CS2)

Resolution (720,540) (720,540)

Frame rate (Hz) 25 25

Exposure_mode off off

Shutter speed (ms) 35 35

ISO 800 100

Analog_gain 8.0–8.2 1.0–1.2

Awb_mode off off

Awb_gains (1,1) (1,1)

P = avb +c, with normalized

pixel value v, and power P (in

[mW])

a = 0:741; b =

2:102; c = 0:015

a = 6:197; b =

4:331; c = 0:366

Figure 1. Mouse camera module

(A) Schematic drawing of mouse camera with two spectral channels (UV, green). BPG, green bandpass filter (470–550 nm); BPUV, UV bandpass filter (350–

419 nm); CS, camera sensor; DM, dichroicmirror (>90% reflection: 350–442 nm; >90%, transmission: 460–650 nm); L01–05, lenses; LED, light-emitting diode;M,

silver mirror; P, pinhole.

(B) Picture of the assembled camera module.

(C–E) Pictures of assembled camera module, with gimbal (1), UV camera (2), green camera (3), and fisheye lens (4).

(F) Normalized transmission spectra of DM, BPUV, and BPG, with normalized absorption spectra of mouse cone opsins (S and M) and rhodopsin (Rh) overlaid.31

(G) Movie frame with UV (left), green (center) channel, and overlay (right).

See also Figure S1 and Video S1.
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and below the horizon and across the threemean intensity groups

(Figure 3).

We first focused on root mean square contrast ðCRMSÞ,
commonly used in psychophysics for describing contrast in

complex natural scenes.43,46 We extracted circular image

patches (kernels) of various diameters (dRF, 2
�–14�), a range

that includes the RF center sizes of mouse RGC types, from 3�

(z90 mm) for UHD47 and F-mini cells48 to 13� (z400 mm) for

sOn alpha cells,49 and computed CRMS as standard deviation

of the normalized pixel intensities divided by mean intensity.

To quantify differences between CRMS distributions, we used a

two-sided permutation test (distributionmedians; statistics sum-

marized in Tables S2 and S3) and the Jensen-Shannon diver-

gence (JSD), which measures the general similarity between

probability distributions, with JSD = 0 indicating identical

distributions.

Our analysis of the CRMS distributions across 1,500 crops re-

vealed two key features of the recorded mouse natural scenes

(Figure 3): first, as illustrated by two representative examples

(Figures 3A–3C; upper two versus lower two rows; from Videos

S1 and S2), CRMS distributions of the UV and green channel

differed more strongly in the upper compared to the lower visual

field (for median and JSD, see Figures 3F and 3G). Second, for

the tested kernel sizes, CRMS increased with kernel diameter

(see examples in Figure 3B; compare Figure 3D versus 3E; for

median and JSD, see Figures 3F and 3G), consistent with the

dominance of low spatial frequencies in natural scenes.50–52

The differences in CRMS distribution between chromatic chan-

nels and upper versus lower visual field were significant (Tables

S2 and S3) for all kernel diameters except in the highmean inten-

sity group.

The differences in JSD between upper and lower visual field

likely reflect differences in chromatic contrast: when plotting

green CRMS as a function of UV CRMS, the data points for the

lower visual field tended to be distributed tightly along the iden-

tity line (e.g., Figure 3D1 and 3E1, bottom), indicative of a high

correlation between the channels and, thus, low chromatic

contrast. For the upper visual field, however, the CRMS distribu-

tions for UV compared to green were broader and shifted toward

higher values, in particular for larger RF kernel diameters (e.g.,

Figure 3E1, top), suggesting a lower channel correlation and

high chromatic contrast, respectively.

In summary, we found that, except for bright scenes, UV-

green chromatic contrast was higher in the upper compared to

the lower visual field, particularly for the large RF kernel diame-

ters (Figure 3G). Taken together, this suggests that the natural

environment of mice above the horizon is rich in chromatic infor-

mation, which may preferentially drive color-opponent RGCs

with large RFs.

Natural scenes are biased toward dark contrasts
It has been reported that the contrast distribution of (monochro-

matic) natural scenes is biased toward dark (negative) contrasts

and that this bias is mirrored in the higher proportion of Off-

versus On-responding neurons in the early visual system.39,53,54

Therefore, we studied the distribution of dark and bright con-

trasts in our scenes (Figure 4). To measure the contrast polarity

distribution (‘‘On-Off contrast,’’ COn�Off ) in each channel, we

convolved the crops separately with the center and surround

of difference-of-Gaussian (DOG) kernels of various diameters

(dRF, 2
�–14�) and computed the Michelson contrast between

center and surround (Figures 4A–4C).39 Like for CRMS, we

analyzed the distributions of COn�Off separately in both chro-

matic channels for the mean intensity groups (Figures 4D–4F;

statistics summarized in Tables S2 and S3).

In crops with low and medium mean intensities, we found the

COn�Off distributions—despite being wide—to be skewed to

negative values, particularly in the upper visual field and for

larger RF kernel diameters (for examples, see Figures 4A–4C;

for distributions, median, and JSD, see Figures 4D–4G and

S4A; Tables S2 and S3). The dark bias in upper visual field

scenes resonates with earlier results,22 showing that mouse

cones that survey the sky preferentially encode dark contrasts

and suggesting a neural representation bias that starts already

at the cone level.

We next asked whether such a neural representation bias is

also present in the retinal output, where we would expect a

bias toward Off responses in ventral, large-RF RGCs. To test

this prediction, we exploited a published dataset of visually

evoked RGC responses recorded in ventral retina.55 For each

cell, we extracted an On-Off index ðOOiÞ, which indicates

whether a cell responds more strongly to light-on ðOOi > 0Þ or
light-off transitions ðOOi < 0Þ, and RF diameter ðdRFÞ (Figures

S4B–S4F; STAR Methods). We found that, indeed, Off cells

with large RF (dRF > 8�, equivalent to >240 mm in diameter) dis-

played a dark-biased OOi (Figure S4C) and were more frequent

than their On counterparts (Figure S4D). This finding is consistent

with the skewed distributions toward dark contrasts in our

footage, suggesting that the Off preference in large-RF RGCs re-

flects retinal circuit adaptations toward exploiting the dark bias

present in natural scenes above the horizon.

We also compared the COn�Off distributions in the two chan-

nels and found chromatic On-Off contrast (quantified as JSD;

Figure 4G) to be systematically higher in the upper visual field,

with the exception of the high mean intensity group. Moreover,

like for CRMS, the COn�Off distribution seemed broader for UV,

supporting that the mouse’s UV channel may provide the animal

with more nuanced information about the sky region than the

green channel.

UV channel for predator detection?
So far, we focused on footage recorded during daytime, and

while mice are active during the day,56 they also forage from

dusk till dawn. We thus asked whether UV sensitivity was also

useful for detecting objects in the twilight sky and recorded

footage before sunrise and after sunset (Figure 5). Previousmea-

surements of the spectral composition of sunlight over the

course of a day revealed an overrepresentation of short wave-

lengths during twilight (increase in ratio between 360 nm and

520 nm).57,58 Because of the camera’s relatively low sensitivity,

we recorded movies in the direction of the sun from a fixed cam-

era position (Figure 5A) and restricted our analysis to the upper

visual field, where the image crops met our exposure criteria

(STAR Methods).

First, we explored for the example frames the intensity profiles

along a 70� arc starting at the sun’s position (Figure 5B). In the

sun’s vicinity, the intensity in the green channel was always

higher than that in the UV channel, whereas further away from
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Figure 2. Example scenes and intensity distribution

(A) Example frames (UV, green, and overlay) from movies of different scenes recorded outside in the field (near Waldh€auser Ost, Tübingen, Germany;

48�33’02.4’’N 9�03’01.2’’E).
(B) Normalized intensity for green (G) and UV as a function of elevation across the n = 1,936 frames of one example movie (median w/ 25th and 75th percentile).

(C) 2D histograms of intensities of the samemovie as in (B), visualizing the G-UV intensity distribution for an image cut-out (crop) in the upper (left) and lower (right)

visual field (for crop placement, see white and yellow boxes in B, left, respectively; Pearson correlation coefficients G-UV: upper, 0.64 ± 0.20; lower 0.83 ± 0.07;

R2 for linear regression: upper, 0.45 ± 0.18; lower, 0.69 ± 0.12).

(D) Distribution of mean intensities for 1,500 image crops from upper and lower visual field, selected randomly from 15movies, and division into 3 intensity classes

(percentiles I1–3).

(E) Example image crops ((53�)2) from the three mean intensity classes.

See also Figure S2 and Table S1.
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Figure 3. Chromatic contrast is higher in image crops from the upper visual field

(A) Examples for image crops ((53�)2) from upper and lower visual fields (each from mean intensity classes I1 and I2).

(B) Images from (A) filtered with different receptive field (RF) diameters, dRF, with each of the columns showing (from left): UV-green overlay, UV and green channel

maps visualizing RMS contrast (CRMS), and difference between maps (UV-G).

(C) Distributions of CRMS for UV and green for dRF = 10�.
(D and E) 1D (left) and 2D histograms for CRMS of all n = 1,500 image crops from randomly picked frames (out of n = 15 movies) for the three intensity groups (I1–I3
from Figures 2D and 2E) and dRF = 2� (D) and dRF = 10� (E).
(F) Median CRMS as a function of RF size for UV and green channels in the upper (solid lines) and lower (dashed) visual field, for the three intensity groups.

(G) Like (F) but with median Jensen-Shannon divergence (JSD) between CRMS distributions of the two chromatic channels as a function of dRF.

Error bars in (F) and (G) represent 2.5 and 97.5 percentiles with bootstrapping (STAR Methods). See also Figure S3, Tables S2 and S3, and Videos S1 and S2.
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Figure 4. The upper visual field is biased toward negative contrast

(A) Example image crops from upper and lower visual field (same as in Figure 3A).

(B) Images from (A) after application of On-Off filter kernel (STAR Methods) with different RF diameters, dRF, with each of the two columns showing the UV-green

overlay (left), UV (center), and green (right) channel maps visualizing On-Off contrast (COn-Off).

(C) Distributions COn-Off for UV and green for a medium-sized dRF of 10
�.

(D and E) 1D (left) and 2D histograms for COn-Off of all n = 1,500 image crops from randomly picked frames out of n = 15 movies for the three intensity groups (I1–I3
from Figures 2D and 2E) and dRF = 2� (D) and dRF = 10� (E).
(F) Median COn-Off as a function of dRF for UV and green channels in the upper (solid lines) and lower (dashed) visual field for the three intensity groups.

(legend continued on next page)
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the sun, UV and green reached similar intensity levels (Figure 5B;

e.g., profiles from image no. 4 for >55�), in line with earlier obser-

vations.57 Moreover, for distances larger than �5� from the sun,

the UV intensity profile was much flatter than that of green, re-

sulting in a more homogeneous UV illumination of the sky.

Finally, in the sky’s dome, the intensity rose faster for UV

compared to the green over the course of the sunrise (Figure 5C).

Akin to daytime scenes, CRMS was significantly higher in the UV

than the green channel (Figure 5D; p < 0.0001, for all images,

two-sided permutation test, n = 10,000 repeats) and increased

with kernel diameter (Figure 5E).

Together, these characteristics render the UV channel suitable

for object detection, in particular for dark objects in front of a

brighter (twilight) sky. We tested this hypothesis with a black

drone mimicking an aerial predator (Figure 5F). As predicted,

the drone was much more easily detectable in the UV versus

the green channel, which likely holds also for birds preying on

mice during twilight. Therefore, the UV channel may contribute

to increasing the species’ survival chances in their natural habitat

(Video S3).

Autoencoder model predicts color opponency in the
ventral retina
Until here, we characterized the contrast statistics of scenes

from the mouse natural environment and found significant differ-

ences in chromatic contrast between upper and lower visual

field. Next, we explored whether these differences can give

rise to color opponency and, hence, shape neural representa-

tions. Recently, Ocko et al.10 trained a convolutional autoen-

coder (CAE)8,9 model to reconstruct pink ð1 =fÞ noise and

showed that the model learned spatial filters with center-sur-

round organization resembling the RFs of different RGC types.

Thus, we next asked whether such CAE models can also learn

color-opponent RFs (Figure 6).

Convolutional autoencoders are trained in an unsupervised

way to closely match the input, while featuring a resource

constraint (‘‘bottleneck’’) that forces them to capture reconstruc-

tion-relevant features. This conceptually resembles the early

visual system, where the information flow from the retina to

downstream targets in the brain is constrained by bandwidth lim-

itations.59–61 Given the resource constraint in the network, inves-

tigating the representations (kernels) in the hidden layers can

reveal interesting structure in the data.

We optimized our CAE model to yield good reconstructions

under the qualitative constraint that the learned filters resemble

smooth, center-surround RFs (Figure S5; STAR Methods). We

then quantified the model’s performance in reconstructing the

input images (Figure 6B) using structural similarity (SSIM)62 as

metrics. Qualitatively, we searched for hyperparameter combi-

nations that used smooth center-surround-like kernels to reliably

yield good reconstruction performance (SSIM R 0.6; Figure 6C;

STAR Methods). For these combinations, we ran the model (n =

10 random seeds; kernel sizes: 535, 939, and 13313 pixels) and

determined whether the number of color-opponent spatial ker-

nels differed between the upper versus lower visual field (Fig-

ure 6D). Kernels were considered color opponent if their UV

and green channel were negatively correlated (p < 0.05; Pearson

correlation; Figure 6C).

We found that, except for the smallest kernel size (5 3 5

pixels z (4.1�)2), color-opponent kernels were significantly

more frequent in CAEs trained with scenes from the upper

versus the lower visual field (Figure 6D; for statistics, see Table

S4). This suggests that, in systems with bottleneck and for suf-

ficiently large kernel sizes, UV-green color-opponent kernels

preferentially emerge when encoding visual scenes above the

horizon.

We compared our CAE with classical approaches (PCA and

zero-phasecomponentanalysis [ZCA]whitening;STARMethods)

that explain the unsupervised emergence of color-opponency40

or center-surround RFs from natural stimuli.63,64 However,

although both found more color-opponent kernels with upper

visual field images (Figure S3), the kernels either did not resemble

the center-surround RFs of RGCs (PCA; Figure 6E) or were small

andmainly different in spatial position (ZCAwhitening; Figure 6F).

In summary, all three unsupervised models confirm that specific

chromatic statistics in the upper visual field may be sufficient to

drive the emergence of color-opponent spatial RFs.

DISCUSSION

Using a custom-built camera with spectral channels matching

the UV and green sensitivities of mouse photoreceptors, we

captured movies from the natural visual environment of mice.

Statistical analyses of scenes from these movies revealed that

chromatic contrast was stronger above the horizon and that

such contrast would preferentially drive large RFs. This enrich-

ment of chromatic contrast in the upper visual field might under-

lie the preferential emergence of color-opponent RFs found in

the ventral retina, as suggested by a CAEmodel trained to repre-

sent UV-green scenes. Furthermore, we found the upper visual

field, and in particular the UV channel, to be biased toward

dark contrast, which indicates that UV could be an important

source of information about dark objects (i.e., birds) against a

brighter sky. Together, our findings lend further support to the

idea that retinal circuits have evolved to optimally process natu-

ral scene statistics (reviewed in Baden et al.1).

Recording natural scenes
Capturing the spectral information in the environment beyond

the limits of human perception has been successful with hyper-

spectral imagers (reviewed in Nevala and Baden65). Here, typical

solutions use different species-matched interference filters iter-

atively placed in front of a camera chip with broad spectral sensi-

tivity66 or scanning spectrometers.22 In both cases, acquisition

of a hyperspectral image is slow and does not allow recording

movies. Instead of relying on an existing imager, we designed

(G) Like (F) but with JSD betweenCOn-Off distributions (cf. 2D plots in D and E) of the two chromatic channels as a function of dRF. Error bars represent 2.5 and 97.5

percentiles with bootstrapping (STAR Methods). Note that, for larger RF kernel sizes, the distribution mode was slightly shifted to negative values (e.g., E), yet,

when pooling images across chromatic channels, visual fields, and intensity groups, the distribution mode of all four kernel sizes was at zero (data not shown), in

line with earlier observations.39

See also Figure S4 and Tables S2 and S3.
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a simple system with two Raspberry Pi camera chips, one for UV

and one for green. By relying on open-source, low-cost, easily

reproducible, and portable hardware and by setting up a public

repository for our videos, we envision that—as a community

effort—our initial collection will turn over time into amore general

footage of mouse natural environments, covering more scenes,

environments, seasons, and times of day.

The main disadvantage of our choice was the chip’s relatively

low light sensitivity, which restricted recordings of natural scenes

to daytime and twilight. With other cameras—e.g., smartphone

cameras optimized for low-light recordings—a more night-time-

enabled mouse camera with a larger dynamic range may be in

reach. A further improvement may be opsin-matched filters.66

Mouse camera movies as natural stimuli
Stimuli used in vision research cover a broad spectrum, ranging

from artificial stimuli, like gratings and noise (reviewed in Rust

andMovshon67) or screen-rendered 3D objects,68,69 tomore natu-

ralistic ones.70–72Themovies recordedhere represent suitablenat-

ural stimuli to probemouse vision: (1) theywere recordedoutdoors

in places where mice can be seen at daytime and (2) contain the

spectral bands perceived by mice. With a UV-capable stimulator,

they should drive the mouse visual system better than gray-scale

stimuli on a standard monitor (discussed in Franke et al.31). (3)

Because our camera was gimbal mounted, the movies approxi-

mate well the input reaching the mouse’s eye, as a large fraction

of mouse eye movements serves to stabilize the retinal image in

Figure 5. UV channel might facilitate detection of dark shapes in the upper visual field also at dusk and dawn

(A) Representative scene recorded with the mouse camera at sunrise (image 0) and in the following 15 min (time between images �3 min; for image 5, the solar

angle was �3� above the horizon).

(B) Intensity profiles along a line (dashed, see inset) starting at the sun for images from (A).

(C) Median intensities in two image crops (see inset in A; dashed box, tree; solid box, sky) as function of image series index.

(D) CRMS (mean) in image crop at the edge of a tree (rectangle in inset) as function of image index.

(E) CRMS (median) in image crop placed on the tree (rectangle in inset) as function of RF kernel diameter (dRF).

(F) Image showing an approaching black drone mimicking a bird of prey.

Panels recorded at dawn (A–D) and dusk (E and F). Error bars in (C)–(E) represent 2.5 and 97.5 percentiles with bootstrapping. See also Video S3.
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the presence of head movements.33 Nonetheless, our footage is

limited, as it does not include fast shifts of perspective, as might

be expected from orienting movements, e.g., shifts of gaze arising

from combined eye-head movements.33 A first validation of these

stimuli could be to test whether they allow separating anatomically

defined RGC types that so far could not be reliably disambiguated

based on their responses to standard synthetic stimuli.55

Retinal opsin gradient, color opponency, and color
vision in mice
Our scene analysis revealed that chromatic contrast was higher

in the upper visual field. As suggested by the autoencoder

model, this might have driven, over the course of evolution, the

presence of color-opponent cells in the ventral retina. In line

with this prediction, a recent neurophysiological study showed

that color-opponent RGCs are indeed more frequent in the

ventral retina.28 Moreover, mice perform better in color discrim-

ination task when stimuli were presented in the upper visual

field.29

However, this interpretation seems at oddswith the fact thatM

cones in the ventral mouse retina co-express both opsins,20 with

S-opsin dominating.20–22,73 Such regional opsin co-expression

found inmice and other vertebrates (reviewed in Peichl74) consti-

tutes a challenge for a color opponency mechanism that

Figure 6. Convolutional autoencoder (CAE) model learns color-opponent kernels from upper visual field footage
(A) Architecture of the CAE model (FC, fully connected; numbers indicate feature shapes; for details, see STAR Methods).

(B) Reconstruction performance measured as structural similarity (SSIM) under different regularization strengths a (L2 regularization) and b (L1 penalty; STAR

Methods), with two example images (input; top left) and the corresponding CAE outputs depicted for certain combinations of a and b (red boxes). Training images

from all three mean intensity groups I1–3 (for results for I1,2 and I3 only, see Table S4).

(C) Convolutional kernels learned by the model from upper (top) and lower (bottom) visual field scenes (for a = 104, b = 1/256; see solid red box in B; correlation

indicated above each kernel pair; p < 0.05 for all kernel pairs except third one in bottom row [p = 0.9]). Example for color-opponent kernel indicated by box is

shown.

(D) 2D histogram showing total number of color-opponent kernels per random seed learned from upper (top) and lower (bottom) visual field scenes (n = 10 random

seeds).

(E and F) 16 kernels for UV and green, each for upper and lower visual field crops; same presentation and dataset as in (C). In (E), first kernels from PCA are shown

(STAR Methods), with color-opponent kernels indicated by boxes. The color opponency index (COi) (cf. Figure S3 and STAR Methods) of the upper and lower

visual field is 0.0393 and 0.0182, respectively. In (F), randomly selected kernels from ZCA whitening are shown (STAR Methods). Here, all 162 kernels (9x932

channels; cf. A) were color opponent for the upper visual field, while only 143 were color opponent for the lower visual field.

See also Figure S5 and Table S4.

ll

3242 Current Biology 31, 3233–3247, August 9, 2021

Article



compares signals from spectrally distinct cone types. This

conundrum may be resolved by involving rod signals: indeed,

some of the color-opponent mouse RGCs rely on antagonistic

center-surround RF mechanisms, with the RF center dominated

by signals from UV-sensitive S/(M) co-expressing cones and the

green-biased RF surroundmediated by rods28,42 and/or by long-

range inputs from dorsal M cones.75 These mechanisms rely on

pooling signals from a large surround, which resonates well with

our finding that larger RF cells should be better in picking up

chromatic contrast.

Up to which light levels are mouse rods responsive such that

they can contribute to color vision? The rod photoisomerization

rates we estimated for images in the medium mean intensity

group (I2) seem to roughly match those used in the recording

studies that demonstrated S cone versus rod color oppo-

nency,28,42 indicating that mouse rodsmay be active in the phot-

opic range. Indeed, recordings in retina, dorsolateral geniculate

nucleus,76 and V177 suggest that mouse rods can escape satu-

ration for photoisomerization rates 10–100 times higher than

those we estimated. Taken together, rods could play a role in

daytime (color) vision in mice.

If chromatic regionalization of the retina was evolutionarily ad-

vantageous, why is it not more widespread among critters in

similar habitats? Some members of the subfamily Murinae, like

the steppemouse (Mus spicilegus), share S/M opsin regionaliza-

tion with the house mouse (Mus musculus), whereas others lack

it (Apodemus sylvaticus) or have lost the S-opsin (Apodemus mi-

crops).78 Interestingly, these Apodemus species live in shrub-

beries, where a ‘‘bird-in-the-sky’’ detector may not be as useful

as in relatively open spaces, as inhabited by M. spicilegus.

Hence, retinal regionalization found in some mouse species

may reflect an environmental adaptation—akin to the UV-sensi-

tive ‘‘strike zone’’ in the ventral retina of zebrafish larvae, which

helps the animal detect UV-reflecting prey and avoid dark pred-

ators in the upper visual field.79 Reminiscent of this ‘‘strike zone’’

is the S cone ‘‘hotspot’’ recently described in the ventral mouse

retina.23

Note that such dorso-ventral specialization seems only useful

if upper and lower visual field is reliably projected onto ventral

and dorsal retina, respectively. Indeed, mouse eye movements

are tightly coupled to head movements and often stabilize the

retinal image relative to the ground,32,33,35,72 likely ensuring

that the temporo-nasal retinal axis is largely aligned with the

horizon.

UV vision in mice
UV sensitivity is thought to play an important role in the behavior

of many animals. One of the earliest reports on the many roles of

UV vision was published by Wilson,80 showing that locusts use

UV contrast between sky and ground to detect the horizon.81

In addition to navigation, UV vision was also implicated in

communication, foraging, and predator and prey detection (re-

viewed in Cronin and Bok82). In rodents, UV vision has been

mainly discussed in the context of communication via urine

marks42,83 and predator detection,22 but it may also play a role

in foraging with respect to enhanced chromatic contrast of fo-

liage66 and fruit.84

Our results shed light onto whymice specifically profit fromUV

sensitivity for predator detection: first, consistent with previous

studies,22,82 our results suggest that, during daylight, UV sensi-

tivity enhances the detection of dark silhouettes against the

brighter sky. Second, at twilight, when the spectrum becomes

more dominated by short wavelengths,57 we estimated from

our footage that the intensity of the sky’s dome at sunset was

equivalent to �3,000 R*s�1 per S cone. This is clearly above

the S cone’s threshold of �20 R*s�1 per cone85 and suggests

that S cones stay responsive during twilight. Third, at lower in-

tensities, when rod photoreceptors dominate,85 UV light from

the sky may still play a role, because rhodopsin—like any

opsin—features a secondary sensitivity peak (‘‘beta band’’)

around �350 nm.86 Therefore, mice may perceive near-UV at

low light levels via rods.82

Bias toward dark contrasts
In linewith our own findings, previous studies showed that the dis-

tribution of contrast in natural scenes is biased toward dark con-

trasts.39,87 The dark bias in our footagewasmore prominent in the

upper visual field and specifically in the UV channel, which reso-

nates well with earlier retinal recordings showing that light-off

steps are particularly faithfully encoded by ventral cones.22 Our

analyses of RGC responses from a published dataset55 revealed

that, in ventral RGCs, dark contrasts elicited stronger responses

than bright contrasts, suggesting an overrepresentation of Off in-

formation in the visual system.88–90 Interestingly, the dark bias

wasmost prominent in large-RFRGCs, which ties into an ongoing

controversy whether Off cells are expected to predominantly

feature large87 or small RFs39 (discussed in Mazade et al.91).

For animals such as mice, the early detection of dark shapes

(e.g., aerial predators) against the brighter sky is crucial for their

survival. Whether and to which degree the observed dark prefer-

ence for large-RF RGCs plays a direct role in predator detection

will need to be directly tested in future studies. Past studies have

implicated different mouse RGC types in this task, including the

small-field local edge detector (LED)/WB3 cells, which respond

to small, dark objects that move,25 and the large-field transient

Off alpha cells, which signal dark looming stimuli.92 One recent

study showed that VG3 amacrine cells, which feed into several

RGC circuits, respond to expanding shadows and thus may be

involved in predator detection as well.93 Overall, this indicates

that predator detection presumably relies onmultiple RGC chan-

nels, including some with small and some with larger RF sizes.

Are natural scene statistics encoded in mouse retinal
circuits?
Autoencoders have long been used to learn efficient representa-

tions by imposing a resource constraint in the network.9,94 There-

fore, theyareanatural choice for exploring feature transformations

in the early visual system,where visual information has to pass the

anatomical constraint of the optic nerve, posing a bottleneck be-

tween the retina and its downstream targets. For instance, in the

mouse retino-geniculo-cortical pathway, 25%–40% of the esti-

mated 45,000 RGCs95 project to the dorsolateral geniculate nu-

cleus of the thalamus,96,97 where information is upsampled by

20,000 relay neurons.98 Recently, Ocko et al.10 trained a convolu-

tional autoencoder with pink ð1 =fÞ noise, mimicking the distribu-

tionof spatial frequencies innatural scenes,51 andobtainedspatial

filters that resembled center-surround RFs of a subset of primate

RGC types. We used a similar CAE architecture trained with
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natural UV-green images, which learned not only spatial filters

resembling diverse RGCRFs but also color opponency.While ap-

proaches based on PCA and ZCA whitening also revealed color-

opponency and center-surround structure (ZCA), the CAE was

unique in the diversity of resulting spatial filters reminiscent of

different RGC types.

In the future, it would be informative to further investigate

whichmethod for limiting the encoding capacity of the latent rep-

resentation (‘‘bottleneck’’) best mimics the specific constraints

represented by bottlenecks in the early visual system (and

why). A further decisive step would be to systematically manip-

ulate the input images, as we have started here with respect to

spatial scale, to obtain insights into which features give rise to

color opponency.99 Finally, it would be interesting to explore

whether the kernels learned by the CAE indeed help predicting

RGC responses to natural or synthetic stimuli.
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STAR+METHODS

KEY RESOURCES TABLE

REAGENT or RESOURCE SOURCE IDENTIFIER

Deposited data

Jupyter notebooks and scripts for analysis This paper https://github.com/eulerlab/mouse-scene-cam/

Movies and data This paper https://doi.org/10.5281/zenodo.4812404

Software and algorithms

Python 3.6 N/A https://www.python.org/

OpenCV Framework for computer vision N/A https://opencv.org/

Pytorch Machine learning library N/A https://pytorch.org/

FreeCAD Open source 3D construction software N/A https://www.freecadweb.org/

VNC Viewer Screen-sharing and remote-control RealVNC, UK http://www.realvnc.com/en

Other

UV-enabled spectrometer Ocean Optics, Germany STS-UV, https://www.oceaninsight.com/

products/spectrometers/

microspectrometer/sts-series/sts-uv/

Power meter Newport, Germany 842-PE, https://www.newport.com/n/

newport-power-meter-and-detector-

legacy-and-compatibility

360 nm LED Roithner, Austria XSL-360-5E

380 nm LED Roithner, Austria VL380-5-15

400 nm LED Roithner, Austria XRL-400-5E

490 nm LED Roithner, Austria LED490-06

525 nm LED Roithner, Austria G58A5111P

Spectral sensitivity of Raspberry Pi camera (Depending

on the camera version, different chips are used)

Raspberry Pi Foundation, UK https://www.raspberrypi.org/

documentation/hardware/camera/

Gimbal Zhiyun, China Crane 2 (1x)

Dichroic Mirror (DM) AHF, Germany F48-442 (1x)

‘‘Green’’ Pass Filter (GPF) AHF, Germany F47-510 (1x)

UV Pass Filter AHF, Germany F37-424 (1x)

Raspberry PI Zero W Raspberry Pi Foundation, UK e.g. EXP-R12-143 (2x), EXP-TECH, Germany

Zero spy camera Raspberry Pi Foundation, UK e.g. EXP-R15-1309 (2x), EXP-TECH, Germany

Powerbank Anker Technology, UK e.g. ANKER 1252011 (1x), Reichelt, Germany

Fisheye lens N/A LS-40180 (1x), e.g., Watterott, Germany

Bi-Convex lens, L04, f = 35 mm Thorlabs, Germany LB4879-A (1x)

Bi-Convex lens, L05, f = 20 mm Thorlabs, Germany LB4854-A (1x)

Plano convex lens, L03, f = 150 mm Thorlabs, Germany LA4874-A (1x)

Plano convex lens, L01/02, f = 50 mm Thorlabs, Germany LA4148-A (2x)

Iris diaphragm, P1, 2 Thorlabs, Germany SM1D12C (2x)

Protected silver mirror Thorlabs, Germany PF10-03-P01 (1x)

Kinematic mirror mount Thorlabs, Germany KCB1/M (1x)

Generic 3.3V green LEDs for

camera synchronization

Conrad, Germany (2x)

Cage Cube Thorlabs, Germany CM1-DCH/M (1x)

Slip Plate Positioner Thorlabs, Germany SPT1/M (1x)

Cage Plate Thorlabs, Germany CP02T/M (1x)

Cage Plate Thorlabs, Germany CP02/M (8x)
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RESOURCE AVAILABILITY

Lead contact
Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Thomas

Euler (thomas.euler@cin.uni-tuebingen.de).

Materials availability
The mouse camera footage recorded in this study is publicly available (for link to repository, see Key resources table).

Data and code availability
Data analysis was performed using Python. Relevant custom-written Python scripts and Jupyter notebooks are available (see https://

github.com/eulerlab/mouse-scene-cam/). Original data have been deposited to Zenodo: [10.5281/zenodo.4812404].

METHOD DETAILS

Camera design
As the front lens of our camera (Figure 1A), we used a fisheye lens (f = 1:05mm, f=2, LS-40180, Watterott, Germany) with a FOV of

approx. 180�. Following an invertedperiscopedesign, the lenswasmounted at thebottomendof the camera,which allowed us to cap-

ture the scene from a distance of approx. 2-5 cm to the ground (Figures 1B–1F). After passing two relay lenses (L04, LB4879-A, f =

35mm; L05, LB4854-A, f = 20mm; both Thorlabs, German), which allowed us to transfer the fisheye lens’ FOV to the camera sensor,

a silvermirror reflected the light toward adichroicmirror (F48-442, AHF,Germany; reflection, >90%, 350–442nm; transmission, >90%,

460–650 nm; Figure 1C) that reflected wavelengths shorter than approx. 440 nm toward the first camera sensor (CS1) and transmitted

longer wavelengths toward the second camera sensor (CS2; Figure 1A). An additional spectral bandpass filter in front of each camera

chip (BPG, F47-510, >90%, 470–550 nm; BPUV, F37-424, >90%, 350–419 nm; both AHF) restricted the light reaching the chips to the

approx. spectral ranges relevant for mouse opsins (Figure 1C). Because the spectral properties of dichroic filters (DM, BPUV, BPG)

change with the incident angle of the light, we used relay lenses L1, L2 (LA4148-A, f = 50mm; Thorlabs, Germany) and L3

(LA4874-A, f = 150mm; Thorlabs) to ensure that light passes the dichroic bandpass filters collimated before being focused onto

the camera chips. In addition, we added iris diaphragms (SM1D12C; adjusted to�2mmpinhole diameter) directly in front of the cam-

eras to optimize depth-of-field and image contrast. For the parts list, including mechanical parts, see Key resources table.

For each chromatic channel, we used a Zero spy camera module (EXP-R15-1309, EXP-TECH, Germany) connected to separate

Raspberry Pi Zero W single-board computers (EXP-R12-143, EXP-TECH), which were powered by a 15 Ah USB power bank

(Anker 1252011, Reichelt, Germany). Lenses and infrared filters had been removed from the camera modules. To increase the

UV sensitivity of the chip in the UV pathways, we mechanically removed its RGB Bayer layer, following a procedure described

by Wilkers et al.38

Movie recordings
Movies were recorded onto the Raspberry Pi’s Flashmemory card; movie capture was remote-controlled from a laptop connected to

the Raspberry Pis either via USB cable or an ad hocWifi network (VNC Viewer, RealVNC, UK). Camera parameters were fixed for all

recordings (Key resources table). To stabilize the camera during the recordings, we mounted it on a gimbal (Crane 2, Zhiyun, China;

Figures 1D and 1E). Since the cameraweighed around 1 kg and its point of gravity was not centered, we added counterweights for the

gimbal to work properly. Whenmoving, we tried tomaintain an azimuth angle of� 60� between the optical axis of the fisheye lens and

movement direction, close to the azimuth angle of the mouse’ eye.30,41,100 In terms of elevation, we tried to obtain footage in which

the horizon bisected the camera’s visual field of �180�.

Temporal alignment
Since we recorded with two camera chips simultaneously, the resulting movies needed to be temporally and spatially (next section)

synchronized. For temporal alignment, we used LEDs mounted close to each camera chip (Figure 1A) and flashed (200-ms pulses

every 20 s) them as synchronizationmarkers. In addition, wemanually checked the temporal alignment by comparing frames from the

two channels (e.g., during fast movements).

Spatial alignment
Because we used optical rails to build the mouse-cam’s optical pathway, the UV and green channels captured almost the same

scene. To account for potential spatial offsets and differences in image magnification, we used a homography matrix (H) to spatially

relate a point ðx1; y1ÞT in the first channel to a corresponding point ðx2; y2ÞT in the other channel:2
664 x1
y1
1

3
775 = H

2
664 x2
y2
1

3
775:
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To this end, we first extracted at least 20 feature points from both channels using the scale-invariant feature transform (SIFT)

approach101 andmatched these feature points using the k-nearest neighbor algorithm. Next,Hwas determined by a random sample

consensus algorithm,102 allowing us to project all pixels in the first channel (green) to those in the second channel (UV), with the same

H typically working for all frames of a particular recording.

Spectral calibration
Since we did not know the camera chip’s exact sensitivity curve, wemeasured the sensitivity of the two camera channels using LEDs

of defined spectrum and power. Specifically, to map image pixel values (vRaw, 0:::255) to absolute intensities (in ½mW�), we first in-

tensity-calibrated LEDs peaking in the UV (lPeak = 360; 380; 400 nm; see Key resources table; Figure S1A) or the green band

ðlPeak = 490; 525 nmÞ using a power meter (842-PE, Newport, Germany). Next we recorded images of these LEDs set to different

intensities to determine the relationship between normalized pixel value (v, 0:::1) and power (P) by fitting the data to P= avb + c (Fig-

ure S1B; for coefficients, see Table 1) using the Levenberg-Marquardt algorithm for least-squares curve fitting. We then used these

fits to convert pixel values into normalized intensities (source versus intensity-corrected images; Figure S1C).

To verify this intensity correction, we acquired ground-truth spectral images of the outside natural scenes with a scanning spec-

trometer, as described earlier.22 In brief, this custom-built device consisted of two servo motors that moved the fiber of a USB-spec-

trometer (STS-UV, Ocean Optics, Germany) to rasterize the scene with a resolution of�10� of visual angle, yielding for each pixel the

spectrum from 300 to 660 nm, which was convolved with the spectral sensitivities of mouse opsins to compute the spectrometer

images (Figures S1D and S1F, right). For representative scene elements, such as grass and trees, we found that overall, the normal-

ized intensities in the corrected camera images matched well those in the spectrometer images for both the UV and green channel

(Figure S1E).

Our intensity correction reached its limit for extensive sky regions, because the camera chip has a limited dynamic range and may

have saturated, when the spectrometer did not. Vice versa, at twilight, parts of the image may be underexposed. We considered

these potential issues by including in our analysis only images without substantial over- or underexposure (see ‘‘Statistical analysis

of the natural scenes’’ below).

Although in the natural environment, the absolute intensity of UV is known to be lower than that of longer wavelengths57 (see Dis-

cussion), we decided to use the available range for both color channels by linearly mapping an intensity range of 0:02 � 0:76 mW

(UV) and 0:37 � 6:56 mW (green) to pixel values between 5–255 and 14–255, respectively. For better visualization, we applied

gamma correction (v0 = v1=g, with g = 2:2103) to the images in the figures (e.g., Figures S1C and S1D versus S1F).

Relating camera readings to photoisomerization rates in mouse photoreceptors
The spectral calibration enabled us to relate the camera output (normalized intensity) to absolute intensities (power Pel in ½W�; Fig-
ure S1B). To relate Pel to photon flux (PPhi in ½photons $s�1�) at the cornea and finally photoisomerisation rate (RIso in ½R� $s�1� per
photoreceptor), we needed to consider (i) how much light we lose between the fisheye lens’ surface and the camera chip for the

UV and green channel (mlens2cam; UV and mlens2cam; G, respectively); (ii) the wavelength-specific transmission of mouse optical appa-

ratus (TUV , TG;);
104 and (iii) the ratio between pupil size and retinal area ðRpup2retÞ to estimate how much light reaches the retina given

that the pupil adapts to the overall brightness of the scene.

The calculation is detailed in a Jupyter notebook (for link to repository, see Key resources table). In brief, our approach consisted of

two main steps:

(1) We first mapped Pel to PPhi:

PPhi lð Þ=Pel lð Þ$a$l$10�9

c$h
$

1

mlens2cam lð Þ
with l the wavelength at which the opsin’s spectral sensitivity curve peaks (lS = 360 nm, lM = 510 nm), a conversion factor ða =

6:2421018 eV =JÞ, the Planck constant ðhÞ, and the speed of light ðcÞ.

(2) Next, we converted PPhi to RIso:

RIsoðlÞ = PPhiðlÞ
AStim

$ACollect$SAct$TðlÞ$Rpup2ret

withAStim = 108 mm2, the area that is illuminated on the powermeter sensor that was used to determine the attenuation in the camera,

and ACollect, the photoreceptor’s outer segment (OS) light collection area,105 for which we used 0:2 mm2 for cones and 0:5 mm2 for

rods. With SAct we took into account that the bandpass filters in the camera pathways did not perfectly match the sensitivity spectra.
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QUANTIFICATION AND STATISTICAL ANALYSIS

Statistical analysis of the natural scenes
A movie frame contained a circular FOV of �180�, corresponding to 437 pixels along the diameter. To minimize the influence of

potential chromatic and spatial aberrations introduced by the fish-eye lens, we focused on image cut-outs (‘‘crops’’; (53�)2, equiv-
alent to (128 pixels)2 in size). These image crops were taken from the central upper and lower visual field, centered at �53� and

�-44�, respectively, relative to the horizon. By choosing these locations we ensured that they correspond to regions that would be

predominantly processed by ventral and dorsal parts of the mouse retina. Indeed, it is known that the mouse eye is tilted �22�

toward the sky,41 such that the representation of the horizon on the retina is shifted ventrally. Focusing on image crops centered

at �-44� below the midline made it thus possible to largely avoid parts of the image that would be processed around the transition

zone.

For the contrast analysis, we excluded image crops that containedmore than 30% underexposed (vRawðGÞ < 15, vRawðUVÞ < 6) or

overexposed ðvRawðGÞ; vRawðUVÞ > 254Þ pixels. Simulations, in whichwe systematically varied this intensity threshold and hence the

percentage of overexposed pixels, revealed that our results were not driven by saturated pixels (data not shown). We randomly

sampled one image crop every 10 frames from all movies (Figures 1B and 1E) until we had 1,500 crops for each upper and lower

visual field.

Performing an analysis of contrast systematically across all recorded movies was challenging, given that the brightness of the re-

corded scenes could vary tremendously, e.g., depending on time of the day, the weather, and the scene content. We therefore

divided the image crops into three ‘‘intensity classes’’ (Ilow, Imedian, Ihigh) using percentiles (1=3 and 2=3) of the mean intensity distri-

bution as boundaries.

Note that scene content varied somewhat with the image group, because scenes in or near the forest were usually dimmer (‘‘low

mean’’) than those with open skies, bare ground and little vegetation (‘‘high mean’’). Since this bias was merely a side-effect of our

mean intensity criterion, we refrained from linking statistics to scene content. In the future, it would be interesting to explore how

scene content affects chromatic contrast statistics, for instance by classifying the images with pre-trained CNN models like

VGG106 before the statistical analyses. This could, for example, shed light on the question why contrast differences generally tended

to decrease toward the high mean intensity group – that is, whether this is simply due to the limited dynamic range of the camera or in

fact scene content-dependent. To determine CRMS and COn�Off , we randomly picked in each class for all images 10 locations per

crop.

Root mean square (RMS) contrast
In psychophysical studies, CRMS is commonly used for estimating contrast in natural scenes and defined as:

CRMSðx; yÞ = sðICentreðx; yÞÞ
mðICentreðx; yÞÞ

where sðICentreðx; yÞÞ and mðICentreðx; yÞÞ are standard deviation andmean, respectively, of the normalized pixel intensities contained in

an image spot (‘‘receptive field’’; RF) centered at ðx; yÞ within the image crop. Spot diameters ðdRFÞ ranged from 2 to 14 degrees of

visual angle. The results of all statistical comparisons are summarized in Tables S2 and S3.

On-Off contrast
Wemeasured On-Off contrast ðCOn�Off Þ at a point ðx; yÞ using a difference-of-Gaussians (DOG) kernel with a normalized denominator

to restrict the value range to ½ � 1;1�:

COn�Offðx; yÞ = ICentreðx; yÞ � ISurroundðx; yÞ
ICentreðx; yÞ+ ISurroundðx; yÞ

where ICentreðx;yÞ and ISurroundðx; yÞ represent the summed pixel intensities after convolving the image with the center and surround

Gaussian kernels, respectively. The spatial relationship between center and surround Gaussians were sSurround = 1:5sCentre; the total

DOG kernel size was 3sCentre. Note that dRF was defined by the zero crossing radius of the kernel:

f
�
r
��m;s2

Centre

�
= g

�
rjm; ð1:5$sCentreÞ2

�
where fðr��m; s2CentreÞ and gðr��m; ð1:5sCentreÞ2Þ are center and surroundGaussians, respectively.We ensure that the kernel response to a

homogeneous input image 0 by setting r = 1:2sCentre. A negative kernel response resulted in COn�Off < 0, indicating a negative

contrast at this sample location. As for CRMS, dRF ranged from 2� to 14�. The results of all statistical comparisons are summarized

in Tables S2 and S3.

On-Off preference for retinal ganglion cells (On-Off index)
To test if ventral mouse RGCs prefer dark contrasts, we re-evaluated a published dataset with recordings of ventral RGCs.55 From

this dataset, we extracted for all Off (groups 1-9) and On (groups 15-32) RGCs that passed the quality criterion (Qi > 0:2; n= 2;380
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cells) the On-Off index (cell_oo_idx, OOi; see below) and the RF diameter (rf_size, in [mm]). The latter was converted from [mm] into [�]
of visual angle, assuming 1�z30 mm on the mouse retinal surface. The On-Off preference ðOOiÞ of a cell and was defined as:

OOi =
rOnh it � rOffh it
rOnh it + rOffh it

with rOn and rOff defined as the activity during the response to the leading and the trailing edge of a bright-on-dark moving bar stim-

ulus, respectively.

Note that we currently lack the corresponding data for dorsal RGCs, and therefore the question remains if the balanced contrast

distribution in the lower visual field is also reflected in a more balanced distribution of On/Off preferences.

Comparing contrast distributions
To test if two contrast distributions originate from the same distribution, we performed a two-sided permutation test (distribution me-

dians) with 10,000 repeats to estimate the p value. In addition, as a metric for similarity between the contrast distributions in the UV

ðPUV Þ and the green ðPGÞ channel, we used Jensen-Shannon divergence (JSD):

JSDðPUV jjPGÞ = DðPUV jjMÞ
2

+
DðPGjjMÞ

2
;

with the Kullback-Leibler (KL) divergence ðDÞ defined as:

DðPjjQÞ =
X

PðxÞlog
�
PðxÞ
QðxÞ

�
;

and M = 0:5ðPUV +PGÞ. Instead of KL divergence, we used JSD because it is symmetric and bounded (0:::1 for log base 2).

PCA and ZCA whitening
Buchsbaum and Gottschalk40 have shown that achromatic and chromatic visual channels can be obtained using principal compo-

nent analysis (PCA). As an extension, zero-phase component analysis (ZCA) whitening was shown to decorrelate signals and learned

center-surround-like kernels.63 Accordingly, we defined a covariance matrix C of the original centered data x!. By applying transfor-

mation matrix W, we would get uncorrelated data cx!
cx! = W x!

We performed PCA (without whitening) on the image crops using:

W = UT

ZCA whitening was performed using:

W = UðD+ εÞ�1
2UT

where U and D contain eigenvectors and eigenvalues of C, respectively, and ε= 10�8 for numerical stability.

We first applied PCA on intensities of chromatic channels. The eigenvector with two positive or two negative entries corresponds to

an achromatic transformation and the other eigenvector with one positive and one negative entry corresponds to a chromatic (color-

opponent) transformation. We also applied PCA on 9x9 image patches randomly drawn from the same set of image crops as for the

CAE. We defined the color-opponent transformation when the kernels from the UV and green channels were negatively correlated

(Pearson correlation coefficient, p < 0.05). In both cases, the color opponency index ðCOiÞ, which represents the ratio between signal

variance in the color-opponent dimensions to the variance in all dimensions, was defined as:

COi =

P
lCOP
l

where lCO denotes the eigenvalues of the color-opponent transformation, and l all eigenvalues.

With PCA, we found that crops from the upper visual field have a higher COi (higher variance along the color-opponent dimension)

than ones from the lower visual field. Unlike the CAE, the PCA kernels did not resemble the center-surround RFs known in RGCs

(Figure 6E). Also with ZCA whitening, we found more color-opponent kernels with images from the upper visual field. However, while

these kernels were center-surround, they were small and mainly different in spatial position (Figure 6F).

Convolutional autoencoder model
We prepared datasets from the upper and the lower visual field separately. For both datasets, 10,000 image crops (xi

! and i repre-

sents image index) were randomly picked. To keep model run time at bay, we used smaller (56x56 pixelz(23�)2 visual angle) image

crops than for the statistical analysis and additionally rescaled them to 28x28 pixels (same visual angle but withz0.8� pixels). These
image cropsmet the same quality criteria (fewer than 30%of pixels under/over-exposure) as those for the statistical analysis. Among
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them, 9,000 image cropswere used for training and the rest for validation and testing. The images were offset-corrected separately in

each chromatic channel (by subtracting the channel’s mean intensity).

We implemented a simple convolutional autoencoder model (CAE; Figure 6A) following Ocko et al.10 using PyTorch.107 The

encoder contained a single convolutional layer (with weights denoted wc
�!) followed by a rectified linear unit (ReLU) function, one

fully-connected (FC) layer and another ReLU function. The decoder contained one FC layer, one ReLU function, a single deconvolu-

tional layer (with weights denoted wd
�!), and a hyperbolic tangent (tanh) function to map back to the original data range (�1...1).

Classically, autoencoders are encouraged to learn an efficient encoding of the input in the presence of a ‘‘bottleneck’’ implemented

by a low number of units in the hidden layer. Instead, we here implemented redundancy reduction of the input by adding Gaussian

noise with s= 1 to the encoder output,10 and by imposing an L1 penalty (hyperparameter b) to its activations (sparse activa-

tions).10,108–110 To encourage smooth kernels akin to those of early visual neurons (e.g., Hubel and Wiesel111 and Marr and Hil-

dreth112), we used L2 regularization (hyperparameter a) on the convolutional and deconvolutional layers, effectively constraining

the norm of the weights.113

We used 16 convolutional kernels with filter sizes of 5x5 (z(4.1�)2 visual angle; z120 mm on the retina), 9x9 (z(7.4�)2; z220 mm)

and 13x13 pixels (z(10.7�)2; z320 mm) for each chromatic channel, with zero-padded boundaries and without downsampling.

Correspondingly, the deconvolutional kernels consisted of 5x5, 9x9, or 13x13 pixel filters per input channel. The size of the activation

tensor after the first convolution was 28x28x16 (height x width x channel), which was flattened into a 12,544 dimensional vector

before it was fed into the FC layer. The two FC layers had the same input and output size. The loss function was defined as:

LCAE =
X
i

�
xi
!�cxi!	2

+ aðkwc
�!k 2 + kwd

�!k 2Þ+ bk h!k 1

The first term is the MSE between prediction cxi! and ground truth xi
!, the second term is the L2 penalty ðaÞ on the weights of the con-

volutional ðwc
�!Þ and deconvolutional ðwd

�!Þ layers, and the third term is the L1 penalty ðbÞ on the encoder output.

We trained the CAEmodels tominimize difference between reconstructed and original images from the upper and lower visual field

(from all mean intensity groups, I1-3; or separately for I1,2 and I3; Table S4) separately for different regularizations and different random

initialization seeds. Specifically, the CAEmodels were trained for 100 epochs with 100 image crops in eachmini-batch (learning rate,

h = 10�4) using the Adam optimizer114 to minimize the loss functions. Image reconstruction performance of the CAE was estimated

based on structural similarity (SSIM)62 and MSE (Figures 6B and S5B, respectively).

Hyperparameters a and bwere adjusted via grid search.We aimed at a trade-off between reconstruction performance (SSIMR 0:6

orMSE%0:01) and regularizations (mitigation of overfitting), whichwe found for combinations of a= 103; 104 and b = 0� 1= 16. Next,

we performed a permutation test with 10,000 repeats to check if the models trained with images from the upper visual field learned

color-opponent kernels more frequently than those trained with lower visual field images. We compared the number of color-oppo-

nent kernels generated under the two input conditions using a two-sided permutation test.
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Figure S1 | Intensity correction of the two camera channels. Related to Figure 1.  

A, Transmission spectra of bandpass filters in UV (BPUV) and green (BPG) channels, dichroic mirror (DM; 

top), and emission spectra of calibration LEDs (bottom; for peak wavelengths, see (B)), B, Power of LEDs 

(data points; measured with power meter) as function of normalised intensity reported by UV- and green-

sensitive cameras (Methods). C, Example frame before (left; raw image) and after application of inverse-

gamma curves (right; intensity-corrected) from (B). D, Same scene recorded with scanning spectrometer 
S1. E, Comparison of intensity distributions (violin plots) of scene “components” (grass, trees, sky) for 

spectrometer and camera data before and after calibration. Note that due to the limited dynamic range of 

the camera chip, saturation of pixels in the sky region cannot be completely avoided, hence the narrow 

distribution of the “Sky” values for the camera measurements. F, Images from (C, right) and (D) with gamma 

correction applied for visualisation (Methods).  



 

 

 

Figure S2 | Relating camera image intensities to photoisomerisation rates at the photoreceptor 

level. Related to Figure 2.  

A, Example image crops (overlay, UV and green) from the upper and lower visual field (normalized 

intensities). B, Images from (A) but as estimated photoisomerisation rates (in R*s-1 per photoreceptor) for 

S- (left) and M-cones (centre) as well as rods (right). For the ventral M-cones, a co-expression ratio of 1:1 

was used. C, Like ventral M-cone image in (B) but for different S/M co-expression ratios, from 100% S-

opsin (left) to 100% M-opsin (right). D, CRMS distributions (dRF=6°) for UV and green (filled bars; cf. Figure 

3C-E) overlaid with distributions for S-cones, M-cones, and rods. From left to right: M-cones with 90%, 50% 

and 10% S-opsin co-expression, and rods. 

  



 

 

 

Figure S3 | The colour opponency index (COi) estimated with principal component analysis (PCA) 

is higher in the upper compared to the lower visual field. Related to Figure 3.  

PCA is classically used to disentangle achromatic (1st PC) from colour-opponent (2nd and higher PCs) 

dimensions S2. A-D, 2D plots of 1st and 2nd principle components for intensities of image crops from the 

upper (top row) and lower (bottom row) visual field. Each dot represents a green-UV intensity pair. Data 

was fitted with bivariate normal distribution, with ellipses representing 1 and 2 SD. Black and red arrow 

indicate first and second eigenvector, reflecting the achromatic and the colour-opponent transforms, 

respectively. For movies, see Figure 2A and Table 4; (A) top-left, “20190329_13_3”; (B) centre-left, 

“20180713_13_1”; (C) centre-right, “20180905_14_2”; (D) bottom-left, “20190329 _12_1”). These results 

are consistent with the idea that chromatic signals are decorrelated at the retinal level S3,S4 and in line with 

recent studies that suggest a predominance of colour opponent circuits in the ventral mouse retina S5,S6. 

 



 

 

 

Figure S4 | Bias towards dark contrasts in the upper visual field is reflected in a higher frequency 

of larger-RF Off RGCs in the ventral retina. Related to Figure 4.  

A, 2D histogram showing On-Off contrast (COn-Off) measured in upper visual field image crops (same as 

used for CRMS and COn-Off in Figs. 3 and 4, respectively) as function of RF kernel diameter (dRF). B, 2D 

histogram showing On-Off index (OOi; see Methods) as function of dRF for n=2,380 RGCs recorded in the 

ventral retina (dataset from S7). Right: Histogram of OOi frequency across RF diameters. C, Median OOi as 

function dRF (brackets indicate p<0.0001; permutation test). D, Ratio of Off vs. On RGCs as a function of 

dRF (with Off and On cells defined as OOi <0 and OOi > 0, respectively). E, 2D histogram as in (B) but for 

On (left) or Off (right) RGCs separately (On, G15-30; Off, G1-9,31,32, as defined in S7). F, Like (C) but for On 

and Off RGCs separately. Panels (C-F): Same dataset as in (B); (C,D,F): Cells divided equally into 6 groups 

based on their dRF; error bars represent 2.5–to-97.5 percentile confidence intervals after bootstrapping. 

  



 

 

 

Figure S5 | Training the convolutional autoencoder (CAE) model using image crops from the upper 

visual field. Related to Figure 6.  

A, Reconstruction of two exemplary image crops (upper left corner) under different regularization values 

for α (L2) and β (L1). B, Reconstruction performance using the mean square error (MSE) as metric. A 

sudden drop in performance happens for α = 105 or β = 1/4, suggesting over-regularization. C, Four of the 

16 convolutional kernels under the regularizations from (a). Smooth Gaussian- or Gabor-like kernels are 

learned for α = 103 .. 104 and β = 0 … 1/16. For details, see Results and Methods. 

  



 

 

 

Group Visual 

field 

Camera 

channel 

Norm. 

intensity 

Power 

 in 

[µW] 

Photon flux  

in [photons/s] 

at the cornea 

Pupil area 

in [mm2] 

(diameter) 

Photoisomerisation  

in [P*/photoreceptor/s] 

 

     x 1015  S, x104 M, x104 Rod, x104 

I1 

(Low) 

Upper UV 0.18 0.14 1.9  

 

 

 

 

 

 

 

 

0.1 

(0.36) 

0.5 <0.1 0.2 

G 0.11 0.73 1.2 <0.1 0.7 1.7 

Lower UV 0.06 0.05 0.7 0.2 <0.1 <0.1 

G 0.14 0.93 1.5 <0.1 0.9 2.1 

I2 

(Mediu

m) 

Upper UV 0.28 0.22 2.9 0.7 0.1 0.3 

G 0.16 1.06 1.7 <0.1 1.0 2.4 

Lower UV 0.09 0.07 1.0 0.2 <0.1 0.1 

G 0.21 1.39 2.3 <0.1 1.3 3.2 

I3 

(High) 

Upper UV 0.50 0.38 5.1 1.3 0.2 0.6 

G 0.34 2.24 3.7 <0.1 2.1 5.1 

Lower UV 0.22 0.17 2.3 0.6 0.1 0.3 

G 0.46 3.02 5.0 <0.1 2.8 7.0 

 

  

Twilight Upper UV 0.05 0.04 0.6  

 

0.22 

(0.53) 

0.3 <0.1 0.2 

G 0.06 0.40 0.7 <0.1 0.8 2.0 

Lower 

(1) 

UV 0.02 0.02 0.3 0.2 <0.1 <0.1 

G 0.05 0.34 0.6 <0.1 0.7 1.7 

Table S1. | Related to Figure 2.  

Mean intensities of the three image classes for the UV and the green channel in the upper and lower visual 

field. For calculations, see STAR Methods. (1) Note that at twilight, the lower limit cannot be reliably 

determined because parts of the camera chip may be affected by under-exposure. 

  



 

 

  
Group dRF(°) Upper UV vs. 

Upper G 
Upper UV vs. 

Lower UV 
Upper UV vs. 

Lower G 
Upper G vs. 
Lower UV 

Upper G vs. 
Lower G 

Lower UV vs. 
Lower G 

CRMS 

I1 2 <0.0001 0.0063 <0.0001 <0.0001 <0.0001 <0.0001 

6 <0.0001 0.9355 <0.0001 <0.0001 <0.0001 <0.0001 

10 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

14 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

I2 2 <0.0001 0.2608 <0.0001 <0.0001 <0.0001 <0.0001 

6 <0.0001 0.0018 <0.0001 <0.0001 <0.0001 <0.0001 

10 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

14 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

I3 2 <0.0001 0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

6 <0.0001 <0.0001 0.3896 <0.0001 <0.0001 <0.0001 

10 0.0521 <0.0001 0.0631 <0.0001 0.8926 <0.0001 

14 <0.0001 <0.0001 <0.0001 <0.0001 0.0768 <0.0001 

COn-Off 

I1 2 <0.0001 0.0385 0.2284 <0.0001 <0.0001 <0.0001 

6 <0.0001 0.0037 <0.0001 <0.0001 <0.0001 0.0024 

10 <0.0001 <0.0001 <0.0001 0.2957 <0.0001 0.0109 

14 <0.0001 <0.0001 <0.0001 0.7145 <0.0001 <0.0001 

I2 2 0.0088 <0.0001 <0.0001 <0.0001 <0.0001 0.9963 

6 0.7321 0.5489 0.5715 0.4779 0.5677 0.916 

10 0.6861 0.1849 0.7181 0.0271  0.2943 0.4051 

14 0.1577 0.2937 <0.0001 0.9944 <0.0001 <0.0001 

I3 2 0.001 <0.0001 0.0006 <0.0001 0.4675  0.0014 

6 <0.0001 <0.0001 <0.0001 0.0116 0.585 0.0865 

10 <0.0001 0.0001 0.5744 0.0001 <0.0001 0.013 

14 <0.0001 <0.0001 0.1236 <0.0001 <0.0001 <0.0001 

Table S2 | Related to Figure 3 and Figure 4.  

Statistics of CRMS and COn-Off between chromatic channels and upper vs. lower visual field as function of 

kernel diameter. Two-sided permutation test (distribution medians) with 10,000 repeats. White, light and 

dark orange indicating 𝑝 < 0.0001, 0.0001 ≤ 𝑝 < 0.05 and 𝑝 ≥ 0.05 

  



 

 

 

Group  2° vs. 6° 2° vs. 10° 2° vs. 14° 6° vs. 10° 6° vs. 14° 10° vs. 14° 

CRMS 

I1 Upper UV <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

Upper G <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

Lower UV <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

Lower G <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

I2 Upper UV <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

Upper G <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

Lower UV <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

Lower G <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

I3 Upper UV <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

Upper G <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

Lower UV <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

Lower G <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

COn-Off 

I1 Upper UV <0.0001 <0.0001 <0.0001 0.0008 <0.0001 <0.0001 

Upper G <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

Lower UV <0.0001 0.0028 <0.0001 0.1104 0.0052 <0.0001 

Lower G <0.0001 <0.0001 <0.0001 0.0702 0.6212 0.0179 

I2 Upper UV <0.0001 <0.0001 <0.0001 0.0015 <0.0001 <0.0001 

Upper G <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

Lower UV 0.1519 0.0042 <0.0001 0.2354 <0.0001 <0.0001 

Lower G 0.047 <0.0001 <0.0001 0.0302 0.0052 0.5913 

I3 Upper UV <0.0001 0.0001 0.5502 0.0294 0.0001 0.1266 

Upper G 0.0093 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

Lower UV 0.8311 0.0262 0.0018 0.0159 0.0134 <0.0001 

Lower G 0.1939 0.0022 <0.0001 0.0006 <0.0001 0.5453 

Table S3 | Related to Figure 3 and Figure 4.  

Statistics of CRMS and COn-Off  between chromatic channels and upper vs. lower visual field as a function of 

kernel diameter. Two-sided permutation test (distribution medians) with 10,000 repeats. White, light and 

dark orange indicating 𝑝 < 0.0001, 0.0001 ≤ 𝑝 < 0.05 and 𝑝 ≥ 0.05. 

  



 

 

 

Kernel size 
[pixels] 

equivalent RF diameter, 
visual angle [°]  

(distance on retina [μm]) 

Training data from 
mean intensity group(s) 

p-value  
(Pearson correlation coefficient) 

5x5 
4.1 

(≈120) 

I1, I2, I3 

0.6043 

9x9 
7.4 

(≈220) 
0.0122 

13x13 
10.7 

(≈320) 
0.0111 

9x9 
7.4 

(≈220) 

I1, I2 0.0123 

I3 <0.0001 

Table S4 | Related to Figure 6.  

Performance of CAE model for different kernel sizes. Except for the smallest kernel size (5x5), the CAE 

trained with images from the upper visual field learned significantly more often colour-opponent kernels 

than the one trained with lower visual scene images (validated by permutation test).  
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Across vertebrates, eye movements serve the dual purpose of image stabilization during head or body
movement, and gaze relocation. A new study has measured head and bilateral eye movements in freely
moving mice, providing a detailed characterization of dynamic gaze behavior.

To gather visual information relevant for

survival and reproduction, animals have

evolved different types of eye movements

to shift their line of sight, or gaze [1].

Among the mammals, for instance, some

primates, including humans, have a fovea,

a specialization of the retina consisting of

a small region with peak cone density for

high-acuity vision [2]. With this central

spot on our retina, our frontal eyes, and

thus a relatively narrow field of binocular

vision, we scan our environment with

high-velocity, conjugate movements of

both eyes, known as saccades, which can

be coupled to slow rotations of the head

or occur independently [3,4]. In contrast,

small animals, like mice, shift gaze almost

exclusively with a combination of eye and

head movements, during which fast head

movements are coupled to slower eye

movements [1].

Likely explanations for such a strategy

in mice are that their laterally placed eyes

already monitor a large fraction of their

surroundings, and that the small size and

weight of their head, compared to

primates, makes rapid head motion

energetically more affordable. Even

though these general principles of

sensorimotor gaze control in mice have

been known for some time, detailed

measurements of eye–head coupling in

the mouse under unrestrained conditions

are rare. This ismainly due to the technical

obstacles imposed by the small eyes of

mice, and their small body size and low

weight, which require any head-mounted

gear to be extremely lightweight and

miniaturized. As they report in this issue of

Current Biology, Meyer et al. [5] have

overcome these challenges and provide,

in a technical tour de force, a

comprehensive characterization of two

types of eye–head coupling during

various visually guided behaviors.

Building on their earlier work [6], Meyer

et al. [5] equipped mice with a lightweight,

miniaturized tracking system (Figure 1,

left). Two head-mounted miniature

cameras tracked, through infrared

mirrors, the position of both eyes. An

inertial measurement unit, also mounted

on the head, provided information about

headmotion and orientation relative to the

ground. All relevant hardware, building

instructions, and analysis code are shared

by the authors as open resources with the

community (https://arnefmeyer.github.io/

mousecam), an exemplary model of open

science. Outfitted with these custom–

designed components, mice were set free

to explore a confined environment.

Meyer et al. [5] found two distinct

modes according to which mice

controlled gaze, both being characterized

by closely coupled eye and head

movements (Figure 1, right). The first

mode of gaze control that the authors

highlight stabilizes the visual field with

respect to the ground (Figure 1, right top).

This mode occurs during head

movements relative to the earth–

horizontal plane, which are called tilt, and

comprise head roll (rotations of the head

around the nose–tail axis) and head pitch

(rotations around the interaural axis or,

equivalently, up–down movements of the

nose). Coupled to these head movements

are bilateral eye movements in opposite

directions, also called non-conjugate eye

movements. For example, when the

mouse performs a roll motion of the head

to the right side, the right eye moves

upward and the left eye moves downward

[6–8]. These short latency, compensatory

eye movements are highly conserved

across mammals, and driven by a specific

form of the vestibular-ocular reflex called

‘ocular counter roll’, which originates

mainly from the otolith organs of the

vestibular system [9]. When Meyer et al.

[5] computed in their new data set the

angle between the mouse’s gaze and the

horizontal plane, they realized that this

gaze angle was relatively constant and

centered on the angle of the eye axis

when the head was horizontally

levelled [5].

From these results, Meyer et al. [5]

conclude that tilt-related eye–head

coupling in the mouse could serve to

stabilize the visual field relative to the

horizon. Such an alignment with the

horizontal plane might have substantial

benefits for visual processing,

considering the functional optimization of

ventral and dorsal mouse retina to

process contrast of the upper and lower

visual field [10].

The second mode of gaze control

described by Meyer et al. [5] consists of

another ancientmotion sequence found in

most vertebrates, the ‘fixate and

saccade’ mode [4] (Figure 1, right

bottom). This mode occurs during head

turns within the horizontal plane, which

are accompanied by conjugate eye

movements, where both eyes move in the

same direction. Here, Meyer et al. [5]

measured three distinct phases: first, an

initial counteracting eye movement in the

opposite direction to the horizontal head

rotation; second, a rapid, saccadic eye

movement in the direction of the head

movement, which augments the gaze

shift; and third, another compensatory

eyemovement in the direction opposite to

head rotation. The authors interpret these

eye movements as driven by the angular
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vestibular–ocular reflex, with the first and

third phase contributing to gaze stability

during periods of ‘fixation’, and the

second phase to gaze shifts during

periods of ‘saccades’. Overall, the new

study of Meyer et al. [5], together with a

body of work in other species [4],

suggests that mice primarily orient

by head movements, which are the

main drivers of gaze shifts around the

scene.

How do these findings translate to

richer behavioral conditions with salient

sensory stimuli or when mice need to rely

on vision? Previous evidence from

humans and other animals suggests that

gaze shifts can depend on the specific

visual behavior that the individual is

engaged in [4]. Two additional

experiments allowed Meyer et al. [5] to

shed light on this issue. First, the authors

explored a naturalistic behavior and

compared eye–head coupling before and

during encounters with a conspecific

male intruder, but found that both types of

eye–head coupling were preserved.

Because social behaviors likely engage

multiple senses beyond vision, such as

somatosensation and olfaction, the

authors performed a second experiment.

They implemented a more controlled

visually guided task, which mimicked

essential mouse behaviors, such as

detection, approach, and tracking, but

enforced the use of vision as the only

relevant sense. In this task, mice were

rewarded for tracking a moving square

and indicating its target position on

an infrared touchscreen. Even during

this form of visually guided behavior,

the two types of eye–head coupling

described under exploration were

preserved.

Remarkably, in parallel work reported

in a pre-print [11], Cris Niell and

colleagues have investigated the

dynamics of gaze control in yet another

ethologically relevant, visually guided

mouse behavior — prey capture [12]. In

this work too, mice were equipped with a

head–mounted tracking system, which

allowed to measure simultaneously

movements of the eyes and head, while

mice were chasing crickets. Even during

rapid chasing of the prey, eye

movements were found to serve the dual

purpose of stabilizing gaze during head

movements, and relocating gaze during

directed head turns. Interestingly,

Michaiel et al. [11] found that gaze

stabilization was highly accurate (to

nearly 1 deg), highlighting that, even

during dynamic and interactive

behaviors, vestibulo–ocular reflexes are

adequately fast and precise enough to

ensure that the mouse visual system

receives a series of stable visual

representations from the retina.

These tight stabilization mechanisms

are unsurprising given the central fusion

of signals from the semicircular canals

and otoliths, and their appropriate

distribution to the extraocular motor

targets. However, the spatio–temporal

adequacy is nonetheless highly

interesting because it has important

implications for mouse binocular vision

and depth perception [13]. Whether mice

can use disparity cues arising from

viewing the same object from slightly

different viewpoints provided by two eyes

is still unclear: on the one hand, neurons in

several areas of the mouse visual system

have preferences for a range of binocular

disparities [14,15] and mice are able to

discriminate depth in random dot

stereograms [15]; on the other hand,

head-fixed mice neither seem to

systematically vary relative eye position

with depth nor use the vergence eye

movements observed in primates [11,15].

Future studies exploiting the techniques

developed by Meyer and colleagues [5,6]

will provide excellent opportunities to

clarify this issue under naturalistic viewing

conditions.

At the level of neuronal circuits and cell

types, we are beginning to understand

how vestibular, proprioceptive and visual

cues arising from eye or head movements

are compared with predictions from

internal forward models of motor control

[16,17]. Such predictions, potentially in

addition to low–level sensory

mechanisms [18], might be responsible

for the perception of a stable world in face

of dynamic gaze shifts, and hence

successful visual behavior.
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Sizes of intracellular structures are important for function, yetmechanisms underlying subcellular size control
are largely unexplored. A new study reveals how differences in tubulin populations between two related
Xenopus frog species influence microtubule dynamics and spindle length.

Our sense of size in the macroscopic

world is relatively intuitive. A tape

measure allows one to assess and modify

the size of an object to fit within a defined

space. Proper ingredient volumes and

weights are dispensed when following a

recipe. Perhaps less obvious is whether

size is relevant at the microscopic level.

Are cell sizes actively regulated and do

cells care about the sizes of their internal

structures? Apparently so, because in a

given context, cell and organelle sizes

tend to be maintained within a defined

range and aberrant size regulation is often

associated with disease [1]. A particularly

useful framework for thinking about size is

early embryonic development when rapid

cell divisions occur without growth, giving

rise to progressively smaller cells over

time. As cells become smaller,

intracellular structures such as the

nucleus andmitotic spindle also reduce in

size, a phenomenon referred to as

organelle size scaling [2]. Comparing

related species can provide other

physiologically relevant settings to

investigate size. One pair of frogs

exemplifies interspecies size scaling:

Xenopus laevis animals, eggs, cells, and

organelles are generally larger than those

of Xenopus tropicalis. A new study in this

issue of Current Biology from Hirst et al.

elucidates one mechanism that

contributes to longer spindles in X. laevis

compared with X. tropicalis [3].

When cells divide, duplicated

chromosomes must be faithfully

segregated into the two daughter cells.

The mitotic spindle is a football-shaped

structure responsible for grabbing

chromosomes and pulling them in

opposite directions as the mitotic cell

divides. The main structural components

of the spindle are microtubules, built from

a/b-tubulin heterodimers that dynamically

nucleate, assemble, and disassemble.

Additional microtubule-associated

proteins (MAPs), enzymes, and motors

regulate spindle morphology and function

[4]. It is important that the size of the

spindle is properly regulated relative to

the size of the cell. Spindles of the wrong

size may not sufficiently segregate

chromosomes, leading to aneuploidy

associated with cancers and birth defects

[5]. For instance, a short spindle may not

be able to physically separate the

chromosomes, while a long spindle may

not interact properly with the cell cortex,

leading to disrupted anaphase and

cytokinesis.

Microtubule dynamics are key

determinants of spindle length scaling.

During early development in

Caenorhabditis elegans, the sea urchin

Paracentrotus lividus, and X. laevis,

reductions in spindle length correlate with

reduced microtubule growth rates,

potentially mediated by limiting amounts

of positive regulators of microtubule

growth such as XMAP215 and CLS-2

[6–10]. In X. laevis, spindle recruitment of

Current Biology 30, R635–R662, June 8, 2020 ª 2020 Elsevier Inc. R637
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Abstract30

For any given animal species, the structure and function of its visual system reflects the31

sensory and behavioral features of its ecological niche. In mice, such specializations comprise a32

wide field of view covering > 300°, including most of overhead space (reviewed in Seabrook et33

al., 2017), and a gradient in the distribution of the two cone opsin types in the retina (Szél et al.,34

1992). Indeed, this gradient of expression of the green-sensitive M-opsin and the UV-sensitive35

S-opsin results in a more green-sensitive dorsal and a strongly UV-sensitive ventral retina (Szél36

et al., 1992; Baden et al., 2013). To improve our understanding of these adaptations and how37

the mouse might exploit them during active sampling of visual information, a fruitful approach38

is to probe the visual system with naturalistic, species-specific stimuli.39

To present mouse-specific stimuli, naturalistic with regards to coverage and color, we de-40

veloped a hemispheric dome setup, which allows for controlled projection of wide-field movies41

with UV-/green spectral content. To overcome spatial distortions introduced by the projection42

(Bourke, 2005), we designed a low-cost, fast and precise calibration procedure, which does not43

make any assumptions about the specific geometry of the setup. To achieve sufficient light44

intensities, in particular for UV, we combined a powerful light source with several custom-45

adaptations of our projector. As visual stimuli, we exploited the outdoors movies of mouse46

habitats, which we had recently recorded with a custom-built UV- and green-sensitive camera47

(Qiu et al., 2021). To capture behavioral responses elicited by the visual input, we equipped48

mice with a head-mounted eye tracking system (adapted from Meyer et al., 2018; Sattler and49

Wehr, 2021).50

After verifying sufficient brightness and ensuring that we could elicit eye movements with51

standard stimuli, we first focused on characterizing eye position during the presentation of our52

naturalistic movies. As expected based on earlier work (Land, 2015), we found that mice do53

not use saccadic eye movements to orient to specific features of the movie scenes. Interestingly,54

however, we observed that eye position was systematically shifted towards more frontal and55

ventral regions of visual space during viewing of the naturalistic movies compared to a uniform56

gray screen control. This indicates that depending on the content of visual input, mice adjust57

general eye position, potentially to optimize visual processing of information arising from the58

visual field just ahead. Together, these results contribute to the emerging view that mice perform59

complex oculo-motor behaviors to orient towards relevant visual information.60
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Introduction61

Through evolutionary pressures, the visual system of animals is adapted to the statistics of their62

natural environments and behavioral needs, to promote survival and procreation (Baden et al.,63

2020; Land, 2015; Sedigh-Sarvestani and Fitzpatrick, 2022). For instance, tuning preference of64

populations of neurons in the visual system have been found to match to the statistics of nat-65

ural scenes, which contain considerable biases in the distribution of visual features (reviewed in66

Geisler, 2007; Sedigh-Sarvestani and Fitzpatrick, 2022). One of the most well studied examples67

is the dominance of cardinal orientations in natural scenes (Switkes et al., 1978; van der Schaaf68

and van Hateren, 1996; Coppola et al., 1998; Girshick et al., 2011; Betsch et al., 2004), which is69

paralleled by a cardinal bias in neuronal preferences: studies in humans (e.g., Yacoub et al., 2008;70

Nasr and Tootell, 2012), monkeys (e.g., Shen et al., 2014), cats (e.g, Li et al., 2003), ferrets (e.g.,71

Coppola et al., 1998), and mice (e.g., Kreile et al., 2011) provide evidence for a higher proportion72

of visual cortex neurons preferring cardinal compared to oblique orientations. The relationship73

between response properties of visual neurons and the statistical structure of natural images has74

also been demonstrated in computational models, where sparseness constraints make learning al-75

gorithms develop filters similar to receptive fields (RFs) typically found in early cortical neurons76

(Olshausen and Field, 1996; Bell and Sejnowski, 1997). Such matching of the visual encoding re-77

sources to natural scene statistics, within the framework of generative modeling, may constitute a78

universal mechanism to achieve optimal neural coding and robust visual performance (Ganguli and79

Simoncelli, 2010; Girshick et al., 2011).80

In the mouse, two prominent adaptations of the visual system are the large field of view (FOV)81

and the retinal gradient for UV and green sensitivity. Typical for animals of prey, mice have82

laterally placed eyes, which provide a panoramic view of > 180° extending to the front, the sides,83

and the overhead space (Seabrook et al., 2017). The mouse senses the visual information from its84

surroundings by its rod and two types of cone photoreceptors (Haverkamp, 2005). The cones express85

cone opsins with sensitivities for wavelengths in the UV (S-opsin, peak 360 nm) and green range86

(M-opsin, peak 510 nm) (Jacobs et al., 2004). The S-cones (5% of the cones) exclusively express the87

S-opsin and are distributed throughout the retina, albeit with a concentration in the ventral retina88

(Nadal-Nicolás et al., 2020). The M-cones (95%) further contribute to this dorso-ventral UV-green89

gradient by co-expressing S-opsin, with co-expression ratios increasing towards the ventral retina90

(Applebury et al., 2000; Röhlich et al., 1994; Haverkamp, 2005; Baden et al., 2013). Such dorso-91

ventral UV-green gradient seems to reflect the statistics of mouse visual environments (Qiu et al.,92

2021), and might be particularly relevant for the detection of dark contrasts in the sky region (Qiu93

et al., 2021; Baden et al., 2013).94

A promising approach for probing the function of the visual system is to use naturalistic,95

species-specific stimuli. Such stimuli, however, have so far rarely been used for the mouse, given96

limitations in both the visual stimulus material and its presentation. While several studies, inspired97
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by previous work in cats (Betsch et al., 2004), have acquired footage from head-mounted cameras98

in mice roaming in a cage or arena (e.g., Froudarakis et al., 2014; Hofer et al., 2011), these movies99

were only gray-scale and did not consider the effective image-stabilization in mice through eye100

movements (Meyer et al., 2018, 2020). Also, visual stimuli for mice are often presented on small101

off-the-shelf consumer displays, which only cover a small fraction of the mouse visual field and102

cannot activate the UV-opsin.103

Recently, some of the technical limitations regarding stimulus material and presentation have104

been overcome, but so far these advances have not yet been used to probe naturalistic vision in mice.105

Indeed, two data sets with movies or images of outdoor mouse environments have been acquired106

with custom-made cameras, mimicking some aspects of the mouse visual system (Qiu et al., 2021;107

Abballe and Asari, 2022). These cameras were equipped with lenses capturing the large FOV in108

the mouse, mounted in ways to achieve image stabilization, and were sensitive in the spectrally-109

relevant UV- and green wavelengths. Furthermore, several solutions for visual stimulation in the110

UV spectrum have been proposed (Rhim et al., 2017; Franke et al., 2019; Denman et al., 2017;111

Tan et al., 2015), including an arbitrary-spectrum spatial visual stimulator (Franke et al., 2019).112

Finally, immersive visual stimulation, including from the overhead space, can now be provided in113

hemispheric dome setups (Shapcott et al., 2022; Lopes et al., 2021). So far, however, these elements114

to create a naturalistic, immersive visual environment for mice, have not yet been combined.115

Here, we developed methods to present naturalistic visual stimuli in a hemispheric dome setup116

with the appropriate spectral content to head-fixed mice and measure their behavioral responses.117

We describe the components of our setup and provide robust methods for spatial calibration. We118

validated that we achieved sufficient intensity of stimulation by measuring the pupil light reflex119

(PLR). Measuring the optokinetic reflex (OKR), we also verified that our methods for measuring120

and quantifying eye movements in our setup have appropriate precision. Exploiting the naturalistic121

movies that we captured in our previous work (Qiu et al., 2021), we confirmed that mice under122

head-fixation conditions do not use saccadic eye movements to orient to specific features of the123

scenes. Interestingly, however, we found that mice systematically shifted eye position to more124

ventral and frontal regions of the visual field when viewing naturalistic movies compared to a125

mean-luminance gray screen. This finding adds to growing evidence that mice perform complex126

visuo-motor adjustments according to visual input, potentially to maximize coverage of the visual127

field just ahead.128
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Part # Name Vendor Part number

1 Laser pointer Amazon NC5360-944
2 Rotation platform 1 Thorlabs RP005/M
3 Rotation platform 2 Thorlabs FP90/M
4 Rails Thorlabs RLA300/M and RLA450/M
5 Carrier Thorlabs RC2/M
6 Perpendicular carrier Thorlabs RC3
7 RPI Camera Mouser Electronics 485-1937
8 IR mirror Qoptiq G380227033
9 IR LED Osram SFH 4726S
10 Raspberry Pi Conrad Electronic 2634243 - 62
11 Power meter Newport 842-PE
12 3D Printer Ultimaker Ultimaker 3 Extended

Table 1 Equipment for spatial calibration of the dome setup and building the eye tracking system

Materials and methods129

Animals130

All procedures complied with the European Communities Council Directive 2010/63/EU and the131

German Law for Protection of Animals, and were approved by local authorities following appropri-132

ate ethics review.133

The experiments were conducted with three male PVCre mice (B6;129P2-Pvalbtm1(cre)Arbr/J;134

#008069, Jackson Laboratory) of eleven months of age at the beginning of the experiment. They135

were housed on a 12/12 h light-dark cycle, with experiments being conducted in their light phase.136

Surgical procedures137

Thirty minutes before the start of surgery, mice were injected subcutaneously with an analgesic138

(Metamizole, 200 mg/kg, sc, MSD Animal Health, Brussels, Belgium). Isoflurane (5% in oxygen,139

CP-Pharma, Burgdorf, Germany) anesthesia was slowly induced in a chamber. After induction,140

mice were fixated in a stereotaxic frame (Drill and Microinjection Robot, Neurostar, Tuebingen,141

Germany), with isoflurane being delivered through a face mask. The mice were placed onto a142

closed-loop heat plate (ATC 1000, WPI, Berlin, Germany), to ensure a stable body temperature143

of 37° Celcius. The flow rate and isoflurane concentration (0.5%–2% in oxygen) were adjusted to144

ensure a stable depth of anesthesia, as judged by the absence of the pedal reflex.145

The eyes were covered with Bepanthen (Bayer, Leverkusen, Germany), and the ointment was146

re-applied several times during surgery. Additional analgesic (Buprenorphine, 0.1 mg/kg, sc, Bayer,147
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Leverkusen, Germany) was administered. The head was thoroughly depilated (Avon Skin-so-Soft,148

facial, Avon, Germany). For disinfection of the surgical area on the animal’s head, an iodine solution149

(Braunodivon, 10%, B. Braun, Melsungen, Germany) was applied. After administration of a local150

anesthetic (Lidocaine hydrochloride, bela-pharm, Vechta, Germany), a skin incision was made with151

a scalpel and an oval piece of skin was removed above the midline. Subsequently, the skull was152

cleaned from any tissue residues, the periosteum was removed, and the bone was roughened by a153

drop of H2O2 (3%, AppliChem, Darmstadt, Germany). To ensure a skull-flat implantation of the154

headbar, four reference points (bregma, lambda, and two points 2 mm to the left and right of the155

midline, respectively) were measured, and, if required, the head was re-positioned.156

The exposed and cleaned area of the skull was covered with OptiBond FL primer and adhesive157

(Kerr dental, Rastatt, Germany) and then hardened with UV light. A lightweight aluminium158

headbar (24 × 4 mm, Fig. 1b, left) was positioned centrally anterior to the ears above the skull and159

attached with dental cement (Ivoclar Vivadent, Ellwangen, Germany). Next, an aluminum camera160

holder (Fig. 1b, left) was implanted, whose bottom and side surfaces were filed before implantation161

to roughen the material for better adhesion. To ensure long-term stability and reproducibility of162

the camera position, but also minimal weight, the camera holder was a non-symmetrical, pentagon163

shaped aluminum block (side lengths: 500 x 700 x 280 x 500 x 530 mm). A small hole with an M2164

thread was positioned on the side of the block pointing towards the back of the animal. This hole165

held a 3 mm plastic screw (Polyamide MXD6) with a pan shaped head (CSPPNR-RENY-M2-3,166

Misumi, Mexico).167

To correctly position the camera holder during implantation, a miniature eye tracking camera168

system (see below) was attached while the camera holder was lowered towards the skull. As soon169

as the position of the camera holder was appropriate to yield high-quality images of the eye, a170

thin layer of superglue was spread between headbar and camera holder, and the holder was further171

lowered onto the headbar. The surrounding spaces between camera holder and skull were filled with172

dental cement, which was also used to build a small rim around the sides of the camera holder.173

At the end of the surgery, the edges of the wounds were treated with Braunodivon (10%,174

B. Braun, Melsungen, Germany). A long-term analgesic (Meloxicam, 2 mg/kg, sc, Boehringer175

Ingelheim, Ingelheim, Germany) was injected. For 1 animal, in addition, an antibiotic (Baytril,176

5 mg/kg, sc, Bayer Animal Health GmbH, Leverkusen, Germany) was administered. The analgesic177

was given for 3 consecutive days and the antibiotics for 7 days post operation. The health status178

of the mice was evaluated with a score sheet for at least 5 days after the surgery.179

After the recovery period of one week post surgery, mice were accustomed to the setup and180

head fixation. During this time the focus and the mirror of the eye tracking camera (see below)181

were adjusted if necessary. After acclimatization, two recording sessions were carried out per day,182

for a maximum of one hour per session.183
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Hemispheric dome setup, mirror and illumination184

To present visual stimuli covering most of the large field of view of the mouse, we implemented a185

hemispheric dome setup, consisting of a screen, a mirror, and a projector, all fixed on a frame and186

a bread board table (Fig. 1a, c). The mouse was head-fixed in the center of the dome and was187

free to run on a linear treadmill (Speed belt, PhenoSys, Berlin, Germany).188

The dimensions of the hemispheric screen (PhenoSys, Berlin, Germany) were 120 cm in width,189

113 cm in depth and 106 cm in height. From the position of the mouse in the center of the dome,190

this corresponded to a width of 250° and a height of 160°, thus covering substantial portions of the191

visual field of mice. An acrylic spherical mirror (PhenoSys, Berlin, Germany), which was the size192

of a quarter sphere, provided illumination of the inner dome surface. The mirror was positioned on193

the table at the bottom of the hemispherical screen, which made it possible to fix the projector to194

the table behind and slightly below the dome, thus preventing shadows of equipment while keeping195

the distance of the optical components small. The projector was centered onto the mirror, such196

that the center of the image was displayed in the center of the dome, directly in front of the animal.197

The projector was angled by about 13° (Fig. 1c) to sufficiently diverge the light hitting the outer198

areas of the mirror and thus ensure full illumination of the 250° wide dome.199

To illuminate the dome, we used a Digital Light Processing (DLP) LightCrafter 4500 Fiber Cou-200

ple projector (Fiber-E4500MKIITM, EKB Technologies Ltd., Israel; referred to as “LC”) (Franke201

et al., 2019). A 6-wavelength, high-power LED Source (Chrolis, Thorlabs, USA) was connected to202

the LC via a liquid light guide (LLG). For stimulation of the mouse S-opsin, two LEDs peaking at203

385 nm and 405 nm were used, with a total maximum power of 2,150 mW (measured at the end of204

the LLG; from now on referred to as “UV”). For stimulation of the M-opsin, a 475 nm LED and205

a 590 nm LED were combined, yielding a total light power of 770 mW (from now on referred to206

as “green”). To optimize the LC’s light transmission, we performed two custom modifications: (1)207

we removed the first collimating lens, and (2) we replaced the dichroic mirror by a silver mirror to208

improve reflection of all wavelengths, including the UV light. Considering the output at the end of209

the LLG as 100%, we achieved transmission as measured at the LC’s front lens of 8% of light from210

the 385 nm LED, 14% of light from the 405 nm LED, and 33% of light from the 590 nm LED.211

Stimuli were presented with 8 bit depth and at a resolution of 912 × 1440 pixels. To further212

increase stimulus intensity, the LC was configured to operate in “pattern mode”, which, amongst213

others, allows assigning each of the 24 bitplanes (3 RGB color channels × 8 bit) of every frame to214

an arbitrary combination of LEDs. Hence, restricting the video output to only two colors (green215

and UV), resulted in more time within a frame for the green and UV LEDs, and thus brighter216

images (Franke et al., 2019).217

To relate the light intensity on dome surface to photoisomerization rates at the photoreceptor218

level, we used a power meter (Table 1, part #11) to measure the light power at the center of219
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the dome for the different LEDs with different wavelengths (λ, in [nm]). We calculated the light220

power in unit area (Pel, in [W/m2]), by dividing the measured light power by the sensor area221

Astim = 10−4m2. We then converted light power to photon flux (PPhi, in [photons/s/m2]) using:222

PPhi(λ) =
Pel(λ) · a · λ · 10−9

c · h (1)

with constants a = 6.242 · 1018 eV/J , the speed of light c = 299, 792, 458m/s, and Planck constant223

h = 4.135667 · 10−15 eV · s. We next estimated the photoisomerization rate (RIso, in [P ∗/cone/s])224

from PPhi:225

RIso(λ) = PPhi(λ) · SAct(λ) · T (λ) ·Rpup2ret ·ACollect · 10−12 (2)

where SAct represents the activation of photoreceptors with the LEDs considering the mismatch226

between their spectral sensitivities, T represents the transmission of light through the mouse eye,227

Rpup2ret corresponds to the ratio between pupil area and retinal surface area, and ACollect (in [µm2])228

corresponds to light collection area of photoreceptor outer segments (for details, see Franke et al.,229

2019).230

Eye tracking system231

To investigate how mice move their eyes in response to wide-field UV and green stimuli, we recorded232

the right eye of head-fixed mice wearing a head-mounted camera system (Fig. 1b, right). The233

head-mounted eye tracking system was built based on a previous design by Meyer et al. (2018), and234

consisted of a Raspberry PI camera, an infrared (IR) LED and an IR mirror. Eye tracking movies235

were recorded with a resolution of 640× 480 pixels and a frame rate of 90 Hz onto the Raspberry236

Pi.237

To allow capturing eye position and pupil size in darkness under IR illumination, we first238

removed the IR filter from the sensor of the Raspberry PI Spy camera (Table 1, part #7). The239

camera was then glued into a 3D printed frame, which was designed and rendered with Blender240

(https://www.blender.org/), prepared using Cura (Ultimaker; https://ultimaker.com/), and241

printed with polylactic acid (PLA) on an Ultimaker 3 Extended 3D printer. The frame consisted of242

a back plate covering ∼ 2/3 of the length of the camera and two side clamps for sliding the camera243

into the frame. On the top left edge of the frame, a small cube (2 × 2 mm) with a hole was used244

to attach a needle holding the infrared mirror (Fig. 1b, right).245

The infrared mirror (NIR-blocking filter CALFLEX X SP, Qioptiq, UK; Table 1, part #8)246

was cut with a glass cutter into small pieces, with edge lengths of around 5–7 mm. After gluing247

the piece of mirror onto a small (1× 4 mm) 3D printed tube, it was mounted on a syringe needle248
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(Gauge 21). The needle was then bend 90° in the middle, and its tip was inserted into the hole of249

the cube attached to the camera frame. During implantation of the camera holder, the mirror could250

be moved along the needle and rotated around it to ensure optimal positioning. The final position251

of the mirror was determined in a session under head-fixation, which took place after recovery from252

surgery and habituation to the setup and head-fixation (2 weeks post surgery). After ensuring that253

the camera still captured a clear and centered image of the eye, the mirror was fixed with superglue254

to the needle. In this session, also the focus of the camera was adjusted, by moving the lens in its255

thread, before gluing it in its optimal position.256

To illuminate the eye, an IR LED (Osram, SFH 4726S, Mouser Electronics, USA; Table 1,257

part #9) was glued to the bottom of the right clamp of the frame around the camera. The LED258

was angled towards the camera and downwards, to avoid direct reflection of the light on the mirror259

into the camera. The LED was powered by a Raspberry Pi single-board computer (Raspberry Pi 3260

model B, Raspberry Pi Foundation, UK; Table 1, part #10).261

The entire eye-tracking camera system was glued on an aluminum cap that tightly fitted the262

implanted camera holder, whose non-symmetrical pentagon shape allowed only one particular ori-263

entation of mounting the system on the animal’s head (Fig. 1b, left). The cap was fixed to the264

implanted camera holder by sliding a groove over the screw at the posterior side and clamping the265

cap by the screw-head. Clamping the two aluminum pieces with the screw secured them in a stable266

position over recording sessions.267

Visual stimulation268

Visual stimuli were generated using custom written software in Matlab (Mathworks) within the269

Psychophysics Toolbox framework (Brainard, 1997; Kleiner et al., 2007). The timing of individ-270

ual monitor frames was controlled by a DATAPixx input/output (I/O) hub (DATAPixx2, VPixx271

Technologies, Inc., Canada). This I/O hub also acquired the additional data streams and/or their272

timing, i.e. an analogue input representing the speed of the linear treadmill, and a TTL input273

signaling the acquisition time of each eye tracking camera frame. This TTL signal was sent by the274

Raspberry Pi that acquired the eye tracking camera frames, using the Python package rpicamera275

(Meyer et al., 2018).276

Spatial undistortion277

For spatial undistortion of the visual stimuli projected into the dome, we determined a warping278

mesh. To this end, we displayed a polar grid whose pole was positioned at the far center of the279

dome, in front of the animal. The polar grid consisted of movable points at the intersection of the280

concentric circles radiating out from the pole and the spokes of the grid. User interaction with these281

9



points of the grid was provided by a modified version of the function DisplayUndistortionBVL.m282

(Brainard, 1997; Kleiner et al., 2007). To span 240° in the dome, we used a grid with 8 circles and283

24 spokes, with a dot spacing of 15°.284

To determine the expected coordinates of the polar grid on the dome surface, we developed a285

tool to precisely and reversibly indicate polar angles from the center of the sphere, i.e. the position286

of the mouse’s head. This tool consisted of a laser pointer (Table 1, part #1) mounted in the287

center of the dome on three rotatable platforms (Table 1, parts #2 and #3), such that it could be288

rotated around three axes. Additionally, the device was attached to a rail system (Table 1, parts289

#4–#6), which made it possible to keep the vertical and horizontal position of the laser pointer290

constant despite the change in angles. We used a pendulum of 60 cm length, i.e., the radius of291

the dome, hanging from the zenith, to re-calibrate the vertical and horizontal position of the laser292

pointer after rotations. One dot at a time, we positioned the laser pointer to indicate the expected293

angular position on the surface of the dome, and then manually dragged the corresponding point294

of the polar grid (in user interaction) to its correct location (indicated by the laser spot on dome295

surface). Original and corrected pixel coordinates of the calibration points, and information about296

which dots were moved, were saved in a .mat file. This calibration file was subsequently called by a297

built-in function of Psychtoolbox, CreateDisplayWarp.m. The routine GeometryCorrection then298

applied the interpolated warping mesh to stimulus textures, thus producing stimuli with correct299

appearance.300

Experiments301

To measure the pupillary light reflex (PLR; Fig. 2), a full-screen uniform stimulus, either UV or302

green, was presented in 11 intensity steps between 0 and 100%. One trial consisted of one intensity303

presented for 30 s, which was repeated 3 to 5 times in pseudorandom order.304

For eliciting the optokinetic reflex (OKR; Fig. 4), a full screen drifting square-wave grating was305

presented. Six different gratings (spatial frequency 0.0625, 0.125, 0.25 cyc/°; temporal frequency306

0.75, 1.5, and 3 cyc/s) were presented in 90° (vertical) orientation, in either clockwise or coun-307

terclockwise directions. Gratings were shown in a pseudo-random order for 1 s with an inter-trial308

interval of 1.5 s. Each of the 12 different conditions were repeated 50 times.309

Natural movies were taken from our published open-source dataset (Qiu et al., 2021). Briefly,310

movies (180° FOV) were acquired, with a hand-held UV- and green-sensitive camera mounted on a311

gimbal, at a resolution of 437x437 pixels and with a frame rate of 25 frames/s. When moving the312

camera during the recordings, an azimuth angle of ∼ 60° between the optical axis of the fisheye lens313

and the movement direction was maintained, mimicking the position of the mouse eye (Stabio et al.,314

2018; Oommen and Stahl, 2008). In addition, the camera was held such that the horizon bisected315

the camera’s visual field in elevation. From this dataset (Qiu et al., 2021), we randomly selected316
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166 movie snippets of 10 s duration, which had been acquired during daytime and which had a mean317

pixel intensity across colors between 30 and 100 (out of a maximal intensity of 255). In experiments318

assessing eye position and saccades during naturalistic stimulation, these 166 movie snippets were319

presented in two types of blocks (Fig. 5a). The blocks contained either the same 6 movie snippets,320

repeated twice per block (“Fixed block”) or 20 random movie snippets (“Random block”). These321

two types of blocks occurred in an alternating fashion, with five fixed blocks and four random blocks322

in one session. Four experiments were conducted with three of the six movie snippets in the fixed323

blocks being shown upside down, to create an unnatural distribution of chromatic input. Before324

and after a session, the dome was illuminated for 10 min with the mean pixel intensity for UV325

(57) and green (61) of all individual movie snippets (“Blank block”). Mice typically performed two326

sessions per day. The movies were presented in the dome centered at 60° azimuth, i.e. mimicking327

the angle during acquisition, and with a frame rate of 60 Hz.328

Data analysis329

Pupil position and size, eye corners, and LED reflection position were extracted from each frame330

acquired by the eye tracking camera using the open-source software package DeepLabCut (Mathis331

et al., 2018). To train the deep convolutional network via transfer learning, we manually labeled332

60 − 80 frames per animal. Labeling entailed placing markers on the anterior and posterior eye333

corner, and on the edge of the pupil, using serrations as landmarks whenever possible (8 pupil334

markers in total). The network then assigned a likelihood value to each marker in each frame.335

For all further analyses, custom code written in Python 3.6 was used. Frames in which one336

or more pupil markers had a likelihood < 0.99 were excluded and fitted values (see below) were337

linearly interpolated. For the experiments testing the PLR and the OKR, we additionally removed338

the ±10 adjacent frames, as a conservative approach to reduce any artifacts in the estimation of339

pupil size and position. The markers around the pupil were fitted with a 2D ellipse using the scikit340

image class EllipseModel. The fit yielded parameters cx, cy, i.e. the coordinates of the ellipse341

center, a, b, i.e. the length of the major and minor axis, and θ, i.e. the orientation of the ellipse.342

We calculated pupil area in pixel as area = πab.343

We calculated the pupil position relative to the midpoint of eye corners (coordinate origin)344

(Meyer et al., 2020), and rotated the pixel coordinate system, such that the line connecting anterior345

and posterior eye corners was horizontal. For the right eye, we defined positive along the horizontal346

axis to point away from the nose (posterior), and positive along the vertical axis to point upwards347

(dorsal). For each session, we determined the median distance between the two eye corners and348

assumed it to equal 3.25 mm, i.e., the default distance between the eyes of the mouse (Schmucker349

and Schaeffel, 2004; Wisard et al., 2010). Using this conversion from pixels to millimeters, we350

could estimate the position of pupil in mm (Pmm) and the area of pupil in in mm2. Furthermore,351
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we assumed the effective rotation radius of the mouse pupil (rmm) to be 1.25 mm (Remtulla and352

Hallett, 1985; Sakatani and Isa, 2004), which allowed us to estimate the pupil position in rotation353

degrees (Pdeg) using Pdeg = arcsin(Pmm/rmm) (Sakatani and Isa, 2004). Limitations of this method354

to calculate eye position include: (1) As the camera sensor plane may not be perpendicular to the355

optical axis of mouse eye and the rotation center of eyeball, and the center of the cornea and the356

camera center may not be on the same line, the center of two eye corners may not be equivalent to the357

rotation center of eyeball on the camera image. (2) Also, the conversion from pixels to millimeters358

may differ for points on the image. Still, we deem these estimations reasonably accurate, as the359

size of eyeball is relatively small compared to the distance between the mouse eye and the camera.360

For the analysis of pupil size during measurements of the PLR, the first 10 s of each trial were361

excluded, to focus on the steady-state part of the response to the luminance change. For each362

experiment, the mean pupil area per condition was fit with a sigmoidal fit as363

f(x) = b+A · 1

1 + e(−k·(x−x0))
(3)

where the parameters b capture the baseline and A the overall amplitude. x0 denotes the center364

of the sigmoid function, and k represents the slope. For each session and color separately, we365

computed the amplitude of the sigmoid fit and the 63 decay.366

For the analysis of the OKR, we followed methods originally proposed by Tabata et al. (2011).367

Specifically, for all trials, the horizontal velocity of the pupil was aligned to stimulus onset, after368

excluding all trials with a saccadic eye movement (acceleration > 200°/s2) during the first 400 ms.369

The velocity traces were smoothed with a digital Butterworth filter (3rd order, sampling frequency370

= 90 Hz, lowpass, cut-off frequency = 5 Hz). To determine the latency of the OKR, for each trial,371

we computed eye velocities in windows of 25 ms and used a receiver operating characteristic (ROC)372

analysis, quantifying to which degree the distributions of eye velocities during counterclockwise and373

clockwise visual motion deviated (Tabata et al., 2011). For each time-point, AUROC (area under374

the ROC curve) values were computed and fit with a cumulative Weibull distribution:375

f(x) = p− (p− q) · e(−(x
r
)s) (4)

The latency of the OKR was defined as the first time at which the Weibull fit first crossed376

y = 0.75 (Tabata et al., 2011).377

For assessing the relationship between pupil size and frame intensity for natural movies, we cal-378

culated the mean intensity of each natural image frame by focusing on the pixels with y-coordinates379

> −35° relative to the horizon, because lower elevations were not displayed on the dome surface.380

We used the Pearson’s correlation coefficient to assess the relationship between mean intensity381
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across color channels of each frame and pupil size. To focus on the relationship between single382

color channels and pupil size, we used partial correlations to remove the effects of the other color383

channel. Here, the partial correlation (rxy|z) of variables x and y given z is defined as:384

rxy|z =
rxy − rxzryz√

(1− r2xz)(1− r2yz)
(5)

where rxy represents the Pearson correlation between x and y. To test whether the two partial385

correlations (UV vs. green with pupil size) differed significantly, we subtracted the two partial386

correlation values in each session to get a pairwise difference. We then performed a two-sided, one387

sample permutation test for these differences against 0 (repeated 10,000 times) and calculated the388

resulting p value.389

For the analysis of eye positions during movie experiments, we subtracted from each position the390

mean eye position across the two sessions recorded within a day for each animal. For all statistical391

tests related to eye positions, we performed two-sided one sample permutation tests against 0 with392

10,000 repeats.393

To analyze rapid eye position dynamics, we extracted saccades, which we defined as eye move-394

ments with absolute velocities (first derivative) > 200°/s (Meyer et al., 2020; Zahler et al., 2021).395

We only selected one saccade with maximum peak velocity at each 50-ms time window (Meyer et396

al., 2020; Zahler et al., 2021). We defined the initial point and end point of each saccade as the first397

points, where the absolute velocity exceeded 30°/s and dropped below 20°/s, respectively (Zahler398

et al., 2021). For all statistical tests related to saccades, we performed two-sided permutation tests399

for the medians of the distributions with 10,000 repeats.400

Results401

Hemispheric dome system with chromatic stimulation402

To cover the majority of the visual field of the mouse and provide chromatic visual stimulation403

in relevant spectral bands, we built a hemispheric dome setup, which enables the presentation of404

wide-field stimuli in ecologically relevant colors (Fig. 1). In this setup, the mouse is head-fixed on405

a linear treadmill, such that its nose points to the front pole of the hemispheric screen and its head406

is positioned in the center of the sphere (Fig. 1a). A projector is placed behind and slightly below407

the screen and projects onto a quarter sphere acrylic mirror positioned centrally at the bottom408

of the dome (Fig. 1a,c). Eye position of the right eye of the head-fixed mouse is tracked by a409

head-mounted eye tracking system (Fig. 1a,b).410
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Figure 1 Hemispheric dome setup for visual stimulation and head-mounted camera
system for eye tracking. (a) Schematic drawing of the dome setup with head-fixed mouse
wearing the head-mounted camera system. (b) Implanted and removable parts of the eye tracking
system. Left : The aluminum headbar next to the implanted pentagon-shaped aluminum camera
holder (bottom) with a screw to clamp the cap holding the eye tracking system (top). Right : Front
view of the head-mounted eye tracking system. (c) Dome and LC. Left : Back view of the dome
setup with the LC projector, spherical mirror, and linear treadmill. Right : The LC connected to
the liquid light guide and two output cables to trigger the UV and green LEDs of the light source
and mounted on an angled platform. (d) Optical light path of the LC and custom modifications.
(e) Spectra of LEDs used for UV and green stimulation from the 6-channel high intensity light
source (Chrolis, Thorlabs; normalized intensities) and spectra of S- and M-opsin sensitivities of the
mouse retina.

As stimulus projector, we used the light guide port version of the DLP LightCrafter 4500 (LC,411

Texas Instruments) (Fig. 1c,d). Because we found that this LC model only passes a fraction of412

the light guide’s output (see also Franke et al., 2019), we took several measures to increase the413

light intensity available for illumination of our dome. We performed several custom-modifications414

of the LC (Fig. 1d): Firstly, we stabilized the connection of the liquid light guide (LLG) with an415

additional adapter plate, which allowed fixating the LLG in the optimal position with a screw. Sec-416

ondly, we removed the first collimating lens to ensure brighter illumination of the mirror. Thirdly,417

we replaced the first dichroic mirror by a silver mirror that reflects all relevant wavelengths. In418

total, these modifications increased the transmission of light through the LC from 6% to 22% (mea-419

sured at 520 nm). In addition, we chose a 6-channel high-intensity LED source (Chrolis, Thorlabs),420
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which allowed to combine two UV LEDs (385 nm and 405 nm) and two green LEDs (475 nm421

and 590 nm) with different peak wavelengths for the stimulation of the UV and green mouse cone422

opsins, respectively (Fig. 1e). Translating the measured power of UV and green as experienced423

from the center of the dome into photoisomerization rates, we found our illumination provided a424

virtual environment at photopic conditions, with the UV LEDs activating S-opsin up to 28,000425

photons/s/cone and the green LEDs activating M-opsin up to 98,000 photons/s/cone .426

To verify that the illumination intensity of the dome after modifications of the LC was sufficiently427

bright to evoke a physiological response from our mice, we measured the pupillary light reflex428

(PLR, Fig. 2). The PLR adjusts the size of the pupil based on light intensity and thus regulates429

the amount of light entering the eye, with brighter light causing pupil constriction and darker430

light causing pupil dilation (Pennesi et al., 1998). In mice, the PLR can be driven to the same431

extent by both UV and green light (Yao et al., 2006). We equipped a head-fixed mouse with the432

head-mounted eye tracking camera, and monitored the pupil size of the right eye in response to full433

screen green or UV stimuli of different intensities (Fig. 2a). For both green and UV stimulation, we434

observed pronounced decreases of pupil size with increasing light intensity (Fig. 2b–c). The robust435

negative relationship between pupil size and light intensity could be characterized by a sigmoidal436

relationship in all animals and sessions (Fig. 2c), where the pupil varied, on average, by 2.0 mm2
437

for green and 1.4 mm2 for UV across the entire range of light intensities. In addition, we found438

that the light intensity where pupil size was constricted to 63% of its fully dilated value, was 42%439

of the maximal intensity for green and 71% for UV. Notably, for the brightest intensity achieved,440

pupil size still seemed considerably larger for UV (1.6 mm2) than for green (0.8 mm2). Possible441

reasons for the reduced response of the PLR to UV could be the limited transmission of UV light442

through the projector, in combination with additional loss during reflection from the mirror and the443

dome surface (see Methods). Note, however, that such differences in overall light intensity are also444

present during natural daylight, where the light intensity in the UV range is lower than in green445

light (Warrant et al., 2020; Qiu et al., 2021). Together, these results show that the illumination of446

the dome with both green and UV was sufficient to consistently elicited the PLR across a range of447

intensities.448

Spatial calibration for patterned visual stimulation449

Besides achieving extensive coverage of the visual field at sufficient light intensity, a second major450

goal for the development of our dome setup was the ability to present arbitrary patterned visual451

stimuli (Fig. 3). In our system, the projection of a 2D stimulus onto the curved screen of the452

dome is accomplished through projection on a spherical mirror (Bourke, 2005), which can reflect453

light over the entire surface of the dome given its light-diverging properties (Fig. 1a). However,454

such projection also entails substantial, setup-specific distortions, such that for images on the dome455

surface to be displayed with correct appearance a transformation matrix is required (Fig. 3a)456
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Figure 2 Confirmation of sufficient light intensity based on the pupillary light reflex.
(a) Schematic drawing of the experiment: Pupil size was measured with a head-mounted eye
tracking system in head-fixed mice in response to full-screen UV or green stimuli at different
intensities. (b) Two representative video frames with fitted pupil outline (red) in response to 100%
(top) and 0% (bottom) green light. (c) Pupil area as a function of light intensity for the green (top)
and UV LEDs (bottom); 2 animals, 2 sessions each. Colored dots: single trials, black crosses: mean
across trials; gray line: sigmoidal fit; gray dashed line: Light intensity where pupil area decayed to
63% of the fully dilated value.

(Bourke, 2005). Such transformation matrix specifies the relationship between any point on the457

2D flat stimulus and any point on the dome, given the particular projector, mirror, and dome458

arrangement. Obtaining such a transformation matrix requires a calibration step which is commonly459

referred to as “mesh-mapping” (Bourke, 2005; Lopes et al., 2021; Shapcott et al., 2022).460

To obtain a warping mesh specific to the distortions in our setup without prior assumptions of461

the underlying geometry or stimulus input, we developed an empirical calibration routine, which462

involved manually moving the texture coordinates (u, v) to the appropriate spherical coordinates463

(r, θ, ρ). A stimulus that is well-suited for this purpose is a polar grid (Fig. 3b), as its correct464

appearance in the hemispheric dome setup is known (Bourke, 2005). Projecting the pole of the grid465

to the far side of the dome in front of the animal, the horizontal spoke of the grid should encircle466

the equator of the dome, and all concentric circles of the grid should be spaced regularly around the467

front pole in the dome (Bourke, 2005). We used a grid with 24 spokes and 8 circles, to achieve 15°468

visual angles between the spokes and a coverage of 240° (Fig. 3b and e; for illustration purposes,469

only 12 spokes are shown). We displayed the intersections between the spokes and concentric circles470

in the polar grid as dots, which served as anchor coordinates for the calibration, because they can471

be easily expressed in spherical coordinates (r, θ, ρ) (see also Yu and Rosa, 2010) (Fig. 3e).472

To precisely determine the location of the anchor coordinates in spherical coordinates on the473

dome without attaching permanent markers that might potentially interfere with the visual stim-474

ulus, we aimed a laser pointer, which was mounted on a platform allowing rotations along three475
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Figure 3 Spatial calibration of the hemispheric dome setup. (a) Principle of “mesh-
mapping”: an image texture with coordinates (u, v) (top) is applied to a warping mesh (right),
where each node is defined by a position (x, y) and texture coordinate (u, v). The warping (left)
ensures an undistorted appearance on an arbitrary surface (adapted from: http://paulbourke.net/
dataformats/meshwarp/). (b) Polar grid used for calibration. The pole of the grid was projected
to the front center of the dome, and dots at the intersection of the concentric circles and spokes
radiating from the pole were used as coordinates for generating the warping mesh. (c) Calibration
device with 3 axis of rotation. (d) Calibration device mounted on rails to change its position in the
sphere, allowing to keep the laser pointer tip in the center of the dome during rotations. (e) Polar
calibration grid prior to calibration (i.e. without “mesh-mapping”) rendered on a flat screen (top,
left) and in the dome (top, right). Polar calibration grid after “mesh-mapping” rendered on a
flat screen (bottom, left) and in the dome (bottom, right); for illustration purposes only, the grid
contained colored dots and had a 30° spacing.

axes, to specific polar coordinates on the dome’s surface (Fig. 3c,d). We then dragged each of476

the colored dots at the anchor coordinates to their expected angular position, which resulted in a477
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set of corresponding points between the spherical coordinates (θ, ρ), the original image coordinates478

(u, v), and the new position of the node (x, y).479

As expected, projecting our polar grid (Fig. 3e, top left) prior to calibration onto the dome480

resulted in a distorted appearance (Fig. 3e, top right). After the calibration procedure and481

application of the warping mesh to the grid’s texture (Fig. 3f, bottom left), the projected grid482

had the correct appearance in the dome (Fig. 3f, bottom right), with straight lines and regularly-483

spaced circles.484

Rotating stripes in the dome evoke the optokinetic reflex (OKR)485

Having established methods for rendering patterned visual stimuli with correct appearance, we next486

sought to validate that visual stimulation in our setup can, in principle, evoke stimulus-related eye487

movements. To this end, we relied on measuring in head-fixed mice the optokinetic reflex (OKR),488

i.e. compensatory eye movements in response to large-scale retinal slip (Land, 2019).489

We presented full screen, vertical gratings rotating either clockwise or counterclockwise and490

monitored eye position with our head-mounted, camera-based eye tracking system (Fig. 4a). As491

expected from earlier studies (Prusky et al., 2004; Stahl, 2004; Tabata et al., 2011), we observed492

that eye position varied systematically with the direction of rotation (Fig. 4b). Specifically, we493

found that eye movements to the sustained grating rotation consisted of alternating patterns of494

slow movements following the direction of the grating and fast, resetting movements (Fig. 4c).495

Focusing on those trials without a saccade in the first 400 ms after grating onset, we calculated eye496

velocity (Fig. 4d) and analyzed how the latency and size of the evoked eye movements depended on497

the temporal and spatial frequency of the rotating grating. To assess the consistency of the evoked498

eye motion, we combined all trials across all sessions and all animals (Fig. 4d) and performed a499

ROC analysis for each time point (Tabata et al., 2011), comparing the distributions of single trial500

velocities between clockwise and and counterclockwise grating rotations. We found that all three501

stimulus conditions reliably elicited the OKR, with latencies (first AUROC > 0.75) of 117 ms,502

111 ms, and 122 ms for the three stimulus conditions, respectively (Fig. 4e). Together, these503

analyses of the OKR show that, in our dome setup, we can reliably observe stimulus-driven eye504

movements with the expected latency.505

Naturalistic movies elicit systematic changes in pupil size and eye position506

Having established that, in principle, we can elicit and track stimulus-evoked changes in pupil size507

and position, we next turned to more naturalistic visual stimulation (Fig. 5). More specifically, we508

displayed UV/green movies of outdoors scenes, which we had taken in presumed mouse habitats509

with a hand-held, custom camera mimicking some key aspects of the mouse visual system (Qiu et510
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Figure 4 OKR measurements in the dome as a principled test for evoking eye move-
ments in head-fixed mice. (a) Schematic illustration of the experiment. (b) Two representative
video frames captured by the head-mounted eye tracking system. Red : fitted pupil outline. (c) Eye
position relative to stimulus onset in one example condition (TF 1.5 cyc/s, SF: 0.125 cyc/deg). Left :
counterclockwise grating rotation; right : clockwise grating rotation. (d) Eye velocity for all trials
in all sessions (n = 7610 trials), separately for trials with clockwise (blue, standard deviation) and
counterclockwise rotation (yellow). Black trace: trial-averaged means. (e) Timepoint-by-timepoint
AUROC values for the three stimulus conditions (colored lines) with Weibull fit (black dashed lines)
for the extraction of latency. Gray line: AUROC = 0.75.

al., 2021).511

An experimental session consisted of several blocks of visual stimulation (Fig. 5a). It started512

and ended with a 10 min block, in which the dome was illuminated with the overall mean intensity513

across all individual movie frames (“Blank block”). In between, we presented blocks containing514

several 10 s movie snippets. These blocks consisted of either the same 6 movie snippets (“Fixed515

block”) or 20 random snippets (“Random block”), and occurred in an alternating fashion.516

We first analyzed pupil size (Fig. 5b), hypothesizing that the PLR should also be elicited by517

fluctuations of brightness in our naturalistic movies. To validate that pupil size tracked average518

brightness of the movie frames, we first concentrated on the blocks containing the six repeated519

movie snippets. Plotting pupil size aligned to the onset of the “Fixed block” in an example session520

indeed revealed a pattern of consistent fluctuations of pupil size, occurring between movie segments,521

e.g., around the transition between the first and second snippet, but also within movie segments,522

e.g., around the middle of the fourth snippet (Fig. 5b). We quantified the relationship of pupil523

size and average brightness by correlating the pupil size traces across pairs of trials, and found that524

for this session, the pair-wise average correlation was r = 0.52±0.21 (std). In contrast, performing525
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the same analysis for a randomly selected subset of 6 movie snippets from the “Random block”526

yielded a correlation of r = 0.01 ± 0.3 (Fig. 5c). Repeating this analysis for all sessions (n = 22527

sessions from 3 mice), we found an average correlation of r = 0.37, which was significantly different528

from the correlation obtained with random luminance input (r < 0.001) (two-sided one sample529

permutation test of the difference against 0, p = 0.0009; Fig. 5d).530
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Figure 5 During viewing naturalistic UV/green movies, pupil size tracks average in-
tensity of the movie frames. (a) Schematics of an experimental session. 4 blocks of 20 random
movie snippets of 10 s duration (“random” block) were interleaved with a block of 6 repeated
movie snippets (“fixed” block). Movies were flanked by a 10 min period of blank screen of average
luminance (“blank” block). Mice performed two sessions per day. (b) Gray : Pupil size as a func-
tion of time during the “fixed” block; example animal in one day (2 × 5 repeats). Black : mean
across repeats; dashed vertical lines: transitions between 10 s snippets. (c) Distribution of Pearson
correlation coefficients for pairs of pupil size traces in (b) (test; black) and for randomly selected
60 s snippets from “random” blocks (null; gray). Vertical lines: means. (d) Mean test and null
correlations (n = 22 sessions from 3 mice). (e) 2D histogram of mean UV and green intensities
for all movie frames. (f) Cross-correlation between pupil size and intensity of movie frames for
one example session, for both color channels combined (left), and partial correlation between pupil
size and intensity in UV (middle) and green (right), given the intensity in the other color channel.
(g) Correlation between pupil size and frame intensity at 0.4 s lag (Grozdanic et al., 2003; Lucas et
al., 2001) across all sessions (dots). Like in (f), partial correlations were used for the relationship
between pupil size UV and green. Horizontal bars: means, red : examples shown in (f).

Having naturalistic movies that contain intensity fluctuations in both UV and green, we next531
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asked whether the observed variations in pupil size were more strongly driven by one or the other532

color channel. To this end, we included all movie snippets and calculated the cross-correlation533

between pupil size and average intensity of each frame, either combined or separately for UV and534

green. Because UV and green intensity is correlated in natural scenes, including our own footage535

(Fig. 5e), we focused on partial correlations, i.e. correlations between pupil size and intensity,536

which could not be explained by the other color channel. For all three conditions (both colors, UV537

and green), we extracted the cross-correlation at a typical lag of the PLR of 0.4 s (Grozdanic et538

al., 2003; Lucas et al., 2001) (Fig. 5f), and found a negative cross-correlation between the mean539

intensity of our movie frames and pupil size (-0.27 [UV+green combined], -0.19 [UV] and -0.07540

[green]), indicating that the pupil constricted shortly after an increase in intensity. We observed541

similar relationships for all sessions, and found a stronger correlation between pupil size and the542

UV light vs. the green light (average values -0.25, -0.15 and -0.08 for both colors, UV and green;543

UV vs. green, one sample permutation test of the difference against 0, p = 0.0058; Fig. 5g).544

Taken together, our results demonstrate that the head-mounted eye tracking system in our dome545

can capture consistent changes in pupil size in response to our naturalistic UV/green movies.546

Beyond exhibiting changes in pupil size consistent with the pupillary light reflex, do head-fixed547

mice make specific adjustments of eye position in response to our naturalistic movies? It is well548

known that primates use saccadic eye movements to target salient visual information with the fovea,549

and thus explore visual scenes with predictable and repeatable paths of eye movements even during550

free exploration (Yarbus, 1967). Similar eye movements to target specific objects are not expected551

for mice or other animals with a more uniform distribution of spatial acuity (Land, 2015). We552

therefore first confirmed the absence of systematic eye movements to the repeated snippets of our553

movie stimulus (Fig. 6a). Aligning horizontal (Fig. 6a, left) and vertical eye position (Fig. 6a,554

right) to the onset of the “fixed” blocks in an example session suggested that there were indeed555

no consistent patterns of eye movements across repeats. While we could not observe consistent556

patterns of eye movements across repeats, we found that, similar to prior reports (e.g., Sakatani557

and Isa, 2007; Meyer et al., 2020), head-fixed mice generally made more horizontal than vertical558

eye movements (Fig. 6a). We quantified this by computing the distribution of horizontal and559

vertical eye positions during movie viewing, and indeed found a wider spread along the horizontal560

(std = 4.24) compared the vertical axis (std = 2.56; Fig. 6b, top vs. bottom, red). Similar561

findings were obtained across all sessions and animals (mean std for horizontal 3.96 vs. vertical562

2.21; one sample permutation test, p < 0.0001).563

Having confirmed that head-fixed mice do not make targeted eye movements under our stimulus564

conditions, we next asked whether viewing of our naturalistic movies affects general eye position.565

For instance, mice may adjust eye position, or the size and frequency of eye movements, to optimize566

visual processing of patterned, dynamic stimuli, such as movies, compared to conditions with567

uniform visual input (Samonds et al., 2019). To test this hypothesis, we computed distributions of568

eye position not only during stimulation with naturalistic movies, but also for the “blank blocks”569
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Figure 6 Eye position during naturalistic movie viewing. (a) Exemplary eye position traces
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ference between of 2D distribution of pupil position from (c) during naturalistic movie viewing vs.
gray screen (“blank”). [Continued on next page]
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Figure 6 [Continued ] (e) Same as (d), separately for all 22 sessions from 3 mice. (f) Same as (d,e),
averaged across all sessions in (e). (g) Mean (left) and standard deviation (right) of horizontal and
vertical eye position, separately for natural movie (red) and gray screen conditions (blue). Dots
represent the 22 sessions from the 3 mice. (h) Distribution of horizontal (top) and vertical (bottom)
eye position during the same example session as shown in (a), separately for periods with regularly
oriented movies (red) and upside-down movies (pink). (i) 2D representation of the distributions
in (h). (j) Difference between the 2D distribution of pupil position from (i) during regular and
upside-down movies. (k) Difference of probability of pupil position of all 22 sessions from 3 mice.
(l) Mean of difference of probability of pupil position between regular and upside down movies over
all sessions. (m) Mean (left) and standard deviation (right) horizontal and vertical pupil position
divided into regular and upside-down condition.

flanking at the beginning and end of the recording session (Fig. 6b). Analyzing the distributions570

of eye position in 2D, separately during naturalistic movies and “blank blocks” (Fig. 6c), we571

found that the average eye position during movies was more nasal and ventral ((−0.64°;−3.83°),572

coordinates of center of mass), while for “blank blocks”, the average eye position was more central573

and dorsal (0.25°;1.83°). Subtracting the 2D distributions of eye positions visualizes this separation574

(Fig. 6d).575

We found a systematic shift in average eye position not only for the example session, but for576

each individual animal and session (Fig. 6e), and thus also for the mean difference across all577

sessions (Fig. 6f). Indeed, average eye position was 0.9 ± 1.2° more nasal (p < 0.0001, two-sided578

one sample permutation test of the difference against 0) and 1.9 ± 1.6° more ventral for movies579

compared to “blank blocks” (p = 0.0006; Fig. 6g, left). In addition, variability of eye position was580

slightly higher for “blank blocks” compared to movies, both along the horizontal (3.96 vs. 3.7 std,581

p = 0.075, one sample permutation test of difference against 0) and the vertical axis (2.21 vs. 2.41582

std, p = 0.049; Fig. 6g, right). These differences in eye position and variability may be related to583

changes in overt behavioral state, as locomotion during movies was slightly more frequent compared584

to“blank blocks” (0.044 ± 0.017 m/s vs. 0.036 ± 0.010 m/s, p = 0.0015, one sample permutation585

test of difference against 0). Together, these results indicate that during viewing of our naturalistic586

movies, head-fixed mice adjust their average eye position to a more ventral and nasal position.587

Finally, we asked whether overall eye position of mice also changed for more subtle differences588

in visual input. Specifically, we hypothesized that turning the movies upside down elicits specific589

changes in eye position as this manipulation reverses the vertical gradients of UV and green contrasts590

occurring in natural scenes (Qiu et al., 2021). To test this hypothesis, we presented the movies in591

half of the blocks upside-down and compared eye position between these blocks and blocks with592

“regular” movies. However, we did not find any systematic differences in horizontal or vertical593

eye position for upside-down compared to regular movies (Fig. 6h-m). Taken together, mice594

adjusted their eye position to more anterior and ventral positions when viewing our naturalistic595

movies compared to blank screens, but did not respond with eye position changes to more subtle596
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manipulations of the movies.597

A special form of eye movements are saccades, i.e. rapid, conjugate eye movements, which in598

the mouse have amplitudes of 10 − 20° and peak velocities reaching 1, 000°/s (Meyer et al., 2020;599

Sakatani and Isa, 2007). A previous study in head-fixed mice viewing natural scenes of different600

sizes suggested that saccade sizes could be predicted by stimulus statistics (Samonds et al., 2018).601

Encouraged by our stimulus-specific shifts in overall eye position, we next set out to test whether602

also saccadic eye movements differed between our visual stimulation blocks.603

We detected the onsets of saccades separately for vertical and horizontal directions as eye ve-604

locities exceeding 200°/s (Fig. 7a, b). In line with previous studies (Meyer et al., 2020; Samonds605

et al., 2018) and consistent with our analyses of general eye position, an inspection of the detected606

saccades revealed that they were more frequent along the horizontal axis (data not shown). Pre-607

viously, it has been suggested that saccades in afoveate animals, like the mouse, might serve to608

refresh the visual input, and therefore it would be predicted that saccade rate and size should be609

increased for low-spatial frequency input (Samonds et al., 2018; Groner et al., 2008). Given the pre-610

dominance of saccades along the horizontal axis, we first concentrated on horizontal saccades. We611

quantified the occurrances of saccades independent of differences in block duration by computing612

the intersaccadic interval (Fig. 7c, and found that the median intersaccadic intervals for movies613

(5.98± 13.42 s) and blank (6.78± 13.99 s) were overall somewhat larger than in the previous study614

by Samonds et al. (2018). In addition, our data suggests that intersaccadic intervals were slightly,615

but significantly shorter for movies than “blank” blocks (p = 0.0089, two-sided permutation test for616

the medians of the distributions; Fig. 7c). Furthermore, we found that while the median saccade617

size for movies (8.33 ± 5.03° (std)) vs. “blank blocks (8.09 ± 3.51°) closely matched the previous618

study by Samonds et al. (2018), saccades during movies were slightly larger than those during619

“blank” blocks (p = 0.024; Fig. 7d). Taken together, under our visual stimulation conditions,620

saccade rate and size were largely similar in head-fixed mice viewing movies vs. uniform screens,621

with slightly more saccades of larger amplitude during movies.622

To relate our analyses of saccadic eye movements to our previous results concerning general eye623

position, we last focused on the initial and end points of saccades and compared them between movie624

and “blank” blocks (Fig. 7e-f). Examining a single example session (Fig. 7e), and consistent with625

our results for overall eye position, we saw that the initial and end points for vertical saccades, in626

particular, were more ventral during movie vs. “blank” blocks (Fig. 7e). We could also recapitulate627

our results of general eye position differences in the analysis of saccadic initial and end points across628

sessions (Fig. 7f), where differences in the distributions were mostly consistent with a shift towards629

more frontal and ventral positions (Table 2).630

Thus, saccadic eye movements bringing the eye to a more frontal and ventral position during631

movie than “blank” blocks might contribute to the overall shift of eye position towards more frontal632

and ventral areas for naturalistic movies.633
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Comparison Movie Blank p-value

Initial points of horizontal posterior saccades −4.47± 5.34° −3.28± 3.62° p < 0.0001
Initial points of vertical dorsal saccades −1.62± 3.16° 0.43± 2.91° p < 0.0001

End points of horizontal posterior saccades 2.90± 4.57° 3.65± 3.70° p = 0.003
End points of horizontal anterior saccades −6.89± 5.03° −6.02± 3.74° p < 0.0001
End points of vertical dorsal saccades 3.56± 3.81° 6.00± 3.13° p < 0.0001
End points of vertical ventral saccades −0.80± 7.45° −3.16± 5.64° p < 0.0001

Table 2 Comparisons for saccade initial and end points during movie vs. “blank” blocks

Discussion634

In this work, we asked whether naturalistic visual stimulation can elicit systematic eye movements in635

mice, generally thought to perform eye movements mainly to stabilize the image on the retina rather636

than to scan the surroundings. To answer this question, we implemented a hemispheric dome setup637

capable of displaying visual stimuli in UV and green, the spectral bands relevant for the mouse,638

and covering most of the mouse’s large field of view. We first provided proof-of-principle that639

our setup achieved sufficient light intensity in both spectral channels by demonstrating systematic640

decreases in pupil size with increasing light intensity, i.e the pupillary light reflex. In addition,641

we demonstrated that our setup is capable of eliciting systematic eye movements by assessing642

input-stabilization related responses to rotating gratings, i.e. the optokinetic reflex. We then643

turned to the presentation of naturalistic movies of outdoor scenes taken with a hand-held camera644

from the perspective of a ground dwelling animal. We found that head-fixed mice systematically645

change their eye position during viewing of the naturalistic movies compared to a mean luminance646

uniform gray stimulus towards more anterior and more ventral positions. While the occurrence and647

size of saccades was similar for both stimuli, saccades start and ended more anterior for movies,648

recapitulating the shift of general eye position. Together, this demonstrates that even under head-649

fixed conditions mice make specific adjustments of position according to the visual input. We650

suggest that these eye movements might serve to position certain aspects of the visual scene on651

specific parts of the retina, for instance to increase binocular coverage of the visual input in front652

of the animal.653

To test whether eye movements and position in mice depends on the visual input, we built,654

inspired by previous work (e.g., Yu and Rosa, 2010; Lopes et al., 2021; Denman et al., 2017;655

Sibille et al., 2022; Shapcott et al., 2022; Gupta et al., 2022), a hemispheric dome setup, which656

covered large parts of the visual field of the mouse and allowed to present arbitrarily patterned657

UV- and green stimuli with sufficient intensity. In the future, to further improve the range of light658

intensity, in particular in the UV range, the acrylic mirror could be exchanged against a silver-659

coated mirror and the dome could be painted with UV-reflective paint (Denman et al., 2017; Sibille660

et al., 2022). Besides measuring behavioral and neuronal responses in head-fixed mice, a promising661
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further application could entail recordings in freely moving mice. This would require a modification662

of the dome interior to contain a platform, tracking of the animal’s head, e.g. with an IMU (Meyer663

et al., 2020; Parker et al., 2022), and closed loop adjustments of the visual input based on the664

animal’s position (Lopes et al., 2021).665

Spontaneous saccadic eye movements in head-fixed mice are known to be rare (Niell and Stryker,666

2010; Samonds et al., 2018; Meyer et al., 2020), occur mainly in the horizontal direction (Sakatani667

and Isa, 2007; Meyer et al., 2020), and seem to happen mostly during attempted head-movements668

(Meyer et al., 2020). Thus, instead of serving to scan the environment, eye movements in mice669

have so far mostly been attributed to stabilization mechanisms, compensating for body or head670

movements to keep the image on the retina fixed (Land, 2015; Meyer et al., 2020). Furthermore, in671

animals without a fovea, such as mice, another function of saccades could be that they de-correlate672

the input to the retina (Samonds et al., 2018). Consistent with this hypothesis, it has been found673

that the size and frequency of saccades in mice depend on the size of the visual input (Samonds et674

al., 2018). Under our visual stimulation conditions, comparing viewing of naturalistic movies and675

a gray screen, we did not find a difference in saccade size or frequency. However, the increased676

variability in general eye position observed in the gray screen condition would be consistent with677

the idea that, during viewing of a uniform stimulus, mice move the eyes more in an attempt to678

acquire novel inputs. Our finding of smaller variability in eye movements during movies compared679

to gray screen conditions is also reminiscent of studies in humans showing less frequent and smaller680

eye movements during viewing of dynamic than static visual scenes (Dorr et al., 2010). Arguably,681

a uniform gray screen and a dynamic naturalistic movie are at opposite ends of the spectrum in682

terms of several stimulus parameters. For future experiments it would thus be interesting to vary683

the visual stimulus in more fine-grained ways, e.g. by creating various types of noise, in order to684

test some of these interpretations and allow better comparison to the previous literature.685

What could be the purpose of the systematic change in eye position that we observed during686

viewing of a naturalistic stimuli? While originally it was thought that the mouse retina contained687

topologically uniform functional feature selectivity, recent years have revealed several retinal spe-688

cializations (reviewed in Sedigh-Sarvestani and Fitzpatrick, 2022). Arguably the best studied spe-689

cialization in the mouse retina is the gradient of cone opsin expression, with a relatively uniform690

distribution of S-cones, and a dorso-ventral gradient of S-cone opsin co-expression in the M-cones691

(Szél et al., 1992; Baden et al., 2013; Nadal-Nicolás et al., 2020). This arrangement results in a692

strongly UV-sensitive ventral and a more green-sensitive dorsal retina, which closely mirrors the693

relative abundance of contrasts in natural scenes (Qiu et al., 2021), and thus seems to support the694

detection of dark contrasts in the sky, such as aerial predators (Qiu et al., 2021; Baden et al., 2013).695

While it is currently not known whether mice exploit specific visual cues to optimally align this696

gradient with respect to the visual scene, our observed stimulus-specific shift of eye position and697

the decrease in eye-position variance could potentially reflect such a visual input-based alignment698

process. Future experiments could test this idea more directly by systematically displacing the699
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naturalistic movies , and examining the consequences on the mouse’s eye position.700

In addition to the UV-green gradient, recent studies have shown that the mouse retina also701

contains regions of elevated density of specific ganglion cell subtypes (Bleckert et al., 2014; Warwick702

et al., 2018). For instance, alpha retinal ganglion cells seem to display a nasal-to-temporal gradient703

in cell density, size, and receptive fields, which might serve to enhance visual sampling of frontal704

space (Bleckert et al., 2014). In addition, in mouse visual cortex, neurons representing the lower705

visual field have been found to have greater sensitivity for binocular disparity (La Chioma et al.,706

2019, see also below) and to be more responsive to coherent motion (Sit and Goard, 2020). Thus,707

positioning the eyes in a more frontal and ventral position during viewing of naturalistic movies708

might direct higher-acuity processing resources to the field of view straight ahead, potentially to709

enhance responsiveness to optic flow in the lower visual field.710

Besides alignment of the retina with specialized processing resources, another hypothesis for711

the observed shift of eye position to more anterior and ventral positions during movie viewing is712

related to the extent of the mouse’s binocular visual field. Given the lateral placement of their713

eyes, mice have a large, panoramic field of view, and a much smaller binocular zone, which is714

sampled by both eyes. This binocular zone is relatively small in front of the animal, but widens715

to almost 90 deg in the upper visual field (Wallace et al., 2013; Samonds et al., 2019; Dräger716

and Olsen, 1980). Centering the eyes in a more forward and ventral position should increase717

the binocular overlap, in particular if such shift was performed by both eyes. Binocular vision,718

compared to monocular vision, has numerous advantages, ranging from improved sensitivity due to719

the duplication of inputs to the possibility of retrieving distance information from comparison of the720

image in the two eyes (Read, 2021). Accordingly, in mice contrast sensitivity is better for binocular721

compared to monocular stimuli (Speed et al., 2019), and neurons in binocular visual cortex are722

tuned to binocular disparities (La Chioma et al., 2019; Samonds et al., 2019; Scholl et al., 2013).723

To test more directly whether mice shift eye position during naturalistic movie viewing to increase724

binocular overlap, future versions of the experiment should monitor both eyes simultaneously.725

Compared to head-fixed conditions, mice make much richer eye movements while freely moving726

(Meyer et al., 2020), and sample the visual environment with combined eye-, head- and body-727

movements (Meyer et al., 2020; Land, 2019). In particular, under freely moving conditions, when728

mice turn their head along the horizontal plane, the eyes move in a conjugate way, first in the729

opposite direction relative to the head to counteract the head turn, then rapidly following in the730

direction of the head turn, and finally compensating for the overshoot (Meyer et al., 2020, 2018).731

Together, these combined eye- and head-movements make the line of sight, or gaze, stable and732

then rapidly shift (“saccade and fixate pattern”) (Land, 1999; Meyer et al., 2020; Michaiel et al.,733

2020). It has already been shown that mice execute such shifts of gaze during specific naturalistic734

behaviors, in particular prey capture: during approach phases in hunting, mice perform specific735

orienting movements to place the cricket prey into the binocular visual field just ahead (Hoy et al.,736
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2016; Michaiel et al., 2020; Holmgren et al., 2021). Whether such orienting movements also occur737

during free viewing of a visual scene akin to the stereotypical patterns of saccades and fixations738

observed in humans is an open question and could be tested with a modified version of our setup739

in the future.740
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Figure 7 Saccades might contribute to the observed shift of eye position to more frontal
and ventral positions during movie viewing. (a) Example eye position traces along the
horizontal and vertical axis during a movie block. Red : detected saccades. (b) Same as (a),
for an example trace during a “blank” block. (c) Distribution of intersaccadic intervals along
the horizontal axis during movie (red) and blank (blue) blocks across sessions. (d) Same as (c),
for saccade size. (e) Distribution of initial (top) and end (bottom) points for horizontal posterior,
horizontal anterior, vertical dorsal and vertical ventral saccades, for an exemplary session. (f) Same
as (e), across sessions.
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5
D I S C U S S I O N

As Simoncelli and Olshausen (2001) stated, system neuroscience aims to
understand the function of individual neurons, as well as neural systems.
A neural system’s evolution, and on a different timeline, its development
are driven by three main factors: behavioral demands for survival and pro-
creation, constraints on the brain, such as metabolic limits, and lastly the
environmental niche a species inhabits.
In this thesis, I first focused on the third point that Simoncelli and Ol-
shausen (2001) made, by recording and statistically analyzing naturalistic
movies of mouse habitats (Qiu et al., 2021). The open-source camera system
we developed is capable of recording green and UV light in the bands a
mouse can sense. Subsequently, we analyzed the statistical properties of
this footage and found a chromatic separation between the field above and
below the horizon. Moreover, there was more chromatic contrast in the
upper visual field, which spans the sky region above the horizon (Qiu et al.,
2021). Training a convolutional autoencoder model with crops from the
naturalistic footage prompted color opponent filters to emerge, however
only when crops above the horizon were used. As the retina is more UV-
and contrast-sensitive in the ventral part, and mice can discriminate color
almost exclusively in the upper visual field (Denman et al., 2018), this part
of my thesis supports the idea that natural scene statistics formed the early
visual system.
In the second part of this thesis, I zoomed in on the behavioral needs
and strategies of mice, to optimize survival in their visual world. First, I
reported about eye movement patterns, described by Meyer et al. (2020).
Their study shows that mice move their eyes in two different modes, closely
coupled to head motion, when freely moving (Meyer et al., 2020; discussed
in Manuscript 2 - Kautzky and Busse, 2020). In the first mode, the visual
scene is kept stable with respect to the horizontal plane or the horizon, by
counteracting head motion relative to the horizontal plane. With a second
mode of head-eye motion, mice shift their gaze in the visual scene. It is
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initiated by head yaw rotation, turning of the head in the horizontal plane,
and the eyes follow with a fast, conjugate movement, before again stabilizing
the gaze in the visual scene. This results in a ’saccade and fixate’ gaze shift
pattern, which can be found in a large fractions of vertebrate species (Land,
2015).
As a last part, we aimed to connect two facets of the mouse visual system,
eye movements and naturalistic scenes, by constructing a setup capable of
presenting naturalistic stimuli in the ecologically correct colors and over the
extent of the FOV of a mouse (Kautzky et al., 2022). By showing the movies,
recorded in our previous work (Qiu et al., 2021) to the FOV of one eye we
discovered a shift of mean pupil position of the eye viewing the naturalistic
scene. In later paragraphs I will speculate what prompted this shift.

5.1 recording naturalistic stimuli

The most natural stimulus for a mouse would be its natural habitat, but
mice are small and often active in the night, which imposes serious technical
constraints onto observation, let alone any sort of brain activity measure-
ment (Lipp & Wolfer, 2013). So far, many fundamental insights into mouse
brain circuits and their function have been achieved by delivering reduced
and often highly artificial sensory stimuli to isolate a specific computation
or behavioral output, which can be repeated plenty of times to yield good
statistical power (Dennis et al., 2021). Other advantages of a tightly con-
trolled experiment in the lab are independent manipulation of all variables
involved, standardized settings, and measurements that are not necessarily
dependent on subject conditions (Blanchard & Blanchard, 2003). Never-
theless, some studies investigated different behaviors and the underlying
brain structures of the mouse in natural environments (Jensen et al., 2003;
Lipp & Wolfer, 2013). These studies were driven by the assumption that
understanding how behavior emerges from ecologically relevant cues of
the environment would help to comprehend the neural circuits, which
evolved to ensure survival in those same environments (Dennis et al., 2021).
Therefor, there has been a shift towards putting behaviors into context of
natural circumstances (Gomez-Marin & Ghazanfar, 2019; Krakauer et al.,
2017; McCullough & Goodhill, 2021; Parker et al., 2020).
To better understand what ’natural’ means for the mouse’s visual system
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and to be able to deliver more naturalistic stimuli without loosing experi-
mental control, we developed and built a camera to capture natural visual
surroundings of the mouse (Qiu et al., 2021). In the camera design, we
attempted to mimic different aspects of the mouse’s visual system: First,
we matched the FOV of one mouse eye (Seabrook et al., 2017) with a 180°
fish eye lens. Second, we recorded color channels that correspond to the
sensitivity ranges of mouse cones (Baden et al., 2013), by chromatically
filtering the incoming light with a UV band-pass and a green band-pass
spectral filter before it reaches the sensors. Our camera was mounted on a
gimbal and we tried to keep the horizon in the center of the scene. With this
camera positioning, we aimed to mimic compensatory eye movements, that
stabilize the visual scenery on the retina and probably roughly keep the
upper and lower visual field on the dorsal and ventral retina, respectively
(Meyer et al., 2020; Qiu et al., 2021).
Since our goal was to produce an open source dataset of natural scenes,
we created a public repository for the movies (link to repository: https:
//doi.org/10.5281/zenodo.4812404). Further, the hardware should be repro-
ducible and low cost, which is why we used Raspberry Pi image sensors
(Raspberry Pi Foundation, UK). Raspberry Pi single-board computers are
available in many different countries, not expensive and easy to use, also
thanks to a large online community. We hope that this system proves useful
to the neuroscience community, and, as a group effort, we can increase the
knowledge about visual environments for mice and also add to the dataset
of naturalistic stimuli.
However, there are also some limitations to the camera system and conse-
quently to the ’naturalness’ of the resulting stimuli. First, as most off-the-
shelf cameras, the Raspberry Pi camera sensor is equipped with a filter to
capture light best matched to human cone sensitivity (Bull, 2014). There-
for, the sensor designated for UV recordings was treated as described by
Wilkes et al. (2016) to improve the sensor’s UV sensitivity. But even after
this treatment, the sensitivity was not ideal to record during all times of the
day. On one hand, during day time on sunny days, some pixels in the sky
region were over-saturated. To avoid that, a larger dynamic range might be
beneficial, given the different intensity distributions of both color channels
over the visual field. On the other hand, recording during twilight was
only possible after adjusting exposure time and ISO of both camera sensors.
However, mice are often active during twilight or night times (Ripperger
et al., 2011), and therefor it would be intriguing to also analyze recordings
with higher frame rates from that time of day. As another consequence of
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the light sensitivity difficulties, we recorded movies with a low frame rate
of 25 Hz, even though, in theory, Raspberry Pi image sensors would be
capable to record movies with a frame rate of 90 Hz. The low frame rate
allowed for enough time to collect light on the sensor. This made it difficult
to capture fast temporal dynamics of natural environments. Additionally,
low frame rate introduces image blurring during movement of the camera
above a certain speed threshold, consequently quick shifts of perspective
were avoided in the recordings. But fast movements in the horizontal plane
would be beneficial to include in the footage, as mice turn their head and
thereby change their gaze direction rapidly (more than 100°/s, Meyer et al.,
2020).
In summary, our camera delivers footage, despite having clear limitations,
that presents a next step towards natural stimulation.

5.2 presenting naturalistic stimuli

To use the naturalistic movies from our hand-held camera system (Qiu et al.,
2021) as stimuli in the lab, we developed a hemispheric dome setup. Our
dome spans 160° in latitude and 250° in longitude, which largely covers
the mouse’s visual field (Seabrook et al., 2017). A setup like this has been
implemented by an increasing number of labs in the last years (Denman
et al., 2017; Muzzu & Saleem, 2022; Sibille et al., 2022). The projection onto
this spherical surface can be achieved via a spherical mirror, which intro-
duces spatial distortions in the resulting image. Many labs use a commercial
software to achieve an un-distorted projection (’meshmapper’, Paul Bourke,
http://paulbourke.net/dome/meshmapper; Denman et al., 2017; Shapcott
et al., 2022; Sibille et al., 2022), which relies on visual judgment of the
experimenter positioned in front of the dome. To avoid depending on sub-
jective perception and judgments, we developed a method, which involves
a laser pointer indicating the expected visual angle from the perspective
of the mouse and dots projected as a radial grid, which can be moved by
the experimenter to the indicated position (Kautzky et al., 2022). Like the
camera design and the mouse cam movies, we will make this method and
instructions for necessary hardware freely available.
One challenge we were facing, was to achieve strong UV and green stim-
ulation on the whole dome surface (dome used in Kautzky et al. (2022):
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approximately 4 m2). There are several points in the light path, were light
could be lost. First, light was lost within the optical path of the projector,
which receives input from a high intensity LED light source (Franke et al.,
2019; Kautzky et al., 2022). Next, the reflection properties of the spherical
mirror and the dome surface were not perfectly adjusted to green and
especially UV light, and probably contributed to decreased luminance. Also
luminance was not equal across the dome surface, due to imperfections of
the mirror and the light path. Due to these uncertainties in the light path,
we employed an indirect approach to confirm sufficient brightness. We took
advantage of the the pupillary light reflex in mice (Pennesi et al., 1998) as
response to steps of light intensities. We confirmed a clear negative relation-
ship between light power and pupil size, which indicates good visibility for
mice of both color channels. However, the dynamic range of pupil sizes was
wider for the green channel and also the minimal pupil size was smaller for
green light stimulation. The relative contribution of UV light to the spectrum
of sunlight (Hut et al., 2000) is smaller compared to longer wavelengths,
which we also found in image crops from our movies (Qiu et al., 2021).
Thus we can mimic what is found in natural scenes. Additionally, it would
be beneficial to be able to match intensities in the color channels in case
we want to present artificial stimuli or manipulate the color distributions,
therefor we have to find a way to improve UV projection.
UV light is not visible for humans and many experiments with mice are still
conducted with display technology adapted to our vision (Froudarakis et al.,
2014, e.g.), which makes it difficult to find suitable technology optimized
for UV presentation. Denman et al. (2017) improved their setup by coating
the projection surface with UV-reflective paint and used a silver-coated
aluminum mirror with evenly distributed reflection properties starting from
200 nm. With these modification a luminance of 3 cd/m2 was achieved,
which corresponds to mesopic light levels (Billmeyer Jr., 1983). In contrast,
a LCD display can achieve a mean luminance of 120 cd/m2 (Sibille et al.,
2022). We think, that with our high power light source, we should be able to
accurately present recordings of all times of the day. Additionally it would
still be beneficial to apply the enhancements described by Denman et al.
(2017) to equalize green and UV reflection properties.
In summary, our setup is suitable to present naturalistic movies in spectrally
relevant colors and wide field of view to head fixed mice, to further explore
the function of the mouse visual system.
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5.3 scene statistics possibly shaped specializations of the

mouse retina

Towards understanding natural vision in mice, we analyzed scene statistics
of the naturalistic movies acquired by our hand-held camera. We focused
on spatial statistics, as the motion dynamics were human made, introduced
by the person holding the camera (see 2).
We analyzed contrast distributions as a function of elevation of the scene
and could show, overall natural scenes are biased to dark contrast, which
aligns very well with previous studies (Cooper & Norcia, 2015; Ratliff et al.,
2010). This dark contrast bias is reflected in the mouse’s visual system by
an over-representation of Off information, e.g. in a stronger response of
ventral RGCs to dark contrast stimuli (Kremkow et al., 2016; Mazade et al.,
2019; Qiu et al., 2021). More specifically, the contrast distribution of the UV
channel in the upper visual field is tilted towards dark contrast. Considering
chromatic contrast in our images, we found that it was higher in the upper
visual field. In accordance with this, the convolutional autoencoder we
trained on natural image crops of our movies produced color-opponent
filters for upper visual field crops, but not for lower field scenes. Moreover,
color-opponent RGCs are known to be more prominent in the ventral retina
(Szatko et al., 2020) and mice can discriminate color in the upper part of
their field of view (Denman et al., 2018).
A recent study on high quality naturalistic ’mouse view’ images, discovered
similar contrast distributions (Abballe & Asari, 2022). Spatial autocorrelation
of pixel intensities in the natural images was highest in the UV channel
in the upper visual field, while the green channel intensities were more
correlated in the lower visual field. Overall, the spatial autocorrelation
was narrow in the lower visual field images and the power spectra for
the lower visual field were larger than those for the upper visual field.
Both of these findings suggest more fine-grained textures in the ground
area of the mouse’s habitat. Abballe and Asari (2022) posed an interesting
question about the optimality of the functional organization of mouse retina
with regards to the efficient coding (EC) theory. This theory postulates
that to operate as energy efficient as possible, sensory systems evolved to
adapt their neuronal representations and thus exploit redundancies in the
statistics of the respective input stimulus (Barlow & Rosenblith, 1961). One
prime example for this theory is the distribution of orientation preferring
visual neurons, which reflects the over-represented cardinal orientations in
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natural scenes (Girshick et al., 2011). But, for the mouse retina, would it
not be more energy efficient and simultaneously most informative, if more
sensitive S-cones sampled the lower visual field, and high contrast in the
upper field could be retrieved by less-sensitive M-cones? Additionally, the
higher the spatial autocorrelation or the lower the power spectrum, less fine
structures are present, consequently less cones would be needed to encode
information. To achieve an optimal sampling of this environment from an
information-theoretic point of view, the mouse retina’s cone distribution
should be reversed.
Simoncelli and Olshausen (2001) pointed out a serious weakness of the
pure EC approach: Not taking into account the ’task’ of an animal. Not
every statistical detail of an environment might be crucial for the animal’s
survival, and therefor the sensory system might assign different priorities.
For example, reliably detecting threats from the sky surely is a selective
pressure for mice, accordingly the distribution of contrast might have driven
evolution of the generally more contrast- and UV-sensitive ventral retina of
the mouse eye (Baden et al., 2013).
The EC theory is usually combined with constraints in the sensory system,
like space restrictions, sparse activation or transmission capacity (Simoncelli
& Olshausen, 2001). Many EC models have been employed with constraints
to understand natural scene processing in the visual system and filters have
emerged, resembling properties of RFs along the visual pathway (Bell &
Sejnowski, 1997; Graham et al., 2006; Ocko et al., 2018; Qiu et al., 2022; Qiu
et al., 2021).
One important factor in the image analysis of Abballe and Asari (2022) is
that all images were taken during daylight. Mice are usually crepuscular
or nocturnal (Turner, 2014), i.e. active during twilight periods and night.
During twilight, the relative contribution of short wavelength light increases
in the visual scene (Hut et al., 2000), and during dim light conditions, UV
light might still be detected by rod photoreceptors, which have a second
sensitivity peak around 350 nm (Govardovskii et al., 2000). Therefor, it would
be intriguing to acquire high quality footage under low-light conditions,
either images or, even more so, movies with our camera system, to capture
more dynamic representations. Possibly, these scenes might reveal more
about the function of the different specializations apparent in the mouse
retina.
One could also tackle the question, why chromatic circuitry in the mouse’s
retina is located mainly in the ventral part, limiting mice to using color vision
in the upper field. This constraint is rather unexpected, if one considers
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the finding of Abballe and Asari (2022) that the spatial autocorrelation was
lower in the visual field below the horizon in UV images, meaning that
more fine structures should be detectable in the lower area. Additionally,
chromatic and absolute contrast can be found in the lower visual field as
well. Interestingly, some features of the environment, which are possibly
located in the lower areas, have a distinct appearance under UV light. For
example urine marks, used for social communication between mice, like
marking territories, reflect UV in a specific pattern (Chávez et al., 2003;
Joesch & Meister, 2016). Also fruit and some seeds stand out in the UV
channel, which could support successful foraging for mice (Altshuler, 2001;
Joesch & Meister, 2016).
Overall, the functional specializations of the retina reflect the abundance of
chromatic contrast in the visual scene, typical for mouse habitats, and are
likely to be tuned to behaviorally relevant visual information for mice.

5.4 eye movements facilitate retinal processing of natural

environments

Eye movements within vertebrates serve mainly two purposes: to shift the
gaze within the visual field and to stabilize the image on the retina, to avoid
motion blur (Land, 2015). Investigating eye movements under unrestricted
conditions in mice, Meyer et al. (2018) mounted a light-weight eye tracking
camera on the head of a mouse. Eye motion in mice predominately keeps
the visual field stable with respect to the ground (Kautzky & Busse, 2020;
Meyer et al., 2020), compensating for head movements, more precisely head
tilt. Therefor, it is likely that the temporo-nasal retinal axis is approximately
aligned with the horizon of the visual scene, ensuring that the upper, UV-
dominated field is sensed by the ventral retina, and the more green, lower
visual field would fall on the dorsal, more green-sensitive retina (Meyer
et al., 2020; Qiu et al., 2021).
This mechanism would make sure that visual perception of natural scenes
happened as efficiently as biologically possible. The evolution or develop-
ment of the gaze stabilization behavior might be explained by a general-
ization of the original EC theory posed by Barlow and Rosenblith (1961).
The so-called ‘active EC hypothesis’ acknowledges that the statistics of the
visual environment are also a function of behavior (Lonini et al., 2013). Both
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sensory processing and behavior optimize perceptual representations under
sparsity constraints (Eckmann et al., 2020; Klimmasch et al., 2018; Teulière
et al., 2015; Zhao et al., 2012). Zhu et al. (2022) proposed an active EC model
explaining development of torsional eye movements in human subjects,
which learns sensory representation and behavior without external interfer-
ence, just by applying active EC principles. Another fully self-calibrating
model delivered an explanatory approach for the development of the op-
tokinetic response (OKR) in humans, including both sensory processing and
motor action (Zhang et al., 2016). Since the compensatory eye movements of
mice are tightly coupled to vestibular reflexes, such as the OKR and VOR, it
would be interesting to further explore mice’ early visual processing with
models applying the active EC theory.

5.5 eye movements in the context of natural scene statis-
tics

The second type of eye movements, also linked to head movements, which
Meyer et al. (2020) described in freely moving mice, shifts their gaze through
the environment. The connected head movements are unanimously yaw
rotations, i.e. reorienting in the horizontal plane. Generally, the head move-
ments initiate the gaze shifts, whereas the conjugate fast eye motion follows.
Between those shifts, mice keep the gaze fixed with the help of compen-
satory eye movements, which results in the so called ’saccade and fixate’
pattern (Land, 2015). This pattern persists during different behavioral de-
mands on the animal, e.g. freely exploring, a simple visually guided tracking
task (Meyer et al., 2020) or during prey capture (Michaiel et al., 2020).
Michaiel et al. (2020) examined eye movements in freely moving mice in the
context of a natural behavior, but concerning the visual scene, the cricket
was the only natural feature in their lab arena. Also other studies with
unrestricted mice, did not provide a naturalistic visual setting, but rather a
lab environment (Holmgren et al., 2021; Meyer et al., 2018; Sattler & Wehr,
2021). As discussed earlier (see section 5.1), control of experimental param-
eters is important and implementing a setup for freely roaming mice and
naturalistic visual stimulation is difficult.
Thus, we decided to take a step back into more controlled settings and
record eye motion of head fixed mice as response to naturalistic movies in
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our dome setup (Kautzky et al., 2022). We did not find repeated eye move-
ment pattern over repeated movie snippets, which supports the idea that
mice do not move their eyes to target specific features in their environment.
This also matches our finding that saccadic eye movements during gray
screen presentation occur at a similar frequency and size as during natural-
istic movies. Interestingly, variability of pupil position was less while mice
viewed movies, than when there was no movie stimulus. Maybe changes
in variability can be explained by the mouse trying to decorrelate input on
the retina, to provide individual neurons, which might have receptive fields
with different properties, new information (Samonds et al., 2018). According
to this interpretation, the range of pupil position distribution was larger dur-
ing gray screen compared to movies, since there was almost no variability
of the visual information during gray screen stimulation, whereas during
movies novel visual content can be received by only changing pupil position
slightly. Samonds et al. (2018) further showed, that saccade-size distribu-
tions could be predicted by distances in natural scenes that are necessary to
provide RFs in V1 with novel information. Therefor, if presenting a smaller
image, which holds more information in a specific region, than the same
image in original size, saccade sizes were smaller. It would be intriguing to
see if this effect will hold true for dynamic scenes, like our movies, where
new visual information can be experienced not only by moving the eyes, but
also passively by optic flow. To validate this theory, we could show movies
in different sizes on the dome and compare saccade size distributions.
Not only the distribution of positions was less variable, the mean pupil
position during passive viewing of naturalistic movies was also systemati-
cally more nasal (0.9± 1.2°) and ventral (1.9± 1.6°) compared to gray screen
viewing. As described before, the horizon of the scene is probably centered
onto the retina, and the horizon of the stimulus movie is at the largest
extent of the dome, as is the head of the mouse. But the mouse eye axes
point up around 30° (Sakatani & Isa, 2007), hence the horizon might be too
low. Our setup is well suited to test this theory, by just simply shifting the
naturalistic movie along the vertical axis on the dome, which would change
the horizon’s position relative to the mouse. To further test if the particular
chromatic distributions in the naturalistic scenes trigger the mouse to center
the gaze on the horizon, one could stimulate with iso-luminant movies and
observe the mouse’s reaction.
To adjust the line of sight to the horizon, movement on the vertical axis
would be enough, but the mean pupil position is also shifted towards the
nose. Speculating about the overall shift of gaze in our data is difficult, since
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we only monitored the right eye of the mouse. Thus, we do not know, if
the mouse moved the left eye non-conjugately, which would mean, moving
it also anterior and ventral, or in a conjugate manner, i.e. both eyes move
in the same direction. Since these different movements would yield differ-
ent gaze directions and therefor probably serve different purposes in the
behavioral output of the mouse, we will from now on monitor both eyes.
Still, I will try to discuss possible implications of the shift of eye position in
the next paragraphs, starting with the assumption that the left eye moved
non-conjugately.
By moving both eyes front and down, the maximal extent of the binocular
field of the mouse would move more frontal and down (Dräger & Olsen,
1980; Meyer et al., 2018; Wallace et al., 2013). In front of the mouse the
binocular field is only around 40° wide (Samonds et al., 2019; Seabrook
et al., 2017), nevertheless, this small area of the visual world seems to have
high relevance in visual processing and the information from both eyes is
integrated in the early visual system (Scholl et al., 2013). Specific neurons
in mouse visual cortex are tuned to binocular disparities (La Chioma et al.,
2019). Contrasting right and left eye information could be used to derive
depth information about the visual scene, i.e. stereoscopic vision (Samonds
et al., 2019). Also the ’focea’, a retinotopically matched region of the visual
cortex, which provides higher spatial resolution, is located in the binocular
zone of the visual field (van Beest et al., 2021). What might be the purpose of
enhancing vision within the ’focea’? One specific goal of retinal specialization
seems to be detecting airborne predators (Qiu et al., 2021), however, moving
the binocular field more ventral would not support this purpose. On the
other hand, mice heavily rely on binocular vision for hunting small insects
and keep their prey as centered as possible in the binocular zone ahead
of them (Hoy et al., 2016; Johnson et al., 2021). Interestingly, the center of
the zone, where the cricket is stabilized in, is also the area of least optic
flow, which coincides with the heading direction during locomotion, and
provides a representation of the prey with smallest possible motion-induced
disturbance (Holmgren et al., 2021; Sabbah et al., 2017; van Beest et al., 2021).
Neurons in V1 and higher visual areas representing the lower visual space,
where prey would be found, are more responsive to coherent motion then
for the upper visual field (Sit & Goard, 2020). But mice in our setup were
viewing movies passively and never encountered a cricket, implicating the
shift of pupil position likely has nothing to do with hunting behavior.
One could easily test the importance of optic flow for the change of mean
pupil position, assuming non-conjugate eye movements, by, e.g. rotating the
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movies 90°, to introduce motion on the vertical axis, or 180°, to simulate
rather unnatural backwards movement and monitor the eye movements.
Binocular optic flow information is processed in higher visual areas, rostro-
lateral (RL) and anterior (A) visual cortex, where also tactile sensory input
from the whiskers is integrated (Olcese et al., 2013). Both sensory modalities
are highly valuable for mice during spatial navigation, and the posterior
parietal cortex, to which both areas RL and area A presumably belong to,
is known for decision making during spatial navigation (Gold & Shadlen,
2007). Therefor, it would be very intriguing to let mice actively navigate
through a virtual reality rendered from naturalistic movies. If the change
in pupil position is evoked by visual flow, we would also find the shift in a
more active setting.
Another reason for a closed loop experiment, coupling running speed of the
animal to the motion speed of the naturalistic scene, is that passive viewing
can introduce visuomotor mismatches (Fiser et al., 2016; Keller et al., 2012).
These mismatches are encoded by V1 neurons and might serve to detect
objects moving relative to the self-motion induced visual flow. These objects
might carry ecological relevance for the mouse, e.g. the animal has to flee
or can pursue the object.
A conjugate eye movement would shift the line of sight lower and slightly
left of the movie stimulus, which was centered on the eye axis of the right
eye. The purpose of this change in gaze direction, could be generated due to
the fact, that the center of optical flow in the movies, which should represent
the heading direction of the animal (Holmgren et al., 2021; Sabbah et al.,
2017), was possibly not positioned exactly in front of the animal. Conse-
quently, shifting the stimulus along the horizontal axis might yield such a
shift in pupil position.
In conclusion, at this point in time, we can not say with certainty what
triggered the shift of pupil position in one eye. But I am confident, that we
can claim that our dome setup, combined with naturalistic movies, provides
great potential to investigate eye movements in mice, that enable them to
optimally navigate their environment and enhance chances of survival.
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5.6 outlook

The best way to capture the spatial-temporal dynamics of an animal’s head
movements in a video, is to record it with a camera, mounted on the animal’s
head, as several groups did with various animal species (cats: Betsch et al.,
2004, birds: Rutz and Troscianko, 2013, mice: Froudarakis et al., 2014). In
general, due to the low body weight of mice, a light-weight head mounted
camera system is quite challenging to engineer, but has been done in several
ways (Froudarakis et al., 2014; Meyer et al., 2018; Michaiel et al., 2020; Sattler
& Wehr, 2021).
So far, employing a head mounted camera, which records movies that are
chromatically matched to the needs of mice, has not been done. Our future
goal would be to design a camera that can record UV and green light, with
a FOV of around 180° and can be mounted on the mouse’s head. Of course,
the resulting video would be very unsteady caused by the mouse’s body
motion, e.g. during running. To post-hoc stabilize the scene movies, we
plan on utilizing the accompanying compensatory eye movements. Therefor,
another camera, on top of the mouse’s head should acquire eye motion of
at least one eye. To extract gaze direction in space, one would need one
more addition to the head-mounted system: A gyroscope to measure head
position relative to the ground.
We developed an approximation of this ideal system, similar to Sattler and
Wehr (2021), by combining a light-weight, analogue RGB camera with one
eye-tracking camera and a gyroscope (Figure 5.1 a, left: Camera system from
above, right: Camera system from below).
The gyroscope is built from a 9-axis IMU on a custom made circuit board and
delivers orientation data, relative to the sensor (for details see https://www.
bosch-sensortec.com/products/smart-sensors/bno055/#description). The
eye tracking camera is designed as described in Meyer et al. (2018), record-
ing eye movements via an IR mirror which does not constrict the animal’s
FOV. A 160 ° fish eye lens is used for the scene camera, since small, light
weight, but still high quality lenses are hard to find off-the-shelf, we set-
tled on a smaller FOV lens for higher quality. Both, the scene and the eye
tracking camera are analogue cameras, with the maximal frame rate of 30

Hz, which is rather slow for head movements of mice can reach more than
100 °/s and saccadic eye movements more than 600 °/s (Kautzky et al., 2022;
Meyer et al., 2020; Sakatani & Isa, 2007). Nevertheless, at the moment the
advantages of these cameras prevail. For example, the small weight of one
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camera (around 0.15 g) is extremely valuable for our purpose, but also that
all cables can be easily re-soldered and therefor adjusted to one’s demands
is very useful. The flexibility of the cables and the position on top to the
mouse strongly influences natural movements of the mouse. At the mo-
ment, the experimenter has to hold the cables central over the mouse in the
platform, which restricts the recording time significantly and occasionally
hinders comfortable motion of the animal. Due to another advantage of
these cameras, which, compared to digital camera sensors, have relatively
low transmission rates, the video information could be transmitted via an
electrical rotary joint. This would keep the cables stable centered above the
platform, increasing recording time, and rotate with the animal, facilitating
unrestricted movement of the mouse. Thus, we plan to install a commutator,
equipped with a sensor, e.g. a hall sensor, and a motor to support rotations
the mouse makes (Liberti et al., 2017).
To estimate gaze direction in space, one has to know exact spatial properties
of the environment. This can be done by creating a 3D mesh model from a
digital laser scan of the whole room, which was done by a external company
for the study of Holmgren et al. (2021). Because a highly specialized com-
pany like this is presumably not easy to find, and, after the scan, nothing
can be changed, we sought an easier, maybe more preliminary solution.
Since our dome setup is spatially calibrated to present movies in visual
angle coordinates from the position of a head fixed mouse in the center, we
can connect pupil position with the help of an anatomical model of the eye
in the head to the dome surface.
We now install a small arena, from UV-permeable material, in the center of
the dome and track the animals position with an IR camera from below (5.1
b, c). After a short calibration phase, where the animal is head-fixed in the
center of the arena, we can extract mouse body, head and pupil position rel-
ative to the center of the dome and therefor obtain the intersection between
gaze direction and dome surface.
Our future objective with this setup is to present naturalistic images on the
dome, while monitoring all the behavioral parameters described above, and
we believe that this can further our understanding of eye movements in
freely behaving mice.
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Figure 5.1: Setup for freely moving eye tracking. (a) Head mounted camera system
from two perspectives. The analogue scene camera with a 160° lens is mounted
on top of the analogue eye tracking camera, designed as described in Meyer et al.
(2018), and the 9-axis IMU in a 3D printed holder is glued to the aluminum camera
holder. (b) Dome setup with freely moving modifications. Instead of a treadmill,
a UV-permeable Plexiglas platform is in the center of the dome, with the paw
tracking IR sensitive camera and an IR LED below. (c) Exemplary frame of paw
tracking camera.
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