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Zusammenfassung

Die helle Röntgenemission von Röntgendoppelsternen und aktiven Galaxienkernen kommt
aus der unmittelbaren Umgebung des Ereignishorizonts der Schwarzen Löcher. Weil diese
Region verhältnismäßig klein ist, verändert sich die Helligkeit oft innerhalb kurzer Zeit. Die
Untersuchung der Röntgen-Variabilität ermöglicht uns, die physikalischen Mechanismen in
dieser extremen Region, in der die Physik an ihre Grenzen stößt wird, zu verstehen.

Zu diesem Zweck habe ich die Variabilität tausender Röntgenquellen untersucht, die
während der vollständigen Himmelsdurchmusterungen durch eROSITA beobachtet wur-
den. Eine solche Untersuchung wird durch die Eigenschaften der Beobachtungen erschwert,
besonders durch die variablen Expositionszeiten. Deshalb habe ich gebräuchliche Metho-
den an eROSITA angepasst, und weiter verbessert. Ich habe Schwellenwerte zur Erkennung
signifikanter Variabilität erstellt, und zwar als Funktion der Anzahl der Datenpunkte in
der Lichtkurve, und der durchschnittlichen Zählrate der Quelle. Ferner habe ich eine neue
Methode entwickelt, um die normalisierte intrinsische Varianz auszurechnen, die deutlich
genauer als bisherige Methoden ist. Außerdem habe ich die Größe der systematischen
Fehler, sowie das überschüssige Rauschen in Periodogrammen bestimmt.

Für die Variabilitätsanalyse habe ich die Region um den südlichen Ekliptikpol aus-
gewählt, weil eROSITA die Röntgenquellen dort am häufigsten beobachten konnte. Ich
habe meine Methoden hier eingesetzt und dadurch 453 eigenständige signifikant variable
Quellen entdeckt. Ich habe ihre optischen Spektren beobachtet und als entweder galak-
tisch oder extragalaktisch eingeordnet. Schließlich habe ich einige variable Quellen mit
interessanten und einzigartigen Eigenschaften genauer untersucht.

Außerdem habe ich die faszinierenden und einzigartigen Eigenschaften des Ausbruchs
des Röntgendoppelsterns Swift J1658.2-4242 im Jahr 2018 genau analysiert. In diesem
Ausbruch habe ich einige Flip-Flops beobachtet, die einen größeren Helligkeitsunterschied
zwischen der hellen und der dunklen Phase aufwiesen als in allen bisherigen Beobach-
tungen. In vielen Röntgendoppelsternen werden quasi-periodische Oszillationen gemessen,
die in Typ A, B, und C untergliedert werden. In meinen Beobachtungen habe ich den
ersten bisher beobachteten direkten Sprung zwischen Typ A und Typ C feststellen kön-
nen. Außerdem habe ich herausgefunden, dass die schnellen Flip-Flop Wechsel zwischen
den hellen und dunklen Phasen immer nur zu ganzzahligen Vielfachen einer fundamen-
talen Periode von 2.8 ks geschehen. Eine Analyse der Röntgenspektren hat gezeigt, dass
die Helligkeitsschwankungen vor allem durch Veränderungen der Temperatur verursacht
werden.
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Abstract

The bright X-ray emission from Black Hole Transients (BHTs) and Active Galactic Nu-
clei (AGNs) originates from the region close to the black hole event horizon. Due to the
comparably small size of this region, the observed flux often varies significantly on short
timescales. Probing the variability properties of these systems helps us identify and un-
derstand the physical mechanisms at work in these extreme environments.

To this end, we set out to investigate the X-ray variability observed during the eROSITA
all-sky surveys. Due to the unique characteristics of eROSITA, particularly its varying
exposure times per observation, various variability methodologies had to be adapted to
yield accurate results. Therefore, I determined thresholds for selecting variable sources for
an extensive range of number of bins and mean count rates. I also defined a new method of
estimating the normalised intrinsic variance of a source that is significantly more accurate
than previous methods, especially at low count rates. Additionally, I determined the size
of the sampling errors and the excess noise in periodograms.

X-ray sources located close to the South Ecliptic Pole (SEP) were observed most fre-
quently by eROSITA. Therefore, this field is the ideal choice for long-term variability
analysis. I used the variability methods I defined to identify 453 unique significantly vari-
able sources within 3◦ of the SEP in the first three all-sky surveys. Next, I distinguished
sources as being either likely galactic or likely extragalactic and observed and fitted the
optical spectra of thousands of eROSITA-selected sources. Finally, I investigated some of
the significantly variable sources, identifying unique effects.

I also investigated the intriguing and unique properties of the 2018 outburst of the
black hole transient Swift J1658.2-4242. It prominently features several flip-flops, which
have the appearance of top-hat functions in a light curve. These flip-flops had a larger flux
difference between the dim and bright states than has ever been observed. X-ray binary
light curves often feature quasi-periodic oscillations, which are grouped into three types;
A, B, and C. For the first time, I identified a direct transition between QPO types A
and C that does not involve a type B QPO in between. I found that transitions between
flip-flop states only occur at multiples of a fundamental period of 2.8 ks, which provides
a significant constraint for models seeking to describe this phenomenon. By fitting the
X-ray spectra in the bright and dim states, I found that the 77% difference in source flux
is mainly caused by a change in the temperature of the inner accretion disc.
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Chapter 1

Introduction

1.1 Black holes across the mass range

1.1.1 Black holes
Black holes (BHs) are the most extreme astrophysical objects. They form when an ex-
tremely powerful gravitational field overcomes the repulsive nuclear forces which arise from
the Pauli exclusion principle (Pauli, 1925). In such instances, matter collapses further, pre-
sumably down to a point, or ring, the so-called singularity (Penrose, 1965). Around this
singularity exists a mathematical boundary known as the event horizon. No information
can be passed from inside the event horizon to outside observers. All worldlines of all
photons emitted from within the event horizon travel invariably towards the singularity.

Position and linear momentum aside, the no-hair-theorem of BHs (Israel, 1967) states
that they can be completely described with just three independent parameters; their mass,
spin, and charge. The charge is probably essentially zero in most real-world instances and
can be mostly ignored from an observational standpoint. Nevertheless, the mass and spin
are very relevant parameters for analysing and understanding the zoo of all observed BHs.

Crucially, the size and shape of the event horizon of a BH are entirely defined by its
mass and spin. A non-rotating Schwarzschild BH has a spherical event horizon with a
radius of:

rS = 2GM

c2 , (1.1)

where rS is the so-called Schwarzschild radius (Schwarzschild, 1916), G is the gravitational
constant, M is the BH mass, and c is the speed of light. Relatively speaking, this is an
exceptionally small size. For instance, a non-rotating 10 M⊙ BH has a Schwarzschild radius
of merely 29.5 km. This should be considered in comparison to the size of some supergiant
stars of similar mass, which can have radii of ≈ 1011 m.

The second key parameter relevant to the study of BHs, is the spin parameter, a, which
is described by the equation:

a = Jc

GM2 , (1.2)
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where J is the angular momentum. It has a maximum value, which limits the spin pa-
rameter to lie in the interval 0 ≤ a < 1. The spin parameter is often observed close to
its upper limit. For instance, Zhao et al. (2021) have observed that the spin parameter
of Cygnus X-1 is a > 0.9985 at a 3σ level of confidence. In contrast, Gou et al. (2010)
found that A0620–00 has a significantly lower spin parameter of merely 0.12 ± 0.19. The
observational study of BHs has focused more on measuring their masses than their spins.
This is mainly because the spin is more challenging to determine. However, BHs with the
same mass but different spins will affect their surroundings in substantially different ways.
A rotating Kerr BH can induce frame dragging of the spacetime in its vicinity, known as
the Lense-Thirring effect. This does not occur for non-rotating Schwarzschild BHs. The
innermost stable circular orbit (ISCO) for matter around a non-rotating BH is located at
a radius of:

rISCO,a=0 = 6GM

c2 = 3rS. (1.3)

In contrast, a BH approaching maximal spin (a → 1) has an ISCO for matter rotating in
the same direction, located at a radius approaching:

rISCO,a→1 = GM

c2 = 1
2rS. (1.4)

The smaller the ISCO is, the more gravitational potential energy is released by matter
falling into the BH. Orbits with radii smaller than rISCO are unstable, and matter invariably
falls into the BH without requiring any other interaction to reduce its angular momentum.
Unlike neutron stars, BHs have no hard surface, so no kinetic energy is released when
matter collides with the BH. The amount of gravitational potential energy (Eg) released
when a test mass m falls into a BH is quantified by the efficiency η as:

η = Eg

mc2 . (1.5)

For a non-rotating, a = 0 BH, η = 0.057. That is already 15 times greater than the
efficiency at which nuclear binding energy is released in the nuclear fusion of deuterium and
tritium to helium; η = 0.00375. In contrast, for matter falling onto a maximally rotating
a → 1 Kerr BH, if it spins in the same direction as the BH, η = 0.432 (Kovács et al., 2011).
Therefore, the accretion of matter onto BHs is the single most efficient known mechanism
for obtaining energy per unit mass.

BHs sit at the boundary of known physics, at the tension between general relativity and
quantum mechanics. Consequently, an accurate treatment of their properties requires the
use of both theories. As such, research into their various behaviours is of crucial importance
to build toward a better understanding of the physical world.

1.1.2 Stellar-mass black holes
There are two distinct groups of BHs relevant to observational astronomy. They are distin-
guished by their masses; there are stellar-mass BHs, and supermassive black holes (SMBH).
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Stellar-mass BHs typically have masses in the 5 − 30 M⊙ range. The lowest mass stellar-
mass BH found so far is located in the binary system 2MASS J05215658+4359220 and has
been observed to have a mass of merely 3.3+2.8

−0.7 M⊙ (Thompson et al., 2019). Stellar-mass
BHs are formed when a massive star, with a mass of ≳ 20 M⊙, reaches the end of its lifetime,
when its core has fused lighter atomic nuclei all the way to iron, at which point no more
energy can be obtained through nuclear fusion (Fryer, 1999). The lack of an internal power
source whose radiation pressure maintains the temporary stability of the star against the
pull of gravity is lost, which causes the core to contract (Oppenheimer and Snyder, 1939).
This collapse releases on the order of ≈ 1051 ergs of gravitational potential energy, which
triggers a Type II supernova explosion (Kasen and Woosley, 2009). The collapsed core
exceeds the Tolman–Oppenheimer–Volkoff limit (Tolman, 1939; Oppenheimer and Volkoff,
1939) and becomes a BH. Even more massive stars, with masses of ≳ 40 − 50 M⊙, are
thought to collapse directly to BHs at the end of their lifetimes, without any supernova
explosion.

It is estimated that there are about 108 stellar-mass BHs in the Milky Way alone, as
about 0.1% of stars are sufficiently massive to collapse to BHs at the end of their life-
times (Shapiro and Teukolsky, 1983). The number of known stellar-mass BHs is, however,
substantially smaller.

Most of the known stellar-mass BHs are found in close binary systems with a compan-
ion star. This is because it is easiest to detect BHs if they have a companion star. These
systems are known as X-ray binaries (XRBs) due to their large X-ray luminosities. How-
ever, not all of those contain BHs, as some have a neutron star as their compact object.
We currently know of 59 such XRBs (Corral-Santana et al., 2016). It is, however, also
estimated that there are a total of ≈ 1300 XRBs in the Milky Way, with the vast majority
remaining undetected so far (Corral-Santana et al., 2016).

Many BHs may be in wide binaries, in which there is a negligible mass transfer from the
companion to the BH. X-ray emission in such systems comes exclusively from the stellar
corona rather than from an accretion disc around the BH. Detecting BHs in wide binaries
is much more challenging. Their presence can, however, be inferred via the motion of the
companion star. The orbit of the companion star is also used to constrain the mass of the
BH. For instance, Liu et al. (2019) observed a sinusoidal variation in the radial velocity of
a star, which was caused by a companion with a mass of 68+11

−13 M⊙, that did not emit any
light. A dark, compact object with that mass can only be a BH. Yamaguchi et al. (2018)
also argue that BHs in such systems could be detected via precise astrometric observations
of the orbit of stars around massive, dark, compact objects.

A breakthrough in BH astrophysics was achieved with the advent of gravitational wave
detection capabilities (LIGO Scientific Collaboration and Virgo Collaboration, 2016). The
inspiral ahead of the merger of two massive, compact objects produces powerful gravi-
tational waves, which can be detected over cosmological distances, allowing us to detect
stellar-mass BHs in distant galaxies. Furthermore, the shape of the gravitational wave sig-
nal enabled the masses of the merging, and the merged BHs to be determined. LIGO and
Virgo have already detected a total of 90 gravitational wave events (The LIGO Scientific
Collaboration et al., 2021), which were mainly produced by the inspiral of binary BHs.
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All of these methods can only detect stellar-mass BHs located in a binary system with
a star, neutron star, or BH. However, it is possible that many stellar-mass BHs do not
have any companion (Shapiro and Teukolsky, 1983). During the red giant phase of the
stellar evolution of massive stars, they commonly grow to envelop any companion star,
which often leads to a merger (Ivanova et al., 2013) before the possible collapse to a BH.
Asymmetries in supernova explosions also create natal kicks (Janka, 2013; Belczynski et al.,
2016), which can eject the newly formed BH from the stellar system at high velocities.

These isolated BHs are exceedingly difficult to detect. They are tiny, having radii of
merely a few km, and do not emit any light of their own. So far, the only known way in
which such isolated BHs can be found is via the microlensing method (Karolinski and Zhu,
2020). When a BH passes into the line of sight of a distant bright source, gravitational
lensing from the BH causes the distant source to be magnified. This is manifested as a
brief, sharp increase in the measured flux following a standard temporal evolution. By
determining the mass of the lens and identifying whether it emits any light of its own,
isolated BHs can be found. So far, there has only been one unambiguous detection of an
isolated BH with microlensing (Sahu et al., 2022).

1.1.3 Black hole transients
In XRBs, the separation of the two components is sufficiently small, such that the com-
panion star exceeds its Roche lobe at least some of the time, resulting in mass transfer
from the star to the BH (Savonije, 1979). Due to the small size of the BH and the ex-
cess angular momentum of the transferred matter, it cannot fall directly onto the BH. It
instead forms an accretion disc around it, in which friction transfers angular momentum
outwards and increases the temperature of matter falling into ever tighter orbits around
the BH (Abramowicz and Fragile, 2013). In this process, accreting matter loses gravita-
tional potential energy, corresponding to a significant fraction of its rest mass energy (η).
This energy release heats up the accretion disc to immense temperatures on the order of
107 K (Shakura and Sunyaev, 1973). The accretion disc radiates as a black body, having a
peak in its emitted energy distribution of several hundred eV, firmly within the X-ray en-
ergy range. Additionally, Compton up-scattering in the corona (Rees et al., 1982; Narayan
et al., 1996) increases the photon energy even further, producing a non-thermal power law
energy distribution. These are the physical mechanisms responsible for the large X-ray lu-
minosities observed in XRBs, giving them their name. XRBs also generate powerful radio
jets perpendicular to the plane of the accretion disc (Fender et al., 2009). The activity of
the jets is very strongly related to the activity in the accretion disc itself, and these two
components evolve together (Fender, 2010).

XRBs can either be persistent sources that are bright all the time or transient sources
that have long periods of quiescence between outbursts, in which they shine brightly in
X-rays (Belloni et al., 2011). Transient XRBs with a BH as their compact object are called
black hole transients (BHTs).

BHTs spend most of their time in a quiescent state, in which their X-ray and radio
emission is negligible, and there is no mass transfer from companion to BH. However, typ-
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Figure 1.1: The HID of the 2002, 2004, 2007, and 2010 outbursts of the low-mass XRB
GX 339-4. Adapted from Belloni et al. (2011).

ically once every few years, the companion star expands beyond its Roche lobe, triggering
an outburst of the BHT. During an outburst, the accretion rate onto the BH and the X-ray
source flux increase by many orders of magnitude (see e.g. Chen et al., 1997; Remillard
and McClintock, 2006). Outbursts typically last for a few months, with the BHT pass-
ing through several well-defined states (Belloni et al., 2011). These are distinguished and
classified via their X-ray intensity, spectral, and timing properties (Homan and Belloni,
2005). These different states can be visualised on a hardness intensity diagram (HID),
which shows the X-ray intensity against the flux ratio between a hard and a soft X-ray
energy band. They typically evolve through a hysteresis ‘q’-shaped path traversed in an
anti-clockwise fashion (Fender et al., 2004). Fig. 1.1 shows the HID of multiple outbursts
of the XRB GX 339-4, with labels at the location of specific states (Belloni et al., 2011).

At the start and end of the outburst, the system is located in the lower right region
of the HID. It has a low luminosity and a hard X-ray spectrum, which is dominated by a
power law component produced via Compton up-scattering of soft thermal X-ray photons
from the accretion disc by high energy electrons in the corona (Gilfanov, 2010). In the
standard truncated disc model (Esin et al., 1997; Poutanen et al., 1997), the geometrically
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thin, optically thick accretion disc is terminated at a large radius, so that the disc black
body component only makes a small contribution to the X-ray spectrum. The system also
features a steady, compact jet (see e.g. Corbel et al., 2001). This is known as the low hard
state (LHS).

As the accretion rate and luminosity increase, the truncation radius of the accretion
disc starts to decrease. This causes the disc emission to become stronger and the X-ray
spectrum to be characterised by a combination of a multi-temperature black body and a
power law component. This part of the outburst is classified into two types: the hard
intermediate and soft intermediate states (HIMS and SIMS, respectively), which can, for
instance, be distinguished by their variability properties. The transition from the HIMS to
the SIMS is marked by the steady compact jet switching off, being quenched by more than
3.5 orders of magnitude (Russell et al., 2019) after a short-lived, bright and rapidly flaring
transient jet is launched (Fender et al., 2004). Sometimes, a BHT temporarily reaches an
anomalous state (AS; Motta et al., 2012), which branches off from the HID at the SIMS
towards even higher luminosities and greater X-ray hardness.

The truncation radius continues to decrease as the luminosity starts to drop slightly.
When the accretion disc extends down to the ISCO, the spectrum is dominated by black
body emission from the accretion disc, whereas the Comptonised power law component
becomes relatively insignificant. This part of the outburst is characterised as the high
soft state (HSS), during which no jet is launched (Fender et al., 1999). Eventually, after
the source has faded enough, the hardness increases again, and the BHT returns to the
LHS, via the SIMS and HIMS, before finally returning to quiescence. This hardening in
the intermediate states occurs at a lower luminosity than the initial softening and features
the re-establishment of the compact jet over a few weeks (Russell et al., 2014)). Multiple
transitions between the HIMS and the SIMS usually occur in both of these horizontal
regions of the HID.

The above describes the standard picture of the evolution of a BHT in an outburst, but
it is by no means universal. For example, some outbursts fail to reach some of the softer
states before returning to the LHS and then to quiescence (Belloni and Motta, 2016).

1.1.4 Supermassive black holes and active galactic nuclei
The second prominent class of BHs at the other end of the mass scale are the SMBHs,
with masses typically found in the range 106 − 1010 M⊙. The most massive BH known so
far is Ton 618, with a mass of 6.6 × 1010 M⊙ (Shemmer et al., 2004). SMBHs are found at
the centre of almost every large galaxy. Their formation mechanism is still unknown, with
several possibilities being debated. However, high redshift observations of SMBHs indicate
that they must have formed very early, within the first 109 years after the Big Bang (Fan,
2006). Even though SMBHs only make up a minuscule portion of the entire mass of the
galaxies they reside in, they can have profound effects on their host galaxies. The BH
mass was observed to strongly correlate with both the stellar velocity dispersion (Ferrarese
and Merritt, 2000) and the total mass (Magorrian et al., 1998) of the bulges of their host
galaxies. These correlations between the BH mass and the galaxy properties are thought
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to be caused by AGN feedback comprising wind outflows and jets from the SMBH system
(Kormendy and Ho, 2013). By inverting the correlations, it is possible to estimate the BH
mass from a measurement of the stellar velocity dispersion or the mass of the bulge of a
galaxy.

SMBHs are thought to grow considerably in mass over cosmic time but at a highly
non-uniform rate. They undergo periods of very high accretion rates that are estimated to
last for ≈ 107−9 years, separated by long periods of quiescence when their accretion rate is
negligible (Marconi et al., 2004). In periods with a high accretion rate onto SMBHs, the
accreting matter releases so much gravitational potential energy in the process that it can
cause the centre of the galaxy to outshine the rest of the galaxy across the electromagnetic
spectrum (Masoura et al., 2021). These sources have been observed with a variety of dif-
ferent properties in different wavelength bands and are grouped into the broad category of
Active Galactic Nuclei (AGNs). AGNs are the brightest persistent sources in the universe,
having a power of up to several 1048 erg s−1 (Padovani et al., 2017).

AGNs were more common in the past than they are in the universe now; the luminosity
density of AGNs was observed to be greatest at z = 1.2±0.1 (Aird et al., 2010). Most of the
growth of SMBHs through cosmic time occurred at z > 1 (Aird et al., 2010), presumably
via several periods of AGN activity. Due to their large luminosities, AGNs can also be
detected at high redshifts. In recent years, several AGNs with z > 6 have been identified
(see e.g. Venemans et al., 2015; Wolf et al., 2021). This constrains the time of formation
of the SMBHs, indicating that they must have formed in the very early universe.

In the AGN unification model (Antonucci, 1993), various AGN classes, such as radio
galaxies, Seyfert galaxies, quasars, blazars, and BL Lacs are all described to be caused by
accretion onto a SMBH in the centre of the galaxy, featuring the same basic structure,
and geometry. The difference between these different classes of sources is explained as
being due to a difference in the viewing angle relative to the plane of the accretion disc.
In this model, the structure of an AGN in the region close to the event horizon of the
SMBH consists of a geometrically thin, optically thick accretion disc, which is typically
described by the Shakura-Sunyaev α-disc model (Shakura and Sunyaev, 1973). A corona
and two jets perpendicular to the accretion disc are also located close to the SMBH. The
broad line region is elevated slightly above and below the accretion disc, which produces
strongly Doppler-broadened emission lines due to the high velocities of orbits at these radii
(Peterson, 2006). Further out, there is a geometrically thick dusty torus, which can block
the view of the inner parts of the structure if viewed side-on (Nenkova et al., 2008). Finally,
there is a narrow line region, which generates significantly narrower Doppler-broadened
emission lines because it is located further away from the centre of the BH (Heckman
et al., 1981). However, there has been some recent criticism of the AGN unification model,
arguing that it is a too simplified description and cannot account for changing look AGNs,
which are observed to change from type 1 to type 2, or vice-versa (Spinoglio and Fernández-
Ontiveros, 2021).

A recent major development in this field is the ability to image SMBHs. The Event
Horizon Telescope (EHT ; Event Horizon Telescope Collaboration, 2019) combines observa-
tions from radio telescopes around the world, utilising very long baseline interferometry to
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obtain an angular resolution of merely 24 µarcsec (Event Horizon Telescope Collaboration,
2022). The EHT has now imaged both the SMBH at the centre of giant elliptical galaxy
M87 (Event Horizon Telescope Collaboration, 2019), and Sagittarius A*, the SMBH at the
centre of the Milky Way (Event Horizon Telescope Collaboration, 2022). Fig. 1.2 depicts
the images obtained by the EHT of these two SMBHs.

Figure 1.2: The images of the SMBH at the centre of galaxy M87 (left, credit: Event
Horizon Telescope Collaboration, 2019), and Sagittarius A* at the centre of the Milky
Way, as observed by the EHT (right, credit: Event Horizon Telescope Collaboration,
2022).

There is a large mass gap between the stellar-mass BHs and the SMBHs, indicating
that they must have been formed by different mechanisms. BHs that lie in this mass
gap, having masses in the range 102 − 105 M⊙, are labelled as intermediate-mass black
holes (IMBHs). Most of the IMBHs identified so far are detected at the upper limit of
this mass range and are associated with low luminosity AGNs (Chilingarian et al., 2018).
However, only one IMBH is known at the lower end of the mass range. It has a mass of
142 M⊙ and was detected to have been formed from the merger of two very massive stellar-
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mass BHs (LIGO Scientific Collaboration and Virgo Collaboration, 2020). Currently, the
IMBHs that fall into the two categories of low luminosity AGNs, or stellar BH mergers,
are still separated by more than 2 orders of magnitude in mass. This could indicate that
the known IMBHs are merely the extreme mass limits of stellar-mass BHs and SMBHs,
which fall slightly outside of the standard range of masses considered for these two types
of BHs. This further supports the idea that SMBHs formed from a massive seed rather
than from countless mergers of stellar-mass BHs.

Although the mass and size of BHTs and AGNs are vastly different, they feature many
similarities. They are both powered by accretion onto a BH, feature an accretion disc,
corona, and radio jets, and are defined mainly by irregular, comparatively short periods
of high luminosity between long periods of quiescence. Additionally, it was found that
the accretion process, the timescales of changes in the accretion process, and the types of
variability involved could be matched when accounting for the different masses of the two
classes of systems (McHardy et al., 2006). This similarity means that research into the
properties of BHTs may also be helpful for understanding AGNs and vice versa.

1.2 Black hole variability properties

1.2.1 Shortest variability timescale
The time it takes an astronomical object to change its brightness indicates the size of its
light-emitting region. For continuously variable objects, the information about a change
in brightness has to propagate within the source to take effect. Therefore, a preliminary
estimate of the upper bound of the size of a continuously variable source can be made by
equating the shortest timescale of observed changes to half of the light-crossing timescale:

rmax ≈ 2cτ. (1.6)

In this equation, rmax is the maximum size that the variable object can have, c is the speed
of light, and τ is the shortest timescale over which continuous brightness changes could be
detected. The factor of 2 is accurate, if the source is spherical or cylindrical with a much
smaller height than radius, and if the information of a change in brightness is propagated
radially from the centre through a lossless medium with a refractive index of 1. It is,
therefore, a theoretical upper limit. Equation 1.6 also does not apply if there are multiple
emission regions or if the source is inhomogeneous.

This relation between the timescale of variability and the upper limit on the size of
its source has historical significance because it helped determine the true nature of AGNs.
Despite the extreme luminosities that they were observed to possess, they were found to
vary significantly over time. This indicates that they are compact and have radii below
the pc scale (Matthews and Sandage, 1963).

AGNs are observed to vary at all wavelengths (Ulrich et al., 1997). As X-rays are
generated near the innermost part of the accretion disc, close to the ISCO, AGN X-ray
light curves vary on the shortest timescales (Nandra et al., 1997; Crenshaw et al., 1996).
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In this environment, the extreme gravitational field and the interaction of in-falling matter
and radiation produce a variety of unique effects, producing various kinds of variability,
many of which still need to be properly understood.

If the size of a variable source is known, Equation 1.6 can be inverted to obtain an
estimate of the smallest timescale over which it can show significant variability. For ex-
ample, a 10 M⊙ BH has a minimum X-ray variability timescale on the order of 10−3 s. In
contrast, a 1010 M⊙ SMBH has an X-ray variability timescale of at least on the order of
106 s (Paolillo et al., 2004).

Previous variability studies of XRBs have considered high-frequency variability (see e.g.
Belloni et al., 2012; Belloni and Stella, 2014), at hundreds of Hz, probing the structure
very close to the ISCO. Such studies are often limited by instrument sensitivity and the
brightness of the source. At the other end of the range, long-term variability studies often
involve comparisons of observations made by a variety of different instruments over many
years (see e.g. Zheng et al., 2017; Paolillo et al., 2017). Such studies are limited by differ-
ences between detectors. Moreover, they can only describe differences in source brightness
in narrow observing windows separated by very long gaps, missing all the variability occur-
ring in-between. An analysis of quasar light echoes has even enabled an analysis of AGN
variability on a timescale of > 104 years (Lintott et al., 2009). Sartori et al. (2018) have
combined multiple methodologies to investigate the optical AGN variability on timescales
ranging from several days to tens of thousands of years.

1.2.2 Variability correlations

The normalised excess variance (NEV; Edelson et al., 1990; Nandra et al., 1997) is a
parameter that quantifies the degree of variability of a source within a set of measurements
in excess of the measurement errors. It will be discussed in more detail in Chapter 3.
When comparing the NEV measured from the X-ray light curves of several different AGNs,
Nandra et al. (1997) found that it is anticorrelated with the AGN luminosity. Following
this discovery, various other correlations with the variability of AGNs were identified. Lu
and Yu (2001) found an anticorrelation between the NEV and the BH mass of AGNs.
This was further supported by the analysis of a greater number of AGNs, by Papadakis
(2004), O’Neill et al. (2005), Ponti et al. (2012b), and Paolillo et al. (2017), among others.
Furthermore, Turner et al. (1999) also discovered a positive correlation between the NEV
and the photon index of the X-ray spectrum.

O’Neill et al. (2005) argue that the anticorrelation between the NEV and the luminosity,
and the correlation between the NEV and the photon index, are merely consequences of
the anticorrelation between the NEV and the BH mass. There is particular interest in this
relationship due to the possibility of estimating the BH mass from a measurement of the
NEV. This could be useful when other methods of measuring BH mass are unavailable,
such as in obscured AGNs.
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1.2.3 AGN PSDs
The Power Spectral Density (PSD; van der Klis, 1989) describes the distribution of vari-
ability power as a function of frequency. A periodogram is an estimate of the PSD of a
variable source based on the available data for it. This will be described in more detail in
Chapter 3.

The periodograms of variable sources are often dominated by a power law shape:
P (ν) ∝ ν−α, where α is the power law index. A power law PSD with α = 0 is known
as white noise and corresponds to a light curve in which the count rate in every bin is
independent of the count rate in any other bin. A red noise PSD is described by a power
law with α = 2 and is associated with a light curve dominated by long-term trends, in
which the count rate in each bin is strongly correlated to that in adjacent bins. A pink
noise PSD lies between the two, has α = 1, and corresponds to a light curve that is still
dominated by long-term trends but in which the correlation between the count rates of
adjacent bins is smaller than for red noise.

AGN and XRB X-ray light curves are typically observed to have PSDs, which can
be described by a red noise power law of α ≈ 2 at high frequencies (González-Martín and
Vaughan, 2012), and a pink noise power law of α ≈ 1 at lower frequencies (Papadakis et al.,
2002; Papadakis, 2004). The transition from α ≈ 2 to α ≈ 1 is usually described by a
sharp break but has also been modelled as a gradual bend in the PSD (González-Martín and
Vaughan, 2012). This break or bend occurs somewhere between about 10−6.4 − 10−3.3 Hz
(González-Martín and Vaughan, 2012). To avoid a divergence in the integral of the PSD,
it is also necessary for α < 1 at very low frequencies. For XRBs, it is observed that α = 0
at very low frequencies (Belloni and Hasinger, 1990). This has not yet been observed for
AGNs.

Similar power laws have been identified in the PSDs of XRBs, at much lower frequencies.
For those, a low-frequency break from α ≈ 1 to α ≈ 0 can be observed (Belloni and
Hasinger, 1990) as well. XRB PSDs can also be used to investigate the properties of
quasi-periodic oscillations, which are frequently observed to occur.

1.2.4 Quasi-periodic oscillations
Temporal analysis of the X-ray light curves of many BHTs has revealed the existence of
strong stochastic noise, along with quasi-periodic oscillations (QPOs). These appear as
Lorentzian peaks in periodograms. Greater variability and QPO amplitude at higher X-
ray energies suggest that the QPOs originate very close to the BH: in the corona or the
inner accretion flow (Belloni et al., 1997). Accordingly, QPOs provide an additional useful
window for studying this region and are essential in distinguishing different parts of an
outburst. They come in two classes: low (LFQPOs), and high-frequency QPOs (HFQPOs)
(Motta, 2016). The LFQPOs have frequencies in the range 0.01–30 Hz, but are typically
found below 10 Hz, and have been detected and studied much more than HFQPOs, which
commonly have frequencies of several hundreds of Hz. The LFQPOs have themselves been
grouped into three different types: A, B, and C (Wijnands et al. 1999, and for a detailed
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analysis, see Casella et al. 2005, and Motta 2016). The three types are distinguished via
their PSD properties. The PSDs of BHTs are often fitted with a sum of several Lorentzian
functions (Belloni et al., 2002), which describe both the QPO and the stochastic noise
continuum:

L(ν) = r2ν0

2πQ

(ν − ν0)2 +
(

ν0

2Q

)2
−1

.

Here, ν0 is the centroid frequency at which the Lorentzian reaches its maximum; Q =
ν0/FWHM is the quality factor, which is used to characterise the width of the Lorentzian;
r describes the rms variability (r =

√
NEV) of a single Lorentzian. The total rms of a PSD

is determined by taking the square root of its properly normalised integral between two fre-
quencies: ν1, and ν2, and is typically expressed as a percentage: rms =

√∫ ν2
ν1

(∑n
i Li(ν)) dν,

where n is the number of Lorentzian components used in the fit.
Type C QPOs are observed most frequently and are usually detected in the LHS and

HIMS, although they can appear in all spectral-timing states (Motta, 2016). They have
frequencies spanning the entire LFQPO frequency range: 0.01 Hz ≲ ν0 ≤ 30 Hz, are very
narrow: Q ≳ 10, and have a large rms variability: 5% ≲ rms ≲ 20%. The strong broad-
band continuum associated with type C QPOs contributes significantly toward their large
rms. The continuum appears as a flat top noise extending up to a break frequency, above
which it drops steeply. The break frequency has a similar value to, and correlates with,
the QPO frequency (Wijnands and van der Klis, 1999). The type C frequency also roughly
correlates with the X-ray flux and anticorrelates with the broad-band rms (Motta et al.,
2011).

Type B QPOs are the defining characteristic of the SIMS, distinguishing it from the
HIMS. (Belloni and Motta, 2016). They are typically located at ν0 ≈ 6 Hz in the early
bright phase of the outburst but have also been found at lower frequencies, especially in
the low flux horizontal branch traversed in the return to the LHS (Motta et al., 2011).
They are also quite narrow: Q ≳ 6, and have low variability amplitude: rms ≲ 4%. The
rms is predominantly due to the QPO peak, with a comparatively small contribution from
the power law continuum noise (Motta, 2016).

Type A QPOs are observed even less frequently than type Bs, and are the hardest to
detect. This is due to their broad and very shallow peak, with Q ≲ 3, at frequencies of
6 Hz ≲ ν0 ≲ 8 Hz. In addition, type A QPOs have the lowest variability amplitude of
rms ≲ 3%, a result of the weak QPO and a small contribution from the continuum noise.
Type A QPOs do not feature harmonics, unlike types B and C. They are commonly found
in the HSS (Homan and Belloni, 2005).

Despite the considerable analysis of LFQPOs, there has yet to be a consensus regarding
their physical origin. It is thought that QPOs originate close to the BH, but LFQPO
frequencies are substantially smaller than the Keplerian orbital frequencies at these radii,
which are several hundred Hz. Motta et al. (2011) and Motta et al. (2012) argue that QPO
types B and C have different physical origins, whereas types A and C could be due to the
same process. They point to the different correlations between QPO frequency and power
law flux of the three QPO types, along with the observation of simultaneous type B and
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C QPOs in the PSD of GRO J1655-40.
The relativistic precession model (Stella and Vietri, 1998) identifies the centroid fre-

quency of LFQPOs with the frequency of Lense-Thirring precession at a single radius in
the accretion disc. Within this model, pairs of HFQPOs are identified as corresponding to
periastron precession and Keplerian frequency at the same radius (Stella et al., 1999).

Ingram et al. (2009), Ingram and van der Klis (2013), and Ingram et al. (2016) describe
the precessing inner flow model. In this model, the entire inner flow undergoes Lense-
Thirring precession as a rigid body. A variation in the inclination of the inner flow leads
to a modulation of the Doppler boost, which subsequently generates the QPO.

The accretion ejection instability model (Tagger and Pellat, 1999; Varnière et al., 2002;
Varnière and Tagger, 2002; Varniere and Vincent, 2016) hypothesises an instability with
which energy and angular momentum are transported from a magnetised accretion disc
to the corona, via a spiral density wave and a Rossby vortex. In this model, QPO types
A, B, and C are distinguished by being produced in a relativistic, semi-relativistic, and
non-relativistic regime of the instability, respectively.

Another model for the QPOs is the transition layer model (Titarchuk and Fiorito,
2004). In this model, a transition layer separates the outer parts of the accretion disc,
which orbit at a Keplerian frequency, from the inner regions, which have a sub-Keplerian
orbital frequency. The orbital frequency at this transition layer would equal the QPO
frequency.

A fourth hypothesis was developed by Cabanac et al. (2010). It considers a magneto-
acoustic wave in the corona, which causes a variation in the efficiency of Comptonisation,
thereby generating a QPO.

In summary, QPO properties provide a way to ascertain the physical processes occurring
in the vicinity of the BH and are an effective way of classifying the state of the source,
providing information that the flux and energy spectra alone cannot supply. However, the
physical origin of the QPOs is still debated. While observations suggest a clear distinction
between QPO types A, B, and C, it remains unknown whether these are the result of
different physical processes or merely different regimes of the same fundamental mechanism.

1.3 X-ray telescopes
A large part of this thesis is dedicated to the analysis of eROSITA data. Nevertheless, we
also used a variety of other telescopes and instruments to observe variable X-ray sources.
We will describe their properties in this, and the following two sections.

As the Earth’s atmosphere absorbs X-rays, telescopes sensitive to these energies need
to be in space to perform observations of astronomical sources. Unlike at lower energies,
X-ray photons cannot easily be reflected or refracted. Compton (1923), however, found
that X-rays can be reflected, but only at small glancing angles of ≲ 1◦ off of a polished
surface. Jentzsch and Nähring (1929) concluded that a pair of mirrors with a different
curvature is required to focus X-rays.

These discoveries led to the design of Wolter telescopes (Wolter, 1952). Typically, these
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feature a combination of hyperboloid and paraboloid mirrors to bring X-rays to a focus
on the detector. This pair of conical mirrors enables the telescope to focus X-rays from a
wider field of view. However, the limitation on the glancing angle for reflection implies a
large focal length. To maximise the photon collection area, X-ray telescopes typically use
several nested shells of pairs of mirrors.

1.3.1 Astrosat
Astrosat is a telescope sensitive to a wide range of the electromagnetic spectrum, with
separate detectors for X-rays, ultraviolet, and optical photons (Singh et al., 2014). It was
launched into a low Earth orbit on September 28, 2015. It has now exceeded its planned
mission duration of 5 years and is continuing to perform observations.

Astrosat has three Large Area Xenon Proportional Counters (LAXPCs), which are its
main X-ray detectors. They are sensitive to photon energies in the range 3 − 80 keV. The
field of view of the LAXPCs is 1◦ × 1◦. The LAXPC detectors excel due to their short
time resolution of 10 µs (Antia et al., 2017). This resolution is, however, accompanied by
a dead time of 42 µs, in the default event analysis mode. In the fast counter mode, the
dead time is even reduced to 10 µs, which is useful for observing bright, or flaring sources.
The LAXPCs have a combined large effective area of ≈ 6000 cm2 at 20 keV. (Antia et al.,
2017). This effective area, however, drops to ≈ 2500 cm2 at 20 keV (Basu et al., 2021).
These properties enable the LAXPCs to be ideal instruments for timing and variability
studies of bright sources in X-rays, especially for high-frequency modulations.

1.3.2 Chandra
The Chandra X-ray observatory (Chandra; Weisskopf et al., 2000) is the longest running,
still active X-ray telescope. It was launched into a highly elliptical geocentric orbit on July
23, 1999, and was the heaviest payload ever launched by a space shuttle.

Chandra is sensitive to the X-ray photons in the energy range: 0.2 − 10.0 keV. It spe-
cialises in X-ray imaging, and its optics have an on-axis angular resolution of 0.5′′ (Murray
et al., 2000). Chandra has a high-resolution camera and three different spectrometers; the
advanced CCD imaging spectrometer (ACIS) and the high-, and low-energy transmission
grating spectrometers. Below 3 keV, Chandra has a resolving power of up to 500 (Weisskopf
et al., 2000). ACIS has a time resolution of 16 µs.

1.3.3 Insight-HXMT
The Hard X-ray Modulation Telescope (Insight-HXMT; Zhang et al., 2018) is China’s first
astronomical satellite. It was constructed with the aim of improving the hard X-ray survey
capabilities, especially regarding observations of transient sources, XRBs, and gamma-ray
bursts. It was launched into low Earth orbit on June 14, 2017.

Insight-HXMT consists of three X-ray telescopes that are sensitive to three different
energy bands; the High Energy X-ray telescope (HE, 20 − 250 keV), the Medium Energy
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X-ray telescope (ME, 5 − 30 keV), and the Low Energy X-ray telescope (LE, 1 − 15 keV).
Of them, HE has the best time resolution of 25 µs. ME has a time resolution of 280 mus.
HE also has a large effective area at this high energy range, of 5000 cm2 below 80 keV
(Zhang et al., 2018).

1.3.4 NICER
The Neutron star Interior Composition ExploreR (NICER; Gendreau et al., 2012) was
designed to investigate neutron stars through soft X-ray timing and spectroscopy. It was
launched on June 3, 2017, and was attached to the International Space Station on June
13, 2017.

NICER is sensitive to the energy band 0.2 − 12 keV, with an effective area of 2000 cm2

at 1.5 keV (Okajima et al., 2016). It has a short time resolution of 300 ns.

1.3.5 NuSTAR
The Nuclear Spectroscopic Telescope ARray (NuSTAR; Harrison et al., 2013) is an X-ray
telescope with sensitivity over the wide energy band of 3 − 79 keV. It is the first X-ray
telescope capable of focusing hard X-rays above 10 keV. NuSTAR was launched into a low
Earth orbit on June 13, 2012, and is still in operation.

NuSTAR consists of two telescopes, which are labelled as Focal Plane Modules A,
and B (FPMA, and FPMB, respectively). Data collected from them should be analysed
independently, as there are slight differences between them. NuSTAR also features a
deployable mast, which was used to increase the distance between the Wolter hyperbolic
and parabolic mirrors and the detector to 10.15 m, which is required for the focusing of
hard X-rays with high efficiency (Harrison et al., 2005).

NuSTAR has a full width at half maximum energy resolution of 400 eV below 50 keV,
which increases to 1.0 keV at the highest energies (Harrison et al., 2013). It has a square
field of view, with a width of 12′, and a time resolution of 2 µs.

1.3.6 Swift
The Neil Gehrels Swift observatory (Swift; Gehrels et al., 2004) was constructed for the
purpose of studying gamma-ray bursts. It was launched to low Earth orbit on November
20, 2004. Swift consists of three telescopes; the Burst Alert Telescope (BAT), the X-Ray
Telescope (XRT), and the UltraViolet/Optical Telescope (UVOT).

Gamma rays are also absorbed by the Earth’s atmosphere, which is why telescopes
sensitive to these energies also need to be located in space. Gamma rays cannot even be
deflected by glancing reflection off of polished surfaces, so gamma-ray telescopes have to
abandon focusing for image generation entirely. Instead, gamma-ray telescopes use coded
apertures to distinguish sources and determine their approximate positions. These can
be reconstructed via the shadows of the coded aperture at the detector. Coded aperture



16 1. Introduction

telescopes have a lower angular resolution but a large field of view. Swift/BAT has a half-
coded field of view of 1.4 sr, allowing it to detect gamma-ray bursts quickly. Following
the detection, the observatory slews to point to the source position, such that the XRT
and UVOT can observe the afterglow (Barthelmy et al., 2005). Swift/BAT performs wide
area surveys, to be able to quickly detect gamma-ray bursts wherever they occur. It,
therefore, frequently observes bright sources throughout the sky, within the hard X-ray to
the gamma-ray energy range of 15 − 150 keV (Barthelmy et al., 2005).

The Swift/XRT is sensitive to X-rays within the energy range 0.2 − 10 keV. It has a
square field of view with a width of 23.6′ and an effective area of ≥ 120 cm2 at 1.5keV
(Burrows et al., 2005). It has four different readout modes for different types of analysis.
The photodiode mode, for instance, has a temporal resolution of 0.14 ms but no spatial
resolution at all. In contrast, the image mode has a temporal resolution of 0.1 − 2.5 s but
provides the most accurate measurements of the source position and flux (Hill et al., 2004).

1.3.7 XMM-Newton
The X-ray multi-mirror mission (XMM-Newton; Jansen et al., 2001) was launched to an
elliptical geocentric orbit on December 10, 1999, and is the largest scientific satellite ever
launched by the European Space Agency. It comprises three telescopes, each consisting of
58 concentric mirror shells. Two of these use a metal oxide semiconductor (MOS) charged
coupling device (CCD), and the third uses a pn CCD as their imaging detector (Turner
et al., 2001; Strüder et al., 2001). XMM-Newton can also determine the X-ray spectrum,
using two reflection grating spectrometers (RGS).

XMM-Newton has an effective area of up to ≈ 1400 cm2 at 1.5 keV (Jansen et al.,
2001). It is sensitive to X-rays within the energy range of 0.1 − 10.0 keV and has a field of
view of 30′. It also has an optical monitor, which detects optical and UV photons in the
same direction, and is simultaneous to the primary X-ray observations.

Observations by XMM-Newton are performed in one of several different modes. The full
frame mode enables observations of the entire available field of view. Other modes obtain
information for a smaller region. In the large and small window modes, the different CCDs
can be set to collect different types of data. The timing mode optimises the time resolution,
improving it to 3 × 10−5 s. This is achieved by discarding the spatial information along
one of the two CCD pixel axes (Strüder et al., 2001). The pn CCD even has a burst mode,
with a time resolution of 7 × 10−6 s, but only detects 3% of all photons.

1.4 The eROSITA instrument
The extended ROentgen Survey with an Imaging Telescope Array (eROSITA; Predehl
et al., 2021) is a new X-ray telescope that aims to map out the entire sky at an unprece-
dented sensitivity. For this purpose, eROSITA has a large field of view of 1.03◦, and a
large on-axis effective area of a circle with a diameter of ≈ 1.5 × 103 cm2. It is sensitive to
the energy range of 0.2 − 8.0 keV.
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Figure 1.3: An image of the 7 eROSITA telescope modules prior to packing and mounting
on SRG. Credit: MPE (https://www.mpe.mpg.de/7604815/gallery)

eROSITA follows in the footsteps of the ROSAT (an abbreviation of the German word
‘ROentgenSATelit’) mission (Truemper, 1982), which observed the entire sky in the X-ray
energy band 0.1 − 2.4 keV in the 1990s. eROSITA constitutes a considerable improvement
over the capabilities of ROSAT. The eROSITA sensitivity in the soft X-ray band, from
0.2 − 2.4 keV, exceeds that of ROSAT by 25 times. Additionally, eROSITA performs the
first ever all-sky survey in the 2.4 − 8. keV band (Predehl et al., 2021).

The main aim for eROSITA is the detection of ≈ 105 galaxy clusters throughout the
sky. This extensive sample will be crucial for testing cosmological models and investigating
the large-scale structure in the universe (Predehl et al., 2021). Additionally, it is expected
that eROSITA will detect ≈ 3 × 106 AGNs throughout the sky, which will enable a much
more detailed investigation of their population properties and evolution throughout cosmic
time.

eROSITA is the primary instrument on the Spectrum-Roentgen-Gamma (SRG; Sun-
yaev et al., 2021) spacecraft, which also contains the Astronomical Roentgen Telescope -
X-ray Concentrator (ART-XC ; Pavlinsky et al., 2021) telescope. SRG is a joint German
- Russian mission. SRG was successfully launched on July 13, 2019, from the Baikonur
cosmodrome in Kazakhstan with a Proton-M rocket. It travelled to the L2 Lagrange point
and entered a 6-month Halo orbit around it on October 21 (Predehl et al., 2021). SRG has
performed several orbit corrections since then, but the main properties of the orbit have
remained the same.

The eROSITA calibration and performance verification phase took place from October
18 to December 8. This included a test of its survey capabilities via the eROSITA Final
Equatorial Depth Survey (eFEDS; Brunner et al., 2022). This comprised observations of a

https://www.mpe.mpg.de/7604815/gallery
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Figure 1.4: Schematic of the eROSITA telescope, and its components. Credit: Merloni
et al. (2012)

≈ 140 square degree field at an exposure depth comparable to what eROSITA is expected
to achieve over the course of its all-sky surveys.

eROSITA consists of seven identical Telescope Modules (TMs), which each contain 54
Wolter mirror shells. These can be seen in Fig. Fig. 1.3, which is an image of the eROSITA
TMs when it was still under construction. Each TM also features a baffle to reduce the
stray light detected. The eROSITA detectors are seven identical pn-CCDs which consist
of 384 × 384 pixels; each has a size of 75 µm. Fig. 1.4 depicts a schematic of the eROSITA
telescope with all of its components.

The angular resolution differs slightly between different TMs, but it has an average
on-axis value of ≈ 16.0′′. The average angular resolution across the entire field of view
is ≈ 26.0′′ (Predehl et al., 2021). eROSITA has a temporal resolution of 50 ms, and a
spectral resolution of 49 eV at 0.3 keV (Predehl et al., 2021).

On December 12, 2019, the first of eight planned all-sky surveys began. The eROSITA
All Sky Surveys (eRASSs) each take six months to complete. Each subsequent survey
starts with the completion of the previous one. It was planned for all eight surveys to
be completed within four years, in December 2023. Following the survey phase, SRG was
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planned to be used for pointed and survey observations, partly based on proposals from
the astronomical community, for at least another 3.5 years. The eRASSs are discussed in
greater detail in Chapter 2.

As a consequence of the Russian invasion of Ukraine, eROSITA was placed into safe
mode on February 26, 2022. Since then, at the time of writing, no more science operations
have been performed. By that point, eROSITA had completed the first four of its eight
planned all-sky surveys and was about halfway through eRASS5 (the fifth eRASS).

The data collected by eROSITA is shared equally between a German and a Russian
consortium. Each consortium has data rights within one of two hemispheres. The boundary
between the two hemispheres is defined by the great circle that intersects both Galactic
poles, and the Galactic centre (Predehl et al., 2021). The German eROSITA consortium
holds data rights to |l| > 180◦, which includes the south ecliptic pole (SEP), but not the
north ecliptic pole (NEP)

1.5 Telescopes in other bands

The primary focus of this work is on exploiting X-ray observations of BHs across the mass
range. However, these are complemented by observations in other energy bands, which
can provide additional information about the sources, that cannot be obtained in the X-
ray band. We, therefore, utilised observations in radio, infrared, optical, ultraviolet, and
gamma-ray bands to assist our primary X-rays observations. In this section, we briefly
describe the various non-X-ray telescopes used.

1.5.1 INTEGRAL

The INTErnational Gamma-Ray Astrophysics Laboratory (INTEGRAL; Winkler et al.,
2003) is a coded aperture telescope focused on the imaging and spectroscopy of gamma-ray
sources in the sky. INTEGRAL has two primary instruments. The first is a spectrometer
(SPI), with an energy resolution of 3 keV at 1.5 MeV, for the energy range of 20 keV−8 MeV,
a detector area of 500 cm2, and a low angular resolution (Vedrenne et al., 2003). The second
primary instrument is the imager IBIS, which utilises the entire 15 keV − 10 MeV energy
band, has an angular resolution of 12′, a detector area of up to 2890 cm2, but a low energy
resolution (Ubertini et al., 2003). INTEGRAL was launched into geostationary orbit on
October 17, 2002. It is still operational despite the loss of its thrusters.

INTEGRAL also contains an X-ray (JEM-X) and an optical (OMC) monitor. The
X-ray monitor is sensitive to 3−35 keV and also uses a coded mask aperture. This enables
it to have a large field of view of 4.8◦, significantly larger than that of most focusing X-ray
telescopes. The field of view of INTEGRAL in gamma-rays is even larger, of up to 16◦. The
OMC is sensitive to the optical Johnson V band and has the greatest angular resolution
of 25′′ (Winkler et al., 2003).
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1.5.2 AAT
The Anglo-Australian Telescope (AAT ; Hopkins et al., 2012) is an optical telescope with a
diameter of 3.9 m and is located at Siding Springs Observatory, Australia. It was opened
on October 16, 1974. The AAT specialises in optical spectroscopy.

Most prominent among the many spectrographs of the AAT is AAOmega (Sharp et al.,
2006). It can determine the spectrum of up to 392 different objects simultaneously from
equally many input fibres within the wavelength interval of 370 − 950 nm. A dichroic
beam splitter is used to separate the input multi-object spectra into blue and red arms
at a wavelength of 570 or 670 nm. AAOmega has a spectral resolution of between 103

and 104 (Sharp et al., 2006). For optimal background subtracted spectra, it is essential to
select several sky fibres that point to empty space. Two fibres are typically also devoted
to standard star calibrators for calibrating the other spectra being observed.

The 2degree Field fibre positioner (2dF; Lewis et al., 2002) is commonly used to select
the targets for the input to the AAOmega spectrograph. It can collect light from 392
different positions, which are connected to the spectrograph via optical fibres. These can
be placed within a large field of view with a diameter of 2◦, hence the name. The fibres are
placed with an accuracy of 0.3′′ and need to be separated from one another by at least 30′′.
The fibres can be reconfigured within 55 minutes, which can be done while a different set
of fibres are used for observation. To utilise this large field of view, 2dF uses a corrector
lens. It also uses an atmospheric dispersion compensator, which enables the same set of
targets to be observed for a duration of up to 2 hours, as long as they are not too low in
the sky. For longer time intervals, the zenith angle of a selected region of the sky changes
too much, shifting the apparent locations of targets due to atmospheric refraction.

1.5.3 Gaia
Gaia (Gaia Collaboration, 2016) is an optical space observatory that is fine-tuned for
measuring positions, parallaxes, and proper motions of more than 109 sources brighter than
magnitude 20.7. It was launched on December 19, 2013, to the Sun-Earth L2 Lagrange
point. Gaia scans across the entire sky by completing a revolution about itself within 6 h,
while the spin axis precesses gradually. By combining measurements of the exact positions
of point sources taken over many years, Gaia can determine highly accurate positions and
parallaxes to within 0.3 marcsec, and proper motions accurate to within 1 marcsec yr−1

(Gaia Collaboration, 2016). The parallaxes can subsequently be used to estimate the
distance to these sources.

1.5.4 VISTA
The Visible and Infrared Survey Telescope for Astronomy (VISTA; Sutherland et al., 2015)
is a ground-based, 4 m wide telescope located at the Paranal Observatory in Chile. It is
sensitive to the wavelength range 0.8 − 2.3 µm. It started operations in December 2009.
Here we use the Vista Hemisphere Surveys (VHS; McMahon et al., 2021), which aim to
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observe the entire southern hemisphere at a 30× greater depth than the previous 2MASS
survey (McMahon et al., 2013).

1.5.5 WISE
The Wide-field Infrared Survey Explorer (WISE ; Wright et al., 2010) is a 40 cm diameter
mid-infrared space telescope, designed to survey the entire sky. It was launched into a sun-
synchronous orbit around Earth on December 14, 2009. WISE is sensitive to 4 infrared
wavelength bands, centered around 3.4, 4.6, 12, and 22 µm. It has detected 1.57 × 105

minor planets, including asteroids, comets, and near-Earth objects.
The primary and secondary solid hydrogen cryogens, required to maintain the infrared

detection capabilities, were used up on October 1, 2010, (Mainzer et al., 2011). Afterwards,
the bands W1 and W2 were used until February 1, 2011, when the telescope was put into
hibernation.

The satellite was reactivated in October 2013 to detect and monitor near-Earth aster-
oids and comets. It was, therefore, renamed to the Near Earth Object Wide-field Infrared
Survey Explorer (NEOWISE ; Mainzer et al., 2014). It has been observing the sky ever
since, at a similar sensitivity as the initial post-cryogenic phase. NEOWISE detected,
among many other objects, the comet NEOWISE, which became the brightest comet visi-
ble in the northern hemisphere of Earth since Hale-Bopp in 1997.

CatWISE (Marocco et al., 2021) is an all-sky catalogue combining the observations
of WISE and NEOWISE. The latest public release, CatWISE2020, contains observations
performed over an interval 16× longer than the duration of the AllWISE catalogue, which
contains the results of the initial WISE survey.

1.5.6 ATCA
The Australia telescope compact array (ATCA; Frater et al., 1992) is a radio telescope in
New South Wales, that consists of six parabolic dishes, which have a diameter of 22 m each.
Out of those, five antennas are movable to create different arrays for different observing
patterns. Observations take place in energy bands centered around 1.5, 2.3, 5.0, 5.5, 8.4,
9, 17, and 19 GHz (Wilson et al., 2011). ATCA was first opened on September 2, 1988.

1.6 Outline of this thesis
In this thesis, we predominantly focus on the investigation of the X-ray variability proper-
ties of X-ray sources, particularly of AGNs and XRBs. We also used observations at other
wavelengths to obtain as much information on the source properties as possible.

Chapter 2 discusses the eRASSs, and the eROSITA observations of the SEP. In that
chapter, we also investigate the distribution of properties of eROSITA sources detected
within 3◦ of the SEP.
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Special treatment is required for an investigation of the variability of sources observed
during the eRASSs. In Chapter 3, we introduce various variability methodologies and
discuss how to adapt them for the analysis of eROSITA data. We set up procedures
for identifying variable sources and for quantifying their variability. We investigate their
efficacy on simulated eROSITA-like light curves.

This variability analysis is then put to use on real eROSITA data in Chapter 4. Signif-
icantly variable sources in the SEP field are identified and classified. We investigate their
variability properties and highlight a few interesting sources.

In Chapter 5, we discuss the 2018 outburst of the BHT Swift J1658.2-4242. It featured
several flip-flops with unique characteristics, which we explored in great detail. We inves-
tigated the QPOs, the amplitude of flip-flop flux changes, the timing of transitions, and
the changes to the source spectrum.

Finally, Chapter 6 summarises the findings of this thesis and discusses the avenues for
future research. We identify what new questions arose as a result of this work and how
those might be investigated.



Chapter 2

eROSITA observations of the South
Ecliptic Pole

We sought to analyse the variability properties of X-ray sources observed during the
eRASSs. This chapter details the properties of the survey, the selection of a field for
variability analysis, the source detection, and the distribution of key parameters within
the observations. These results will subsequently be used in the definition of the variabil-
ity methods in Chapter 3, and their application to the eROSITA data in Chapter 4.

2.1 The eRASSs
Fig. 2.1 depicts the entire sky, as seen by eROSITA after the completion of eRASS1. In
the first all-sky survey alone, 1.1 × 106 X-ray sources were identified by eROSITA. It is
estimated that about 77% of those are likely to be AGNs 1.

During the all-sky surveys, SRG rotates about itself at a constant angular velocity of
2.5 × 10−2 deg s−1. It completes one rotation about itself, called an eroDay, every 4 hours.
In order to scan over the entire sky, its angular momentum vector moves by an average
of 10′ per eroDay. Furthermore, the angular momentum vector is always retained within
the ecliptic plane. This observing pattern ensures that the entire sky is observed within 6
months.

Due to the large field of view of ≈ 1◦, eROSITA can observe many sources simultane-
ously. It also means that sources spend a significant amount of time within the field of
view, as eROSITA scans over them. Therefore, sources passing right through the centre
of the field of view can be observed for up to ≈ 40 s per eroDay. Sources are observed at
least six times per eRASS in this way.

As the SRG angular momentum vector lies in the ecliptic plane throughout all eRASSs,
the SEP and the NEP are observed on every eroDay. Therefore, sources lying close to
the ecliptic poles are observed consistently every 4 hours for most of the duration of the
eRASSs. These observations enable a detailed investigation into the medium to long-term

1https://https://www.mpe.mpg.de/7461950/erass1-presskit

https://https://www.mpe.mpg.de/7461950/erass1-presskit
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Figure 2.1: An image of the entire X-ray sky, as observed by eROSITA during its first
all-sky survey. Credit: Jeremy Sanders, Hermann Brunner and the eSASS team (MPE);
Eugene Churazov, Marat Gilfanov (on behalf of IKI)

X-ray variability properties of sources in these fields, which we will explore in Chapters 3
and 4.

On average, X-ray sources lying close to the ecliptic plane are observed in 6 consecutive
eroDays per eRASS. All these observations occur within 24 hours, after which they will not
be observed again by eROSITA for the next 6 months. However, some of those observations
might be significantly shorter than the maximum of ≈ 40 s per eroDay. They will also be
afflicted by significant vignetting at the edge of the field of view.

At greater altitude angles from the ecliptic, the advance of the field of view per revolu-
tion is smaller than at the ecliptic equator so that a source can be observed on a greater
number of eroDays per eRASS. Of particular interest are the poles of the survey, which
are the two points that eROSITA scans through during every rotation. The eRASS survey
poles approximately correspond to the ecliptic poles, but shift slightly with each eRASS.
Due to eROSITA’s large field of view, all sources within ≈ 0.5◦ can, in theory, be observed
every 4 hours for the duration of the eRASSs.

A quick estimate of the average number of eroDays (Ned) that sources located at an
angle θ (expressed in degrees) relative to the ecliptic poles can be observed for per eRASS,
can be found from the equation:

Ned =

12θ sin−1
[
(2θ)−1

]
(sin [θπ/180])−1 if 0.5◦ ≤ θ ≤ 90◦

1080 if θ < 0.5◦,
(2.1)

where sin, and sin−1 are evaluated in radians. This equation assumes that the survey poles
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always match the ecliptic poles. It is derived by firstly considering that, on average, the
field of view advances by (sin [θπ/180]) /6◦ per eroDay. This advance follows a circular
path with a radius of θ. The length of the arc to this circle, with a chord of 1◦ length,
is 2θ sin−1

[
(2θ)−1

]
. The above equation is found by combining these two results, and

inputting the size of the eROSITA field of view, of ≈ 1◦. The number of eroDays of
observations per eRASS no longer increases for θ < 0.5, as all sources in this region are
observed during every eroDay. In practice, a non-uniform advance of the scanning axis
with every revolution, computer resets, small effective exposure times at the border of the
field of view, a slight movement of the survey pole, and other issues affect this number.
Therefore, it should be treated as an estimate, not an accurate measurement.

The solid angle of the region that lies within an angle of θ relative to either of the two
survey poles, is defined by the equation:

Ω = 2π (1 − cos θ) . (2.2)

This solid angle decreases rapidly with decreasing θ. At small angles, the solid angle
contained between θ and θ + dθ is:

dΩ = 2πdθ sin θ ≈ 2πθdθ. (2.3)

So there are fewer sources to observe at smaller angles to the poles. As a result, the number
of sources that can be observed above a lower flux limit per degree from the poles, decreases
approximately linearly with θ.

The consequence of Equations 2.1 and 2.2 is that half of the sky will only be observed
on 7 eroDays per eRASS, or less. Three-quarters of the sky will only be observed on 9
eroDays per eRASS, or less. In contrast, the field within 0.5◦ of the poles is expected to
be observed on up to 1080 eroDays per eRASS. However, this region is small and only
contains ≈ 300 eROSITA detected X-ray sources (see Section 2.3).

The region close to the ecliptic poles is particularly interesting for studying long-term
variability. For our variability analysis, we chose to expand the selection of sources to
the region within 3◦ of the SEP. This selection provides a balance between increasing the
number of sources investigated, while ensuring that each source is still observed sufficiently
often to enable a long-term variability study. This region contains almost all sources
observed with more than 100 eroDays per eRASS. From now on, we will refer to this
region as the SEP field.

Using equations Eq. 2.1 and 2.2, we find that the sources in the SEP field should, in
theory, be observed on 115 to 1080 eroDays per eRASS. This region only makes up 0.137%
of the solid angle of a hemisphere, but eROSITA spends 3.33% of its time observing it.

In this thesis, we investigated eROSITA observations spanning from December 13, 2019,
when eRASS1 started, until June 16, 2021, when eRASS3 was completed. In addition, we
analysed light curves spanning up to 552 days.
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2.2 Source detection and light curve extraction
The data were processed using the eROSITA Science Analysis Software System (eSASS;
Brunner et al., 2021). Within eSASS, the sky observed by eROSITA is subdivided into
4700 rectangular sky tiles, each of which has a size 3.6◦×3.6◦, and slightly overlaps with the
adjacent sky tiles on all sides (Predehl et al., 2021). The SEP field is completely covered
by the seven eROSITA sky tiles: 082159, 085153, 087156, 090159, 092153, 093156, and
098159, with some overlap.

X-ray sources were detected in each sky tile using the three-band detection procedure
described in Brunner et al. (2021). This includes both point-like and extended sources
found with a detection likelihood (DET_LIKE) of greater than 6. Sources were labeled as
extended, if they had an extent likelihood (EXT_LIKE) larger than 14 (Liu et al., 2022b).
All other sources were considered to be point-like. The eSASS version and the detected
catalogue used in this work are preliminary. They will differ slightly from the final release
of eRASS catalogues that are still in preparation (Merloni et al. in prep.). However, these
minor differences are expected to mainly affect the faintest sources near the detection limit,
which are of little interest to this work. For the faintest sources to be detected as variable,
they must feature a large degree of variability.

In this preliminary source detection, two sky tiles have small corner regions at the
boundary of the SEP field masked out in eRASS2 and 3 because of the large exposure
gradients. Sources in these regions were omitted in this work.

We merged the catalogues detected in the seven sky tiles into one. The sources lo-
cated in the overlapping regions of the sky tiles are contained in both catalogues. To
avoid analysing the same sources multiple times, we identified the matching sources in the
overlapping sky tiles within 15′′ and removed the duplicates. The choice of this separa-
tion is based on the angular resolution of eROSITA (Predehl et al., 2021). We used three
independent catalogues for the three eRASSs we investigated, and initially performed in-
dependent variability analyses on the three eRASS data sets. We describe the merging
of the variable source catalogues in Chapter 4. A combined eRASS:3 (the colon indicates
that this includes all eRASSs up to that number) data set was not yet available at the
time of writing.

In each eRASS scan, we extracted source light curves at the uncorrected source positions
using the eSASS task srctool. We used a bin size of 40 s, and the four energy bands
selected for source detection (Liu et al., 2021). These four bands consist of three narrow
bands (0.2 − 0.6 keV, 0.6 − 2.3 keV, and 2.3 − 5.0 keV) and a full band (0.2 − 5.0 keV). We
predominantly used the full 0.2 − 5.0 keV band for the variability detection and analysis.
Energies above 5 keV are less useful for variability study because of the low effective area
and strong background (Predehl et al., 2021). In the light curve extraction, we adopted
the srctool option lctype="REGULAR-", which ensures regular spaced bins, and removes
all empty bins. This option also reduces the output file sizes.

The light curves generated in this way sometimes contain two bins for the same eroDay,
as the exposure is split between two 40.0 s bins. To ensure that there is precisely one bin
per eroDay of observations, we merged such bins into one.
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A key parameter for investigating eROSITA light curve is the fractional exposure, ϵ,
which denotes what fraction of the chosen bin duration is fully exposed as if it had been
observed on-axis. Therefore, a fractional exposure of 0.5 for a 40.0 s bin denotes that the
exposure of the source in this bin is equivalent to it having been observed for 20.0 s on-axis
in a pointing mode observation. The fractional exposure is calculated to be the product of
the fractional time, ϵt, and the fractional area, ϵa. The fractional time denotes the fraction
of the bin duration during which the source was contained inside the eROSITA field of
view. With a circular field of view of 1.03◦, the fractional time for a 40.0 s bin, is found
from the length of the chord passing within ϕ degrees of the center, with: ϵt =

√
1.03 − ϕ.

The fractional area corrects for vignetting effects away from the centre of the field of view.
The effective area drops rapidly with increasing off-axis angle. The fractional area utilises
the known drop-off in the effective exposure as a function of the off-axis angle, coupled
with the path of the source through the field of view. Both the amount of time a source
spends within the field of view, and the fraction of that time spent in strongly and weakly
vignetted regions varies from eroDay to eroDay. Therefore, the fractional exposure is
different in every eroDay, and can have a wide range of values.

A source can spend up to 41.2 s inside the field of view. Therefore, the fractional
time associated with a 40.0 s bin that contains all data collected on a source within a
single eroDay can exceed a value of 1.0. However, even in such instances, the fractional
area always causes the fractional exposure to be significantly less than 1.0. The effective
exposure time, which is the product of the bin duration and its fractional exposure, can
be a more useful quantity, than the length of time that the source spent inside the field of
view.

We discarded all bins with a fractional exposure of less than 0.1. This corresponds to
an effective on-axis exposure time of merely 4.0 s, and is a factor of 7 smaller than the
maximum observed fractional exposure of almost 0.7 (corresponding to an effective on-axis
exposure time of 28.0 s).

As the vast majority of sources we observed have a low count rate in the range of
0.001 − 1.0 cts/s, single eroDay observations were not split further to look into < 40 s
variability, as there is not enough information available for that. However, the variability
techniques described in Chapter 3 could also be adapted to explore sub-eroDay variability
for sufficiently bright variable sources.

In the following analysis, unless otherwise stated, we denote the number eroDays of
observation with ϵ > 0.1 as the number of bins of the light curve, Nb. For rebinned light
curves, the number of bins correspond to a fraction of the number of eroDays of observation.

2.3 Properties of the SEP field
The eROSITA source detection pipeline (Brunner et al., 2021) detected 8728 X-ray sources
in eRASS1, 7984 in eRASS2, and 7770 in eRASS3 in the SEP field. Despite being located
within a small region of the sky, the properties of these observations are inhomogeneous,
and vary a lot as a function of angle from the SEP.
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2.3.1 Number of eroDays of observation

In the idealised and simplified model of the survey, the number of eroDays of observations
of sources in the SEP field per eRASS ranges from 115 to 1080. In practice, orbit correc-
tions, computer resets, calibration observations, and other events can prevent continuous
survey mode operation. A non-uniform rotation rate of the scanning plane around the
ecliptic equator also implies that sources at the same ecliptic latitude, but different ecliptic
longitudes, are observed a different number of times. Removing bins with a fractional ex-
posure of less than 0.1 further reduces the number of eroDays of observation with sufficient
exposure times used in the variability analysis. Another effect to consider, is the slight
shift in the position of the scanning pole. This reduces the size of the region within which
every source is observed on every eroDay of survey mode.

The combination of these effects is illustrated in Fig. 2.2. In this, and several subsequent
figures, we separate out the sources identified as variable using the methods developed in
Chapter 3. These sources are discussed further in Chapter 4. Fig. 2.2 displays the
distribution of the number of eroDays during which each X-ray source detected in the SEP
field was observed with a fractional exposure of at least 0.1, in eRASS1, 2, and 3. The
greatest number of sources per logarithmic interval on the number of eroDays occurred
at 145, 149, and 113 eroDays, in eRASS1, 2, and 3, respectively. This is because the
solid angle of sources that lie within θ and θ + δθ grows rapidly with increasing θ (see
Equation 2.3). So the greatest density of sources per logarithmic interval on the number
of eroDays of observation is detected close to the lower limit on this parameter. eRASS3
has a maximum at a slightly lower value than in the previous two surveys, as it suffered
from more days of telescope downtime, which caused the entire distribution to be shifted
to lower values.

Fig. 2.2, and the other figures in this chapter also show the distribution of the relevant
parameter for variable sources. These are identified using the methods discussed in Chapter
3. Chapter 4 discusses these results in more detail. The distribution of various parameters
is relevant for defining the variability methods in Chapter 3, which is why we are discussing
them here.

The distribution of the number of eroDays of observation per source per eRASS with
ϵ > 0.1 extends significantly below the value of 115 eroDays which we calculated for the
idealised model of the survey. The minimum number of eroDays during which a source was
observed in the SEP field was 28, 41, and 32, in eRASS1, 2, and 3, respectively. However,
only a few sources were observed for fewer than 50 eroDays. This tail of the distribution
is due to sources at the edge of the field of view. These sources lost a significant fraction
of their observing interval due to a combination of detrimental effects.

Using Equation 2.2, the number of sources observed within logarithmically spaced in-
tervals on the number of eroDays (ρ(Ned)), can be estimated to decrease with the inverse
square of the number of eroDays (Ned): ρ(Ned) ∝ N−2

ed . This assumes a constant detected
source density per unit solid angle. It only applies to small angles relative to the ecliptic
poles, for which Eq. 2.3 is accurate. It also does not apply to angles smaller than 0.5◦, as
sources lying closer to the ecliptic poles are observed approximately the same number of
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Figure 2.2: The distribution of the number of eroDays, that all sources in the SEP field
were observed for, in eRASS1, 2, and 3. The coloured in histogram depicts the distribution
of the number of eroDays of observation of variable sources. The grey dotted line depicts
an inverse square relationship, which approximately matches the decrease in the number
of sources observed at a particular logarithmic interval on the number of bins. We only
counted bins with a fractional exposure larger than ϵmin = 0.1.
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times. Additionally, a greater number of eroDays of observation implies a greater exposure
depth and, therefore, an enhanced ability to detect fainter sources. As a result, the source
density is not identical throughout this region, but increases notably towards the SEP.
The interplay between these two effects explains most of the shape of the distribution of
Fig. 2.2. However, the effect of a smaller solid angle closer to the SEP dominates over the
effect of enhanced source detection ability. The resulting distribution is slightly less steep
than an inverse square relationship. This is shown in Fig. 2.2, in which an inverse square
relationship is displayed as a grey dotted line.

The spike at the highest number of bins is caused by sources lying within 0.5◦ of the
SEP. We observed a maximum number of eroDays of observation per source, of 1088, 1054,
and 978, in eRASS1, 2, and 3, respectively. The sources at this maximum are observed on
almost every eroDay of operational survey mode during the eRASS in question. At angles
of less than 0.5◦ to the survey pole, there no longer is any increase in the number of eroDays
of observation, so all sources within 0.5◦ are observed approximately the same number of
times. eRASS2 suffered 34 more eroDays of telescope downtime than eRASS1. eRASS3
was even more strongly affected, with 110 eroDays more downtime than in eRASS1. This
can be seen by the shift of the entire eRASS3 distribution on the number of eroDays in
Fig. 2.2. This is also illustrated in Figure 2.3, where we find the central 0.5◦ region to have
an approximately constant colour, corresponding to an approximately constant exposure
time and a constant number of eroDays of exposure.

Another point of interest is the shift of the survey pole away from the SEP. The SEP
has coordinates of RA = 06h 00m 00.00s, Dec = −66◦ 33′ 38.55′′. In contrast, the average
direction of the pole in eRASS1, 2, and 3 did not perfectly match the coordinates of the SEP.
We identified the average position of the survey pole to be located at: RA = 05h 58m 27s,
Dec = −66◦ 33′ 41′′ (0.1535◦ away from the SEP) in eRASS1, RA = 06h 01m 02s, Dec =
−66◦ 32′ 33′′ (0.1050◦ away from the SEP) in eRASS2, and RA = 05h 58m 29s, Dec =
−66◦ 33′ 54′′ (0.1512◦ away from the SEP) in eRASS3. In all three eRASSs, the separation
of the survey pole from the SEP is comparable. The average eRASS1 and eRASS3 survey
poles only have a small separation of 18′′. In contrast, the pole of eRASS2 is located
approximately on the other side of the SEP, compared to the poles of eRASS1 and 3.
These differences in the direction of the survey pole are small, but they affect the frequency
of observation of sources as a function of the angle to the SEP. This contributes to the
variation in the number of eroDays of observation of the same source in different eRASSs.
As the shift in the average scanning pole in eRASS1-3 is smaller than the size of the
eROSITA field of view, there still is a region within which sources are observed during
every scan of eROSITA. However, it is smaller than the circle of radius 0.5◦, which it
would be if the scanning pole were constant throughout the eRASSs.

Additionally, the requirement that ϵ > ϵmin results in some eroDays being discarded.
Only sources located very close to survey poles are unaffected by this.

Fig. 2.3 depicts the location of all sources detected by eROSITA in the SEP field in
eRASS1, 2, and 3. Colours denote the logarithm of the total exposure time, which is found
using ∑Ned

i=1 40ϵt. This remains reasonably constant at small angles to the SEP, but starts
to drop off rapidly for angles > 0.5◦ from the survey pole.
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Figure 2.3: Location of all X-ray sources detected by eROSITA in the 3◦ SEP field, in
eRASS1, 2, and 3. Colours indicate the total exposure time of each source in that specific
eRASS. The location of variable sources is indicated via red stars. The slight shift of the
central bright yellow region indicates the change in the location of the pole centre. The
blank triangular field in eRASS2 and 3 is caused by the source detection pipeline failing
for large exposure gradients.
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There is a noticeable increase in the source density towards the survey poles. For
example, the annulus within 2.75−3.00◦ of the SEP was observed to have a source density
per unit solid angle (in square degrees) in eRASS1, 2, and 3, of: 244, 204, and 209,
respectively. In contrast, the circle of radius 0.25◦, centred on the SEP itself, has a source
density per square degree, which is more than three times as large, of 708, 667, and 662,
in eRASS1, 2, and 3, respectively.

The source detection pipeline failed in some regions of the positive RA end of the SEP
field in eRASS2 and 3, due to the large exposure gradients in this region. This caused the
white triangular holes, in which no sources were detected by the pipeline. These source
detection issues in eRASS2 and 3 will be resolved in a future version of the eSASS pipeline.

Another notable feature of Figure 2.3 is the non-isotropic distribution of exposure time.
The advance of the field of view with each subsequent rotation of SRG about itself is not
constant, but varies over the course of each eRASS. Therefore, we see an enhanced source
density and greater exposure depth in the direction of negative RA, positive Dec, and
positive RA, negative Dec, in contrast to the positive RA, positive Dec, and negative
RA, negative Dec directions. Additionally, the presence of the Large Magellanic Cloud
(LMC) at the low RA end of the SEP field causes an enhanced background count rate,
and therefore corresponds to a reduction of the source density further than the equivalent
exposure time region on the opposite side of the SEP, at more positive RA.

The colour of the central region indicates that the maximum exposure time differs
between the three eRASSs. Fig. 2.3 also depicts the shift of the survey pole, via the
location of its bright central region.

2.3.2 Fractional exposure

Fig. 2.4 displays the distribution of the fractional exposure of all sources in the SEP field,
for all eroDays of observation, in eRASS1. The figure also depicts the different distributions
of the 4 energy bands investigated. The 0.2 − 0.6 keV, 0.6 − 2.3 keV, and 0.2 − 5.0 keV
energy bands all have a similar distribution. However, the 2.3 − 5.0 keV energy band has a
distribution shifted to lower fractional exposure values due to a stronger vignetting effect
at higher energies. In all four energy bands, the peak of the distribution in the fractional
exposure, grouped into linear bins, occurs towards a value of 0. Nevertheless, when grouped
in logarithmic intervals, the peak of the distribution occurs at ϵ = 0.30. About 26% of all
bins lie below the fractional exposure threshold we selected, of ϵmin = 0.1. We note that
the distribution of the fractional exposure within this field is reasonably uniform between
0.1 and 0.45, but drops rapidly at larger fractional exposures, with a maximum of about
0.7. There is a small spike in the fractional exposure at a value of 0.32, probably due
to the geometry of the scans close to the SEP. The distribution seen in eRASS2 and 3
is almost identical to that in eRASS1, but shifted to a lower total number of eroDays,
as those surveys contain fewer sources, and fewer eroDays of observation. The average
fractional exposure per source, per eRASS, follows an approximately normal distribution,
with a mean of 0.30, and a standard deviation of 0.041.
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Figure 2.4: The distribution of the fractional exposure per eroDay, for the 4 different
energy bands, for all sources in the SEP field in eRASS1. The vertical dashed line at
ϵ = 0.1 indicates our chosen lower limit.
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2.3.3 Exposure time

Fig. 2.5 depicts the distribution of the total exposure time for sources in the SEP field,
in eRASS1, 2, and 3. This parameter describes the total time that each source was inside
the field of view during each of the surveys, and is calculated as the product of the frac-
tional time and the maximal duration of an eroDay observation, summed over all eroDays:∑Ned

i=1 40ϵt. It does not consider any vignetting effects and is, therefore, closely related to
the number of bins. So the distribution of the number of bins per source (Fig. 2.2.), and
the distribution of the total exposure time, are similar. A noticeable difference is that the
peak at the highest exposure times is broadened. Even though sources within 0.5◦ of the
survey pole centre are observed during almost every revolution of eROSITA about itself,
sources further away from the survey pole spend less time in the field of view, on average.
A source located at the survey pole passes through the centre of the field of view during
every rotation, such that the total exposure time is approximately 40Ned. In contrast, a
source that lies 0.5◦ away from the survey pole will be observed during every rotation, but
sometimes only briefly at the edge of the field of view.

We observe the total exposure time of sources in the SEP field to range between 2.6 −
44.1 ks in eRASS1, 2.2 − 41.6 ks in eRASS2, and 2.3 − 36.3 ks in eRASS3. The maximum
of the distribution of total exposure time per eRASS, in logarithmic intervals, occurs at
5.77 ks in eRASS1, 6.10 ks in eRASS2, and 3.83 ks in eRASS3.

The total effective exposure time denotes how long an observation of the selected source
would have to be performed, if it had been observed at the centre of the field of view
throughout, to yield the same exposure depth as the one observed. It describes the product
of the fractional exposure with the duration of each observation, summed over all eroDays
of observation: ∑Ned

i=1 40ϵ. Fig. 2.6 depicts the distribution of the total effective exposure
time for the full energy band, 0.2 − 5.0 keV. The overall shape is still similar to the
distribution of the number of eroDays (Fig. 2.2) of sources in the SEP field, but with two
notable differences. Firstly, the low exposure tail is more pronounced, as vignetting effects
exacerbate the issues causing this tail. Secondly, the high exposure peak corresponding
to sources observed almost every eroDay is gone in Fig. 2.6. Even though the number of
eroDays of observation hardly changes at angles < 0.5◦ from the survey pole, the average
fractional exposure per eroDay of these sources keeps increasing with decreasing angle from
the SEP. Sources lying 0.5◦ away from the survey pole are observed with a low fractional
exposure on some eroDays. In contrast, a source located directly at the survey pole will
be observed with maximal fractional exposure on every eroDay.

Therefore, the effective exposure time of sources in the SEP field varies between 0.40 −
22.88 ks in eRASS1, 0.35 − 21.75 ks in eRASS2, and 0.36 − 19.11 ks in eRASS3. The peak
of the distribution of the effective exposure time, per logarithmic interval, was observed at
1.866 ks in eRASS1, 1.983 ks in eRASS2, and 1.367 ks in eRASS3. The vignetting effect
at large off-axis angles significantly reduces the effective exposure time compared to the
total exposure time.
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Figure 2.5: The distribution of the exposure time of sources in the SEP field, for eRASS1,
2, and 3. This quantity describes the total time that a source was inside the field of view,
and does not consider vignetting effects. The distribution of the total exposure time for
the sources we identify as variables is also shown. The grey dotted line depicts an inverse
square relationship, showing that the drop in the number of sources within a logarithmic
interval on the total exposure time is dominated by the decrease in the solid angle at a
decreasing angle from the SEP.
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Figure 2.6: The distribution of the total effective exposure time. This is found by summing
the product of the maximum duration of an observation in survey mode (40 s), with
the fractional exposure. The distribution of the effective exposure time of the variable
sources identified in each eRASS is also indicated. The grey dotted line depicts an inverse
square relationship, showing that the drop in the number of sources within a logarithmic
interval on the total effective exposure time is dominated by the decrease in solid angle at
a decreasing angle from the SEP.
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2.3.4 Source count rate
The standard calculation for the count rate in an individual eroDay bin is performed as
follows. Within a ∆t = 40 s bin at time ti (corresponding to the ith eroDay), C(ti)
counts were measured in the source extraction region, B(ti) counts were measured in the
background extraction region, which covers an area 1/A(ti) times as large as the source
extraction region. The effective exposure time is obtained by multiplying the fractional
exposure (ϵ(ti)) by ∆t. All of these parameters can then be used to estimate the source
count rate in this bin, RS(ti), with:

RS(ti) ≈ C(ti) − A(ti)B(ti)
ϵ(ti)∆t

. (2.4)

Due to varying fractional exposures, a simple measure of the difference in the source and
background counts divided by the bin time is an inaccurate estimator of the source flux.
Instead, this equation calculates the exposure corrected count rate, which is a reasonable
estimator of the source flux. However, it only works well if the measured values for C −AB,
are large, and if the background count rate is uniform and equivalent within both the source
and background extraction regions. However, most sources have a relatively low count rate.
Even bright sources are observed with small ϵ on some eroDays. The varying fractional
exposure, therefore, creates challenges for accurately estimating the actual flux of sources in
each eroDay. This effect needs to be taken into account when identifying variable sources.

A different method for calculating the count rate in each bin is to use the posterior
probability distribution on the count rate, calculated using the inverse incomplete Gamma
function, as described by Buchner et al. (2022), and Knoetig (2014). The application of
this method to eROSITA data is discussed by Buchner et al. (2022). In this method,
the count rate for each bin, RS(ti), is estimated to be located at the peak of the posterior
distribution. Following Kraft et al. (1991), the credible confidence interval in the count rate
of each bin is set by the following two conditions on the posterior probability distribution
of the source count rate:

∫ RS,max(ti)

RS,min(ti)
f (RS(ti)) dR = CL (2.5)

f (RS,min(ti)) = f (RS,max(ti)) , (2.6)

where RS,min(ti), and RS,max(ti) are the upper and lower bounds of the confidence interval
that we selected for the count rate of the bin at time ti. We used a confidence level of
CL = 1σ ≈ 0.68269. At low count rates, the two error bar sizes, σ+err = RS,max(ti)−RS(ti),
and σ−err = RS(ti) − RS,min(ti) are strongly asymmetric.

For the analysis of eROSITA data, we used the posterior distribution to define the
estimate of the count rate of the source in all bins, rather than Eq. 2.4. This method
of calculating the exposure-corrected count rate is less strongly affected by the varying
fractional exposure in the eRASS light curve, as compared with Eq. 2.4. All eROSITA,
and simulated eROSITA-like light curves were generated using this method.
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Figure 2.7: The distribution of the average count rates of sources in the SEP field, in
eRASS1, 2, and 3. The average count rates are determined by Equation 2.7. Due to the
high exposures in the SEP field, eROSITA can detect sources at much lower count rates
than in the rest of the sky. This figure does not show the six sources with a slightly negative
average count rate.

Fig. 2.7, shows the distribution of the average source count rate measured by eROSITA
for all sources in the SEP field, within 0.2 − 5.0 keV. The average source count rate is
calculated by determining the peak of the posterior distribution of the count rate for a
single bin containing the data of all observations. This involves summing over all source
counts, summing the product of the background counts and background ratio in every bin,
and summing the fractional exposures.

Except at low count rates, or a small number of bins in the light curve, the average
source count rate is approximately equal to:

RS ≈
∑Nb

i=1 C(ti) − A(ti)B(ti)∑Nb
i=1 ϵ(ti)∆t

. (2.7)

This is also approximately equal to the weighted average of the count rate of each eroDay,
using the fractional exposure as a weight.

The brightest source in the SEP field is the supernova remnant SNR B0535-66.0, for
which we measured an average source count rate of ≈ 97.5 cts/s. Unfortunately, this
estimate is also no longer accurate at such high count rates, due to pileup effects.
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Using Eq. 2.7, we found six sources with slightly negative average source count rates.
These sources are extremely faint. Despite being observed for several ks, only very few
source counts were detected for them, slightly below the average background count rate.
These lowest count rate estimates are not only unreliable, but they are also from potentially
spurious detections.

Almost all detected sources in the SEP field have average source count rates in the
range 1.8 × 10−4 − 4.2 cts/s. The most common average source count rate, per logarithmic
interval, is about 8.9 × 10−3 cts/s. The distribution increases rapidly from low count rates
towards the maximum. It decreases less rapidly, with an almost constant power law with
an index of -1.2, to higher count rates, up to about 10 cts/s. Unlike previous plots, the
distribution of the average source count rate in eRASS1, 2, and 3 is very similar, which
is an independent check of the consistency of the observations across this interval, despite
differences in the number of eroDays of observations for all sources.

In Fig. 2.8, the distribution of the total measured counts in the source extraction region
for the energy band 0.2 − 5.0 keV is displayed. The distribution features a steep rise from
the lowest number of counts, of merely 4, to a peak at 25 counts. That is the value at which
there are the greatest number of sources per logarithmic interval in the total number of
source counts. This indicates that many observed sources are very faint. Above the peak,
the distribution is dominated by a decline that approximately follows a power law, with
an index of approximately -1.2. This power law continues until about 5600 counts per
source, per eRASS. The greatest number of source counts measured for a single source in
one eRASS was 3.19 × 105 for the supernova remnant SNR B0535-66.0 in eRASS1. The
strongly positively skewed distribution, with a peak at just 25 counts, results from the
positive skew of both the average count rate distribution, and the effective exposure time
distribution, both of which feature most sources lying above the peak.

2.3.5 Background count rate
The background ratio describes the ratio of the source extraction area to the background
extraction area. Fig. 2.9 shows that the background extraction region is always signifi-
cantly larger than the source extraction region. The most common value of the background
ratio, per logarithmic interval, is 0.0089. Nevertheless, the distribution of background ra-
tios is broad, spanning the interval from 0.0017 to 0.074, and features a second prominent
peak at a value of 0.0040.

Fig. 2.10 depicts the observed distribution of the background count rate for the 0.2 −
5.0 keV interval, measured in the background extraction region for each detected source.
Similar to the source count rate, the average background count rate, RB, can be estimated
to be:

RB ≈
∑Nb

i=1 B(ti)∑Nb
i=1 ϵ(ti)∆t

. (2.8)

Similar to the distribution of the observed average source count rate within the source
extraction region, this follows a sharp rise from the lowest background count rate of
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Figure 2.8: The distribution of the total source counts for all sources in the SEP field, in
eRASS1, 2, and 3, for the energy band 0.2 − 5.0 keV.
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Figure 2.9: The distribution of the average ratio of the area of the source to the background
extraction region, for each source detected in the SEP field, in eRASS1, 2, and 3. The
background ratio exhibits slight variations throughout each eRASS, and across eRASSs,
but usually remains close to the average value.
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Figure 2.10: The distribution of the average background count rate in the background
extraction regions used to determine the background subtracted source count rates. The
background extraction region is typically more than ≈ 100 times larger than the source
extraction region.

0.186 cts/s up to a peak at 0.71 cts/s. However, this distribution is much more posi-
tively skewed, almost reaching a plateau at the highest background count rates of up to
73.7 cts/s. These background count rates are often much larger than the source counts
rates, as they are obtained over a much larger area than the source count rate (See Fig.
2.9). This is done to accurately estimate the background count rate in the much smaller
source extraction region. The part of the SEP field that intersects within the LMC has
a higher background count rate than the rest of the field, which accounts for parts of the
high background count rate end. The width of this distribution is also due to the spread
in the background ratio, which causes a large variety of differently sized areas to be used
to estimate the background count rate. This graph does not represent the distribution of
the background count rate per square degree within this field.

One additional benefit of observing sources close to the SEP is that there is no need
to modify the time of observations with a barycentric correction. The light travel time
of the sources observed is not affected by the orbit around the Sun. As viewed from the
solar system barycenter, eROSITA observations of the SEP field are taken regularly every
4 hours, and this interval does not change throughout each eRASS.
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Figure 2.11: The distribution of the detection likelihood parameter of all sources lying in
the SEP field in eRASS1, 2, and 3, for the energy band 0.2 − 5.0 keV.

2.3.6 Detection likelihood
The DET_LIKE parameter quantifies the reliability of the source detection. The greater the
DET_LIKE value is, the greater the probability that a source is genuine. Fig. 2.11 shows the
distribution of the detection likelihood for all detected sources in the SEP field in eRASS1,
2, and 3, for the 0.2 − 5.0 keV energy band. We observe the maximum of the distribution
at the lowest likelihoods that are still accepted as a genuine source by the source detection
pipeline at DET_LIKE = 6. This indicates that many sources are barely above the detection
threshold and should still be considered as potentially spurious sources. For a detailed
discussion of this, see Liu et al. (2022b). The distribution drops rapidly but extends to
very high DET_LIKE, of up to 1.89 × 106 in eRASS1. Low DET_LIKE sources are observed
with just a few counts above the expected background level. The three eRASSs feature a
similar distribution of the detection likelihood parameter in the SEP field.
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Chapter 3

Characterising eROSITA light curve
variability

During its all-sky survey phase, the eROSITA X-ray telescope onboard SRG scans through
the ecliptic poles every 4 hours. This extensive data set of long duration, frequent, and
consistent observations of thousands of X-ray sources is ideal for a detailed X-ray variability
analysis on frequency scales only rarely probed.

Sources exhibiting significant X-ray variability could be AGNs, XRBs, or stars. The
X-ray variability in AGNs and XRBs is produced in the innermost part of the accretion
disc and the corona (Czerny, 2004). Many stars also exhibit X-ray variability, typically in
the form of flares. These are generated by particle acceleration in the stellar corona due to
chromospheric evaporation (Antonucci et al., 1984). X-ray variability studies of stars can
provide constraints on these processes.

However, a variability analysis of eROSITA data faces various challenges, including
varying exposure times, low count rates, and long gaps between short observations. In
this chapter, we describe the variability methods we used. We also modified some of these
methods to minimise the detrimental effects of survey mode observations, and to improve
upon previous methods.

3.1 Variability methods
This section introduces various methods for analysing variable sources, particularly BHTs
and AGNs. These methods can be used to distinguish strongly from weakly variable sources
and quantify their degree of variability.

3.1.1 Normalised excess variance and the normalised intrinsic
variance

A frequently used parameter for quantifying the degree of variability of X-ray light curves
of AGNs and XRBs is the normalised excess variance (NEV; Edelson et al., 1990; Nandra
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et al., 1997):

NEV = σ2
obs − σ2

err

RS
2 , (3.1)

where the excess variance, σ2
obs − σ2

err, describes how much the observed variance in the
source count rates, σ2

obs, exceeds the expected variance due to the Poisson errors, σ2
err. The

excess variance is then normalised by the square of the average of the measured source count
rate, RS

2, to form the NEV. The normalisation is necessary to ensure that the variability
measurement does not depend on the brightness of the source and that the measured NEV
of a variable source can be compared between instruments of different sensitivities.

The NEV is an estimator of the normalised variance of the brightness of a variable
source for a particular set of bins and a particular sampling pattern. The quantity that
the NEV estimates is intrinsic to the source but also depends on the properties of the
observation. It describes the variability of the source at the particular times when it was
observed. Therefore, we refer to it as the normalised intrinsic variance (NIV). The NIV is
equal to the NEV that would be calculated if the observations were obtained with infinite
accuracy and negligible Poisson noise, but with the same observing pattern over the same
period, with the same bin size, observed at the same time. It is found from Eq. 3.1,
when σ2

err = 0. The NIV is unaffected by the source brightness. However, the NIV of
variable sources is not constant but changes over time, even if the mechanisms causing the
variability remain unchanged. The geometric mean of the NIV of an infinite number of
light curves, all covering the same frequency interval and caused by the same variability,
is defined as NIV∞. The NIV of any finite light curve segment varies around the NIV∞.

For Nb bins of a variable source at times ti, where i ∈ {1, 2, .., Nb}, with a measured,
background subtracted, exposure-corrected source count rate of RS (ti), and associated
measurement uncertainties of σerr (ti), the quantities in Eq. 3.1 are defined by:

RS = 1
Nb

Nb∑
i=1

RS (ti)

σ2
obs = 1

Nb − 1

Nb∑
i=1

(
RS (ti) − RS

)2

σ2
err = 1

Nb

Nb∑
i=1

σ2
err (ti) .

(3.2)

If the true source flux at all the bins at times ti were known, the same equations could
be used to calculate the NIV, but with σ2

err (ti) = 0. The lowest NIV that a source can
have is 0. This occurs when its flux does not change at all during the observing window, so
σ2

obs,NIV = 0. The highest value that the NIV can have occurs when the flux of a variable
source is 0 in all bins, except one. For such a light curve, RS,NIV = R0/Nb, where R0 is
the only non-zero true count rate of the source. Therefore, the variance of this true light
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curve is σ2
obs,NIV = R2

0/Nb, so NIV = Nb. Therefore, the NIV can only have values within
the [0, Nb] range.

In contrast, the NEV is sometimes measured to lie outside this range. The definition
of the NEV, as described in Eqs. 3.1, and 3.2 works well for estimating the NIV of sources
with light curves consisting of many bins, each containing many source counts above the
background level. It is accurate as long as the probability distribution of the measured
source counts in each bin approximately follows a normal distribution. However, for light
curves consisting of a few bins or a few source counts per bin, it is not unlikely to measure
a negative excess variance when the observed count rates vary less than their uncertainties
indicate that they should. The NEV is most useful for investigating the variability of light
curves consisting of ≳ 20 bins (Turner et al., 1999).

3.1.2 Root mean square variability
The root mean square variability (rms) is a similar variability quantifier to the NEV.
Whereas the NEV is commonly used to investigate the variability of AGNs, XRB variability
analysis frequently uses the rms instead. It is defined as:

rms =
√

NEV, (3.3)
and is often expressed as a percentage. It estimates the true, normalised standard deviation
of variations in a light curve within the frequency space observed. Even though the NEV
and the rms can be larger than 1, the type of variability typically exhibited by XRBs in
X-rays is constrained to be below 1. Using the rms as an estimator relies on the NEV
being positive.

3.1.3 Maximum amplitude variation
Another method for quantifying the degree of variability of a variable source is the max-
imum amplitude variation significance (AMPL_SIG; Boller et al., 2016). The standard
definition of the maximum amplitude variation (AMPL_MAX) uses the bins in which the
highest and lowest count rates were measured, which we denote to have occurred at times
tmax, and tmin, respectively. Then AMPL_MAX, and its significance, AMPL_SIG, are
defined as:

AMPL_MAX = [RS(tmax) − σerr(tmax)] − [RS(tmin) + σerr(tmin)]

AMPL_SIG = AMPL_MAX√
σ2

err(tmax) + σ2
err(tmin)

,
(3.4)

where σerr(ti) is the uncertainty in each measured count rate at time ti. It is a more useful
variability quantifier for short light curves and sources exhibiting flares.

This may be a more useful variability quantifier for analysing short light curves or ones
that feature flares. However, AMPL_MAX only considers the two most extreme points of
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a light curve, regardless of how long it is. The definition of AMPL_SIG in Equation 3.4
is invalid in the Poisson regime.

3.1.4 Bayesian excess variance

A third method we will use to quantify the variability is the Bayesian excess variance1

(bexvar; Buchner et al., 2022). Bexvar uses a hierarchical Bayesian model to determine a
posterior probability distribution for the mean and standard deviation of an assumed log-
normal source count rate distribution. Background, instrument, and Poisson variability are
modelled out. Bexvar models the variability intrinsic to the source, in addition to Poisson
variability, background and instrument sensitivity variations with a hierarchical Bayesian
model. The source variability is assumed to follow a log-normal count rate distribution,
with the mean indicating the logarithm of the mean count rate) and the standard deviation,
σl, quantifying the strength of the intrinsic variability. Bexvar infers the posterior proba-
bility distribution of these parameters. We refer to samples from the posterior probability
distribution of σl as σb. Buchner et al. (2022) also introduced the quantity SCATT_LO,
the 10% quantile of the distribution of the σb samples, which is useful for distinguishing
between variable and non-variable sources. The geometric mean of the samples (σb,i) found
by bexvar;

σb = 10
∑

i
log(σb,i) (3.5)

provides an estimate of σI . The 15.87% and 84.13% quantiles of the σb distribution were
selected as the upper and lower bounds of the estimate of σI . These define the 1σ uncer-
tainties in the measurement.

The NIV and the σI are independent quantifiers of the intrinsic variability of a source.
Both are unaffected by Poisson noise or measurement uncertainties but depend on the
timing of the observations: the start time, the bin size, and the separation of the bins.
Although σI is not normalised, as the NIV is, it is also invariable to a multiplicative scaling
of the flux, by being defined on a logarithmic scale. The NIV describes a variance, and
σI describes a standard deviation. Nevertheless, as the NIV is defined for the linear flux,
and σI is defined for a logarithmic flux, the two quantities are not related by a square;
σI ̸=

√
NIV.

The strength of bexvar lies in the self-consistent Bayesian handling, modelling the
observed counts with a Poisson distribution and propagating the probability distributions.
Unlike the NEV, which is often found to have negative values, which are useless for further
analysis, σb and σb can never be negative. Bexvar uses the Poisson probability distributions
of the measured count rate in each bin.

1https://github.com/JohannesBuchner/bexvar

https://github.com/JohannesBuchner/bexvar
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3.1.5 Power spectral density and periodograms
None of the variability quantifiers discussed so far (NEV, rms, AMPL_SIG, and bexvar)
consider the time ordering of the bins in the light curve. They do not require the light
curve to consist of regularly spaced bins and are unaffected if the bins and their associated
count rates are rearranged. They investigate to what extent the measurements of the count
rate deviate from one another.

In contrast, the PSD is a variability quantifier which depends on the time ordering
of bins in a light curve. It is a potentially more informative method for investigating
variable sources, which details how the total observed variability is caused by modulation
at individual frequencies. The greater the value of the PSD at a particular frequency, the
more significantly the overall variability is driven by variation at that frequency. The PSD
describes the correlation between bins of the light curve as a function of their temporal
separation.

For a light curve consisting of Nb consistently sampled bins, with a constant separation
between the start of one bin and the start of the next one of τ , the periodogram estimates
the variability power within the frequency range from (Nbτ)−1 to (2τ)−1, as a function
of the frequency. This frequency range stretches from the inverse of the duration of the
light curve to the Nyquist frequency, which is equal to half of the sampling frequency. The
periodogram is calculated as the modulus square of the Fourier transform of the count
rates observed (van der Klis, 1989).

If each of the bins of a light curve features data collected over an exposure time of ∆t
(which may or may not be equal to τ), then the periodogram is found via (van der Klis,
1989):

aj =
Nb∑

k=0

(
RS(tk)∆t e2πkj/Nb

)
(3.6)

P ′
j ∝ |aj|2 , (3.7)

where P ′
j is the periodogram power at a frequency of j/(Nbτ). The periodogram frequencies

are defined for values of j = 1, 2, ..., Nb/2, where Nb/2 is rounded down if Nb is odd. A is a
normalising constant, which can depend on RS (as defined by Equation 3.2), Nb, ∆t, and
τ .

There are different ways in which a PSD and periodogram can be normalised. We
predominantly used the fractional rms normalisation (Belloni and Hasinger, 1990). We
chose this normalisation due to the useful feature that the NEV is equal to the integral of
the Poisson noise subtracted periodogram between the frequencies of (Nbτ)−1 and (2τ)−1:

NEV ≈
∫ 1/2τ

1/τNb

P (ν) dν, (3.8)

where ν is the frequency associated with the Poisson noise subtracted periodogram power,
P (ν). This follows from Parseval’s theorem (van der Klis, 1989).
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There is an inherent variability to all measured count rates due to Poisson statistics.
This increases all measured powers by a constant value independent of frequency. It acts
like a background that needs to be removed to estimate the nature of the source variability.
The Poisson noise depends on the selected periodogram normalisation. For the fractional
rms normalisation, the Poisson noise (NP ) in the periodogram has a value of (Belloni and
Hasinger, 1990):

NP = 2
RS

. (3.9)

To accurately estimate the PSD by computing a periodogram requires more information
on the source flux at different times than is required to estimate the NIV, the σI , or for
measuring AMPL_MAX. Therefore, for eROSITA observations, this detailed analysis will
only be possible for bright variable sources close to either of the two ecliptic poles.

The Lomb-Scargle periodogram (Lomb, 1976; Scargle, 1982) is a slight modification
to the standard periodogram methodology. Its primary function is to detect periodicities
in the data. It highlights frequencies that dominate in the overall variability observed.
Unlike the standard periodogram, the Lomb-Scargle periodogram does not require consis-
tently sampled data. It is also usually calculated over a larger frequency interval than the
periodogram.

Periodograms of light curves were computed with the Stingray2 timing package (Hup-
penkothen et al., 2016). We particularly used the Stingray Powerspectrum function, which
computes periodograms using a fast Fourier transform algorithm, and can be set to different
normalisations.

3.1.6 Band-limited power
The integral of the true PSD of a variable source within a selected frequency range is a
useful quantity to seek to estimate. The true PSD describes the variability power of an
infinitely long, true light curve of the variable source, unaffected by sampling, or a limited
frequency range. We refer to the integral of the true PSD between two frequencies as the
band-limited power. It describes how variable a source is within a particular frequency
interval. It differs from other variability measures described so far, as it is a stationary
intrinsic quantity of the source that does not depend on windowing, sampling, or the
strength of the source variability at higher or lower frequencies.

The band-limited power is a constant quantity as long as the true PSD does not vary
with time. The NIV of a light curve varies around the NIV∞, which is also a constant quan-
tity but is offset from the band-limited power due to the power leakage. The properties
of the observations can induce variability power at both lower (red noise leak) and higher
frequencies (aliasing) than those being investigated, to leak into the [(Nbτ)−1, (2τ)−1] fre-
quency space, and increase the power measured within it. This will be discussed in more
detail in Section 3.7.1.

2https://docs.stingray.science/

https://docs.stingray.science/


3.2 Challenges for eRASS light curve variability analysis 51

When comparing the variability of different sources, when considering the scaling of
the variability with other properties, such as the BH mass or the AGN luminosity, or when
investigating whether the variability of an individual source changed over time, it is prefer-
able to compare estimates of the band-limited power. The NEV, AMPL_SIG, σb, and the
periodogram are all non-intrinsic, measurement-dependent quantities prone to significant
sampling errors. Comparing these quantities between different sets of observations of the
same source or between different sources, can lead to changes caused by windowing or
sampling effects being falsely identified as changes in the source variability. Nonetheless,
these variability measures can be used to estimate the band-limited power. But to do so,
it is imperative to consider the biases and sampling errors of such estimates.

The first step to calculate the band-limited power is to estimate the NIV. This could
be done by calculating the NEV, integrating the periodogram, or using σb, along with the
conversion from σI to the NIV, that is described in Section 3.5. Then, by considering the
distribution of the NIV of observations performed at different times (which will be discussed
in Sections 3.7.2 and 3.7.3), the NIV estimate can act as an estimator of the NIV∞, with a
larger uncertainty, to account for the sampling error. Finally, this can be converted into an
estimate of the band-limited power, by quantifying the strength of the power leakage from
higher and lower frequencies into the [(Nbτ)−1, (2τ)−1] frequency space, and subtracting
that from the estimate. However, this final step requires several assumptions about the
shape of the true source PSD in the frequency space not investigated. That can introduce
uncertainty in the estimate of the band-limited power. Therefore, unless the strength of
the power leakage can be reliably estimated without bias, it can be preferable to compare
estimates of NIV∞ instead.

3.2 Challenges for eRASS light curve variability anal-
ysis

3.2.1 Varying fractional exposure
A key challenge faced when analysing the variability properties of eROSITA light curves,
and the key feature that differentiates an eROSITA variability analysis from many other
variability analyses, is the varying fractional exposure in the light curves. One way in
which this affects the light curve is that it makes it appear to bend upwards towards a
higher count rate when the fractional exposure decreases. Combined with the Poisson
nature of the light curves, this makes it challenging to identify variable light curves by
visual inspection.

Unless the source is very faint or strongly variable, the highest count rates are almost
always measured at the smallest fractional exposures. For sources located further than
0.5◦ away from either of the survey poles, the fractional exposure is lowest towards the
start and end of the interval during which it is observed. This effect makes light curves
appear to have a ‘U’-like shape, as shown in Fig. 3.1. Intrinsically non-variable sources
can appear visually similar to significantly variable sources.
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Figure 3.1: Simulated eROSITA-like light curves of sources close to either of the two
ecliptic poles. These light curves are computed using a typical eROSITA ϵ evolution, as
observed in actual eROSITA light curves of sources lying close to the ecliptic poles. The
top panel shows an intrinsically constant source, and the lower panel depicts an intrinsically
variable source exhibiting pink noise variability. The variability class describes how the
value of SCATT_LO and AMPL_SIG compares to the variability thresholds. The pink
noise variable source is identified to have a SCATT_LO value above the 3σ threshold but
an AMPL_SIG value only above the corresponding 1σ threshold.
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The ‘U’-like shape of the light curves can be reduced by rebinning it over several
eroDays. This allows for easier visual identification of the long timescale intrinsic variability
of the sources themselves, but is only possible for sources located close to the ecliptic poles.

However, rebinning implies a loss of information on eroDay to eroDay variability. There-
fore, for the variability analysis, it is preferable to avoid rebinning where possible. Instead,
we develop methods to best deal with the effects described here to minimise their impact
on the variability estimate while retaining all information on the eroDay to eroDay vari-
ability. Furthermore, any effective variability analysis of eRASS sources needs to cope with
the significantly varying exposure times per bin experienced by every source and the effect
this has on the observed light curves.

Fig. 3.1 shows two simulated eROSITA-like light curves of sources lying close to one of
the two ecliptic poles for 494 bins with ϵ > 0.1 in one eRASS, with an average true source
count rate of ≈ 0.3 cts/s. For both the constant and the variable source, the ‘U’-like shape
dominates the light curve, making it difficult to distinguish between them.

Another challenge for analysing eROSITA light curves is that they consist of short
observation times (of 41.2 s or less), separated by long but consistent gaps (4 h). For
eROSITA, the gaps are at least 350 times longer than the duration of each bin. This
means that variability which occurs during the long gaps will go undetected.

The eROSITA observations, particularly in the SEP field, also constitute an amazing
opportunity for variability analysis. Observations of tens of thousands of X-ray sources
close to the ecliptic poles occur frequently and consistently over several years. eROSITA
observations enable a long-term X-ray variability analysis of a large, unbiased sample of
AGNs, XRBs, and stars. For this purpose, we first need to decide on the variability
quantifiers that are most useful for an eROSITA variability analysis.

The previously established variability detection and quantification methods introduced
in Section 3.1 need to be considered in a different light when analysing eROSITA data.
Here we discuss what particular features need to be taken into account.

3.2.2 NEV
Special care must be taken when using the NEV for eROSITA analysis. For low count rate
sources, the probability distribution of the measured number of counts per bin is strongly
Poissonian, differing significantly from the Gaussian distribution that is assumed by Eqs.
3.1, and 3.2. In such instances, the uncertainties in the measured count rates in each bin
are asymmetric and do not have constant intervals between nσ and (n + 1)σ.

The NEV relies on accurate estimates of the uncertainties in the measured count rates.
We usually used the asymmetric uncertainties in the count rate found by Eq. 2.5. However,
to calculate the NEV, it is necessary to define a single error (Eq. 3.1). We chose this
single error, σerr, to be equal to the size of the uncertainty in the direction of the mean.
If RS(ti) > RS, we used σ2

−err(ti) as the contribution of bin i to σ2
err. In contrast, if

RS(ti) < RS, we used σ2
+err(ti) instead.

The NEV calculated by Eqs. 3.1 and 3.2 remains an inaccurate estimate of the NIV
whenever the probability distribution on the measured counts per bin significantly deviates
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from a normal distribution. At low count rates, small differences between the variance in
the light curve and the expected variation from the measurement uncertainties are pushed
to very positive or negative values by the small denominator of the NEV. It is common
for faint sources to have negative NEVs. Light curves with negative NEVs are frequently
discarded from further variability analysis in literature (see e.g. O’Neill et al., 2005; Lu
and Yu, 2001).

The NEV, as defined by Eqs. 3.1, and 3.2, also faces several additional challenges
when applied to eROSITA data. Due to the varying fractional exposure, the amount of
information obtained about the intrinsic source brightness varies from bin to bin. However,
the parameters of the NEV, as described by Eq. 3.2 depend equally on all bins. In light
curves featuring varying fractional exposures, the parameters in Eq. 3.2 are biased by, and
depend too strongly on, the bins with the lowest fractional exposures. This results in an
inaccurate estimate of these quantities, including the NEV.

Almost all sources observed by eROSITA lie in the Poisson regime at least during some
eroDays at low fractional exposures. Placing a higher limit on the minimal fractional
exposure risks losing valuable data on the source brightness. Furthermore, the incorrect
assumption of a normal probability distribution for the measured number of source counts
per bin causes the excess variance, σ2

obs − σ2
err, to be negative even more frequently than

for light curves with a constant fractional exposure. Therefore, as it is usually defined, the
NEV is only of limited use for analysing eRASS data.

The NEV is also not useful for analysing the variability of light curves consisting of very
few bins. The ability of the NEV to reflect the true variability of a source increases with
the number of bins at a fixed average number of source counts per bin. We only calculate
the NEV of light curves consisting of 20 bins or more. When combining four or more
eRASSs of observation, every detected X-ray source in the sky will have been observed at
least 24 times. This is, however, not relevant to this work.

3.2.3 AMPL_SIG
AMPL_SIG can quickly determine large differences in the count rate observed within a
light curve, by only using the two most extreme data points. However, the highest and
lowest count rates measured by eROSITA often occur in bins with the lowest fractional
exposures and the largest uncertainties. This is not ideal for variability analysis, which
should not significantly depend on the bins that contain the least information about the
brightness of the source. The standard methodology could significantly underestimate or
overestimate the variability of an eROSITA light curve. It can easily lead to a genuinely
variable source to be quantified to have a negative AMPL_MAX if the errors of the highest
and lowest count rate measurements overlap. Additionally, this definition does not consider
the different uncertainties in the positive and negative directions.

We, therefore, modified the equation to a more useful form for investigating light curves
featuring varying exposure times. Rather than using the standard method of comparing
the two bins with the highest and lowest measured count rates, we instead use the two
bins with the highest lower bound and the lowest upper bound confidence interval. There-
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fore, in order to optimally analyse eROSITA data near the SEP, we redefine tmax, tmin,
AMPL_MAX, and its significance, AMPL_SIG, as follows:

RS(tmax) − σ−err(tmax) = max [RS(ti) − σ−err(ti)]
RS(tmin) + σ+err(tmin) = min [RS(ti) + σ+err(ti)]
AMPL_MAX = [RS(tmax) − σ−err(tmax)] − [RS(tmin) + σ+err(tmin)]

AMPL_SIG = AMPL_MAX√
σ2

−err(tmax) + σ2
+err(tmin)

.

(3.10)

Where σ+err, and σ−err denote the 1σ errors of the measured count rate in the positive
and negative directions, respectively. Henceforth, we will use this modified definition of
AMPL_SIG.

The AMPL_SIG can be calculated for all eROSITA detected sources, regardless of
how often they were observed. However, the more bins there are in a light curve, the more
efficient AMPL_SIG is at detecting variability. The likelihood of false positive detection
also increases with more bins in the light curve. Therefore, we did not rebin any light
curves for the AMPL_SIG variability detection and analysis.

3.2.4 bexvar
Bexvar estimates the excess variability power on the timescale of the binning, assuming
that each bin has an independently drawn count rate. We used a uniform prior within the
[−2, 2] interval for log (σb), as this is the range of values we expect to be able to measure
for it. Greater degrees of variability are not expected, except for very long light curves
featuring a single non-zero flux measurement. Smaller degrees of variability are possible
but are unlikely to be distinguished from non-variability in eRASS light curves. As σb is
defined on a logarithmic interval, σb can never be negative.

Unlike other methods, like the NEV or the AMPL_SIG, which assume a normal proba-
bility distribution on the measured count rate, bexvar can yield helpful information about
the variability properties of low count rate sources with Poisson statistics.

Nevertheless, a bexvar variability analysis can also benefit from rebinning the light
curves of very faint sources, which consist mostly of bins with 0 source counts. Bexvar
is more computationally expensive than other variability estimators, and its computation
time increases linearly with the number of bins in the light curve. Unless a very faint
source exhibits brief, large flares, it is hard to determine a precise or accurate estimate
of its variability at the timescale of the separation of the bins. Therefore, rebinning the
light curves of very faint sources usually does not reduce the ability to investigate their
variability, but reduces the computation time.

Therefore, we chose to rebin light curves of faint sources until an average of at least
one source count was contained in every two bins, for detecting variability with bexvar.
We also required that the rebinned light curve still consisted of at least 20 bins. Rebinning
should not be problematic as long as most of the variability power contained within the
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frequency interval of the original light curve is maintained below the Nyquist frequency
of the rebinned light curve. We expect this to be true for most sources, except ones that
exhibit brief flares. For flares, it is preferable to use AMPL_SIG to detect and characterise
their variability (Buchner et al., 2022).

3.3 Simulations
Throughout this chapter, we used simulations to assess the effects of survey mode obser-
vations on the reliability of various variability methods when applied to such data. The
simulations were also used to probe the available parameter space, and optimise the meth-
ods for use on actual data.

We performed a variety of different types of simulations, each selected to investigate
a particular topic optimally. All simulations start with the source flux of the simulated
variable or non-variable source. These light curves do not include any background or
Poisson noise. The flux of simulated variable sources was determined by selecting the PSD
of the source, and then using the Timmer and Koenig (1995) method to generate a light
curve from it. We typically selected pink noise PSDs for this purpose. The break in AGN
PSDs, from an α ≈ 1 power law, to an α ≈ 2 power law has been observed to often occur
within, or above, the frequency range probed by eROSITA (González-Martín and Vaughan,
2012). The aliasing effect often counteracts the steeper power law at high frequencies, and
flattens the PSD (see Section 3.7.1). Therefore, the PSDs of typical eROSITA observed
AGNs could, to first order, be assumed to approximately follow an α = 1 power law. The
accuracy of this first order assumption is also supported by the periodograms of actual
eROSITA observations of AGNs, as will be discussed in Section 4.5. We also simulated
power law PSDs with α = 0 (white noise) and α = 2 (red noise) for comparison, to
determine how strongly the variability methods depend on the PSD shape. Non-variable
sources that have a constant flux level were also simulated.

We selected intervals of simulated light curves of at most 1050 bins, as that approx-
imately matches the upper limit on the number of observations of a source that can be
made per eRASS. To simulate the red noise leak, we selected input PSDs that extended
with the same power law to frequencies of one order of magnitude below the inverse of
the total light curve duration. We selected random starting points for the light curves
generated by the Timmer and Koenig (1995) method.

The variable light curves thus simulated were scaled such that the mean average source
flux matched the desired source count rate at the detector. The NIV in the light curves
was varied by modifying the range of fluxes of the simulated light curve, at a constant
mean. This scaling procedure also ensured that the simulated source flux stayed above 0.
The light curves generated in this way do not contain any background or Poisson noise.
Therefore, we refer to them as the true light curves of the simulated sources. The NIV
values were computed directly from the mean and variance of the true light curves, using
Eq. 3.1, with σ2

err = 0.
To investigate the ability to identify variable sources, and the reliability of estimating
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the NIV from a light curve, we used the true light curves as a basis for generating observed
light curves, with properties as similar as possible to those detected by eROSITA. For
this purpose, we selected a background count rate of 0.71 cts/s and a background area of
0.0089, which are equal to the mean value of both parameters found for sources detected
by eROSITA close to the SEP (see Section2.3.5). We also selected each simulated bin
to have a 40 s duration. Next, we randomly selected a fractional exposure for each bin
from the distribution observed for sources in the SEP field (Section 2.3.2). We cropped
this distribution to avoid fractional exposures below 0.1, as we did for the actual data.
By modifying the distribution, we ensured that the number of bins of these simulated
light curves would equal the number of bins that could be used for variability analysis.
In so doing, the dependence of various parameters on the number of eROSITA bins with
ϵ > 0.1 could be established. The light curves simulated in this way look similar to
those in Fig. 3.1, except that they feature a random assortment of fractional exposures.
These simulated light curves were only used in conjunction with the SCATT_LO, and
AMPL_SIG methods, which do not depend on the time ordering of bins. These types of
simulated light curves are referred to as being eROSITA-like.

For each bin of the simulated eROSITA-like light curve, we randomly selected a mea-
sured number of source counts from the Poisson distribution with a mean of (RS,t(ti) +
RB,t(ti)A(ti)B(ti))ϵ∆t. In this equation, RS,t(ti), and RB,t(ti) are the true source and
background count rates at time ti, converted from the true source and background fluxes
to the properties of an on-axis eROSITA observation. We, similarly, selected a measured
number of background counts from the Poisson distribution of RB,t(ti)ϵ∆t. Together with
the fractional exposure, the time bin size, and the background area, we determined what
count rate would be measured in each bin, given the number of source and background
counts selected in this simulation.

We also simulated light curves with fractional exposure distributions that were not
based on any observed distribution. This was done to investigate the dependence of the
noise level in a periodogram on the mean and variance of the fractional exposure distri-
bution in the light curve. To span a large parameter space in both parameters, we first
selected a minimum and maximum fractional exposure, drawn from a grid of 40 equally
spaced points between 0.1 and 1.0, covering all possible combinations.

We generated scenarios for a maximum, minimum, and intermediate fractional exposure
variance for each range of fractional exposures, at a fixed mean. For the maximum variance
scenario, we assigned half of all bins to the maximum fractional exposure, and half to the
minimum fractional exposure. The ordering of the fractional exposures does not influence
the periodogram noise level. For the minimum variance scenario, we assigned one randomly
chosen bin with the maximum fractional exposure, one bin with the minimum fractional
exposure, and kept the rest at the value halfway between the two. For the intermediate
variance scenario, we selected fractional exposures to cover the interval with a constant
incremental increase from start to end. We refer to the simulated light curves created in
this way as the patterned fractional exposure light curves.

In this and the next chapter, we investigated various analytical models. These were
fitted with the nested sampling Monte Carlo algorithm MLFriends (Buchner, 2014, 2019)
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through the UltraNest3 package (Buchner, 2021).

3.4 Methods for identifying varying sources
Out of the millions of X-ray sources detected by eROSITA (Predehl et al., 2021), we intend
to select a much smaller set of sources whose count rate changes significantly throughout
the observing interval. These can subsequently be investigated individually, which allows
their variability properties to be studied in more detail. As described in Section 2.3, eRASS
observations of X-ray sources feature a large variety of different properties. We aim to be
able to detect significantly variable sources throughout the observed parameter space, and
not restrict ourselves to only analysing the brightest sources observed for the greatest
number of eroDays with the largest average fractional exposures.

We did not seek to optimally divide the sample into likely variable and likely non-
variable sources. Instead, we aim to select variable sources at a low false positive rate. In
addition, we intend the variability thresholds to not be biased towards particular types of
variability, and to be able to detect unusual types of variability.

Buchner et al. (2022) investigated the ability of the AMPL_SIG, NEV, SCATT_LO,
and Bayesian block methods to detect flaring, white noise (P ∝ ν0), and red noise (P ∝
ν−2) variability, for the eROSITA Final Equatorial-Depth Survey (eFEDS). Of the four
methods, Buchner et al. (2022) found that SCATT_LO is almost always the most sensitive
to detecting variability, regardless of the type of variability. They, however, also found
that AMPL_SIG is slightly better at detecting flaring sources at high count rates than
SCATT_LO. Both AMPL_MAX and SCATT_LO were designed to quantify variability,
rather than to distinguish variable from non-variable sources. Nevertheless, they can both
be used for that purpose as well. Following the conclusions of Buchner et al. (2022), we
decided to use both SCATT_LO, and AMPL_SIG to distinguish likely variable from likely
non-variable sources in eRASS data sets as well.

To use SCATT_LO and AMPL_SIG for variability detection in the eRASSs, we need
to properly define thresholds on both of these quantities, to distinguish likely variable from
likely non-variable sources. The thresholds identified by Buchner et al. (2022) were derived
for typical eFEDS observations, which differ from eRASS observations in several ways. The
exposure depth varies more across the sky in the eRASSs than it does within the eFEDS
observations, spanning 6 − 1080 eroDays of observation per source, per eRASS. Close to
the poles, there is also an enhanced sensitivity to detect lower count rate sources than in
eFEDS. The thresholds for distinguishing likely variable from likely non-variable sources
using SCATT_LO, and AMPL_SIG, depend on both the count rate and the number of
bins. Since the range of both of these parameters in the eRASSs differs from what was
observed in eFEDS, we set out to define new thresholds for distinguishing variable and
non-variable sources, using SCATT_LO, and AMPL_SIG, specifically tuned for use in
the eRASSs.

3https://johannesbuchner.github.io/UltraNest/

https://johannesbuchner.github.io/UltraNest/
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Figure 3.2: The 1, 2, and 3σ thresholds on SCATT_LO, for identifying variable sources.
The thresholds are displayed as a function of the count rate. The dependence on the
number of bins is illustrated by using different line styles. The grey lines indicate the best
fit power law relationship to the decreasing thresholds with increasing count rate.

To do this, we simulated 4 × 105 eROSITA-like light curves of intrinsically non-variable
sources, as discussed in Section 3.3. We simulated 104 iterations of light curves for 40 sets of
combinations of intrinsic source count rates of {0.001, 0.003, 0.01, 0.03, 0.1, 0.3, 1.0, 3.0, 10, 30}
cts/s, and number of eroDays of observation with ϵ > 0.1, of {50, 135, 370, 1000}. This
range of count rates and number of bins was selected to be representative of eRASS sources.
When considering a single eRASS, this broad parameter space applies to most X-ray sources
within ≈ 7◦ of either of the two ecliptic poles. When combining eight eRASSs of observa-
tions, all sources in the sky will have been observed on at least 48 different eroDays. So
these thresholds can be used throughout almost the entire sky for an eRASS:8 data set.
However, sources close to the poles will have been observed far more often than the upper
limit of 1080 bins and will require separate thresholds not considered in this work.

For each simulated light curve, we computed the SCATT_LO and AMPL_SIG param-
eters. From the resulting distribution of values, we determined one-tailed 1σ (84.13%), 2σ
(97.72%), and 3σ (99.865%) equivalent quantiles for each input count rate and number
of bins. These are displayed in Figures 3.2, and 3.3, for SCATT_LO, and AMPL_SIG,
respectively.

One of these three thresholds needs to be selected, depending on the desired sensitivity
to detect variability, and the purity of the selection. For instance, variable sources could
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be selected as those whose light curves have SCATT_LO values above the 3σ threshold.
For that selection, only 0.135% of all intrinsically non-variable sources would be wrongly
identified as variable. However, it also excludes moderately variable sources.

The thresholds on both SCATT_LO, and AMPL_SIG, are significantly affected by
both the count rate and the number of bins. The thresholds appear to have a stronger
dependence on the count rate. This may partly be because the range of simulated count
rates spans 4.5 orders of magnitude, whereas the range of number of bins only spans 1.3
orders of magnitude. However, the number of bins of the light curve still affects the value
of the threshold, which should be accounted for.

The SCATT_LO thresholds initially rise sharply with increasing count rate. They
reach a peak at 0.01−0.03 cts/s, before gradually declining over three orders of magnitude
in the count rate. The peak is most prominent for the 3σ threshold. The 1σ threshold
only has a very weak peak and does not change much as a function of the count rate or
the number of bins. At count rates above the peak, the three thresholds converge to one
another, and towards SCATT_LO = 10−2. This is a consequence of the choice of prior
for log (σb), which has a minimum value of -2. We found that there were no benefits to
reducing the minimum value of the prior further, as sources with such a low standard
deviation are effectively non-variable sources within the duration of the observations. The
convergence of the thresholds to this limit is an indication of the sensitivity of the method.

The decline of the 3σ thresholds above RS = 0.1 cts/s approximately follows a power
law of SCATT_LO ∝ RS

−0.45, which is shown via the grey lines for light curves of 50 and
1000 bins in Fig. 3.2. With an increasing number of bins, the SCATT_LO thresholds shift
to slightly lower values. The amplitude of the power law decline as a function of the count
rate approximately depends on the number of bins as ∝ N−0.22

b . This power law index is
about half of that describing the thresholds as a function of the count rate. Therefore,
they can approximately be described as SCATT_LO ∝

(
RS/

√
Nb

)−0.45
. Both of these

trends occur because more bins and a higher average number of counts per bin improve
the ability to accurately determine the degree of variability of the source, resulting in a
narrower posterior distribution and a lower value of SCATT_LO. We also observe that
the peak in the SCATT_LO thresholds appears to shift to lower count rates at a greater
number of bins.

The AMPL_SIG thresholds have a very different dependence on the count rate and
the number of bins. The three thresholds are much closer together than the SCATT_LO
thresholds are. This makes this method more prone to measurement uncertainties of
AMPL_SIG. The thresholds are dominated by a gradual rise with an increasing count rate
until a shallow peak is reached at a count rate of 1.0 cts/s. The thresholds drop slightly at
higher count rates, before plateauing towards the highest count rates we investigated. This
general shape of the thresholds can be understood to be a consequence of the accuracy of
the assumptions of normal probability distributions on the measured count rate per bin.
The peak of the 1σ thresholds appears to be shifted to slightly lower count rates for light
curves with a greater number of bins.

The dependence of the AMPL_SIG thresholds on the number of bins is the opposite of
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Figure 3.3: The 1, 2, and 3σ threshold conditions on AMPL_SIG, for identifying variable
sources. These thresholds are shown as a function of the count rate, with the dependence
on the number of bins being illustrated through lines with different line styles, as in Fig.
3.2.
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what was observed for the SCATT_LO thresholds. The more bins there are, the greater
the probability that at least one bin from an intrinsically constant source is measured to
have a significantly higher or lower count rate than expected. Since AMPL_SIG only
considers the two most extreme data points, a higher value of AMPL_SIG is found for
intrinsically non-variable sources with longer light curves, on average.

These results are qualitatively similar to what was found by Buchner et al. (2022). Their
thresholds are different from the ones presented here, as they were calculated for a different
number of bins in the simulated light curves. They also used a different false positive rate
for defining the thresholds. The dependence of the SCATT_LO thresholds on the count
rate in Fig. 3.2 is very similar to what Buchner et al. (2022) found. But there is a noticeable
difference between the dependence of the AMPL_SIG thresholds on the count rate in these
two instances. Buchner et al. (2022) also found that the AMPL_SIG thresholds increase
with increasing count rate. However, while the thresholds shown in Fig. 3.3 reach a plateau
at the highest count rates, Buchner et al. (2022) instead found that they keep increasing
with increasing count rate. The likely reason for these differences is that the two thresholds
use different definitions of AMPL_SIG. We modified the AMPL_SIG function to be better
suited for analysing eROSITA-like light curves featuring variable fractional exposures (Eq.
3.10), whereas Buchner et al. (2022) used the standard definition of AMPL_SIG (Eq. 3.4).

We applied the two variability identification methodologies to the intrinsically non-
variable and variable simulated eROSITA-like light curves of Fig. 3.1. Both methods
located the non-variable source, shown in the top panel, in the variability class < 1σ, indi-
cating a low variability significance that might not be distinguishable from non-variability.
In contrast, the intrinsically variable source exhibiting pink noise variability, shown in the
lower panel, was identified as variable above the 3σ threshold by SCATT_LO. AMPL_SIG
instead identified it between the 1 and 2σ thresholds. This is a consequence of SCATT_LO
being more sensitive to detecting pink noise variability.

3.5 Intrinsic variance estimation
The thresholds on SCATT_LO and AMPL_SIG were set up principally to identify variable
sources at a given false positive rate. They do not necessarily indicate the strength of the
variability of a given source within a set of observations. In this section, we quantify the
degree of variability, rather than determine the variability significance.

A successful method for estimating the NIV should be relatively unaffected by the
features of eRASS light curves and remain accurate at both low and high count rates. It
should adequately determine the error in the estimate of the NIV, and apply to all types
of variability with all kinds of PSDs.

Here, we investigate the possibility of converting the bexvar σb estimate of σI into an
estimate of the NIV of a light curve. Unlike the standard NEV methodology, bexvar does
not treat all bins identically. Instead, it takes the varying fractional exposures into account.
Furthermore, Bexvar does not assume that the measured count rate in each bin follows
a normal distribution, unlike the standard NEV method, and instead uses the Poisson
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probability distributions for the count rate in each bin to determine the degree of variabil-
ity. These two features enable bexvar to estimate σI and the error in the measurement
accurately, for a log-normal white noise (P ∝ ν0) light curve, over a wide range of count
rates, as was shown by Buchner et al. (2022), their Figure A.1.

We simulated eROSITA-like light curves of intrinsically variable sources exhibiting pink
noise variability, as described in Section 3.3, in order to investigate the ability of σb to
accurately estimate the σI for these types of sources. We investigated light curves consisting
of {20, 75, 150, 400, 1050} bins, with mean input count rates of {0.015, 0.15, 1.5, 15} cts/s.
This range of count rates and number of bins was chosen to cover the parameter space
eRASS light curves.

The results of these simulations are shown in Fig. 3.4. The σI was determined from
the true light curve, before adding Poisson noise and a background count rate. The σb

was estimated from the set of simulated source and background extraction region counts,
the background area, the time bin size, and the fractional exposure. As this figure shows,
σb is also an accurate estimator of σI for sources exhibiting pink noise variability. This
method is accurate across a wide range of count rates, number of bins, and values of σI .
Even for very low count rate light curves, for which σI cannot be accurately determined,
bexvar still estimate an accurate interval within which σI is most likely to be found. This
is very different to the ability of the standard NEV methodology to estimate the NIV.
However, we also found that σb might systematically underestimate large σI for pink noise
light curves, even at high count rates.

For a given count rate and number of bins, there is a minimum value of σI that bexvar
can measure. The bexvar methodology is unable to detect lower degrees of variability, and
instead computes an upper bound on the σI estimate.

The bexvar methodology allows for a more accurate estimate of σI than the NEV is
at estimating the NIV, at low count rates (see Section 3.6). The σI is a new variability
quantifier and can be a useful quantity to seek to estimate. However, it is unclear how it
relates to other ways of describing the intrinsic variability of a source for a particular set
of measurements, such as the NIV or the PSD.

In contrast, the NIV is more easily interpretable, as it can be associated with the inte-
gral of the PSD, and is a measure of the variance of the linear flux distribution. There are
methods for converting estimates of the NIV into estimates of the constant band-limited
power, which is intrinsic to the source, and not dependent on any properties of the obser-
vation. However, at the moment, there is no established method for determining a similar
stationary quantity, independent of the observations, that relates to σI . Furthermore, the
impact of the red noise leak and the aliasing effect on σI are still unknown.

Some of the problems of estimating the NIV at low count rates, and the lack of in-
terpretability of σI , can be resolved by determining the relationship between these two
parameters. If a conversion can be found, the accuracy of the bexvar estimate of σI could
be used to enable more accurate estimates of the NIV than with the NEV methodology.
The relationship could also allow them to be interpreted in relation to one another. It could
also be used to explore the influence of power leakage on σI , and determine a stationary
parameter equivalent to the band-limited power.
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Figure 3.4: The ability of σb to estimate σI of a pink noise light curve. Each data point
represents a single simulated eROSITA-like light curve. The black dashed line indicates
the 1 : 1 relationship between the two parameters.

We investigated the possibility of estimating the NIV directly from σb, instead of deter-
mining a conversion from σI to the NIV. As Fig. 3.4 shows, even though the σI estimate
is mostly accurate, it might face issues at both low and high degrees of variability for pink
noise light curves.

While a light curve with a larger NIV also tends to have a larger σI , the exact rela-
tionship between those two parameters is significantly more complex than the first-order
estimate of NIV ∝ σb

2. To investigate the nature of the relationship, we simulated 3 × 104

eROSITA-like pink noise light curves. These consist of 600 simulated light curves for all
combinations of the number of bins within the set {20, 50, 135, 370, 1000}, and count rates
of {0.001, 0.003, 0.01, 0.03, 0.1, 0.3, 1.0, 3.0, 10.0, 30.0}cts/s (see Section 3.3). We note that
sources with significantly different PSDs might exhibit a different relationship between
these two parameters. We did not investigate the correlation between σb and the NIV for
other types of variability, such as red noise.

At the lowest count rates, and the smallest number of bins, the simulations produce so
few source counts, that it is not meaningful even to use the measured σb as an estimator
of the degree of variability of the source. Nevertheless, we still included these instances, to
investigate the ability to use the measured σb distribution to determine uncertainties and
upper limits on an estimate of the NIV.

Fitting the relationship between the measured σb of an eROSITA-like light curve and
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the NIV of the true light curve, enables a conversion from one to the other. We denote the
NIV estimated in this way as NEVb. It might be expected that NEVb is a more accurate
method for estimating the NIV in a Poisson regime than the NEV is, as it uses a Bayesian
approach that deals with Poisson probability distributions, unlike the NEV. However, as
this is a new method, we first evaluated its strengths and weaknesses, to determine the
limits to its applicability.

Fig. 3.5 shows the relationship between σb and the NIV in several simulated light curves
for two particular average source count rates and number of bins. The two parameters are
very tightly correlated for sources with high count rates, observed for many bins, as shown
in the top panel. However, many more variable eRASS sources in the SEP field have count
rates and number of consistently, adjacently spaced bins similar to the values used for the
simulations whose results are shown in the lower panel (RS = 0.3 cts/s, Nb = 135). The
panel indicates that there will be significant uncertainty in the NEVb estimate of the NIV,
for most sources.

At low variabilities, low count rates, and a small number of bins, σb reaches a plateau,
indicating that bexvar could not determine the NIV, based on the available information.
Therefore, whenever this level of σb is measured, it should be treated as an upper limit
measurement of the true variability. This plateau depends on both the count rate and the
number of bins of the light curve.

At greater variabilities than the upper limit plateau, there is an approximately linear
relationship between log(σb), and log(NEV), which has a gradient of approximately 0.5.
This is expected, as σb estimates a standard deviation (albeit of the logarithmic count
rate), whereas the NIV describes a variance. The best fit linear relationship has a similar
gradient and constant term across the range of simulated count rates and number of bins.
In an initial fit of the relationship between σb and the NIV, we assumed that only the low
variability plateau depends on the average count rate and the number of bins of the light
curve. We defined the relationship as follows:

y0 = m log(Nb) + M log(RS) + k

y1 = b log(NIV) + c

log(σb) =

y1 if y1 ≥ y0

y0 if y1 < y0,

(3.11)

where y0 denotes the value of log(σb) at the plateau at the lowest NIVs, y1 is the main
function relating log(σb) to log(NIV) above the plateau, and m, M , k, b, and c are the
parameters of the fit. We defined the upper limit plateau as a level in log(σb), rather than
as a function of log(NIV), below which it cannot be determined accurately. We decided
on this because we want to determine the value of σb at which NEVb becomes merely an
upper limit. By defining the equation in this way, we also reduce the degeneracy between
the fit parameters.

We fitted σb from all of the simulations as a function of the NIV using Eq. 3.11. We
used the uncertainties in each of the measurements of σb from the simulated light curves
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Figure 3.5: The relationship between σb and the NIV in simulated pink noise eROSITA-like
light curves. The relationship depends on both the number of bins and the count rate, so
this figure showcases two examples, one for 1000 bin light curves with a mean count rate
of 30 cts/s (top panel), and another for light curves of 135 bins, with a mean count rate
of 0.3 cts/s (bottom panel). The solid black line depicts the best fit of σb

(
NEV, RS, Nb

)
,

using Eq. 3.13 and the parameters listed in Table 3.1. The dashed line represents using
Eq. 3.11 with its best fitting parameters. The dotted line shows the fit of NEVb ∝

√
σb

for simulated values of NIV above the detection limit.
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in the fit. The NIV does not have an error, as it is an intrinsic quantity of the source
and the timing properties of the observations. However, the measured value of σb has an
uncertainty, so we fitted σb(NIV), rather than NIV (σb). The relationship between the two
parameters was fitted with b = 0.54769 ± 0.00060, which is close to the first-order estimate
of σb ∝

√
NIV, but not consistent with it. The dashed lines in Fig. 3.5 show this best fit

for the two selections of the number of bins and average count rates in the simulations.
This best fit accurately describes the relationship between σb and the NIV.

However, the top panel of Fig. 3.5 shows that a linear relationship underestimates σb

at both small and large values of the NIV. It is insufficient to describe the exact nature of
this relationship. The gradient between log(σb) and log(NIV) increases at large values of
the NIV for high count rate sources. This effect can also be seen in the underestimation
of large values of σI by σb, in Fig. 3.4. To account for this effect while keeping the model
as simple as possible, we added a quadratic term to Eq. 3.11:

y0 = m log(Nb) + M log(RS) + k

y1 = a (log(NIV))2 + b log(NIV) + c

log(σb) =

y1 if y1 ≥ y0

y0 if y1 < y0.

(3.12)

This equation describes the relation between log(σb) and log(NIV) better. However, a
more careful inspection of the actual relationship between the two variability parameters
at different count rates and number of bins, reveals differences in the relation at y1 ≥
y0, particularly at the highest degrees of variability. Therefore, we considered a third
possibility, in which the parameters a, b, and c are functions of the logarithm on the
number of bins and the logarithm of the count rate. For this third fit, we updated Eq.
3.12 to:

y0 = my log(Nb) + My log(RS) + ky

y1 = a (log(NIV))2 + b log(NIV) + c

a = ma log(Nb) + Ma log(RS) + ka

b = mb log(Nb) + Mb log(RS) + kb

c = mc log(Nb) + Mc log(RS) + kc

log(σb) =

y1 if y1 ≥ y0

y0 if y1 < y0.

(3.13)

We fitted all the simulated data regarding the relationship between log(σb) and log(NIV)
a third time. Table 3.1 lists the best fit parameters. To reduce degeneracy and improve
the fit, we rescaled the NIV as: log(NIV′) = log(NIV) − log(NIV), where log(NIV) is
the average NIV over all simulations. The parameter values presented in the table have,
however, been rescaled back, to describe the dependence of log(σb) on log(NIV).
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Figure 3.6: The corner plot of the best fitting parameters of Eq. 3.13, for fitting log(σb)
as a function of the rescaled true input log(NIV′), across all simulations spanning count
rates from 0.001 cts/s to 30 cts/s, and number of bins from 50 to 1000. The values of
the best fit parameters shown here differ from those displayed in Table 3.1, as the fit was
performed for log(σb) as a function of the rescaled log(NIV′) = log(NIV)− log(NIV). Table
3.1 instead shows the parameter values for the fit of log(σb) as a function of log(NIV), and
those are the ones that should be used for estimating NEVb from σb.
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Parameter Value
my −0.1034 ± 0.0047
My −0.1850 ± 0.0021
ky −1.410 ± 0.0011
ma −0.0296 ± 0.0019
Ma 0.0363 ± 0.0025
ka 0.0698 ± 0.0055
mb −0.1137 ± 0.0066
Mb 0.1474 ± 0.0088
kb 0.796 ± 0.019
mc −0.1036 ± 0.0061
Mc 0.1580 ± 0.0083
kc −0.078 ± 0.018

Table 3.1: Table of the best fitting parameters of log(σb) as a function of the true input
log(NIV). These were determined for the wide range of count rates from 0.001 cts/s to 30
cts/s, number of bins from 50 to 1000, and normalised excess variances from 5 × 10−4 to
3 × 10−1, using Eq. 3.13.

In this fit, we found that the three parameters a, b, and c, which we had previously
assumed to be constant in Eq. 3.12, all significantly depend on both the count rate and
the number of bins. Therefore, an accurate treatment of the dependence of σb on the NIV
cannot consider a, b, and c to be constant. The quadratic term, whose amplitude is defined
by a in Eq. 3.13, only weakly depends on the count rate and the number of bins, but it
is nonetheless non-negligible. It even changes sign, by being positive for light curves with
a large average count rate, and few bins, and negative for light curves with a low average
count rate, and a large number of bins. The linear and the constant terms, whose strength
is defined by parameters b and c, respectively, depend strongly on both the count rate and
the number of bins and will have different values for different eRASS sources. The three
parameters that describe the relationship above the plateau (a, b, and c) decrease with
an increasing number of bins and increase with an increasing count rate. For these three
parameters, the dependence on the count rate is similar to the negative of their dependence
on the number of bins. This suggests that all three parameters predominantly depend on
RS/Nb. The dependence of c on the count rate is similar to that of parameter b, within
their respective uncertainties. The same applies to the dependence of the two parameters
on the number of bins.

Fig. 3.6 is the corner plot of the best fit of Eq. 3.13 to all the simulated data relating
σb to the rescaled NIV in the light curve, log(NIV′). There are some degeneracies, most
notably between my and ky and between other m and k parameters. This is probably
because the number of bins does not change as much as the count rate within the sample of
simulated light curves, so the m parameters can often act similarly to the constant k terms.
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There is also a slight negative degeneracy between Ma and Mb, as well as between some
parameters of a and c. Nevertheless, the fitting parameters are otherwise well constrained.
We tried to keep the degeneracies between parameters as minimal as possible, and only
maintained parameters necessary to the fit. Even though we fitted for a total of 12 different
parameters, only very few combinations of them exhibit some degree of degeneracy. These
parameters are necessary to accurately represent the relationship between σb and the NIV.
There might, however, be the possibility of simplifying Eq. 3.13 by setting mb = mc and
kb = kc.

This model can accurately fit the observed relationship across the range of count rates,
number of bins, and degrees of variability, for which we simulated these light curves. That
is the parameter space most relevant for an eRASS variability analysis. The ability of this
model to fit the relationship between σb and the NIV is shown with the solid black lines
in Fig. 3.5. The Bayes factor comparing the best fit using Eq. 3.11 to the best fit with
Eq. 3.13 strongly favours the latter model. Therefore, we decided to use Eq. 3.13 with
best-fit parameters detailed in Table 3.1 as a basis for the conversion of an estimate of σb

into an estimate of the NIV, under the assumption that light curves exhibit a pink noise
variability.

The Eq. 3.12 can be rearranged to determine the bexvar estimate of the NIV, NEVb,
from the measurement of σb as follows:

log(NEVb) =
−b +

√
b2 − 4a(c − log(σb))

2a
(3.14)

log(σb,l) = my log(Nb) + My log(RS) + ky, (3.15)
where σb,l is the approximate value of the lower limit of σb that is measurable at that
particular count rate and number of bins. The equation for NEVb should only be considered
as an upper limit estimate of the NIV if σb ≈ σb,l. The expressions, and values to use for a,
b, c, my, My, and ky, are listed in Eq. 3.13 and Table 3.1. This conversion is only accurate
for a set of equally spaced bins in the light curve.

The above function can fail in two particular instances. Firstly, it is undefined whenever
the denominator, 2a = 0. When −0.0296 log(Nb) + 0.0363 log(RS) = −0.0698, Eq. 3.13
reverts to the linear Eq. 3.11, with parameters y0, b and c as expressed in Eq. 3.13, and
Table 3.1. Secondly, this conversion fails when the contents of the square root are negative,
so when log(σb) < c − (b2/4a) if a > 0, or log(σb) > c − (b2/4a) if a < 0. However, in all of
the simulations we used here, we never found σb to satisfy either inequality. When a > 0,
σb,l is always larger than c − (b2/4a). When a < 0, log(σb) > c − (b2/4a) only for extremely
variable sources, for which the assumption of a pink noise PSD is no longer accurate. In
those cases, this conversion from σb to NEVb should not be used. These statements apply
to the parameter space we investigated; for light curves of between 20 and 1080 bins, and
average count rates in the range [0.001, 30.0] cts/s.

The function y1, with parameter values as listed in Table 3.1 can also be used to convert
between σI , and the NIV. It remains an accurate description of their relationship within
the parameter space investigated, and as long as log(σI) ≲ y0

(
Nb, RS

)
.
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Figure 3.7: Comparing the NEVb measurements with the actual NIV of the light curve.
The NEVb estimate is obtained by computing σb, and using the conversion function from
σb to NIV. This conversion uses Eq. 3.14, with parameters described by Eq. 3.13, having
values as listed in Table 3.1. Light curves were simulated based on the assumption of pink
noise variability. The orange dashed line indicates the 1 : 1 relationship between NEVb,
and the NIV. The closer the data points are to this line, the better the estimate of the
NIV in the light curve is.
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Using these results to convert σb to NEVb, we then investigated the ability of NEVb to
estimate the NIV of a light curve. Just as for Fig. 3.4, we simulated eROSITA-like light
curves of pink noise variable sources, consisting of {20, 75, 150, 400, 1050} bins, and average
count rates of {0.015, 0.15, 1.5, 15} cts/s. We specifically selected different values for the
number of bins and the average count rate than in the simulations used for determining
the relationship between σb, and the NIV. In this way, we could independently verify the
usefulness of this method, for other parameters not previously investigated. However, we
used light curves of 20 bins both for defining the method and testing it, as that is the lower
limit we chose for this type of variability analysis.

Fig. 3.7 depicts how accurately NEVb can estimate the NIV. It shows that NEVb is
mostly accurate in its estimate. Contrary to other methods, NEVb always has a positive
value.

The uncertainties of NEVb depicted in this figure are determined by converting the
upper and lower bounds of the 1σ confidence interval of σb into NEVb values, using Eq.
3.13, and the parameters of Table 3.1. Whenever the lower bound error on σb extends
below 10y0 , the lower bound error on NEVb is extended to a value of 0. This is due to the
inability to determine lower degrees of variability for those particular light curves.

At very low count rates, when there is insufficient information available to properly
constrain the NIV of a light curve, NEVb is still able to provide an accurate confidence
interval within which the NIV of the light curve is likely to be. This can be seen in Fig.
3.7 which shows that the errors of NEVb contain the NIV in most instances, regardless of
the count rate.

3.6 Comparing methods for NIV estimation
In this section, we consider two other methods that could be used to estimate the NIV of
the light curve of a variable source, and compare them against the NEVb method. The first
of these estimates the NIV by integrating the periodogram of the light curve, which we
label as NEVi. The second methodology is based on using Eqs. 3.1 and 3.2, but with an
adjustment for reducing the effect of the lowest exposure bins on the estimate. We denote
this estimate of the NIV as NEVeq. Finally, we evaluate the strengths and weaknesses of
these three methods.

3.6.1 NEVi

Parseval’s theorem states that in the high count rate limit, when the assumption of a normal
probability distribution of the measured count rate in every bin is true, the definition of
the NEV as shown in Eq. 3.1, corresponds to the integral of the Poisson noise subtracted,
rms normalised periodogram (van der Klis, 1989):

NEVi =
∫ (2τ)−1

(Nbτ)−1
(P (ν) − NP,ϵ)dν. (3.16)
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Therefore, it is also possible to estimate the NIV of the light curve of a variable source in
this way. The Poisson noise of a light curve with variable fractional exposures is discussed
in more detail in Section 3.8.1.

This method is more computationally expensive than calculating NEVeq. Nevertheless,
it can be useful for estimating the NIV for a different frequency range. We also use it to
compare the other two methods against.

Fig. 3.8 shows the ability of NEVi to estimate the NIV in simulated pink noise light
curves, when subtracting the standard Poisson noise (Eq. 3.25) from the periodogram.
It can be compared against Fig. 3.7, to see the different accuracies of the two methods.
This shows that NEVi is only a good estimator of the NIV at the highest count rates and
the greatest NIVs. At lower count rates and NIVs, NEVi levels off, diverging from the
1:1 line that the data points should ideally be distributed around. The minimum level
of NEVi decreases with an increasing count rate. However, it seems largely independent
of the number of bins in the light curve. At the lowest count rates considered for this
figure, this plateau level even lies above the maximum NIV of the simulated light curves.
The plateaus are caused by varying fractional exposures. The excess noise this creates has
not been subtracted from the periodograms before integrating them to estimate the NIV.
This indicates the significance of the fractional exposure noise, showing that it cannot be
ignored.

Therefore, there is a need for an accurate modelling of the excess noise in the peri-
odogram of light curves with varying fractional exposures, as will be discussed in Section
3.8.1. Fig. 3.8 shows that the excess fractional exposure noise increases inversely propor-
tionally to the count rate. This helped motivate the expression of the total Poisson and
fractional exposure noise of Eq. 3.28.

When subtracting the combined Poisson and fractional exposure noise from the peri-
odograms of the simulated light curves, using Eqs. 3.28, and 3.29, as well as the parameters
listed in Table 3.4 in Section 3.8.1, the plateaus disappear, as the noise in the periodogram
is correctly estimated, and removed. This can be seen in Fig. 3.9, in which the NEVi is a
much more accurate estimator of the NIV than in Fig. 3.8. Henceforth, we will use NEVi to
refer to the Poisson and fractional exposure noise subtracted integral of the periodogram.

At high count rates (RS ≳ 1.5 cts/s), NEVi is an accurate estimator of the NIV, for
the entire range of values of the NIV, and number of bins in the light curve, that we
investigated. However, its accuracy decreases rapidly with a decreasing count rate. At
RS ≲ 0.15 cts/s, the NEVi often differs significantly from the NIV, and is frequently found
at negative values. 87% of the light curves we simulated at a count rate of 0.015 cts/s had
a negative NEVi. At 0.15 cts/s, 34% of the light curves are still found at a negative NEVi,
and even at 1.5 cts/s, 7% of light curves were found to have a negative NEVi.

At the lowest count rates, the NIV is frequently underestimated by NEVi. This could
partially be due to the uncertainty in the fractional exposure noise calculated in Section
3.8.1, which might not be completely accurate at low count rates. It can also result from
insufficient data to determine an accurate periodogram. The NEVi methodology also treats
each bin identically, regardless of the fractional exposure.
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Figure 3.8: The ability to estimate the NIV by integrating the periodograms of simulated
eROSITA-like pink noise light curves. The dependence is determined as a function of the
NIV. Each data point indicates the result of a single simulation. The closer a data point
lies to the orange dashed 1:1 line, the better the estimate of the NIV is. For this plot, we
merely subtracted the standard Poisson noise (Eq. 3.25) from the periodograms. This is
insufficient to describe the noise level in periodograms of exposure-corrected light curves.
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Figure 3.9: The accuracy of estimating the NIV by integrating periodograms of simulated
eROSITA-like pink noise light curves. We subtracted both the Poisson noise and the
fractional exposures noise for this plot, using Eqs. 3.28, and 3.29, with parameters listed
in Table 3.4 from the measured periodograms. This figure shows the relationship on both a
logarithmic (top panel) and a symmetric logarithmic (lower panel) scale, to showcase how
close the individual NEVi measurements are to the NIV, as well as the complete range
of values measured for NEVi. The orange dashed line indicates the 1 : 1 relationship.
The closer the data points are to this line, the better the estimate of the NIV in the light
curve is. By subtracting the excess noise, the accuracy of the NIV estimate is significantly
improved. There is no longer a systematic offset between the NEVi and the NIV.
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3.6.2 NEVeq

The standard NEV, as defined in Eqs. 3.1 and 3.2 is only valid in case of a normal
probability distribution for the count rate in each bin. When the components used to
calculate the NEV (Eq. 3.1) are defined as in Eq. 3.2, the NEV treats every bin identically,
regardless of their fractional exposure. This can cause a significant portion of the excess
variance detected in an eROSITA-like light curve to originate from the bins with the
smallest exposure times.

One way of reducing the effect that the lowest exposure bins have on the measured
NEV, is to weight each of the terms of the NEV by the fractional exposure itself. Rather
than using the definitions described in Eqs. 3.2, we would use:

RS =
∑Nb

i=1 ϵ (ti) RS (ti)∑Nb
i=1 ϵ (ti)

σ2
obs = Nb

Nb − 1

∑Nb
i=1 ϵ2 (ti)

(
RS (ti) − RS

)2

∑Nb
i=1 ϵ2 (ti)

σ2
err =

∑Nb
i=1 ϵ2 (ti) σ2

err (ti)∑Nb
i=1 ϵ2 (ti)

.

(3.17)

The first of these equations is a more accurate estimate of the average count rate in
a light curve with varying fractional exposures than the equivalent part of Eq. 3.2 is.
If the background area and count rate are constant, then the first part of Eq. 3.17 is
approximately equal to the average count rate found by 2.7. The other equations are
similarly more accurate measures of the variance and the mean error in the data. By
weighting the terms, the equations effectively deal with the individually measured source
counts, rather than count rates.

Since the uncertainties in the measured count rates are asymmetric, it is worth consider-
ing which error to use for σ2

err (ti). The excess variance compares the difference between the
contribution of each measured count rate to the total variance, with the error of that mea-
surement. Therefore, we decided to use the error in the direction of the mean count rate,
similar to the definition of the modified AMPL_SIG in Section 3.2.3. So if RS (ti) ≤ RS,
we set σerr (ti) = σ+err, and if RS (ti) > RS, we set σerr (ti) = σ−err. When using these
modifications, we label the resulting NIV estimate as NEVeq, to distinguish it from the
standard NEV method. The NEVeq is still calculated by using Eq. 3.1, but with RS, σ2

obs,
and σ2

err as determined using Eq. 3.17.
These modifications to the standard NEV method enable a more accurate estimate of

the NIV in a light curve afflicted by varying fractional exposures. However, they do not
adequately deal with the inherent problems of assuming the uncertainty in the measured
count rates in one direction to be equivalent to the standard deviation of an assumed
normal distribution.

Fig. 3.10 shows the performance of using NEVeq as an estimator of the NIV, using
Eq. 3.1, and the weighted parameters of Eq. 3.17. This method works well at high count
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rates when there are enough source counts per bin to make the probability distribution for
the count rate approximately Gaussian. At intermediate and low count rates, weighting
the bins by the fractional exposure improves the estimate of the NIV in most cases, when
compared to the standard NEV. However, even though it reduces the scale of the problem, it
does not remove it entirely. 95% of the simulated light curves at a count rate of 0.015 cts/s,
and 29% of the light curves with a count rate of 0.15 cts/s were found to have a negative
NEVeq, some at extremely negative values. At a count rate of 1.5 cts/s, 3% of simulated
light curves still have a negative NEVeq. The NIV is still systematically underestimated
at the lowest count rates by NEVeq. The NEVeq estimates are, however, less likely to
significantly exceed the NIV than the NEVi estimates do.

We used the results of Vaughan et al. (2003), their Equation 11, to determine the
uncertainties in the individual measurements of the NEVeq, which we plot in Fig. 3.10.
This equation might not be accurate for light curves with varying fractional exposures or
for the modifications to the standard method discussed above. It also does not reliably
estimate the uncertainty in the measured NEVeq when it is less than 0, as can be seen
by the lower panel in Fig. 3.10. Accurate error bars should extend to above 0 in most
instances. Using these uncertainties, negative NEVeq values are useless for estimating the
NIV, or the NIV∞, and cannot even be used to determine a linear average, computed over
multiple segments.

Figs. 3.4, 3.8, 3.9, and 3.10, which depict the ability of various methods to estimate
the NIV, are all based on the same set of simulated light curves. These were generated to
have {20, 75, 150, 400, 1050} bins, and mean input count rates of {0.015, 0.15, 1.5, 15} cts/s.
Comparing Fig. 3.4 to Figs. 3.9 and 3.10, shows that NEVb is significantly more accurate
at estimating the NIV in the light curve at low count rates, than NEVi or NEVeq are.

3.6.3 Comparison
We compared the ability of the three methods previously discussed (NEVb, NEVi, and
NEVeq), to provide an accurate estimate of the NIV in the light curve. The accuracy of
the three methods was investigated as a function of the count rate, the number of bins, the
degree of variability, and the type of variability observed. Fig. 3.11 depicts the absolute
magnitude of the difference between the measured NIV estimate (which we label as NEVm

to refer to the three methods), and the actual NIV, normalised by the NIV of the simulated
light curves: |NEVm − NIV| /NIV = |Dm|. The figure shows the dependence of |Dm| on
the NIV in each plot, as the ability to estimate the NIV strongly depends on its value. The
three methods were applied to the same simulated light curves for a fair comparison. Three
different types of variability were considered; white noise (P ∝ ν0), pink noise (P ∝ ν−1),
and red noise (P ∝ ν−2). We again selected mean count rates of {0.015, 0.15, 1.5, 15.0}
cts/s, and a number of bins of {20, 75, 150, 400, 1050} for the construction of the simulated
light curves used in this analysis.

Fig. 3.11 shows that NEVb represents a significant improvement over NEVi and NEVeq

at low count rates, and low degrees of variability. At the lowest count rates we investigated,
of 0.015 cts/s, NEVb is always the most accurate NIV estimate, for the three types of PSDs,
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Figure 3.10: Comparison of the NEVeq obtained by using the weighted parameters of Eq.
3.17 in Eq. 3.1, with the NIV. This relationship is shown for simulated pink noise eROSITA-
like light curves. This figure depicts the dependence of the estimate on the average count
rate, the number of bins, and the degree of intrinsic variability. The relationship between
the NIV estimate and the true NIV is depicted on both a logarithmic (top panel) and
a symmetric logarithmic (lower panel) scale. The orange dashed line indicates the 1 : 1
relationship. The closer the data points are to this line, the better the estimate of the NIV
in the light curve is.
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Figure 3.11: Comparison of the ability of the integral of the periodogram (NEVi), the
modified NEV equation (NEVeq), and the bexvar NIV estimate (NEVb), to accurately
estimate the NIV of eROSITA-like light curves. This figure plots the absolute value of the
difference between the measured NEVm (which refers to either NEVi, NEVeq, or NEVb),
and the NIV (NIV), normalised by the NIV, as a function of the NIV of the simulated light
curves. The lower the value of this parameter, the more accurate the estimate of the NIV is.
Each data point represents one instance of a simulated light curve. The same light curves
were used for computing NEVi, NEVeq, and NEVb. Each panel represents a different count
rate. The dependence on the number of bins is showcased via different symbols. Each row
of panels represents a different type of variability; white, pink, and red noise. Solid lines
are plotted on top of the distribution of points, corresponding to the geometric mean of
the distribution of log (|NEVm − NIV|/NIV) as a function of log(NIV). Transparent areas
indicate the part of the distribution corresponding to one standard deviation from the
mean, in either direction.
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for all values of the NIV, and the entire range of the number of bins that we investigated.
At this count rate, NEVb is often 2 orders of magnitude more accurate than the other two
methods at estimating the NIV of an observed light curve.

At 0.15 cts/s, NEVb is more accurate at low variabilities than either NEVi or NEVeq,
but all three methods are approximately equally accurate at high degrees of variability. In
general, sources featuring a larger range of fluxes within the duration of the observations,
have a larger NIV. Therefore, at a fixed average source flux, strongly variable sources will
be observed to have significantly more source counts than expected, in a few bins. That
helps improve the NIV estimates using the NEVi or NEVeq methodology.

For count rates of 1.5 cts/s and 15 cts/s, the measured number of source counts per
bin can reasonably accurately be assumed to have a normal probability distribution for
most, or all eroDays. As a result, all three methods have similar accuracies at these count
rates, across the entire range of simulated NIVs. However, NEVb provides a less accurate
estimate of the NIV of high count rate sources (15 cts/s) exhibiting red noise variability
of NIV ≳ 5 × 10−2), as compared to NEVi or NEVeq.

The NEVi and NEVeq methods estimate the NIV with similar accuracy. The |Dm|
parameter follows a similar anti-correlation as a function of the NIV, for both NEVi and
NEVeq. The anti-correlation is predominantly caused by the normalisation of |Dm|. This
indicates that the average difference between the estimate, and the true value of the NIV
is mainly independent of the NIV, for these two methods, at low count rates. In contrast,
the mean difference between the NEVb estimate, and the NIV, are maintained at an almost
constant ratio of the NIV.

The ability to estimate the NIV substantially improves with an increasing count rate
for NEVi and NEVeq, as |Dm| drops by about 3 orders of magnitude from 0.015 cts/s
to 15 cts/s. NEVi is slightly better than NEVeq at accurately estimating the NIV at
0.015 cts/s and 15 cts/s, but NEVeq is slightly better at 0.15 cts/s and 1.5 cts/s. As
expected, the ability to estimate the NIV improves with an increasing number of bins, for
all three methods.

Even though the conversion from σb to NEVb was determined specifically for pink noise
PSDs, the conversion is still very accurate for light curves generated from white and red
noise PSDs. Even for those types of variability, NEVb is significantly more accurate than
NEVi, or NEVeq. For high count rate white noise light curves, NEVb remained equally
accurate as NEVi, or NEVeq. Only at high count rates and high degrees of variability, do
NEVi, or NEVeq perform slightly better than NEVb.

Another relevant feature to consider when comparing different methods of estimating
the NIV in a light curve is the ability to estimate the uncertainty in the estimate accurately.
To determine how accurate the NEVeq, and NEVb errors are, we investigated the ratio of
the absolute value of the difference between the estimate, and the real value of the NIV, to
the estimated error: |NEVm − NIV| /σNEV,m = |Zm|. Here, σNEV,m represents the error in
NEVeq, or NEVb. Fig. 3.12 shows how this parameter varies as a function of the NIV, the
mean count rate, the number of bins, and the type of variability (white noise, pink noise,
and red noise). The figure display |Zm| for the two NIV estimators NEVeq, and NEVb. The
NEVi is not considered here, as we found the computation of its error to be unreliable.
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Assuming that the individual NIV estimates are distributed normally, with a mean
equal to the NIV, and a standard deviation equal to the measurement uncertainty, |Zm| =√

2/π (Geary, 1935). This is the value we compare the two methods against, indicated in
Fig. 3.12 as a dashed black line. If the mean value of |Zm| for either method is found to
lie below

√
2/π, then the uncertainties in the measurement are overestimated. If, instead,

the value of this parameter lies above
√

2/π, then either the mean NIV estimate differs
significantly from its actual value, or the uncertainties are underestimated. The closer the
average value of |Zm| lies to

√
2/π, the better the method is at correctly estimating the

measurement uncertainties.
At low count rates, the errors in NEVb are slightly overestimated. For example, at an

average source count rate of RS = 0.015 cts/s, the errors in the NEVb estimates of the NIV
are accurate at low variabilities. However, they are overestimated for light curves with
NIV ≳ 1 × 10−2, which can be seen in the panels on the far left of Fig. 3.11.

In contrast, the NEVeq uncertainties are significantly underestimated at RS = 0.015 cts/s.
The measured NEVeq values significantly differ from the NIV, and are found to be negative
for 95% of all simulated light curves. There are even some instances, when σ2

obs < σerr
2/2,

such that NEVeq = −σerr
2/2. When this happens, the error in NEVeq cannot be calcu-

lated. The figure does not include light curves with these properties as data points. The
NEVeq errors are inaccurate, whenever NEVeq < 0. This leads to |Zm| >

√
2/π for al-

most all simulated red, pink, and white noise light curves at a mean source count rate of
RS = 0.015 cts/s. This can be seen in the panels on the far left of Fig. 3.11.

The accuracy of the uncertainties improves with an increasing average source count
rate, such that the errors are reasonably reliable for count rates of RS ≳ 0.015 cts/s, for
both methods. This can be seen in the second, third, and fourth panels from the left in
Fig. 3.11. At RS = 0.15 cts/s, the NEVeq uncertainties more accurately represent the error
in the measurement than the NEVb ones. At RS = 1.5 cts/s, and RS = 15 cts/s, both sets
of errors perform about equally well, for all three different types of variability investigated
here. The NEVb errors are, however still more likely to be slightly overestimated, and
the NEVeq are still more likely to be slightly underestimated. The NEVb errors are also
reasonably reliable for red and white noise variability, even though they are based on the
assumption of pink noise variability.

These errors only depict the measurement errors of estimating the NIV for the selected
set of observations. They do not contain the sampling errors of using NEVb or NEVeq to
estimate NIV∞, as will be discussed in Sections 3.7.2, and 3.7.3.

We note that NEVb is the best method for estimating the NIV of eROSITA-like light
curves. Its estimates are reliable across a wide range of degrees of variability, count rates,
number of bins, and types of variability. It never estimates the NIV to be negative, as
NEVi, and NEVeq do. It can identify when an estimate of the NIV is merely an upper
limit. The uncertainties of NEVb are well-defined and close to the size they should be.
However, they are overestimated at low count rates. The downside to NEVb is that it is
more computationally expensive than NEVi, and NEVeq. We recommend using NEVb to
estimate the NIV in all light curves, except when a source has ≳ 20 source counts in every
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Figure 3.12: The accuracy of the uncertainties of NEVeq and NEVb, for a range of differ-
ent count rates, number of bins, and types of PSDs. This figure used the results of the
same simulated light curves displayed in Fig. 3.11. The parameter NEVm denotes a NIV
estimate, which is either NEVb, or NEVeq. The parameter σm denotes the uncertainty
in the measurement. The black dashed line at a value of

√
2/π, indicates the level that

|NEVm − NIV| /σNEV,m = |Zm| should have. This figure excludes points from simulated
light curves with such negative values of NEVeq, that the error in those measurements
could not be determined. Solid lines are plotted on top of the distribution of points, cor-
responding to the geometric mean of |Zm| as a function of log(NIV). Transparent areas
indicate the interval of the distribution corresponding to one standard deviation from the
mean, in either direction.
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bin, or when it shows variability that strongly differs from pink noise.
The methods for computing NEVi and NEVeq, as they are described in Sections 3.6.1

and 3.6.2 can be used for any other instrument, as they were not explicitly developed for
eROSITA. The modifications to the standard version of these estimates of the NIV are
necessary whenever a light curve consists of varying fractional exposures.

3.7 Systematic and sampling errors of estimating the
band-limited power of variable sources

We have developed and evaluated methods for accurately estimating the NIV of variable
sources. However, the NIV is not a constant and can change rapidly. It is also offset
from the band-limited power by aliasing and the red noise leak. In this section, we will
discuss these effects, and how to estimate the degree to which they afflict the variability
measurement.

3.7.1 Aliasing and the red noise leak
All the variability power contained at frequencies above the inverse of the bin duration is
integrated out within each bin. If the bins of a light curve are adjacent, having no gaps in
between, the average count rate in each bin is not affected by power above the sampling
frequency, so there is no aliasing effect. However, for light curves consisting of gaps of
a constant duration between bins, power at frequencies between the sampling frequency
and the inverse of the duration of each bin increase the flux difference from one bin to the
next. This affects both the NIV and the periodogram. It is known as the aliasing effect
(see van der Klis, 1989; Kirchner, 2005), and it is particularly strong for eROSITA light
curves, as the gaps between observations are at least 360 times as long as the observations
themselves.

Even without Poisson noise, aliasing causes each eROSITA observation of a variable
source to be less correlated with the previous or subsequent observation than if we had
observed each source continuously and had averaged all observations into 4-hour bins. This
is true whenever there is non-negligible power above the Nyquist frequency. If the individ-
ual bins are substantially shorter than the gaps between them, and if there is negligible
power at frequencies larger than the inverse of the duration of each bin, the timing of the
observations can be mathematically described as delta functions. In that case, we can
simplify the mathematical description of the impact that aliasing has on a PSD, to:

Pa(ν) = P (ν) +
∞∑

k=1
(P (ν − kνs) + P (ν + kνs)) , (3.18)

where ν is the frequency, Pa(ν) is the observed periodogram affected by aliasing, P (ν) is
the true PSD that we want to determine accurately, and νs is the sampling frequency. For
a derivation of this equation, see Kirchner (2005).
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Figure 3.13: A comparison of a typical AGN PSD, and how a measured periodogram differs
from it, within the frequency space that can be explored by eROSITA for sources lying
close to the ecliptic poles. All measured and corrected periodograms are measured within
the frequency range from the inverse of the duration of the entire light curve, (Nbτ)−1, to
the Nyquist frequency, (2τ)−1. The intrinsic PSD is depicted as following a broken power
law of P ∝ ν−1 at ν < νb, and P ∝ ν−2 at ν ≥ νb, and continues beyond the frequency
range probed by the observations. The measured periodogram is offset from the intrinsic
PSD by the Poisson noise, the ϵ noise, aliasing, and the red noise leak. The ϵ noise (Eq.
3.28) is often significantly larger than the standard Poisson noise (Eq. 3.25). The flattening
of the Poisson and ϵ subtracted periodogram at the highest frequencies is due to aliasing.
The red noise leak increases the amplitude of the power laws. P ∝ ν−1 is a reasonably
accurate first-order approximation for the overall shape of the aliased periodogram. The
relative strength of the Poisson, fractional exposure noise, aliasing, and the red noise leak,
depends on the shape of the PSD, the average count rate, and the mean, and variance of
the fractional exposure.
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The first requirement for using the above equation, that the gaps between bins are
significantly longer than the bins themselves, is true for all sources observed during the
eRASSs. The second requirement of negligible variability above a frequency of 2.5×10−2 Hz
does not apply to all variable sources observed by eROSITA, especially not for XRBs, which
vary on much shorter timescales than eROSITA can detect. However, this requirement is
satisfied by AGNs, as they do not show variability at shorter timescales (Tennant and
Mushotzky, 1983). A variability analysis in the frequency space surveyed by eROSITA, of
2.11 × 10−8 − 3.47 × 10−5 Hz is also most useful for studying AGNs. This is the interval
within which they vary strongly and within which we can expect the break from a pink to
a red noise power law to occur in many sources. Therefore, Eq. 3.18 accurately describes
the effect that aliasing has on the periodograms of AGNs observed by eROSITA.

For AGN PSDs described by power laws, in which variability power decreases with
increasing frequency, aliasing predominantly affects periodogram frequencies close to the
Nyquist frequency. It causes the power law slope to flatten at the highest frequencies
observed. Fig. 3.13 depicts various effects that afflict a measured periodogram and offset
it from the source PSD. The blue line in Fig. 3.13 depicts the flattening of the periodogram
towards the Nyquist frequency, caused by the aliasing effect. Aliasing manifests itself in
a light curve generated from a power law PSD, by reducing the correlation in the count
rate of adjacent bins. For eRASS AGN light curves, this means that frequently only the
long-term trends, spanning multiple eroDays, can be identified.

Aliased periodograms can be fitted using Eq. 3.18 to determine an estimate of the
intrinsic shape of the PSD of the variable source, if there were no aliasing. However,
this requires some assumptions about the shape of the PSD above the Nyquist frequency,
for which no data are available. Fortunately, we can rely on previous analyses of AGN
periodograms at higher frequencies to inform this assumption (Papadakis et al., 2002;
González-Martín and Vaughan, 2012). We suggest fitting eROSITA periodograms with
either one or two power laws, featuring a sudden break in between. A maximum frequency
needs to be defined, above which we expect not to find any power. This is essential to avoid
summing over infinitely many terms, and is also grounded in realistic physical constraints
of the light-crossing timescale. We recommend extending the higher frequency power law
up to a maximum frequency of νmax ≈ 1 × 10−2 Hz, as AGNs have not been observed to
show significant variability at higher frequencies (Tennant and Mushotzky, 1983; McHardy,
1988). The corresponding PSD model that can be used as an input to the aliasing effect
for fitting eROSITA AGN periodograms, is thus defined as either:

P1 =

Aν−α if ν ≤ νmax

0 if ν > νmax.
(3.19)

or as:

P2 =


Aν−α1 if ν ≤ νb

Aν−α2να2−α1
b if νb < ν ≤ νmax

0 if ν > νmax.

(3.20)
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The selected PSD model can then be used in conjunction with Eq. 3.18 to determine the
shape of the aliased version of it. eROSITA periodograms can then be fitted with this
model, to investigate the properties of the source PSD, or test to what extent these models
accurately represent it.

Another effect causes variability power at lower frequencies to leak into the observed
frequency space, enhancing the measured degree of variability. This is known as the red
noise leak and results in the NIV being larger than the band-limited power, on average.
However, whereas the aliasing of α > 0 power laws predominantly affects the variability
measured at the highest frequencies, the red noise leak increases the power at all frequen-
cies. For power law PSDs, the red noise leak mainly increases their normalisation, but does
not affect the power law slopes (Zhu and Xue, 2016). This is shown in Fig. 3.13, via the
offset between the intrinsic source PSD, and the low-frequency part of the Poisson and ϵ
noise subtracted periodogram.

Aliasing can be modelled, and its effect on the periodogram, and the NIV estimate can
be removed. As the NIV can be equated to the integral of the periodogram of a set of
observations obtained with infinite accuracy, the aliasing effect increases the NIV above the
level it would otherwise have had. This effect can be quantified, and its influence on the
measured NIV can be subtracted from it. However, the impact of the red noise leak cannot
be determined as easily. For very long light curves, it is possible to estimate the effect that
low frequency power has on a smaller subset of the observed frequency range. This would
involve comparing the periodogram of the entire light curve with the averaged periodogram
of smaller sections of it. This can, however, only approximately remove the red noise leak
up to the frequency of the inverse of the total observing duration. It would also be biased
by using the same data set to determine the red noise leak, and the periodogram or NIV
estimate. To properly remove the red noise leak requires assumptions to be made about
the shape of the low-frequency tail of the PSD.

Even without removing the impact that the red noise leak and aliasing have on the
periodograms of light curves of a set of variable sources, it is still possible to compare their
estimates of NIV∞, if it can be assumed that the combination of the two effects has a
similar impact on the sources being compared. However, to do so, it is also necessary to
determine the sampling errors involved when trying to estimate the NIV∞.

3.7.2 The sampling error of estimating NIV∞

The NIV is unaffected by uncertainties due to Poisson statistics and measurement errors.
Nevertheless, it can still change over time, even if the PSD and the mechanism generating
the variability remain unchanged. This has been shown by Vaughan et al. (2003) and
Allevato et al. (2013). Fig. 3.14 demonstrates how strongly the NIV can vary between
light curves observed at different times, even if they are generated by the same PSD with
the same band-limited power. In this particular example, a 5 × 103 bin pink noise light
curve was simulated, of which a 500 bin segment is shown. The NIV was computed for a
sliding window interval of 50 bins each. Even without any measurement errors, the NIV
was spread out over more than one order of magnitude between its maximal (2.1 × 10−1)
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and minimal (1.5 × 10−2) value. As this figure shows, the NIV can change significantly in
less time than the duration of the observing window. For steeper power laws, this sampling
effect is even more pronounced (Vaughan et al., 2003).

In Fig. 3.14, the orange dashed line depicts the band-limited power of the source, for
the frequency range corresponding to a 50 bin light curve, which has a value of 3.5 × 10−2

for this example. The NIV∞ is offset from the band-limited power by aliasing and the red
noise leak. In this example, the aliasing effect was not included, so the offset is only caused
by the red noise leak, which amplifies NIV∞ to a value of 4.3 × 10−2. Due to aliasing, light
curves consisting of gaps between bins would have an even larger value for NIV∞. Fig.
3.14 also shows that log(NIV) follows a normal distribution with a mean of NIV∞.

In this section, we will discuss calculating the sampling error of using a single measure-
ment of the NEVb as an estimator of NIV∞. To determine the band-limited power from
NIV∞ requires the subtraction of the aliasing and red noise leak, which is accompanied by
additional uncertainties, and biases. We label the logarithm of the sampling error when
using an individual measurement of NEVb (or NEVeq, or NEVi) as an estimate of NIV∞
as ∆s. It is equivalent to the standard deviation of the distribution of log(NIV), which can
be seen in Fig. 3.14.

We simulated 3.2×105 light curves like the one shown in Fig. 3.14 to determine the stan-
dard deviation of the distribution of NIVs for light curves consisting of {5, 10, 20, 30, 40, 50,
60, 75, 90, 100, 120, 140, 170, 200, 500, 1000} bins. We mainly focused on the range of bins
most useful for an eRASS variability analysis. We extended the range somewhat, to better
determine the dependence of the sampling error on the number of bins of the light curve.
The light curves were simulated using an input pink noise PSD that extended between the
frequencies (2τ)−1 and (105τ)−1. A longer interval was chosen to ensure that the NIV∞
remained constant for all intervals selected from the single long light curve. This was
necessary to determine the standard deviation in the distribution of the NIV of individual
segments of the same light curve with the same degree of intrinsic variability.

Unlike previous simulations, we did not apply Poisson noise, a background count rate,
or a fractional exposure. We only considered the true source flux variability. Therefore, the
NEV calculated for a particular interval is equivalent to its NIV. The observed distribution
of the NIV was only caused by the variation of the NIV around the NIV∞.

We randomly selected starting positions within the simulated light curves and calculated
the NIV for each selected interval. We investigated different degrees of intrinsic variability
by scaling the range of variations in the simulated light curves, while keeping the mean
flux constant. A lower range at a constant mean, results in a lower NIV∞. For each set of
5000 such simulated light curve intervals, which all have the same number of bins, and were
generated from the same PSD, with the same NIV∞, we determined the standard deviation
of the log(NIV) distribution. We assumed that that value is similar to the logarithm of the
sampling error, ∆s, and equated the two. We subsequently investigated the dependence of
∆s on various parameters.

The sampling error was found to depend on both the NIV∞, and the number of bins of
the light curve. These two parameters are correlated with one another, as NIV∞ increases
when the frequency interval it is determined for increases, if the variability is caused by a
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Figure 3.14: The NIV of a variable source can change even if the mechanism generating
the variability, the PSD, and the band-limited power remain unchanged. Panel (a) shows
a 500-bin segment of a simulated pink noise light curve without measurement errors or
Poisson noise. Panel (b) shows the NIV of a sliding window interval of 50 bins from the
light curve in panel (a). Each NIV data point is placed at the time of centre of the selected
interval. The maximum and minimum NIV of this interval of the observed light curve
of the variable source is indicated, and the parts of the light curve for which they were
obtained are highlighted. Panel (c) shows the average NIV obtained by computing the
geometric mean NIV of 10 adjoined segments, each consisting of 50 bins. The panels on
the right show the distribution of these parameters, throughout the entire 5 × 103 bin
simulated light curve.
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power law PSD with α > 0. Nevertheless, we still treat them as independent parameters,
as the NIV∞ can also vary across a wide range at a fixed number of bins of the light curve,
depending on how intrinsically variable the source is.

The dependence of ∆s on the NIV∞ of a section of a light curve of a variable source
exhibiting pink noise variability at a fixed number of bins, was found to approximately
follow a quadratic relationship. Fig. 3.16 depicts the dependence of ∆s on the number of
bins and the NIV∞. The sampling error decreases with decreasing log (NIV∞). But the
rate of decrease of ∆s slows down at lower values of log (NIV∞). Eventually, at very low
values of log (NIV∞), the sampling error increases again with decreasing log (NIV∞). We
therefore fitted the relationship between these two parameters as ∆s = a (log(NIV∞))2 +
b log(NIV∞) + γ. We investigated the dependence of the parameters a, b, and γ on the
number of bins of the light curve. Within the parameter range we had investigated, a and
b seem to be independent of the number of bins. However, γ does depend on the number
of bins, and this dependence can approximately be described as γ(Nb) = (c/Nb)d + f . We
found that we could accurately describe the dependence of ∆s on the NIV∞ and the Nb

using:

∆s = a (log(NIV∞))2 + b log(NIV∞) + cN−d
b + f. (3.21)

As Fig. 3.16 shows, the range of ∆s values at a fixed number of bins does not change
significantly with an increasing number of bins in the light curve. That is why we modelled
the dependence of ∆s on NIV∞ and Nb as being additive, rather than multiplicative.

The largest value of NIV∞ is limited by the number of bins of the light curve. Very short
light curves cannot have the same maximum value of NIV∞ as significantly longer light
curves do, if they exhibit pink noise variability. This prevents the low Nb, high log(NIV∞)
corner of this figure from being populated with data points. The sampling error depends
more strongly on the number of bins of the light curve, but the dependence on NIV∞
cannot be ignored. For variabilities of NIV∞ ≈ 10−3, the sampling error only has a very
wek dependence on NIV∞. But for large variabilities of NIV∞ > 10−2 The sampling error
increases significantly with increasing NIV∞ values.

To reduce the degeneracy between the two parameters a and b, the NIV was rescaled,
so that Eq. 3.21 was instead fitted as a function of log(NIV′

∞) = log(NIV∞) − log(NIV∞),
where log(NIV∞) denotes the average log(NIV∞) over all simulations. When fitting Eq.
3.21 to all the values of ∆s(NIV′

∞, Nb) that had been obtained from the simulations, we
obtained the corner plot for the best fit parameters a, b′, c, d, and f ′, that is shown in
Fig. 3.15. Table 3.2 lists the non-rescaled best fit parameters of ∆s(NIV∞, Nb), that were
determined using: b = b′ − 2a log (NIV∞), and f = f ′ − b′ log (NIV∞) + a

(
log (NIV∞)

)2
.

We had expected ∆s to depend on 1/
√

Nb, and indeed we found d to be close to 0.5.
There is some degeneracy between c and d, and between d and f . Nevertheless, all five
parameters were essential to fit the dependence of ∆s on Nb and log(NIV∞). We did not
find sufficient indications for a more complicated fit to determine ∆s more accurately.

A single measurement of NEVb has a significant sampling error when used as an estima-
tor of NIV∞. As Fig. 3.16 shows, the sampling error increases towards a smaller number
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Figure 3.15: Corner plot for the best fitting parameters of a, b′, c, d, and f ′, for fitting ∆s,
as a function of the Nb, and log(NIV′

∞). This figure is the result of 3.2 × 105 simulated
pink noise light curves.



3.7 Systematic and sampling errors of estimating the band-limited power of
variable sources 91

Figure 3.16: The dependence of ∆s on the number of bins, and the NIV∞. Each data
point represents the sampling error determined from 5000 individual light curves, randomly
selected from a 105 bin simulated pink noise light curve produced from a constant input
PSD. The curves show the best fit relation of ∆s(Nb), at fixed levels of NIV∞. These
curves are described by Eq. 3.21 with parameter values as contained in Table 3.2. There is
a significant scatter among the data points due to the probabilistic nature of this estimate.

Parameter Value
a 0.0232 ± 0.0013
b 0.1513 ± 0.0061
c 0.648 ± 0.010
d 0.464 ± 0.012
f 0.2920 ± 0.0079

Table 3.2: Table of the best fitting parameters of ∆s, as a function of Nb, and log(NIV∞),
described by Eq. 3.21.
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of bins in the light curve. However, the sampling error is large, even for long light curves.
The difference between the errors in the positive and negative directions results from ∆s

being defined on a logarithmic scale. These errors are shown on a linear scale.
In practice, when calculating the sampling error, NIV∞ is unknown. This means that

it has to be approximated to be equal to the NIV estimate. The sampling error is not
dependent on the method used to estimate the NIV. However, as NEVb is the most accurate
estimator of the NIV, we also used it as an estimator of the value of NIV∞ in Eq. 3.21.
As the NIV∞ is always positive, negative values for NEVi or NEVeq cannot be used as
estimators of NIV∞. This means that the size of the sampling errors found by Eq. 3.21 are
likely to frequently be under-, or overestimated. This is especially a problem for strongly
variable sources, for which ∆s depends strongly on the accuracy of the NIV∞ estimate.
This issue can only be reduced by decreasing the measurement and sampling errors.

3.7.3 Reducing the sampling error by averaging over multiple
segments

As the sampling error of using a NEVb measurement to estimate the NIV∞ is large, it is
of great interest to attempt to reduce it as much as possible. The best way to do this is to
continue observing the variable source for a longer time, to produce a longer light curve.

Without additional observations, the sampling error can instead be reduced by splitting
the total observed light curve into several segments. Instead of computing one NIV estimate
for the entire frequency range from (Nbτ)−1 to (2τ)−1, a more precise estimate over a smaller
frequency range can be found by computing the geometric mean over the NIV estimates
found in Nseg segments of Nb/Nseg bins each:

log
(
NEVb

)
= 1

Nseg

Nseg∑
j=1

log(NEVb,j), (3.22)

where NEVb,j is the value of NEVb for segment number j of the total light curve.
This method of averaging the NIV estimates found in multiple segments requires that

they each cover the same frequency range. The NEVb estimates NIV∞ with a smaller
sampling error, but applies to a reduced frequency interval in which variability can be
investigated and quantified; from Nseg/Nbτ to (2τ)−1.

Fig. 3.14 panel (c), shows the geometric mean of the NIV, calculated for ten adjoined
segments of 50 bins each. The adjacent histogram shows that the average NIV does not vary
much between different parts of the light curve. The greater the number of segments used
to estimate NIV∞ is, the more precise it becomes. However, for a finite set of observations
of a variable source, a greater number of segments implies a smaller number of bins in each
segment. The shorter the segments, the less valuable the NIV estimate is, as it corresponds
to a smaller frequency interval. Shorter segments also suffer from having a larger variance
of the NIV estimates in each. So a choice of the number of segments into which a light
curve is split needs to find a balance between maximising the precision and maximising
the frequency space investigated.
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Vaughan et al. (2003), and Allevato et al. (2013) describe the use of a linear ensemble
average of the NEV. However, if the distribution of the NIV is log-normal, a geometric
mean provides a more accurate estimate of the NIV∞. If the NIV follows a log-normal
distribution, an arithmetic mean NEV will tend to overestimate the NIV∞. This means
that the linear average NEV will likely feature an additional positive variability offset from
the band-limited power, in addition to the red noise leak and the aliasing effect. However,
calculating a geometric mean NEV is not possible if the NEV of any segment is negative.
As the NEVb is never negative, the NEVb can always be computed, regardless of the mean
count rate, or degree of variability in different segments.

We distinguish between the logarithmic sampling error of a single measurement of
NEVb, which we label as ∆s, and the logarithmic sampling error of a geometric mean NEVb,
which we label as ∆s,n. We investigated the dependence of the sampling error of using NEVb

as an estimator of NIV∞ on various parameters, through additional simulations, identical
to those described in section 3.7.2. We found that it depends on the NIV∞, the number of
bins per segment, and the number of segments.

The sampling error is also affected by the placement of the segments in relation to each
other. If all the segments used to compute NEVb are spaced randomly, such that there
are long, and inconsistent gaps between each of them, then the NIV in each segment is
independent of the NIV of any of the other segments. In that case,

∆s,n = ∆s√
Nseg

. (3.23)

In this equation, ∆s is described by Eq. 3.21, with parameter values as listed in Table 3.2.
The parameter Nb in Eq. 3.21 now refers to the number of bins in each of the segments of
the light curve. The NIV∞ is estimated to be 10log(NEVb), using Eq. 3.22.

In most cases, the NIV in one segment of the light curve is dependent on the NIV in
other segments. This is particularly true if the segments are adjoined, with one starting
immediately after the previous one ended. When splitting a continuous set of observations
into segments of equal duration, with each segment starting right when the previous one
ended, the NIV in each segment depends, to some extent, on the NIV of the previous
and subsequent segments. This implies that the ability to reduce the sampling error of
estimating the NIV∞, through determining the NEVb of adjoined segments, is diminished
compared to using segments with long gaps in between. This can, for instance, be seen in
Fig. 3.14(c), in which the geometric mean NIV is determined for ten adjoined segments
consisting of 50 bins each. The range of values of the average NIV, computed over ten
adjoined segments of 50 bins, is smaller than the range of the NIV in 50 bins, but not by
a factor of 1/

√
10.

For eROSITA observations of sources spanning multiple eRASSs, there is a natural
way to separate the light curve into segments during which the source was observed every
eroDay, separated by intervals with no observation. The gaps between sets of observations
are not random, but are, in most cases, considerably longer than the duration of the
observations, so the sampling error of estimating the NIV∞ is approximately described
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Parameter Value
m 0.1782 ± 0.0027
k 0.0824 ± 0.0063

Table 3.3: Table of the best fitting parameters describing the sampling error of NEVb, as a
function of Nseg and NIV∞, if the segments are adjoined. They relate to Eq. 3.24. These
parameter values can be used alongside those listed in Table 3.2 to determine the sampling
error, when combing Eqs. 3.21, and 3.24.

by Eq. 3.23. However, this does not apply to sources within 0.5◦ of the ecliptic poles.
This procedure would also result in NIV∞ estimates for a significantly different number of
bins, from source to source. A different possibility is to select a smaller number of bins
per segment, such as 20, 50, or 100. Subsequently, the light curves of all sources could be
split into segments of that length. In that case, the NIV∞ estimates are more comparable
between different sources, but the sampling errors of the estimate could be larger, as many
of the segments will be adjoined.

To determine how the sampling error, ∆s,n depends on the number of adjoined segments,
we simulated longer light curves in the same way as previously described, and selected
adjoined segments for computing the log(NEVb). There is a significant spread of estimates
from individual simulated light curves, complicating the estimate of the dependence on
Nseg, as can be seen in Fig 3.17. These simulations investigated segments of 20, 50 and 100
bins, and a number of segments ranging from 1 to 200. The product of Nb and Nseg was
constrained to be less than or equal to 1000. This was chosen to approximately match the
maximum number of bins that the light curve of a source could have in a single eRASS.
We also investigated whether the NIV∞ impacted the ability of ∆s,n to be reduced by
averaging the NEVb over multiple adjoined segments of a light curve. At smaller values of
log(NIV∞), the sampling error of the NIV estimate decreases more rapidly with increasing
Nseg. It was expected that ∆s,n would also decrease with increasing Nseg, following a power
law relationship, as: ∆s,n(Nseg) = ∆sN

−γ
seg . The scaling factor is set by the requirement

that ∆s,n = ∆s when Nseg = 1.
Visual exploration of the simulated data suggested that γ depends approximately lin-

early on log(NIV∞), but does not depend on the number of bins of each segment of the
light curve. Therefore, we attempted to describe ∆s,n as:

∆s,n = ∆sN
m log(NIV∞)+k
seg , (3.24)

where ∆s is described by Eq. 3.21, and the parameters listed in Table 3.2. The NIV∞ is
estimated by NEVb, using Eq. 3.22. We fitted the results of the simulations of the drop
in the sampling error as a function of the number of adjoined segments with this equation
and obtained best-fit values for m and k as listed in Table 3.3.

This relationship is not necessarily reliable for light curves caused by PSDs that differ
from pink noise. For these best fit parameters, Eq. 3.24 can no longer be used if NEVb <
5.75 × 10−4, or if NEVb > 0.263, as in those instances, m log

(
NEVb

)
+ k < −0.5, and
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Figure 3.17: The sampling error of estimating the NIV∞, by determining the geometric
mean NEVb over Nseg segments, each consisting of Nb bins. This figure shows that the
sampling error of the measurement can be significantly reduced by averaging it over several
segments. The data points indicate the results of individual simulations. The lines depict
the best fits to the simulations. We only show data points for the simulations of the
sampling error when averaging the NEVb of adjoined segments. The solid lines show the
dependence for adjoined segments, and are described by Eqs. 3.24 and 3.21, and the
parameter values in Tables 3.2, and 3.3. The dotted lines depict ∆s,n for NIV∞ estimates,
that are determined by calculating the geometric mean NEVb of distant segments. These
lines are described by Eqs. 3.23 and 3.21, with parameters in Table 3.2.

m log
(
NEVb

)
+ k > 0, respectively, which should not happen. However, pink noise light

curves of significantly variable sources should have log
(
NEVb

)
values well within these

limits. A source with NEVb < 5.75 × 10−4 has a hardly measurable degree of variability,
and will be indistinguishable from a non-variable source in eRASS light curves. In order to
reach a high average variability of NEVb > 0.263 within sets of 20, 50, or 100 bin segments,
the PSD for that source would have to significantly differ from pink noise, in which case
this estimate of ∆s(Nb, Nseg, NIV∞) is likely to be unreliable, and should not be used. Just
as in previous instances, the sampling error can be estimated in practise, by estimating
NIV∞ to be equal to NEVb.

Fig. 3.17, displays how ∆s,n decreases with increasing Nseg, for the two different ar-
rangements of segments used to determine the geometric mean NEVb considered here. At
the highest NIV∞ values, the sampling error is reduced much more slowly if the NEVb

values are determined for adjoined segments, especially when Nb is small. At the lowest
NIV∞ values we simulated, ∆s drops similarly with increasing Nseg for adjoined and ran-
domly positioned segments. There is a significant scatter in the data points. Increasing
the precision would have required a significantly greater number of simulations than were
used.

Even though the sampling error does not drop as rapidly with an increasing number
of segments if they are all adjoined, splitting a light curve apart can significantly reduce
the sampling error of estimating NIV∞. Splitting a light curve apart into segments of
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equal length can also enable a better comparison of the variability of different sources,
even if they were observed with a different number of bins. If each of these light curves
is individually separated into segments consisting of the same number of bins, the NEVb

determined for them corresponds to the same frequency interval, thereby removing the
effect that different observing durations have on the measurement.

3.8 Periodogram analysis

A periodogram is a more detailed variability quantifier. However, it requires significantly
more information to be an accurate estimator of the intrinsic source PSD, than the NEVb

requires to estimate the NIV accurately. Variable sources need to be bright, and exhibit
a high variability significance (see Section 3.4) for their periodograms to be accurately
determined.

Using an observed periodogram as an estimator of the intrinsic source PSD requires
understanding the impact of the observation characteristics on it. For eRASS observations,
the long but consistent gaps between observations lead to the aliasing effect, which was
described in Section 3.7.1. In addition, the varying fractional exposures within a light curve
also generate an additional noise component in the data, similar to the Poisson noise, which
increases all PSD powers, and needs to be subtracted to determine an accurate estimate
of the PSD of the source.

3.8.1 Fractional exposure noise

Poisson noise in the count rate measurements affects the observed periodogram by increas-
ing all powers by a constant value. In the fractional rms normalisation, the Poisson noise
level for continuous pointing mode observations with a constant exposure depth in each
bin is defined as NP = 2/RS (Belloni and Hasinger, 1990). In this equation, NP is the
Poisson noise for a light curve with a mean source count rate of RS. However, since the
count rates are determined within bins of duration ∆t, but the PSD frequencies are based
on the constant temporal separation of the bins of τ , we need to multiply this equation by
τ/∆t, to give:

NP = 2τ

RS∆t
. (3.25)

This calculates the Poisson noise level for a light curve that features gaps of a constant
length between fully exposed bins. Here, RS∆t is the average number of source counts
observed per bin, CS. For light curves that do not have ϵ = 1 all the time, the average
number of source counts per bin is instead found via:
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CS = 1
Nb

Nb∑
i=0

ϵ(ti)RS(ti)∆t

CS = ϵRS∆t,

(3.26)

based on Eq. 2.7. For light curves with fractional exposures that are not always 1, we
replaced RS∆t with ϵRS∆t in Eq. 3.25, resulting in:

NP = 2τ

ϵRS∆t
. (3.27)

This would be the correct description of the Poisson noise in the periodogram if the
fractional exposure were constant during all bins. However, the fractional exposure varies
throughout a set of survey mode observations. This manifests itself in the periodogram as
well, as the varying fractional exposure acts as an additional noise component caused by
the nature of the observations, rather than any excess variability of the source.

The varying fractional exposure affects the measured power at all frequencies in the
same way; via an additive constant. This additional noise is, therefore, similar to the
Poisson noise. Therefore, it can be described as effectively increasing the Poisson noise
level.

This effect can, alternatively, be regarded as the consequence of computing a peri-
odogram of a light curve of exposure corrected count rates, rather than more direct and
consistent measures of the source flux. The Poisson noise equation applies to sets of con-
sistently determined count rates, rather than exposure corrected count rates. As a result,
the actual Poisson noise of an eROSITA-like light curve will be larger than in the standard
description.

The excess noise is caused by varying fractional exposures that differ from a constant
value of 1. It, therefore, has to depend on the mean (ϵ), and the variance (σ2

ϵ ) of the
fractional exposure. We did not detect a dependence of the excess noise on the time
ordering of the fractional exposures. The total Poisson noise (NP,ϵ) in a fractional rms
normalised periodogram of a light curve with varying fractional exposures can, therefore,
be described as:

NP,ϵ = 2τ

ϵRS∆t

(
1 + f(ϵ, σ2

ϵ )
)

. (3.28)

When defined in this way, f only depends on the mean and variance of the fractional
exposure, and amplifies all noise levels by the same fraction, regardless of the average count
rate in the light curve. The fractional exposure noise is 2τf/ϵRS∆t. In this definition,
the combination of Poisson and fractional exposure noise can easily be adjusted to other
PSD normalisations, by modifying the term 2τ/ϵRS∆t in Eq. 3.28, to the corresponding
Poisson noise term. For Eq. 3.28 to be accurate both for light curves with, and without
varying fractional exposures, we require that f(ϵ, σ2

ϵ = 0) = 0.
We could not find an analytical expression for f(ϵ, σ2

ϵ ). So instead, we sought to de-
termine a numerical expression for it from simulations. For this purpose, we simulated
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Parameter Value
ca 188.48 ± 0.96
da 9.836 ± 0.019
ga 1.9451 ± 0.0057
cb 1159.9 ± 9.7
db 6.174 ± 0.022
gb −12.74 ± 0.18

Table 3.4: Table of the best fitting parameters of the fit from Eq. 3.29 to the excess
periodogram noise level induced by the variable fractional exposure.

2×106 instances of 1000 bin, high count rate (30 cts/s) patterned fractional exposure light
curves (see Section 3.3), of intrinsically constant sources with a negligible background. We
also repeated this process for different count rates and number of bins. As expected, these
two parameters did not impact f(ϵ, σ2

ϵ ), except when the light curves lacked the necessary
information to be able to determine the noise level accurately. We varied the mean and
variance of the fractional exposure in the simulations, to determine the influence of these
two parameters on f , using the method described in Section 3.3. For each selected range in
the fractional exposure, and for each variance scenario, 1000 light curves were generated.
We determined the fractional exposure noise level and averaged it over all instances. In
so doing, the simulated range of fractional exposure means and variances contained the
observed distribution of both parameters within eROSITA observations.

At a constant ϵ, the extra noise due to varying fractional exposure could be approxi-
mated by a quadratic equation of the form f(σ2

ϵ ) ≈ aσ2
ϵ + bσ4

ϵ . The lack of a zeroth order
term in this expression is due to the requirement that f(ϵ, σ2

ϵ = 0) = 0. In contrast, at a
constant σ2

ϵ , we observe that the extra noise can be well fitted with an exponential and a
constant: f(ϵ) ≈ ce−dϵ + g. Therefore, combining these two effects, we decided to fit all
simulated excess noise with the following model:

f(ϵ, σ2
ϵ ) =

(
cae−daϵ + ga

)
σ2

ϵ +
(
cbe

−dbϵ + gb

)
σ4

ϵ . (3.29)

This description provided a good estimate of the dependence of f on ϵ, and σ2
ϵ ).

To reduce the degeneracy between the fitting parameters, we fitted f as a function of
σ2

ϵ , and ϵ′ = ϵ −∑
i(ϵi), where ϵi is the mean fractional exposure of datapoint i used in the

fitting. The best fitting parameter values are described in Table 3.4, for the non-rescaled
parameters ϵ, and σ2

ϵ . Fig. 3.18 depicts the correlation between the parameters in the
fit. There is a degeneracy between ca and da, and between cb and db, as these pairs of
parameters increase the effect of the exponential functions involved.

Within the parameter space of ϵ, and σ2
ϵ relevant to eRASS observations, Eq. 3.29,

combined with the best fitting parameter values contained in Table 3.4 provides a good de-
scription of the excess noise due to varying fractional exposures. However, this description
slightly underestimates the excess noise at the highest fractional exposure variances, and
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Figure 3.18: Corner plot for the best fitting parameters of ca, da, ga, cb, db, and gb for
fitting the excess periodogram noise due to variable fractional exposures with Eq. 3.29.
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Figure 3.19: The dependence of the excess noise in a periodogram caused by varying
fractional exposures, as a function of ϵ, and σ2

ϵ . The data points indicate a subset of
the results of the simulations used to determine f(ϵ, σ2

ϵ ) (Eqs. 3.28 and 3.29). The lines
indicate the best fit to all data, for four particular values of ϵ, using Eq. 3.29, and the
parameter values in Table 3.4.

slightly overestimates it at the lowest values. This could potentially be solved by including
a term dependent on σ6

ϵ in Eq. 3.29. However, the range of the variance of the fractional
exposure within eRASS light curves does not extend into the region where this slight offset
of the excess noise from this function is relevant, so we do not consider this further.

The necessity of determining the excess noise and the accuracy of this estimate is
demonstrated in Section 3.6.1 when estimating the NIV of an observed eROSITA-like
light curve, by integrating the periodogram, after having removed the Poisson and varying
fractional exposure noise. Fig. 3.13 shows that the ϵ noise can be significantly larger than
the standard Poisson noise, for the typical values of ϵ, and σ2

ϵ corresponding to eROSITA.

3.9 Discussion
In this chapter, the thresholds for identifying variable sources using the two variability
quantifiers SCATT_LO and AMPL_SIG were determined specifically for applicability to
eROSITA observations of sources close to the SEP. They apply to light curves of between
50 and 1000 bins, for average count rates of between 0.001 and 30 cts/s. As neither of



3.9 Discussion 101

the two variability quantifiers uses the timing of the observations, it is possible to combine
data collected over multiple eRASSs. The greater the number of bins of the light curve,
at a constant bin duration, the easier it is to identify intrinsically variable sources in the
frequency interval probed. Therefore, it is recommended to combine as many measures of
the source flux as possible. For eROSITA, this means combining all observations of the
same source obtained over multiple eRASSs, rather than performing multiple independent
variability detection tests on individual eRASSs. After eRASS:8, all X-ray sources in
the sky will have been observed on ≳ 50 eroDays. Therefore, the thresholds described
in Section 3.4 can be used to identify likely variable sources throughout the entire sky,
as observed by eROSITA. A caveat is that the thresholds might need to be adjusted for
regions of the sky with significantly stronger background count rates, especially at low
source count rates.

Selecting variable sources in observations by other instruments may require these thresh-
olds to be modified. They will be impacted by the properties of the observation, the frac-
tional exposure of the light curve bins, and the strength of the background count rate. The
methods and simulations used to determine the thresholds for identifying variable sources
in this chapter can be adapted to other surveys, by changing the relevant parameters.

The NEVb method is the most accurate way to estimate the NIV of a variable source.
We encourage its use in future variability analyses, to avoid the issues of the NEV method.
The conversion from σb to NEVb (Section 3.5), was made with the assumption of a pink
noise PSD, and for typical properties of eRASS observations of SEP sources. The con-
version was determined for the range of source count rates and number of bins typical of
eRASS light curves in the SEP field. However, the conversion between σI and the NIV,
as well as the NEVb estimate of the NIV, can still be used for light curves obtained by
other instruments. The exact value of the parameters used in the expression might require
slight tweaking at low count rates. A similar set of simulations can also be performed to
improve the accuracy of a similar NEVb estimate for different types of PSDs generating the
variability. Nevertheless, even without such changes, it is likely that NEVb will still provide
the most accurate estimate of the NIV of a variable source in most instances. Exceptions
include sources with non-power law PSDs, or sources with consistently high count rates,
with PSDs that significantly differ from pink noise.

The NEVb method provides an accurate estimate of the NIV even for short light curves
consisting of only 20 bins. We did not consider shorter light curves, as the NIV is less
useful as a quantity the shorter the light curve is. We only recommend estimating the
NIV for eRASS light curves consisting of at least 20 consecutive bins. That corresponds
to sources within ≈ 17◦ of the ecliptic poles. We recommend using AMPL_SIG as a
variability measure for shorter light curves instead.

In order to compare the NIV estimate of different sources, the relevant light curves
should cover the same frequency interval. This can be achieved by cropping longer light
curves to be the same length as shorter ones. Alternatively, all light curves can be split into
smaller segments of the same length. Then the geometric mean NEVb can be computed for
all segments of the same source, and these quantities can then be compared. This method
also helps reduce the sampling error of the NIV∞ estimate.



102 3. Characterising eROSITA light curve variability

The equations that were determined for the sampling error of estimating NIV∞, in
Sections 3.7.2 and 3.7.3, apply to light curves of sources with approximately pink noise
PSDs. They are not specific to eROSITA and can be used for light curves of any instrument.
If the source PSD significantly differs from pink noise, the dependence of the sampling error
on the number of segments, the number of bins per segment, and the NIV∞ might need
to be modified. We did not investigate how strongly the PSD shape affects the sampling
errors.

The description of the excess noise in the periodogram in Section 3.8.1, applies to all
light curves from any single instrument or collection of instruments. It is not specific to
eROSITA, or the fields closest to the ecliptic poles.

Periodograms require a lot of information to represent the PSD accurately. Therefore,
they are only reliable for light curves consisting of many consistently spaced bins, with
a large average number of source counts per bin. Therefore, it will not be possible to
compute accurate PSDs for the vast majority of eROSITA sources.

For applicability to other surveys, the count rates quoted in this chapter can be con-
verted to an average number of source counts per bin. The conversion is: CS ≈ 12RS,
where CS is the average number of source counts per bin. This is a consequence of the
choice of bin size of 40 s, and the mean of the fractional exposure distribution above 0.1,
of ≈ 0.30 (see Chapter 2).

For optimal variability analysis of eRASS observations, we recommend first reducing
the extensive data set to a more manageable size, with the methods detailed in Section
3.4. After that, we recommend using the NEVb methodology to estimate the NIV of all
variable sources. To reduce the sampling errors in the NIV∞ estimates and to compare the
variability strength of different sources, the light curves can be split into multiple segments
of the same length. Different segment lengths can be considered for different purposes; to
minimise the sampling error or to maximise the frequency interval investigated. Finally, to
compare the NIV∞ estimates of different sources, the sampling errors (Sections 3.7.2 and
3.7.3) need to be calculated. The total error is then found by adding the measurement and
sampling errors in quadrature.

Periodograms can be computed for the brightest variable sources observed for the
longest continuous intervals by eROSITA. In order to analyse the periodograms of eROSITA
sources, it is first necessary to subtract the Poisson and fractional exposure noise from them
(Section 3.8.1), and consider the effects of aliasing (Section 3.7.1).



Chapter 4

Variability properties of the
eROSITA SEP field

After having defined variability methods for the investigation of eROSITA light curves in
Chapter 3, we next applied them to the eRASS1, 2, and 3 data sets in the SEP field. The
properties of these observations were described in Chapter 2. Here, we aim to identify
variable sources in the SEP field, characterise their variability properties, and investigate
individual sources of particular interest.

4.1 Variable sample in the SEP
As a first step, we sought to identify likely variable sources. Utilising the variability
thresholds determined in Section 3.4, we computed the SCATT_LO and AMPL_SIG
values for all sources detected in the SEP field. Next, we classified the significance of the
variability of all observed eROSITA sources in this data set into the four variability classes:
< 1σ, ≥ 1σ, ≥ 2σ, and ≥ 3σ. These classifications are based on the thresholds defined
in Section 3.4. These thresholds depend on the count rate and the number of bins of the
light curve, so they are different for every source. We estimated the value of the thresholds
for each source by interpolating between the values found from the simulations in Section
3.4. This was done by assuming that

(
∂ log(T )
∂ log(Nb)

)
RS

, and
(

∂ log(T )
∂ log(RS)

)
Nb

are constant within
each region bounded by four points on this grid. In these expressions, T represents the
threshold parameter, which is either SCATT_LO or AMPL_SIG.

In our analysis, the eROSITA observations were split into different eRASSs for the
source detection and light curve generation. Due to slight boresight inaccuracies in the
preliminary data of each eRASS, the three catalogues have positional offsets of a few
arcseconds. This could lead to sources being wrongly matched across the three eRASSs.
Wrongly matched sources are much more likely to be identified as variable. To avoid
having a significant fraction of the variable sample consist of wrongly matched sources, we
analysed each eRASS data set individually. However, this also means that this analysis is
less sensitive to long-term variability.
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A small number of sources had count rates or number of bins slightly outside of the
interval for which the thresholds were determined from simulations. For those sources,
we assumed that the dependence of the thresholds on the count rate and number of bins
was identical to the nearest bound rectangle on the two parameters. For instance, SNR
B0535-66.0 was observed with an average count rate of ≈ 97.5 cts/s. This significantly
exceeds the interval for which we determined variability thresholds. However, at this high
count rate, there are additional issues arising from eROSITA photon pileup, requiring
careful treatment. When extrapolating the thresholds observed at lower count rates, it
was identified as not significantly variable.

The combination of SCATT_LO and AMPL_SIG enabled us to look for different types
of variability from different types of sources. For example, Buchner et al. (2022) found
that AMPL_SIG performs significantly better for stellar-type flaring variability than for
the typical continuous power law variability observed in AGNs.

Figs. 4.1 and 4.2, depict the distribution of the SCATT_LO and AMPL_SIG param-
eter for sources in eRASS1 relative to the 1, 2, and 3σ variability thresholds. On this
logarithmic scale, sources that only vary by a negligible amount have very similar values of
SCATT_LO, but a wide range of values of AMPL_SIG. Some sources were also observed
to have negative AMPL_SIG values, which are not shown in this figure. This means that
most of the range of values observed for SCATT_LO distinguishes between the different
variability classes. In contrast, most of the logarithmic range of AMPL_SIG values cov-
ers the distribution below 1σ. The three AMPL_SIG thresholds are comparatively close
together.

Many sources have a different AMPL_SIG and SCATT_LO variability significance.
This is to be expected, as the two methods are sensitive to different types of variability,
and have different sensitivities as a function of count rate. In the following analysis, we
assigned sources to the higher of the two variability classes. For instance, if AMPL_SIG
classifies a source in the ≥ 3σ variability class, but SCATT_LO places it between the 2
and 3σ thresholds, the source is considered to have a ≥ 3σ variability significance.

Using both methods increases the total number of sources classified as variable. How-
ever, it also affects the false positive rate. For one method alone, the thresholds were
defined to keep the likelihood of a false positive detection at 15.9%, 2.28%, and 0.135%,
for the 1, 2, and 3σ levels, respectively. If SCATT_LO and AMPL_SIG were two inde-
pendent variables, then the false positive rate would almost double, to 29.2%, 4.50%, and
0.270%, for the 1, 2, and 3σ thresholds, respectively. If SCATT_LO and AMPL_SIG
were to always yield the same variability significance for all sources, the false positive rate
would be unaffected. In reality, the rate of false positives lies somewhere between those two
extremes, but is likely much closer to being unaffected. Most sources that SCATT_LO
identified as lying above 3σ were also detected at this significance in AMPL_SIG, and
vice-versa.

Table 4.1 lists the number of sources in each of the three eRASSs that were found above
the 1, 2, and 3σ thresholds for either the SCATT_LO or the AMPL_SIG parameter. Of the
8728, 7984, and 7770 sources detected in eRASS1, 2, and 3, we identified 4900 (56.1%), 4588
(57.5%), and 4512 (58.1%) sources to lie below the 1σ line for both variability measures.
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Figure 4.1: The measured SCATT_LO parameter of the light curves of all sources detected
in eRASS1, 2 and 3, relative to the SCATT_LO variability thresholds. The colours denote
what variability class each source was assigned. This figure also distinguishes between
point-like and extended sources.
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Figure 4.2: The measured AMPL_SIG parameter of the light curves of all sources observed
in eRASS1, 2, and 3. The colours denote the variability class we assigned each source,
based on the thresholds of AMPL_SIG. This figure also distinguishes between point-like
and extended sources.
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Number of variable sources eRASS1 eRASS2 eRASS3
Above 1σ 3828 3396 3258
Of which: only in SCATT_LO 2375 2138 2056

only in AMPL_SIG 711 596 554
variable in both 742 662 648
expected FP 1385 1267 1233
extended 96 77 67

Above 2σ 914 822 743
Of which: only in SCATT_LO 555 518 475

only in AMPL_SIG 183 153 106
variable in both 176 151 162
expected FP 199 182 177
extended 33 27 14

Above 3σ 226 176 188
Of which: only in SCATT_LO 83 67 82

only in AMPL_SIG 46 37 35
variable in both 97 72 71
expected FP 12 11 10
extended 6 6 3

Table 4.1: Table summarising the results of the variability detection analysis applied to the
eROSITA eRASS1, 2, and 3 observations of the SEP field. FP is short for false positives.
It indicates the number of sources that can be expected to be found above the particular
threshold, if all sources were intrinsically non-variable. All sources identified at each level,
that are not characterised as being extended, are point-like.

These fractions are all noticeably less than the 70.8 − 84.1% we expected to find, if all
sources were intrinsically non-variable. This indicates that at least 19% of all sources
observed are inconsistent with being non-variable in the frequency space we investigated.

The number of sources classified as variable above a certain variability threshold drops
rapidly with each additional σ, from an average of 3494 per eRASS above 1σ, to 826
above 2σ, and to 197 above 3σ. In contrast, the purity of the variable sample increases
significantly with increasing variability significance. At least 37.1% of all sources detected
above 1σ are expected to be false positives. However, the fraction of false positives drops
to an estimated 22.5% above 2σ, and down to 5.59% above the 3σ thresholds. If we had
investigated higher variability significances, we would have obtained even lower fractions of
likely false positives. However, the vast majority of sources that would be excluded above
the 3σ threshold are likely to be intrinsically variable sources. Therefore, we decided to use
the 3σ thresholds to distinguish between variable and non-variable sources. Henceforth,
we will label all sources detected above either the SCATT_LO or the AMPL_SIG 3σ
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thresholds as variable.
Out of the 8728, 7982, and 7770 sources detected in eRASS1, 2, and 3, we found 184,

160, and 166 extended sources, respectively. These were not excluded from the data set,
because they can act as an independent check of the variability detection technique we
used. Extended sources should only feature significant variability, if they were wrongly
classified as extended, if they contain a very bright point source. For instance, a bright
AGN in a cluster of galaxies could be identified as a variable extended source. The frac-
tion of extended sources detected above the variability thresholds should approximately
correspond to the false positive rate.

The fraction of extended sources detected above either the AMPL_SIG or SCATT_LO
1, 2, and 3σ thresholds is 47.1%, 14.5%, and 2.94%, respectively. This noticeably exceeds
even the false positive rate calculated under the assumption of complete independence be-
tween SCATT_LO and AMPL_SIG. This excess of extended sources identified as variable
is predominantly due to AMPL_SIG. All 15 instances of an extended source in one eRASS
being classified as variable were found above the 3σ threshold on the AMPL_SIG param-
eter. In contrast, merely 2 of those were also detected as variable by SCATT_LO. This
occurred even though SCATT_LO detected 32% more sources above the 3σ threshold,
than AMPL_SIG. This indicates that the false positive rate is presumably larger than
0.1350%, especially for AMPL_SIG. This could be a consequence of the assumptions on
the value of the thresholds between the simulated points. Therefore, there are probably
more than ≈ 11 sources wrongly identified as variable in each eRASS.

Fig. 4.3 compares the number of sources that were placed into each of the four variabil-
ity categories for the two variability detection methods. Even though both SCATT_LO
and AMPL_SIG have thresholds defined by excluding the same fraction of intrinsically
non-variable sources, SCATT_LO always identified more sources above a particular vari-
ability threshold. Of the 590 instances of a source being detected as variable in one of the
three eRASSs using either the SCATT_LO or the AMPL_SIG methodology, 80.0% were
identified using SCATT_LO only, compared to 60.7% using only AMPL_SIG. 40.7% of
all variable sources were identified above 3σ by both methods. In contrast, 39.3% of the
variable sources were identified as such by SCATT_LO, but not by AMPL_SIG. Only
20.0% were identified as variable by AMPL_SIG, but not SCATT_LO. It is worth noting
that the second most common of the seven categories of sources identified as variable, as
shown in Fig. 4.3, amounting to 21.2% of all variable sources, were detected above the 3σ
threshold in SCATT_LO, but below the 1σ threshold in AMPL_SIG.

Of these two methods, SCATT_LO is better at identifying variable sources within
eROSITA observations. It finds 32% more sources above 3σ than AMPL_SIG does. Nev-
ertheless, it simultaneously appears to be more reliable, as it finds 87% fewer extended
sources above 3σ than AMPL_SIG. Nevertheless, AMPL_SIG identified significantly vari-
able sources that SCATT_LO did not find. Therefore, we recommend using both methods
for variability detection.

Figs. 2.2, and 2.5 - 2.11 show the distribution of various observation parameters for the
variable sources identified using either AMPL_SIG or SCATT_LO, alongside the total
distribution of all sources in the SEP field. The distribution of the number of eroDays of
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Figure 4.3: This figure depicts how many sources were identified in each of the four variabil-
ity categories, for the two variability identifiers SCATT_LO and AMPL_SIG. We added
the numbers of sources in each of the 16 categories from the three separate analyses of
the three individual eRASSs. This means that many sources will appear up to three times
in this figure, possibly in different regions. All four categories exclude sources at a higher
variability significance. For example, sources that are shown to lie in the bin > 1σ do not
include the sources observed with a variability significance of > 2σ.
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observation (Fig. 2.2), the total (Fig. 2.5) and the effective exposure time (Fig. 2.6) per
eRASS, for the variable sources identified here, is similar to that observed for all sources
in the SEP field. However, the likelihood of a source being identified as variable increases
with increasing exposure time. This caused a slightly greater fraction of high exposure
sources to be identified as variable. Furthermore, there is a lack of variable sources at the
lowest exposure times, and the shortest light curves.

Similarly, the distribution of the background area (2.9), and the background count rate
(2.10) of variable sources is very similar to that of all sources in this field, as expected.
However, there are noticeable differences in the distribution of the average source count
rates (Fig. 2.7) and the total source counts (Fig. 2.8), between variable and non-variable
sources. The higher the average count rate and the greater the total number of source
counts are, the more likely it is for a source to be identified as variable.

Variable sources have an almost uniform DET_LIKE distribution, as shown in Fig.
2.11. This contrasts the DET_LIKE distribution of all detected sources, which decreases
rapidly towards larger DET_LIKE values. Therefore, the higher the DET_LIKE of a
source, the more likely it is to be classified as variable.

Additionally, Fig. 2.3 shows the sky locations of the sources identified to be variable
in each eRASS. The variable sources were also found to have a higher source density at
smaller angles to the survey pole.

Despite some differences in these distributions, variable sources still span almost the
same range as all SEP sources in these parameters. Therefore, the methods of detecting
variability used here are sensitive to variability throughout the parameter space spanned
by the sources in our sample.

4.2 Matching variable sources between eRASSs
After having identified variable sources in each of the three eRASSs individually, we next
sought to investigate how many of them were also identified as variable in the other two
eRASSs. This could allow us to create a list of unique sources that featured significant
variability in at least one of the three eRASSs.

We matched the variable sources identified in each of the three eRASSs to the entire
catalogue of sources in the other two eRASSs. It was not yet possible for the individual
event files and their corresponding source catalogues to feature a boresight correction.
Instead, we used a boresight-corrected eRASS:2 SEP catalogue (T. Liu, priv. comm.),
to estimate the average boresight correction needed to determine more accurate X-ray
positions for the sources detected in each of the c946 catalogues of individual eRASSs. We
did this by determining the distribution of the shift in RA and Dec between the closest
matching sources in the catalogues eRASSi (with i being 1, 2, or 3), and eRASS:2. We
subtracted the median shift in RA and Dec between the two catalogues from the eRASSi
catalogue positions. Next, this procedure was repeated using the updated positions of
sources in the eRASSi catalogues. The previous steps were repeated at least two more
times, until the change in the median shift relative to the previous iteration was 0. The
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total shift in the source positions was then used to estimate the boresight correction that
needed to be applied to the individual eRASSi data sets. We performed this estimate
individually for each sky tile and each eRASS. In this way, 93% of all sources detected
in the SEP field in eRASS1 or 2, could be matched to a source in the boresight-corrected
eRASS:2 catalogue within 30′′. Even 87% of eRASS3 sources were matched to the eRASS:2
catalogue within 30′′.

After subtracting this estimate of the average boresight offset in the source positions,
we matched the sources in each of the three eRASSs to the boresight-corrected eRASS:2
SEP catalogue. The requirements for this matching were that each source in the boresight-
corrected eRASS:2 catalogue could only be matched to one source in each of the individual
eRASS catalogues, and vice versa. Additionally, source Ai in catalogue A, and source Bj

in catalogue B were only matched, if Ai was the closest source to source Bj in catalogue
A, and if source Bj was the closest source to source Ai in catalogue B. We also set an
upper limit on their separation of at most 30′′. This separation was chosen to be about
twice as large as the angular resolution of eROSITA (see Predehl et al., 2021). Sources in
different eRASSs, that were matched to the same eRASS:2 source using this procedure were
subsequently considered to be the same source, and their light curves and the information
about them were combined.

Two sources separated by merely 38.6′′ were found to show significant variability in all
three eRASSs. These sources had very similar light curves, caused by the overlapping of
their point spread functions. The observed variability was most likely only caused by one
of the two sources. We identified the source exhibiting a larger degree of variability, and
discarded the other source from the list of variable sources. This reduced the total number
of instances of a source being identified as variable within a single eRASS, from 590 (as
shown in Table 4.1), to 587.

By matching all sources with the eRASS:2 catalogue, the 587 instances of a source
exhibiting significant variability within one of the three eRASS, were identified with 453
unique sources. Of those, 39 sources were independently identified as variables in all three
eRASSs. A further 56 sources were found to be variable in two of the three eRASSs. The
remaining 358 sources, the vast majority of sources we identified as being variable, were
only found to be variable in one of the three eRASSs. Of these, 148 sources were found to
only be variable in eRASS1, 98 in eRASS2, and 112 in eRASS3.

There are several reasons why sources might only have been detected to have significant
variability in one eRASS. In many instances, the variable sources showed a smaller degree
of variability in other eRASSs, and were subsequently not found above the 3σ thresholds.
Flaring sources may only have exhibited flares in one of the three eRASSs, and maintained
a near-constant luminosity during the others. There were also instances of sources being
so dim that they were not even detected in other eRASSs. Finally, there might also be
some issues with the matching of sources, such that some variable sources could have been
wrongly matched to a different source in a different eRASS.

By visually inspecting the light curves of matched sources, we identified four instances
in which a variable source was almost certainly matched to a wrong source in a different
eRASS. This check is only possible for sources that were observed during the transition
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from one eRASS to the next. In these four instances, we detected a sudden sharp rise or
fall in the count rate during the transition from one eRASS to the next, even though these
observations were only separated by 4 hours. The previously stated number of matched
variable sources already incorporated these results. These kinds of changes in the light
curve were not observed to happen at any other time for those sources. Therefore, these
effects were almost certainly caused by an incorrect matching of sources. It is likely that
other variable sources were also wrongly matched between eRASSs. Many sources feature
significantly different average count rates in different eRASSs. However, it is to be expected
that variable sources could have significantly different average count rates on either side
of a gap spanning several months. Therefore, unless the transition from one eRASS to the
next is observed, a change in the average count rate is possibly more likely to have been
caused by the variable nature of the source than by a wrong matching of sources.

4.3 Multiwavelength source classification of the vari-
able sample

4.3.1 Methods
After having identified 453 unique variable sources exhibiting significant variability, we
next sought to investigate what these sources are, to identify the mechanism causing the
observed variability. For this purpose, we determined the most likely counterparts of the
variable sources in catalogues at other energy bands. We used the spectral, photometric,
and parallax information available for the matched sources, to determine their nature.

We first used NWAY1(Salvato et al., 2018) to find the most likely counterparts to the
X-ray source positions of the eRASS:2 boresight-corrected catalogue of the SEP field (de-
scribed in Section 4.2), in the CatWISE2020 (Marocco et al., 2021) catalogue. An eRASS:3
boresight-corrected catalogue was not available at the time of writing. We used NWAY
to select only the most likely counterpart to each eRASS:2 X-ray source. The parame-
ter match_flag sorts matched sources by the likelihood that they are the true counter-
part. Therefore, for the following analysis, we only selected sources with match_flag = 1.
NWAY is a robust Bayesian tool for counterpart identification across different wavelength
bands. The CatWISE2020 positions of matched eROSITA variable sources in the SEP
field were subsequently also cross-matched with the NSC data release 2 (Nidever et al.,
2021), the VHS data release 5 (McMahon et al., 2021), and the GAIA early data release 3
(Gaia Collaboration, 2021) catalogues, all to within 2′′.

Salvato et al. (2021) introduced two methods for classifying eROSITA sources. In
particular, they distinguished between Galactic and extragalactic sources. The first of
these methods uses the X-ray flux in the 0.5 − 2 keV interval, and the IR band W1, at
a wavelength of 3.4 µm. Salvato et al. (2021) found that most sources detected with
W1 + 1.625 log(F0.5−2 keV) + 6.101 > 0 are extragalactic, whereas most sources at negative

1https://github.com/JohannesBuchner/nway

https://github.com/JohannesBuchner/nway
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values are Galactic. The second relation they found utilises the W1 magnitude, and the
optical g, r, and z band magnitudes. Most sources with z − W1 − 0.8(g − r) + 1.2 > 0
are extragalactic. To use these relationships, we converted the W1 magnitudes obtained
from the CatWISE2020 counterparts into AB magnitudes. We used both of these linear
relations whenever all the required magnitudes in the various energy band were known,
and labelled sources which satisfied either W1 + 1.625 log(F0.5−2 keV) + 6.101 > 0, or z −
W1 − 0.8(g − r) + 1.2 > 0 as likely extragalactic sources. Sources that do not meet either
requirement were instead labelled as likely Galactic sources.

We also distinguished between Galactic and extragalactic sources, utilising the method
described by Kovács and Szapudi (2015). They found that almost all sources whose W1
and J band magnitudes satisfy the inequality W1 − J < −1.7 are extragalactic. This
boundary is likely too strict, as many extragalactic sources are excluded in this selection.
To use this method, we converted the J magnitudes obtained from VHS to match those
used by 2MASS.

A third way to distinguish between Galactic and extragalactic sources is to use the
measured parallax significance from GAIA. For p/σp > 5 (where p is the parallax, and σp

is its uncertainty), we have a high degree of confidence that the source is a Galactic source.
Extragalactic sources should not be detected to have a parallax significantly larger than
the error in the measurement. Sources with a less significant parallax can still be either
Galactic or extragalactic, and need to be investigated further using the other methods we
described. We also investigated the possibility of using the CatWISE2020 proper motions
for distinguishing between likely Galactic and extragalactic sources. However, we found
that those were not ideal for this task, as we found many AGNs with measured proper
motions several times larger than the associated errors. There was also an insufficiently
large difference in the distribution of the proper motion significance between Galactic and
extragalactic sources.

We followed up the observations of a subset of eROSITA-detected sources in the SEP
by obtaining optical spectroscopy of them with the 2 degree Field fibre positioner (2dF;
Lewis et al., 2002) and the AAOmega (Saunders et al., 2004; Sharp et al., 2006) dual
beam spectrograph, on the Anglo-Australian Telescope (AAT; Hopkins et al., 2012). The
observations with good visibility took place on February 8 - 11, September 5, November
6, 2021, and January 5, 2022. Using the three methods described above, we selected
likely extragalactic sources, and the positions of their respective optical counterparts, for
observation. This selection was carried out over the entire SEP field, for all sources, not
just for the variable sample. However, we did assign a higher priority to observe variable
sources. To maximise the quality of the optical spectra, we limited the r-band magnitudes
of the optical counterparts we selected, to between 17.0 and 22.5. These limits maximised
the number of likely extragalactic sources we could observe, and ensured that we had
enough time to get sufficiently good spectra of them. We targeted a total of 2644 likely
extragalactic X-ray sources in these observations.

These observations are part of an ongoing survey of the optical spectroscopic properties
of eROSITA detected, likely extragalactic sources, near the SEP. A detailed description of
the selection of fields and targets for the observations, the data analysis, the results, and a
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catalogue of the X-ray variability, and the optical spectroscopic properties of the observed
sources in the SEP field will be described in future work. However, we will mention some
results of the spectroscopic analysis relating to the variable sources in the following sections.
The observed optical spectra can clearly distinguish between Galactic and extragalactic
sources, if they are sufficiently well determined. By matching the observed absorption and
emission lines to common stellar, galactic, and quasar spectral types, we could determine
the source type and redshift. Sources with typical stellar absorption lines at a negligible
redshift are Galactic sources. Sources with galactic emission lines at a positive redshift are
extragalactic sources.

We applied these four methods to separate the selected variable sources into the three
groups of: likely Galactic, likely extragalactic, and unknown sources. Fig. 4.4 depicts the
flowchart that we used to categorise all sources into one of these three groups. For this
methodology, we had to prioritise between these four methods, so that sources could be
categorised even if the methods disagreed about the source type. We decided that the reli-
ability of the Galactic-extragalactic distinction based on AAT spectra with unambiguously
fitted spectral lines was the greatest. Extragalactic sources have a non-detectable paral-
lax, so sources that GAIA measured to have p/σp > 5 are almost certain to be Galactic.
We also decided that the W1 − J < −1.7 methodology is slightly more reliable than the
W1 + 1.625 log(F0.5−2 keV) + 6.101 > 0, and z − W1 − 0.8(g − r) + 1.2 > 0 distinction, as
the latter uses the X-ray flux, which can vary a lot for the variable sources we investigated.

We associate a Galactic-extragalactic distinction parameter, D, to all sources, to indi-
cate which of the three source types it was identified as, in each of the four methods we
describe here. To unambiguously associate each value of D with exactly one combination
of classifications by all methods, we define it as:

D =
3∑

j=0
3jdj

dj =


1 if likely extragalactic
0 if unknown type
−1 if likely Galactic,

(4.1)

In this equation, j = 0 refers to the W1 + 1.625 log(F0.5−2 keV) + 6.101 > 0, and z − W1 −
0.8(g − r) + 1.2 > 0 methodology. j = 1 corresponds to the W1 − J < −1.7 distinction.
j = 2 describes the p/σp > 5 method, and j = 3 corresponds to the results of the AAT
spectral analysis. In evaluating this parameter, we label all sources with p/σp ≤ 5 as ‘likely
extragalactic sources’, even though many of them are likely to be Galactic sources. We set
dj = 0 whenever the data required to determine whether the source is likely Galactic or
likely extragalactic in methodology j is unknown. For instance, if the J magnitude of the
source is not known, we set d2 = 0.

In general, sources with positive values of the distinction parameter were identified as
likely extragalactic sources, sources with negative values as likely Galactic sources, and
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Figure 4.4: This flowchart showcases the methodology used to separate the selected variable
X-ray sources into the three groups of likely Galactic, likely extragalactic sources, and
sources of unknown type. We used the X-ray flux, and information that was collected on
the most likely counterparts to the X-ray detections by CatWISE2020, GAIA, VHS, and
the optical spectra observed by the AAT.

sources with 0 as sources of unknown type. However, because sources with p/σp ≤ 5 could
be both Galactic and extragalactic sources, all sources with 5 ≤ D ≤ 8 were still identified
as likely Galactic sources.

4.3.2 Identification and classification of variable sources
There are several issues to be aware of regarding the matching of eRASS3 sources. Vari-
able sources that lie below the detection limit in eRASS1 and 2, but became significantly
brighter in eRASS3 will not be contained in the eRASS:2 catalogue. Those sources will
either be matched to wrong counterparts or be labelled as unknown sources. The esti-
mate of the boresight correction that we used to match eRASS3 sources to eRASS:2 is
insufficiently accurate for matching unknown sources to catalogues in other parts of the
electromagnetic spectrum.
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Out of the 453 individual variable sources we identified in Sections 4.1 and 4.2, 403
were matched to a source in the CatWISE2020 catalogue. Therefore, following Fig. 4.4,
we classified the 50 remaining variable sources as sources of unknown type. Out of those,
23 were only detected in eRASS3. The other 27 unknown sources were detected in other
eRASSs as well, but were identified as such due to an ambiguous matching between the
source positions in various catalogues.

During the AAT observing campaign, we obtained the optical spectra of 120 variable
eROSITA sources with a match in the CatWISE2020 catalogue. Of those, 81 spectra
were identified to be sufficiently well observed that an unambiguous determination of their
redshift, and source classification could be performed. The parallax significance was de-
termined for 292 sources. A total of 79 sources were matched to the VHS DR5 catalogue.
These are the sources for which we could determine a Galactic-extragalactic distinction
using W1 − J < −1.7. The z − W1 − 0.8(g − r) + 1.2 > 0 method was used to classify 224
variable sources, for which all the magnitudes were known. Finally, all 403 of the matched
variable sources could be classified using the W1+1.625 log(F0.5−2 keV)+6.101 > 0 method.

Using all data available on them, and the flowchart of Fig. 4.4, we first classified the
sources with a counterpart in the CatWISE2020 catalogue into 181 likely extragalactic,
and 222 likely Galactic sources. In addition to the classification described in Section 4.3.1,
we analysed each source individually, searching through various source catalogues at the
detected position of the X-ray source and its matched infrared counterpart. We found one
AGN that was wrongly identified as a likely Galactic source, because it had p/σp = 5.14.
We also incorrectly classified the bright star η2 Dor as a source of unknown type. It is so
bright that CatWISE2020 masked it out, so no counterpart to the X-ray detection could
be identified. Additionally, six of the likely extragalactic sources, and one unknown source,
were identified to be XRBs in the LMC.

For most variable sources, there was insufficient literature information available to
perform an independent check of their source classification. Therefore, there could be
other sources that were wrongly classified. Nevertheless, out of the 81 variable sources for
which we had obtained unambiguous optical spectra with the AAT, 14 sources (17.3%)
were identified to have a different source class than what was found when using the other
methods. After applying these corrections to the source classification whenever possible,
the 453 variable sources were finally classified into 179 likely extragalactic sources, 224
likely Galactic sources, 7 XRBs in the LMC, and 43 sources of unknown type.

Fig. 4.5 displays the classification of all variable sources with counterparts and known
W1, g, r, or z magnitudes. It shows that all four methods are mostly reliable and consistent
with each other, but that there are still some disagreements between them. All of the
sources identified to satisfy both W1 + 1.625 log(F0.5−2 keV) + 6.101 < 0 and z − W1 −
0.8(g −r)+1.2 < 0 were found to be Galactic by all other methods as well. However, some
of the sources identified as likely extragalactic using these two distinctions were found to
be likely Galactic by other methods.
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Figure 4.5: The classification of variable sources, according to the four methods outlined
in Section 4.3.1. Sources that were not matched to an optical counterpart, or whose
counterparts lacked information on the W1, g, r, or z magnitudes, are not shown.
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4.4 Properties of variable sample
For many sources located between 0.5 − 3◦ of the SEP, the set of observations performed
within each eRASS consists of two parts; one at the start, and one at the end of the
eRASS, with a long break in between. Even the light curves of sources located very close
to the SEP feature gaps, when the survey mode operation was interrupted for a few days
for calibration observations, orbit corrections, or telescope downtime. For those sources,
it is more sensible to split the light curves into the segments within which observations
occurred every eroDay, rather than to split them by eRASS. This is particularly relevant
for computing periodograms, which require a consistent sampling throughout. It is also
relevant for computing NEVb values, if these are to accurately describe the degree of
variability within a particular frequency interval, especially if their values are compared
between different sources. To remain consistent throughout, we performed the following
variability analysis on individual segments of the eRASS:3 light curves, regardless of how
these are located relative to the start and end times of each eRASS.

In contrast, neither SCATT_LO nor AMPL_SIG depends on the timing of the obser-
vations, whether the sources were regularly or irregularly sampled, or whether they feature
a long gap in which no data was collected. Long gaps between observations can be prefer-
able for detecting variability using these two methods, as it enables a search for possible
changes over a longer timescale. Therefore, the detection of variable sources was instead
performed on light curves separated by eRASS, rather than by segment.

To compare the variability strength of different sources over the same frequency range,
we split the segments into smaller parts of 20, 50, and 100 consecutive bins. The NEVb

was determined for each of these smaller segments individually. These were subsequently
used to calculate a single geometric average NEVb for the entire observed eRASS:3 light
curve of each variable source. These values can be compared between different sources,
and feature a smaller sampling error than the NEVb measurements of the entire segments
(see Section 3.7.3).

We associated sampling errors to the NEVb measurements in accordance with the find-
ings of Section 3.7. As many of the smaller segments are adjacent, we used the sampling
errors of adjoined segments rather than those for randomly spaced segments. However,
long gaps exist between some of the segments used in determining NEVb, so these sam-
pling errors might be overestimated.

Fig. 4.6 depicts the distribution of the geometric averaged NEVb over all segments
of 20 eroDays in the combined eRASS1, 2, and 3 light curves of all variable sources.
This figure distinguishes between the distributions of this parameter for likely Galactic,
likely extragalactic, and unknown sources. The NEVb distribution for both the likely
Galactic and the likely extragalactic sources is approximately Gaussian. However, some
likely extragalactic sources have significantly lower NEVb values than most variable sources.
In contrast, there are some likely Galactic sources with a significantly larger degree of
variability than is commonly observed. The variable likely Galactic sources were detected
within the NEVb range of 1.18 × 10−2 − 2.43 × 10−1, with a geometric mean of 4.43 × 10−2.
The likely extragalactic sources were instead found in the range 2.66 × 10−3 − 1.13 × 10−1,
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Figure 4.6: Distribution of the log averaged NEVb of 20 bin segments of the variable
sources identified in the SEP field, distinguished into likely Galactic, likely extragalactic
and unknown sources.

with a geometric mean of 3.30×10−2. We used Welch’s t-test to determine whether there is
a difference in the mean of the NEVb distribution for likely Galactic and likely extragalactic
sources. We found t = 6.28 and an associated p-value of p = 1.06 × 10−9, so these are
indeed distinct distributions.

We did not analyse the properties of the XRBs we detected to show variability. These
will be investigated in Kaltenbrunner et al. in prep. These XRBs are some of the brightest,
most variable sources that we identified, and are often found towards the upper right corner
in Figs. 4.1 and 4.2.

The differences in the Galactic and extragalactic distributions of NEVb are mainly due
to the different types of variability exhibited by stars and AGNs. Stellar variability is
dominated by infrequent flares. The NIV of such light curves is typically larger than for
continuously variable sources with power law PSDs, which usually applies to AGNs. The
most variable sources have light curves which feature infrequent large flares over a low
continuum.

This distinction in the variability properties of stars and AGNs is also the cause of the
difference in the distribution of the SCATT_LO and AMPL_SIG parameters for them,
which is shown in Fig. 4.7. Variable sources classified as likely Galactic tend to be dis-
tributed with larger AMPL_SIG values than likely extragalactic sources. By comparing
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Figure 4.7: Comparing the SCATT_LO and AMPL_SIG values found for different types
of variable sources in eRASS1, 2, and 3. Each dot represents a single SCATT_LO and
AMPL_SIG value of a variable source in one of the three eRASSs. It also shows the values
of the variability parameters for eRASSs in which the variable sources were not found
above the 3σ thresholds. A likely galactic source at an AMPL_SIG value of 78, and a
SCATT_LO value of 0.82, is omitted from this figure, for display clarity.

the SCATT_LO and AMPL_SIG values of variable sources, it could be possible to clas-
sify sources of unknown type. However, as Fig. 4.7 shows, the distinction is imperfect
and can often lead to erroneous results. The position of a source on the SCATT_LO and
AMPL_SIG plane can vary a lot from eRASS to eRASS. It can also depend significantly on
the number of bins in the light curve, the average flux of the source, and whether there is a
long gap between observations within an eRASS. Nevertheless, 88% of the sources identified
as variable in an individual eRASS by exceeding both the SCATT_LO and AMPL_SIG 3σ
thresholds, whose likely source type could be determined, were found to be likely Galactic.
In contrast, 62% of sources located above the 3σ SCATT_LO threshold, but below the 3σ
AMPL_SIG threshold, that were matched to an optical counterpart, were found to likely
be extragalactic.

We collated a list of the variable X-ray sources identified in the SEP field in eRASS1,
2, and 3, at the webpage: https://projects.mpe.mpg.de/heg/erosita/SEP_var/. It lists
some of the most relevant properties that we determined for these sources. It includes
the boresight-corrected locations of the eROSITA detected X-ray sources, as well as the
positions of their most likely optical counterparts. In addition, we included the most

https://projects.mpe.mpg.de/heg/erosita/SEP_var/
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likely redshifts, spectral type, and measure of the spectral quality, for the sources whose
optical spectra were observed by the AAT. The website also lists the Galactic-extragalactic
distinction parameter and the most likely source classification. It additionally includes the
number of eroDays of observation, the average source count rate in each segment, the
SCATT_LO and AMPL_SIG variability classifications of the eRASS1, 2, and 3 data sets,
the NEVb values of all the segments of the light curve, and the geometric average NEVb of
all segments of 20 consecutive bins within the eRASS:3 light curve. Images of the rebinned,
and non-rebinned light curves of all variable sources are also included.

4.5 Periodograms of variable likely extragalactic sources
We investigated the properties of the periodograms of variable sources identified to likely be
extragalactic. We only selected the 20 sources with at least 2 × 103 background-subtracted
source counts in the first three eRASSs for this analysis, as there was insufficient informa-
tion to constrain the variability power at different frequencies for most sources fainter than
that. We generated separate periodograms of each segment of the light curves of these
sources. We only selected continuous segments of at least 20 consecutive eroDays, without
any breaks in between. The Poisson and fractional exposure noise were subtracted from
the periodograms following the results of Section 3.8.1.

We jointly fitted all periodograms of all segments of a variable source using the method-
ology described by Vaughan (2010). This methodology uses a Bayesian approach that
defines the best fit as the function that minimises the deviance (d):

d = −2 log L = 2
∑

j

{
Pj

Sj

+ log Sj

}
, (4.2)

where L is the likelihood function, Sj is the power of the model at a frequency of j/(Nbτ),
and Pj is the periodogram power. This function, however, only works for positive values
of Pj. Due to the statistical nature of eROSITA data, some periodogram powers are
negative, especially at higher frequencies. Therefore, we first deleted these points to fit the
periodograms using this function.

We jointly fitted all periodograms using the aliased version of the single power law
function, Eq. 3.19 (Kirchner, 2005). Table 4.2 lists the best fitting power law index, α,
for each of the 20 brightest variable likely extragalactic sources. It also lists several other
properties of them.

Most periodograms of the variable, bright, likely extragalactic sources fitted with a
single aliased power law, were found with a best-fitting index of α ≈ 1. This agrees with
previous findings by other instruments, which described AGN periodograms to mostly
follow a pink noise power law within the frequency range probed by eROSITA (Papadakis
et al., 2002; Papadakis, 2004; González-Martín and Vaughan, 2012).

For instance, eRASSt J055033.4-663653, whose light curve is shown in Fig. 4.8, has
periodograms (Fig. 4.9) that are best fitted with α = 1.093 ± 0.050. This fit is a good
approximation of the low-frequency interval of the periodograms of this source. However,
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Variable source z Total source counts NEVb α

eRASSt J061148.4-662435 45328 2.66+0.96
−0.56 × 10−3 0.984 ± 0.096

eRASSt J054641.8-641524 19343 4.3+2.2
−1.1 × 10−3 0.87 ± 0.1

eRASSt J055943.0-660909 0.547 13419 1.31+0.62
−0.23 × 10−2 0.991 ± 0.030

eRASSt J061504.1-661717 0.178 10490 8.0+6.1
−3.3 × 10−2 1.369 ± 0.079

eRASSt J055357.6-665003 0.311 10420 1.06+0.53
−0.20 × 10−2 0.951 ± 0.049

eRASSt J055033.4-663653 9898 2.0+1.1
−0.5 × 10−2 1.093 ± 0.050

eRASSt J061543.9-653153 7261 4.1+2.8
−1.5 × 10−2 1.10 ± 0.10

eRASSt J060420.2-670234 0.678 5401 1.42+0.95
−0.28 × 10−2 0.844 ± 0.064

eRASSt J055934.5-653833 0.297 5191 1.21+0.81
−0.28 × 10−2 0.785 ± 0.066

eRASSt J060534.6-640045 4836 5.3+4.3
−1.8 × 10−3 1.258 ± 0.095

eRASSt J054913.6-642931 0.317 4514 9.5+7.5
−2.7 × 10−3 0.69 ± 0.11

eRASSt J054334.4-642300 4484 1.29+0.99
−0.40 × 10−2 1.027 ± 0.083

eRASSt J060139.2-655756 0.603 3612 1.6+1.3
−0.4 × 10−2 0.821 ± 0.045

eRASSt J055801.4-665655 0.230 3305 2.2+2.0
−0.5 × 10−2 0.638 ± 0.061

eRASSt J055745.4-664453 0.224 3230 2.9+2.5
−0.7 × 10−2 0.565 ± 0.049

eRASSt J055333.8-665751 0.121 3221 2.0+3.9
−0.5 × 10−2 0.928 ± 0.058

eRASSt J054750.3-672803 2895 9.5+8.5
−2.8 × 10−3 0.67 ± 0.10

eRASSt J055419.9-663340 0.251 2829 2.6+7.3
−0.6 × 10−2 0.560 ± 0.048

eRASSt J061932.9-645955 0.255 2396 1.07+1.2
−0.4 × 10−2 0.90 ± 0.17

eRASSt J053423.0-652004 2047 2.7+2.8
−1.0 × 10−2 1.21 ± 0.14

Table 4.2: Properties of the brightest variable likely extragalactic sources with at least
2×103 background-subtracted source counts observed by eROSITA in eRASS1, 2, and 3 in
the SEP field. This table lists the redshift, z, determined from AAT spectroscopy, and the
total background-subtracted source counts in eRASS:3. The redshift is only listed if it could
be determined unambiguously. The sources are sorted by the number of total background-
subtracted source counts observed. The table also lists the geometric average NEVb, for
20 bin segments in the light curve. The associated error includes both measurement and
sampling errors. Finally, the table also lists the best fitting power law index, α, when fitting
the periodograms of the eROSITA light curves with a single aliased power law model, Eq.
3.19.
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Figure 4.8: Light curve of the likely extragalactic variable source eRASSt J055033.4-663653,
as observed by eROSITA in eRASS1, 2, and 3. The light curve has been rebinned by a
factor of 3, for display clarity.

at high frequencies, the observed periodograms feature less power than expected from this
aliased power law model. This could indicate a break in the PSD to α ≈ 2, which would
match the high-frequency periodogram shapes observed in many AGNs (González-Martín
and Vaughan, 2012). Some periodograms, like these ones, might be better fitted by an
aliased broken power law.

However, not all periodograms conform to this standard shape. For example, the light
curve of the likely extragalactic source eRASSt J061504.1-661717, shown in Fig. 4.10,
features variability best described by a single power law with α = 1.369 ± 0.079 (Fig.
4.10). This is almost halfway between the two power law indices commonly observed in
AGN periodograms, and is inconsistent with α = 1. The source eRASSt J060534.6-640045
also has similar periodograms, which are best fitted by α = 1.258 ± 0.095. These best fits
by steeper power laws could also be caused by typical AGN PSDs that feature a break
within the observed frequency range. The average power law index for such PSDs lies
between -1 and -2.

The periodograms of eRASSt J055419.9-663340 are best fitted by a power law with
α = 0.560 ± 0.048. Comparably low power law indices were found for the periodograms
of several other sources. In these cases, the periodograms are dominated by stochastic
aliased high-frequency power, whose slope cannot be well determined. Therefore, the best
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Figure 4.9: Periodograms of the likely extragalactic source eRASSt J055033.4-663653,
whose light curve is shown in Fig. 4.8. The periodograms of individual segments of the
light curve are shown in light blue. The averaged periodogram is displayed in dark blue.
The red line denotes the best fit to all the periodograms of segments of the light curve,
using the aliased single power law (Eq. 3.19), with α = 1.093 ± 0.050. The figure also
features a dashed pink line, which depicts a pink noise trend.
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Figure 4.10: Light curve of the likely extragalactic source eRASSt J061504.1-661717, as
observed by eROSITA in eRASS1, 2, and 3. The light curve has not been rebinned.
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Figure 4.11: Periodograms of the likely extragalactic source eRASSt J061504.1-661717.
The eROSITA light curve this is computed for is depicted in Fig. 4.10. The light blue lines
indicate the periodograms of individual segments. The dark blue line depicts the averaged
periodogram. The periodograms are best fitted by a single aliased power law model, with
α = 1.369 ± 0.079, which is shown by the red line. The dashed pink line indicates a pink
noise power law, to compare against.
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fitting power law indices do not accurately represent the low frequency interval of the
periodograms. The fraction of sources whose periodograms are not well fitted increases as
the total number of source counts decreases. That is why decided to not investigate the
periodograms of sources with fewer than 2 × 103 total source counts.

Figs. 4.9, and 4.11 indicate that a pink noise relationship is a good first-order ap-
proximation of the frequency dependence of the variability power of AGNs observed by
eROSITA. In most cases, when fitting periodograms of bright, likely extragalactic sources
with a single power law function, and no aliasing effect, the best fitting index is α ≈ 1.
Therefore, the assumptions that we used to define NEVb, and the sampling errors of esti-
mating NIV∞ are accurate for AGNs observed by eROSITA.

4.6 Variable X-ray sources of particular interest
This section discusses the variability properties of some of the most interesting variable X-
ray sources in the SEP field. We primarily investigated variable likely extragalactic sources
but also inspected likely Galactic sources for unusual variability.

4.6.1 Flip-flopping source eRASSt J061148.4-662435
The variable X-ray source eRASSt J061148.4-662435 is the brightest likely extragalactic
variable source in the SEP field. It also features several intriguing variability properties.
Its flux was observed to vary around one of two distinct levels. This is shown in Fig.
4.12, which depicts the eROSITA X-ray light curve from eRASS1, 2, and 3, split into four
segments and rebinned by a factor of 3. Additionally, there is some indication of long-term
periodicity in the light curve.

The most likely optical counterpart of this source was observed to have a GAIA parallax
significance of p/σp = 0.886. We did not observe its optical spectrum, but found its W1
and J magnitudes to satisfy: W1 − J + 1.7 = −1.19. Furthermore, we found that it has:
W1 + 1.625 log(F0.5−2 keV) + 6.101 = 2.46, and z − W1 − 0.8(g − r) + 1.2 = 2.99. These
methods establish eRASSt J061148.4-662435 as a likely extragalactic source, with D = 13.
This source is also matched to the AGN 2MASS J06114834-6624337, at a separation of
1.63′′. It has a redshift of 0.23 (Masetti et al., 2008).

In the first, third, and fourth segments of the light curve, the mean count rates are very
similar, having values of 5.208 ± 0.069 cts/s, 5.126 ± 0.039 cts/s, and 5.332 ± 0.056 cts/s,
respectively. Even though the count rate within these three segments varies throughout
the observations, their mean count rates are remarkably consistent, differing by merely
4.0 ± 1.3% between the dimmest and brightest of them. However, the mean count rate in
the second segment was only 3.084 ± 0.027 cts/s. This means that the mean count rate
in segments 1, 3, and 4 is larger than that in segment 2, by 69.3 ± 1.8%. This significant
change in the count rate is not due to an accidental wrong matching of sources between
eRASSs. This is because it is observed at both the high and low flux levels in both eRASS1
and eRASS2.
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Figure 4.12: Light curve of eRASSt J061148.4-662435, observed by eROSITA in eRASS1,
2, and 3. The dark blue lines indicate the mean count rate in each of the four segments.
The light curve was rebinned by a factor of 3 for display clarity. This means that each
datapoint in this figure corresponds to data collected within 3 eroDays.
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Figure 4.13: Light curve of eRASSt J061148.4-662435, in the three energy bands 0.2 −
0.6 keV, 0.6 − 2.3 keV, and 2.3 − 5.0 keV. This light curve was rebinned by a factor of 3
for display clarity.

However, the difference in the count rate between the dim and bright segments was
not uniform across the X-ray spectrum. Fig. 4.13 depicts the light curve of eRASSt
J061148.4-662435 in the three energy bands 0.2−0.6 keV, 0.6−2.3 keV, and 2.3−5.0 keV.
The 0.2 − 0.6 keV energy band featured an 87.7 ± 3.9% increase in the count rate between
segments 2, and the mean of segments 1, 3, and 4. In contrast, the 2.3−5.0 keV energy band
experienced an increase of only 34.0 ± 7.3%. The intermediate energy band, 0.6 − 2.3 keV
is the brightest, and features an increase in the count rate between the dim and bright
intervals of 64.7±2.1%. The X-ray spectrum of the dim state, in segment 2, is harder than
in the bright states. This implies that at least part of the difference in the count rates
could be due to a temporary occultation, in which a greater fraction of low, rather than
high-energy X-ray photons were absorbed and scattered.

However, despite the existence of significant variability within each segment, it appears
to occur around a constant flux level. There is no apparent long-term trend to higher
or lower fluxes in any segment. We know that there must have been intervals of greater
variability between segments 1 and 2, and between segments 2 and 3. In these intervals,
the mean count rate dropped by 40.77 ± 0.93% and increased by 66.2 ± 2.2%. For the four
segments that we did observe, we calculated NEVb values of: 1.7+2.3

−1.7 ×10−3, 6.0+3.3
−2.3 ×10−3,

5.4+2.7
−2.0 ×10−3, and 1.4+1.5

−1.4 ×10−3, respectively (using the methodology described in Section
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3.5). The errors quoted here combine both the measurement and the sampling errors. The
NEVb values of the individual segments are not directly comparable with each other, as
they are computed for a different number of bins, so a different frequency interval. Even
though there are significant differences in the mean count rates between various segments,
the variability strength measured within the individual segments is comparatively small.
Each segment features some variations in the count rate, but it is mainly constrained to
small variations around the mean.

We sought to compare the degree of variability of the source in the bright and the
dim states. To do so requires that the NIV be estimated for the same frequency interval.
Therefore, we computed a geometric mean NEVb of sets of 20 bins (covering the frequency
range of 3.47 − 34.72 × 10−6 Hz) within the bright and dim parts of the light curve. We
calculated a geometric mean NEVb of 2.31+0.99

−0.58 ×10−3 and 3.5+2.3
−1.2 ×10−3 for the bright and

dim states, respectively. The errors shown here include the sampling errors for estimating
NIV∞ in adjoined segments, as discussed in Section 3.7.3. The NEVb values are consistent
within their errors. However, the sampling error of the NEVb measurement for the bright
state is likely to have been overestimated, as not all segments used to calculate its value
are adjacent.

We investigated the likelihood of eROSITA observing an AGN at this distance from
the SEP with a light curve that exhibits similar properties to this one. In doing so, we can
determine whether this behaviour is a unique phenomenon or whether it was likely to have
been observed. We simulated light curves based on a single P ∝ ν−1 power law PSD, to
match the periodogram measured for this source (see Section 4.5). We do not know what
the shape of the PSD is outside of the interval we observed. However, a reasonable first
order estimate is that the power law observed in the periodogram continues towards lower
frequencies. AGN PSDs do not typically get steeper at lower frequencies, but are expected
to become less steep (González-Martín and Vaughan, 2012). However, the steeper the
power law, the greater the fraction of the total variability contained at lower frequencies.
Therefore, we chose this model, as it is realistic, consistent with previous studies of low-
frequency AGN PSDs, and can achieve significant low-frequency variability. We used this
model to simulate light curves ten times as long as the temporal difference between the
first and last eroDay of observations of eRASSt J053942.0-653038.

The light curves we simulated assumed infinite accuracy, and no Poisson noise. These
assumptions are reasonable for eRASSt J061148.4-662435, as it is a bright source, whose
mean count rates and NEVb values are only minimally affected by Poisson noise. However,
these assumptions are not valid for most eROSITA sources. The conclusions drawn from
these simulations only apply to bright sources, such as this one.

We randomly chose a starting time, then selected bins from the simulated light curves,
corresponding to the times of observation of eRASSt J061148.4-662435. We also split the
simulated light curves into four segments, and analysed each individually, just as we had
done for the actual data. Finally, we determined the fluxes and NIV values for each of the
four segments, and compared them with each other.

A light curve was deemed to be similar to eRASSt J061148.4-662435 if the mean flux
in three of the four segments was similar, but the fourth one significantly differed from
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them. The second condition we set is that the variability within each segment is smaller
than expected from the difference in the mean fluxes. This condition is necessary to avoid
selecting light curves that vary more within, than between segments. Such sources do not
feature variability around a constant flux level in each segment. Therefore, they are not
comparable to the light curve of eRASSt J061148.4-662435, even if they have a similar
relationship between the mean fluxes in the individual segments.

In this search, we did not care which of the four segments featured an anomalous mean
flux, or whether that anomaly was towards higher or lower fluxes. That is because any
source with a single anomalous segment would have been worth exploring further. We set
the threshold for satisfying this condition at the values found for eRASSt J061148.4-662435.
Light curves in which three segments had mean fluxes within 4.0% of each other, and the
fourth one either had a 69.3% higher, or a 40.9% lower mean flux level, were selected for
further analysis with the second condition.

The second condition ensures that the simulated light curves selected to be similar to
that of eRASSt J061148.4-662435 have a moderate degree of variability within all segments.
To do so, we required that the NIV values in the simulated segments are less than the
NEVb values found for eRASSt J061148.4-662435. We did not want to bias the search
by requiring that each segment have a NIV less than or equal to the NEVb value of the
corresponding segment of eRASSt J061148.4-662435. Instead, we required that all four
segments have a NIV of less than or equal to 6.0 × 10−3. That is the largest NEVb

value measured in the observed light curve. Similarly, we also required that at least three
segments have a NIV of less than, or equal to 5.5×10−3, at least two segments have a NIV
of less than or equal to 1.7 × 10−3, and at least one segment has an NIV of less than or
equal to 1.4 × 10−3.

We randomly selected the range of fluxes on a linear scale when simulating these light
curves. If they are simulated for a smaller range of fluxes, they are more likely to satisfy
the requirement of the upper limits on the NIV of the individual segments. However, they
are less likely to satisfy the condition on the difference between the mean fluxes of the four
segments.

A total of 105 light curves were simulated in this way. Out of those, 0.200% satisfied
the first requirements on the relation between the mean fluxes in the four segments. And
20.351% satisfied the second requirement of the upper bound on the NIV values in the four
segments. However, not a single simulated light curve satisfied both conditions. We de-
tected 453 unique variable sources in the SEP field, but only ≈ 10 of them were sufficiently
bright to satisfy the assumptions of these simulations. Therefore, it is very unlikely that a
typical AGN evolution would feature the properties observed for eRASSt J061148.4-662435
purely by chance by being observed at the right times. This indicates that this source most
likely does not follow a standard AGN luminosity evolution. This applies as long as the
simulations can accurately represent AGN variability. It is likely that this source does vary
between two distinct flux states within the span of these observations.

Another interesting feature of the light curve of eRASSt J061148.4-662435 is that it
appears to be periodic in segments 2 and 3 (Fig. 4.12). To investigate this, we computed
the Lomb-Scargle periodograms of the individual segments. These are depicted in Fig.
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Figure 4.14: Lomb-Scargle periodogram of eRASSt J061148.4-662435, observed by
eROSITA in eRASS1, 2, and 3. Each of the blue-green curves depict the Lomb-Scargle
periodogram of a single segment of eRASS observations, as shown in Fig. 4.12 The mean
Lomb-Scargle periodogram of all segments is also shown.

4.14. In segments 2 and 3, they contain peaks at frequencies of 4.25 × 10−7 Hz, and
3.58 × 10−7 Hz, respectively. These correspond to periods of 27.2 days, and 32.4 days,
respectively. Segments 1 and 4 were too short to detect periodicities at these frequencies.
The mean of the Lomb-Scargle periodograms in all four segments has a peak at a frequency
of 3.75 × 10−7 Hz, or a period of 30.9 days.

This potential periodicity is intriguing, as it was detected independently in two segments
separated by more than 4 months at a reasonably consistent frequency. The Lomb-Scargle
periodogram of segment 3 features a broader peak with a slightly lower peak frequency
than the one for segment 2. Nevertheless, the high-frequency tail of the peak is almost
identical for both segments.

We do not have sufficient data to confirm the existence of this periodicity. We only
observed it twice, each for about 1.5 cycles. However, it is a promising first sign that could
be followed up in future.

The light curve of eRASSt J061148.4-662435 (Fig. 4.12) bears some resemblance to
the flip-flop phenomenon (see Chapter 5). The light curve can be distinguished into bright
and dim states. The count rate observed in the brighter state in segments 1, 3, and
4, remained consistent, and exceeded the count rate in the dim state in segment 2 by



4.6 Variable X-ray sources of particular interest 133

69.3±1.8%, matching the brightness change observed in Swift J1658.2-4242. Additionally,
there is an indication of a periodicity in the light curve, which might be the manifestation
of a low-frequency QPO.

BHTs can, in many ways, be considered to be low-mass analogues of AGNs (McHardy
et al., 2006). Many phenomena observed in BHTs have subsequently been observed in
AGNs as well, at correspondingly longer timescales. The periodograms of BHTs and those
of AGNs can often be described by the same broken power laws (Belloni and Hasinger,
1990). Quasi-periodic oscillations have been observed in many BHTs, and are now being
detected in an increasing number of AGNs as well (e.g. Gierliński et al., 2008; Agarwal
et al., 2021). Flip-flops have, however, only been detected in BHTs, so far. This is because
it has so far been impractical to observe AGNs continuously for a sufficiently long time,
to be able to detect scaled-up flip-flop timescales. Flip-flops have been observed to feature
states that last from between several tens of seconds (Miyamoto et al., 1991) to several
kiloseconds (Casella et al., 2004). As we expect these effects to scale linearly with BH
mass, the equivalent timescales for AGNs should be in the range of ≈ 106 − 1012 s. The
dim state we observed in the light curve of eRASSt J061148.4-662435 lasted for at least
4.3 × 106 s, but could have lasted up to 2.8 × 107 s. That is within the range of timescales
we would expect for AGN flip-flops.

However, the transitions between the dim and bright states of eRASSt J061148.4-662435
were not observed. So we do not know how the mean flux level changed. Additionally,
the bright flip-flop states observed in BHTs have a harder spectrum than the dim states.
In contrast, eRASSt J061148.4-662435 was softer in the bright state. Therefore, although
there are some similarities between the light curve of eRASSt J061148.4-662435 and those
featuring flip-flops in BHTs, the two phenomena cannot be directly associated.

We observed another likely extragalactic source, eRASSt J054641.8-641524, whose light
curve had some similar features to those of eRASSt J061148.4-662435. Its light curve is
shown in Fig. 4.15. For this source, we observed a 113% increase in count rate over a course
of ≈ 10 days in eRASS1, from 1.982 ± 0.058 cts/s, to 4.223 ± 0.095 cts/s. However, the
mean count rate in eRASS2 and 3 was similar to that at the start of eRASS1. The mean
count rate in eRASS2 and 3 was 2.347 ± 0.029 cts/s, and 2.285 ± 0.031 cts/s, respectively.
We only observed a very small degree of variability in eRASS2 and 3. Nevertheless, the
fractional flux increase observed in eRASS1 for eRASSt J054641.8-641524 is even larger
than the change observed for eRASSt J061148.4-662435.

The continuous rise in the count rate of eRASSt J054641.8-641524 in eRASS1 could
be similar to the transition that occurred in gaps between the segments of observations of
eRASSt J061148.4-66243. Both eRASSt J061148.4-66243 and eRASSt J054641.8-641524
may feature a similar flip-flop-like evolution. The differences in their light curves could
be merely due to the differing observing intervals, catching the long-term variability at
different phases.
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Figure 4.15: Light curve of the likely extragalactic source eRASSt J054641.8-641524, as
observed by eROSITA in eRASS1, 2, and 3. The light curve has been rebinned by a factor
of 3 for display clarity.
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4.6.2 Extragalactic transients

The eROSITA variable source eRASSt J053942.0-653038 suddenly became significantly
brighter on MJD 58869, as is shown in Fig. 4.16. Throughout most of eRASS1, it was de-
tected just barely above the background level, with a mean count rate of 0.0056+0.0024

−0.0019 cts/s.
However, in the days after MJD 58869, it was observed with a mean count rate of 0.294+0.033

−0.030 cts/s
in the 0.2 − 5.0 keV energy band, until it was no longer observed in eRASS1. In this final
period of eRASS1 observations, the count rate varied a lot from eroDay to eroDay, but ap-
peared to show a downward trend after the peak. At the end of the eRASS1 observations,
it was again observed at a very low count rate. However, that could be a fluke detection,
resulting from the low fractional exposures in those bins.

About 150 days later, eRASSt J053942.0-653038 was observed during eRASS2, this
time with a mean count rate of 0.1168+0.0069

−0.0067 cts/s in the 0.2 − 5.0 keV energy band. The
mean count rate also appeared to decrease during the next 30 days, in which it was observed
every 4 hours by eROSITA. Finally, it was observed again in eRASS3, this time with an
even lower mean count rate of merely 0.0680+0.0071

−0.0064 cts/s in the 0.2 − 5.0 keV energy band,
which is still larger than the source count rate observed for it before the start of this
eruption.

We determined its most likely optical counterpart to have a GAIA parallax significance
of p/σp = 0.884. It was also observed to have: W1+1.625 log(F0.5−2 keV)+6.101 = 5.83, and
z−W1−0.8(g−r)+1.2 = 0.843. This source was not matched to the VHS DR5 catalogue,
so we could not use the W1 − J Galactic-extragalactic distinction. We also observed
the spectrum of the most likely optical counterpart of this source with 2dF/AAOmega.
However, by the time we observed it, on January 5, 2022, it had become too faint at
optical wavelengths to be identified above the LMC continuum. Therefore, we were unable
to determine its redshift. Combining these results, we classified it as likely extragalactic
with a distinction parameter of D = 10. However, the field in which it is located is very
crowded, so associating the X-ray detection with a particular optical source is challenging.

The light curve bears some resemblances with the evolution of Tidal Disruption Events
(TDEs Rees, 1988; Gomez et al., 2020). It features a sudden large flare that significantly
exceeds the pre-flare flux, followed by a gradual decline over hundreds of days. Phinney
(1989) determined theoretically, that a TDE should evolve with RS ∝ T −5/3, where T is
the time since the start of the TDE. However, Lodato et al. (2009) found that the initial
drop in luminosity is shallower than RS ∝ T −5/3. Lodato and Rossi (2011) described that
that relationship is only approximately accurate for about one year after the start of the
TDE, in the X-ray band.

We investigated whether the decay in the count rate of eRASSt J053942.0-653038 after
the start of the flare could be described by RS ∝ T −5/3. The observations immediately after
the start of the eruption in eRASS1 were too close to the start to be useful for determining
the long-term decay rate. We combined all the observations of segments 2 and 3 (shown
in Fig. 4.16), and fitted the decaying count rates with the function: RS = A(t − 58869)−γ,
where t denotes the time of each measurement, expressed in MJD. These observations were
best fitted with γ = 0.91 ± 0.27 for the full energy band, which is significantly less than
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Figure 4.16: Light curve of eRASSt J053942.0-653038, observed by eROSITA in eRASS1,
2, and 3. We also indicate the typical TDE luminosity decay RS ∝ t−5/3, fitted to the
eRASS2 and 3 data. The measurements of the individual eroDays have been rebinned by
a factor of 5.
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Figure 4.17: The eRASS1, 2, and 3 light curve of eRASSt J055333.8-665751. The light
curved was rebinned by a factor of 5, for display clarity.

5/3. Fig. 4.16 also shows the best fit using a power law with γ = 5/3. This relation is too
steep, and underestimates the mean count rate observed in segment 3.

Alternatively, it could be a different type of transient extragalactic source. Without a
redshift for it, we are unable to estimate the luminosity at the peak of the eruption. We
also lacked follow-up observations of this source during the interval in which it was bright,
but noticeably declining. Therefore, the cause of the eruption of eRASSt J053942.0-653038
could not be determined.

We also observed several other likely extragalactic sources, which feature a significant
increment or decrement in their observed count rates throughout the observations of them
in eRASS1 to 3. Some of these could be AGN ignition and shut-down sources. For example,
Fig. 4.17 depicts one such source. The count rate of eRASSt J055333.8-665751 increased
by a factor of 12.8. In eRASS1, it had a mean count rate of 0.0468 ± 0.0031 cts/s. In
contrast, by the end of eRASS3, after MJD 59345, it had a count rate of 0.599±0.17 cts/s.

We observed the optical spectrum of the most likely counterpart of this source with the
AAT. It was well fitted by a quasar model spectrum, at a redshift of z = 0.121.

Before the massive increase in the source count rate, we observed this source to feature
three flares, each lasting for a few days. These could be episodes of failed ignition of the
source.

In other instances, variable sources were not detected in some eRASSs, indicating a
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possible large change in the source flux to a level below the detection limit. Many more
sources in the SEP field might feature such an evolution, but did not satisfy the variability
thresholds within any of the three eRASS, and were subsequently not labelled as variable.
To detect all of these sources requires a dedicated independent variability search spanning
multiple eRASSs. However, the lack of a counterpart of a source in another eRASSs could
also indicate a wrong matching of sources, or an issue with the source detection mechanism.

4.6.3 Variable stars
Of the 453 variable sources we identified, 224 were classified as being likely Galactic. Many
of these sources have light curves that feature infrequent flares that significantly exceed
the non-flaring level.

For instance, the likely Galactic source eRASSt J055930.9-663008 is located merely
4.55′ away from the SEP. Except for an 8.5 day interval in eRASS3, in which survey mode
observations were halted, this source was observed every 4 hours for 556 days. The light
curve of eRASSt J055930.9-663008 is shown in Fig. 4.18. It had a steady mean count rate
of 0.0404+0.0014

−0.0007 cts/s throughout all 3 eRASSs. However, it was also observed to feature
two flares, significantly above its usual, constant flux level. The first, on MJD 59009.38,
consisted of a sudden increase to a count rate of 0.6 ± 0.2 cts/s. The second flare occurred
on MJD 59236.44, when it became even as bright as 1.7 ± 0.3 cts/s. In both cases, the
source dimmed quickly, and returned to its usual flux by the next eroDay. In other sources
featuring such flares, these flares can last for several eroDays before the source returns to
its pre-flare flux level.

As the source features a low mean source count rate and two prominent, but short flares,
it has a large degree of variability. For the first segment of consistent observations, from
the start of eRASS1 until the start of the 8.5 day break in observations during eRASS3,
we calculated NEVb = 0.26+0.19

−0.11. As the second segment, after the end of the break, did
not feature any comparable flare, we measured a significantly lower degree of variability
for it, of only NEVb = 0.011+0.056

−0.011.
The star η2 Dor was observed to have low-frequency, large amplitude, periodic cycles

in its light curve, shown in Fig. 4.19. The eRASS1, 2, and 3 light curves all look similar.
In all three eRASSs, the source became a lot brighter before dimming down again, with
an almost triangular pattern. η2 Dor had previously been known to have a long duration
periodic light curve, based on periods of 21.4−23.3 days, and 150 days (Tabur et al., 2009).

The similarity of the eRASS1, 2, and 3 light curves indicates the existence of a periodic
phenomenon that guides this variability. By cross-correlating the light curves of the three
segments with each other, we find that the time between these long-duration flares in
eRASS1 and eRASS2 is 178 days. We also find that the eRASS3 light curve can be
described as most similar to the eRASS2 light curve, shifted by 188 days. Although these
values differ slightly, they indicate that this star features long-term X-ray variability with
an approximate period of 183 days, or a fraction of that. This result is inconsistent with
the previously detected period of 150 days. The duration of observations of η2 Dor in each
eRASS spans at most 27.8 days, and there is no sign of the cycle occurring more than once
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Figure 4.18: Light curve of the likely Galactic source eRASSt J055930.9-663008, as ob-
served by eROSITA in eRASS1, 2, and 3. The light curve has not been rebinned.
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Figure 4.19: eROSITA light curve of η2 Dor in eRASS1, 2, and 3. We rebinned the light
curved by a factor of 5, for display clarity.

in that interval. However, we cannot definitively rule out a period of 183/8 = 22.9 days,
which agrees with the findings of Tabur et al. (2009). We could have observed the end and
start of previous cycles at the start and end of the observations in each eRASS, without
being able to identify them as such.



Chapter 5

Extreme flip-flops of Swift
J1658.2-4242 guided by an internal
clock

Before the launch of eROSITA, we investigated the properties of the BHT Swift J1658.2-
4242, and its unusual features, which will be discussed in this chapter. Of greatest interest
were the flip-flops detected in several observations during its outburst. As it is a bright
source, observed at a constant fractional exposure, there was no need to use updated
variability methods discussed in Chapter 3.

5.1 Flip-flops
Flip-flops, first noted by Miyamoto et al. (1991) (hereafter M91), are rare phenomena
which appear as top-hat-like flux variations in the light curve of some black hole transients
in outburst. Flip-flops are distinguished from absorption dips by their longer duration,
their top-hat-like shape, and the positive correlation between flux and hardness during
transitions (in contrast, dips have softer spectra at higher fluxes). Flip-flops are also
seen to accompany changes in the periodogram, and are considered to be associated with
some state transitions. Most state transitions, however, do not involve a flip-flop. Due to
the marked and abrupt change in flux which defines the flip-flop, we refer to the higher
and lower flux levels as the ‘bright state’ and ‘dim state’ respectively and analyse them
separately.

Out of a population of ≈ 60 galactic BHTs (Corral-Santana et al., 2016), only seven
systems exhibited properties fitting the description of a flip-flop: GX 339-4 (M91, Nespoli
et al. 2003, hereafter N03), GS 1124-683 (Takizawa et al. 1997, hereafter T97), XTE J1550-
564 (Homan et al. 2001, hereafter H01, Sriram et al. 2016), XTE J1859+226 (Casella et al.
2004, hereafter C04, Sriram et al. 2013), H1743-322 (Homan et al. 2005, hereafter H05),
XTE J1817-330 (Sriram et al. 2012, hereafter S12), and MAXI J1659-152 (Kalamkar et al.
2011, hereafter K11, Kuulkers et al. 2013). In addition, there are other systems in which
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similar properties have been observed, such as in GRS 1915+105 (Soleri et al., 2008), or
MAXI J1535-571 (Huang et al., 2018), but for which an identification as a flip-flop is not
certain.

Flip-flops exhibit a large variety of different properties, not only between different
systems or different outbursts of the same system but also within a single outburst of a
BHT. Some flip-flops are seen at, or very close to, the peak of the outburst (M91, T97,
H01, N03, and C04), while others are observed somewhat later, when the flux was dropping
back down again (C04, H05, K11, and S12).

The observed flux change during a flip-flop also differs from system to system. Bright
states can have an X-ray flux of between 3% and 33% greater than the flux of neighbouring
dim states. Transition times have also been observed to span a large range, from fractions
of a second, up to more than 1 ks. A large spread of values is also seen in the duration
of each state. The time between adjacent flip-flop transitions can be anywhere between
a few tens of seconds and several ks. There seems to be a relation between those two
parameters, as short-lived flip-flop states have fast transitions (M91, T97, and S12), and
long-lived states have slow transitions (N03, H01, C04, and H05).

All flip-flops observed so far have involved a type B QPO in either the bright or the
dim state. Therefore, flip-flops seem to require transitions between the SIMS and either
the HIMS or the AS.

C04 noticed a hierarchy of QPO states in the flip-flops of XTE J1859+226, with type
As occurring at the highest luminosities, type Cs at the lowest luminosities, and type Bs
in between. The limiting fluxes separating the different QPO types were found to decrease
exponentially with time. All observed flip-flops between QPO types B and C agree with
this hierarchy (T97, H01, C04, and K11). However, flip-flops between QPO types A and B
disagree with it (M91, N03, and S12) more often than they agree with it (C04, and H05).
Despite the fascinating phenomenology of flip-flops, a clear physical interpretation is still
lacking.

5.2 Swift J1658.2-4242

5.2.1 Summary of previous observations
At 05:37:23 UTC on February 16, 2018 (MJD 58165), Swift/BAT was triggered by an
X-ray burst from a point source in the galactic plane, (Barthelmy et al., 2018). This X-
ray transient was subsequently called Swift J1658.2-4242. This first detection was quickly
followed up with an observation by Swift/XRT, by D’Avanzo et al. (2018), and Lien et al.
(2018), as well as one observation with the Mobile Astronomical System of TElescope
Robots, at the Observatorio Astronomico Felix Aguilar (MASTER-OAFA; Lipunov et al.,
2010), by Lipunov et al. (2018). Grebenev et al. (2018) performed subsequent examinations
of data gathered by Swift/BAT (Lien et al., 2018), and by INTEGRAL, which revealed
that the source had started flaring on February 13, 2018 (MJD 58162). Lien et al. (2018)
determined a more accurate location of it, at RA = 16h 58m 12.64s, Dec = −42◦ 41′ 54.4′′,
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and found its spectrum to be well described by a highly absorbed power law. Radio
observations with ATCA strongly supported the notion that Swift J1658.2-4242 is a black
hole XRB rather than a neutron star XRB (Russell et al., 2018).

Xu et al. (2018) described the first observation of the source by NuSTAR. They fitted
the spectrum using a highly absorbed power law with a relativistic reflection component
and a Gaussian component to fit an absorption line at 7.03 keV. They found the properties
of the source to be consistent with known properties of black hole binaries and therefore
described it as a black hole candidate. They also noted a type C QPO, whose centroid
frequency increased continuously along with the flux, from 0.14 Hz to 0.21 Hz throughout
this observation.

Jin et al. (2019) analysed the spectra detected by Chandra, and by XMM-Newton.
They detected a strong X-ray dust scattering halo (DSH), which significantly affected the
observed source spectrum and could be fitted with three dust layers at different distances
from the BHT. Multiple methods were used to determine the distance to Swift J1658.2-
4242, which was estimated to be ≈ 10 kpc.

Xu et al. (2019) examined the first flip-flop transition at the brightest part of the
outburst, using data from both NuSTAR and XMM-Newton. They described a 45% flux
decrease in ≈ 40 s. The lower flux level contained a type C QPO, but no QPO was detected
at the higher flux level. Spectral fitting revealed only small differences in the high and low
flux spectra. The strong relativistic reflection effect detected in the LHS by Xu et al. (2018)
was no longer present in these observations.

Detailed timing analysis of the HIMS of Swift J1658.2-4242, using observations from
Insight-HXMT, NICER, and Astrosat was performed by Xiao et al. (2019). They traced
the increase in the QPO frequency alongside a decrease in the rms, determined the inde-
pendence of QPO frequency and photon energy, and found the phase lag to be close to 0.
Their results are consistent with a high inclination for Swift J1658.2-4242.

Jithesh et al. (2019) made a timing and spectral analysis of the three Astrosat ob-
servations of Swift J1658.2-4242, examining the properties of the detected QPO and its
harmonics, their energy dependence, and time lag. The first observation featured a type
C QPO which increased in frequency from 1.56 Hz to 1.74 Hz. The second observation
featured additional flux variations reminiscent of the one observed by Xu et al. (2019). A
6.6 Hz type C QPO was only observed at low fluxes. By the final observation, the QPO
frequency had dropped to 4.0 Hz. The QPO fractional rms was found to increase with
photon energy. Positive time lags suggested that the QPO originated in the corona and
propagated outwards.

Beri and Altamirano (2018) studied Swift/XRT observations of Swift J1658.2-4242
from August 10, and September 28, 2018. They reported that the count rates and spectral
shape suggested that Swift J1658.2-4242 had returned to quiescence by the time of these
observations.
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5.2.2 Observations
Following the initial detection, Swift J1658.2-4242 was observed by NuSTAR, XMM-
Newton, Astrosat, Chandra, Swift, Insight-HXMT, INTEGRAL, and NICER in the X-ray
band. ATCA also provided coverage in the radio band. We utilised measurements from all
these instruments to obtain the best possible understanding of the phenomena occurring
during this outburst.

XMM-Newton, NuSTAR, Astrosat, and Chandra provided detailed, high-quality infor-
mation of the properties of the source at a few distinct parts of the outburst, enabling
comprehensive analysis of the light curve, periodogram, and energy spectrum. In addition,
Swift/XRT and BAT, the Insight-HXMT low, medium, and high energy X-ray telescopes
(LE, ME, and HE), as well as NICER and INTEGRAL, provided short snapshots at many
different times, allowing an investigation of day-to-day variations, and an overall impres-
sion of the entire outburst. These complemented the sparse, yet long-duration observations
by other instruments.

Out of the eight NuSTAR observations, six were performed simultaneously with XMM-
Newton, and one simultaneously with Chandra. There was also an overlap between the
second combined NuSTAR and XMM-Newton observation analysed here, with the second
observation by Astrosat. These long-duration observations by NuSTAR, XMM-Newton,
Astrosat, and Chandra are summarised in Table 5.1.

Swift/XRT performed 78 observations of Swift J1658.2-4242, spanning more than seven
months. Swift/BAT produces daily average count rates. We used 42 observations by
NICER to examine the timing evolution of the BHT. INTEGRAL obtained 151 obser-
vations of the BHT during its outburst, providing good hard X-ray coverage on shorter
timescales than Swift/BAT.

Swift J1658.2-4242 was also observed with Insight-HXMT in 21 individual pointing
observations, from MJD 58169 to 58196, with a total net exposure time of ≈ 700 ks, at
low, medium, and high X-ray energies. Additionally, ATCA examined the radio emission
from Swift J1658.2-4242 at ten different times within the outburst. These observations are
summarised in Table 5.2.

5.3 Data analysis

5.3.1 X-ray data
We produced Swift/XRT light curves and spectra using the University of Leicester’s online
data analysis software1, using standard input parameters to create one spectrum for each
observation. We also applied dead pixel, pileup, and vignetting corrections. The BAT light
curve was obtained from the Swift/BAT transient monitor website2 (Krimm et al., 2013),
which bins observations made throughout each day into one data point.

1http://www.swift.ac.uk/user_objects/
2https://swift.gsfc.nasa.gov/results/transients/

http://www.swift.ac.uk/user_objects/
https://swift.gsfc.nasa.gov/results/transients/


5.3 Data analysis 145

In
st

ru
m

en
t

O
bs

ID
St

ar
t

ti
m

e
(M

JD
)

E
xp

os
ur

e
(k

s)
St

at
e

Q
P

O
N

uS
TA

R
90

40
13

07
00

2
58

16
5.

97
65

8
33

.3
37

LH
S

C
As

tro
sa

t
T

02
_

00
4T

01
_

90
00

00
19

10
58

16
9.

76
51

0
9.

96
1

H
IM

S
C

N
uS

TA
R

X
M

M
-N

ew
to

n
80

30
13

01
00

2
08

02
30

02
01

58
17

4.
14

66
6

58
17

4.
25

47
1

31
.5

37
70

.5
26

Fl
ip

-fl
op

s
H

IM
S↔

A
S

C
an

d
A

N
uS

TA
R

X
M

M
-N

ew
to

n
80

30
23

02
00

2
08

11
21

34
01

58
17

6.
75

47
8

58
17

6.
79

29
0

24
.0

25
60

.0
00

Fl
ip

-fl
op

s
H

IM
S↔

A
S

C
an

d
A

As
tro

sa
t

N
uS

TA
R

X
M

M
-N

ew
to

n

T
02

_
01

1T
01

_
90

00
00

19
40

80
30

23
02

00
4

08
05

20
02

01

58
18

0.
78

58
9

58
18

1.
31

85
9

58
18

1.
33

76
5

29
.5

78
25

.0
76

59
.8

00

Fl
ip

-fl
op

s
H

IM
S↔

A
S

C
an

d
A

N
uS

TA
R

X
M

M
-N

ew
to

n
80

30
23

02
00

6
08

05
20

03
01

58
18

8.
16

43
2

58
18

8.
21

50
8

28
.2

45
51

.2
00

H
IM

S
C

N
uS

TA
R

X
M

M
-N

ew
to

n
80

30
23

02
00

8
08

05
20

04
01

58
19

2.
46

05
8

58
19

2.
54

77
1

26
.7

14
50

.1
40

H
IM

S
C

N
uS

TA
R

X
M

M
-N

ew
to

n
80

30
23

02
01

0
08

05
20

13
01

58
20

5.
01

35
3

58
20

5.
07

58
1

29
.1

02
50

.9
00

La
te

fli
p-

flo
ps

H
IM

S↔
SI

M
S

N
o

Q
PO

N
uS

TA
R

C
ha

nd
ra

90
40

13
17

00
2

21
08

3
58

23
5.

95
97

1
58

23
6.

05
06

5
28

.4
93

30
.0

80
SI

M
S

N
o

Q
PO

Ta
bl

e
5.

1:
Li

st
of

X
-r

ay
ob

se
rv

at
io

ns
of

Sw
ift

J1
65

8.
2-

42
42

by
As

tro
sa

t,
C

ha
nd

ra
,N

uS
TA

R
,a

nd
X

M
M

-N
ew

to
n

(in
T

im
in

g
m

od
e)

.
O

bs
er

va
tio

ns
w

ith
ov

er
la

pp
in

g
ex

po
su

re
s

ha
ve

be
en

gr
ou

pe
d

to
ge

th
er

.
Sw

ift
J1

65
8.

2-
42

42
wa

s
al

so
ob

se
rv

ed
by

Sw
ift

/X
RT

an
d

BA
T

,I
ns

ig
ht

-H
X

M
T

,N
IC

ER
,I

N
T

EG
R

A
L,

an
d

AT
C

A
.



146 5. Extreme flip-flops of Swift J1658.2-4242 guided by an internal clock

Start time
(MJD-5800)

Exposure
(ks)

Config Frequency
(GHz)

Flux density
(mJy)

166.83680 23.05 750B 5.50
9.00

2.35 ± 0.17
2.17 ± 0.15

166.82534 22.36 750B 17.0
19.0

2.27 ± 0.09
2.30 ± 0.15

171.93565 14.32 750B 5.50
9.00

5.95 ± 0.10
4.80 ± 0.07

171.92430 14.33 750B 17.0
19.0

3.35 ± 0.12
3.30 ± 0.20

173.87801 23.01 750B 5.50
9.00

50.70 ± 0.60
39.50 ± 0.90

173.89942 19.80 750B 17.0
19.0

29.60 ± 0.50
28.85 ± 0.50

175.62030 16.2 750B 8.40 11.27 ± 0.29

176.59271 24.00 750B 5.50
9.00

6.20 ± 0.20
4.75 ± 0.20

176.61366 19.77 750B 17.0
19.0

3.00 ± 0.15
2.90 ± 0.15

182.83993 2.81 EW352 5.50
9.00

1.76 ± 0.30
1.24 ± 0.10

185.62130 7.43 EW352 5.50
9.00

5.30 ± 0.35
4.10 ± 0.35

192.93941 11.84 EW352 8.40 0.70 ± 0.20

194.52511 1.21 EW352 5.50
9.00

0.95 ± 0.25
0.98 ± 0.25

235.88102 8.02 H168 5.50
9.00

< 0.3
< 0.3

Table 5.2: List of radio observations of Swift J1658.2-4242 by ATCA. No radio emission
was detected in the last observation, so the 3σ upper limit is quoted instead.
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NuSTAR data were reduced using the standard procedure with nupipeline and nuproducts,
using the NuSTAR data analysis software (NuSTARDAS) version 1.8.0, version 4.7.8 of
the CALibration DataBase (CALDB) from the high energy astrophysics science archive
research center (HEASARC), as well as the general functionality of the high energy as-
trophysics software (HEASoft) version 6.25. In all observations, the lower-left corner of
focal plane module B (FPMB) of NuSTAR was contaminated by stray light from a nearby
source. To prevent this from affecting the extracted source signal, we restricted the size of
the source extraction region, as there was some overlap between the source point spread
function and the affected region of the CCD. We chose a circular region with a radius of
155" centred at the location of the source, for FPMB. This selection excluded virtually all
the stray light seen in the CCD and included almost all the source photons. Focal plane
module A (FPMA) did not suffer the same problem, so we chose a much larger source
extraction region of a circle with a radius of 270" instead, also centred on the source. This
different selection enabled us to test whether our choice of source extraction region for
FPMB affected its spectrum. There are slight differences between the spectra of the two
instruments at low energies, but they are insignificant to this analysis. Slight normalisation
differences between the two instruments are as expected. Background extraction regions
were selected manually for each observation and focal plane module, as the area of a circle
of radius 30", placed far away from the source, and any other possible contaminants in the
field of view. We restricted the NuSTAR energy range to 3–79 keV. NuSTAR spectra were
also rebinned with GRPPHA to contain at least 20 counts per energy bin.

Observations by XMM-Newton were taken by the pn, and MOS2 detectors of the Euro-
pean photon imaging camera (EPIC; Strüder et al., 2001). The EPIC-pn camera was set to
Timing and Burst mode, in which the pnCCD achieves high temporal resolution but loses
spatial resolution along the y direction of the CCD. Thus, instead of a circular region, we
selected individual pixel columns. As Swift J1658.2-4242 was very bright throughout all
XMM-Newton observations, the entire CCD was dominated by source photons. Therefore,
we used all observed photons to create the light curves and spectra and did not apply a
background correction. The contribution from the background was estimated by compar-
ing the spectra in the strip of 4 × 200 pixels furthest away from the source, to the spectra
of the remaining 60 × 200 pixels of the CCD. The four-pixel wide column had a compara-
tively larger soft spectral component than the 60-pixel column. We interpret this as being
primarily due to background contamination. As the four-pixel column was still dominated
by the source, it would be inadvisable to use this as a background estimate. Instead, we
decided to ensure minimal background contamination of the source spectra, by ignoring
all energies for which the four-pixel column had a flux equal to at least 5% of the flux in
the remaining pixels. This limit was exceeded at all energies below 2.7 keV, but not at any
higher energies. Therefore, we restricted the XMM-Newton spectra to the energy range
2.7–10 keV.

We used version 16.1.0 of XMM-Newton’s Science Analysis System (SAS), implementing
epchain to create event files, then using the standard procedures to produce spectra and
light curves. We used epiclccorr to correct the light curves for telemetry dropouts. A few
soft proton flares were detected when plotting the XMM-Newton light curves at energies
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exceeding 12 keV. All time intervals for which the count rate at these energies exceeded
4 cts/s were excluded from the light curves. Photons were binned into 6 ms intervals,
limited to that value by the frame time for EPIC-pn in Timing mode. We compared the
count rates of the observations made in Timing mode with those made in Burst mode
shortly before or afterwards, to test whether the XMM-Newton observations were suffering
from pile up. Such comparisons indicated a negligible level of pileup.

Lien et al. (2018) determined that Swift J1658.2-4242 is heavily obscured, with a hy-
drogen column density of NH ≈ 1023 cm−2. Jin et al. (2019) also detected a strong DSH
around the black hole candidate. This provides a challenge for spectral fitting, as the DSH
causes a significant, energy-dependent modification of the point spread function of the
source. Therefore, pectra extracted from insufficiently large regions are distorted, partic-
ularly at low energies. Jin et al. (2017) and Jin et al. (2019) developed the spectral fitting
model dscor to account for scattering of X-rays by a DSH along the line of sight. However,
these models only work for circular source extraction regions and could therefore not be
used for the XMM-Newton observations in Timing mode. To fit these spectra accurately
as well, we developed a new spectral fitting model to describe the effect of the DSH on
rectangular extraction regions which are not centred on the source.

We used the Chandra Grating-Data Archive and Catalogue webpage3 to calibrate the
data from the Chandra high energy transmission grating (HETG) observation of Swift
J1658.2-4242. Then we also extracted energy spectra for the positive and negative grating
directions.

The two Astrosat observations were performed with the LAXPCs. They were first re-
duced using the laxpc_make_event code inside the laxpcsoft package. Then, we generated
light curves from the resulting level-2 event files using the task laxpc_make_lightcurve.
The Astrosat observations had a significant background count rate, which was determined
by the chain of analysis tasks laxpc_make_spectra, laxpc_make_backspectra, and finally
laxpc_make_backlightcurve.

Swift J1658.2-4242 was observed with Insight-HXMT in pointed observation mode
starting on MJD 58169. There are 21 available individual pointing observations with a
total net exposure time of ≈ 700 ks. All the data were reduced following standard pro-
cedures using the Insight-HXMT data analysis software package HXMTDAS v2.01. The
good time intervals (GTIs) were filtered with the screening criteria: (1) Earth elevation
angle > 10 degrees; (2) the value of the cutoff rigidity > 8; and (3) the pointing offset
angle < 0.04 degrees. The events taken during satellite slews and passages through the
South Atlantic Anomaly were also filtered out. For the data detected by the ME, the task
megti was applied to make corrections to the GTI file.

The Insight-HXMT count rate observed by the ME detector was affected by the con-
tribution of nearby sources in the field of view (Xiao et al., 2019). Within the 5.5–10 keV
energy range of interest, we determined the contamination from the brightest background
source in the field of view, GX 340+0, to be 2.6 cts/s. By comparing the light curves of
Insight-HXMT ME with those of NuSTAR, and XMM-Newton for the same energy range,

3http://tgcat.mit.edu/

http://tgcat.mit.edu/
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we, however, found the best possible agreement for an additional background count rate of
3.9 cts/s. As GX 340+0 is not the only uncorrected background source in the field of view,
we used this empirical best fit value to estimate the additional background contribution.

To improve our understanding of the hard X-ray evolution during the outburst, we
also created light curves from observations by the IBIS/ISGRI instrument on INTEGRAL.
We extracted the count rates of individual images, each corresponding to one pointing
observation, produced using the ISDC Off-line Scientific Analysis (OSA) software version
11, for five energy bands in the range 20–200 keV.

5.3.2 X-ray timing and spectral analysis
X-ray observations were sorted according to whether flip-flops were detected in them. When
we did not detect flip-flops, we generated one periodogram and one energy spectrum for
the entire observation. In contrast, when flip-flops were detected, observations were split
into individual regions, which were analysed separately. We selected intervals that started
or ended at least 100 s before, or after any flip-flop transition, to be used in determining
the timing, and spectral properties of each of the flip-flop states.

Medium energy X-ray light curves were extracted for the 5.5–10 keV band. The lower
limit of 5.5 keV was chosen because the DSH caused different telescopes to disagree on the
flux densities measured at lower energies. The upper limit was chosen because of the energy
range of XMM-Newton and the desire to maintain consistency across different instruments.

We generated periodograms using the general high-energy aperiodic timing software
(GHATS) v.1.1.1 developed by T.M. Belloni, and the Stingray timing software (Hup-
penkothen et al., 2016). We binned individual photon detections into 10.24 ms bins and
generated individual periodograms for intervals of 210 bins. These were then combined to
form averaged periodograms.

We created one periodogram for every orbit within each observation by NuSTAR and
Astrosat, as long as the orbit did not feature a flip-flop transition. If it did, the relevant
orbit was subdivided further to separate the bright from the dim state. XMM-Newton
data were binned into 2 ks segments, or shorter ones if a flip-flop transition required it.
We excluded all regions with less than 500 s duration, for which low statistics hampered
precise spectral fits.

We subtracted the Poisson shot noise from all Leahy-normalised periodograms (Leahy
et al., 1983) and subsequently applied the square fractional rms normalisation (Belloni and
Hasinger, 1990). The periodograms were rebinned logarithmically and were then exported
to XSPEC. We fit them using at least three different Lorentzians, at least one of which was
zero-centred, following Belloni et al. (2002). We fit the main QPO peak, the broad-band
continuum, and all visible harmonics. We extracted the main QPO properties (ν0, Q, r,
rms) from the fits, whenever a QPO was detected. The rms was computed by integrating
fitted periodograms between 0.5 Hz, and 50 Hz, and calculating the associated source and
background count rates in the interval. The values of the NuSTAR fractional rms in the
QPOs were corrected for the effects of the NuSTAR deadtime (van der Klis, 1989). We
also applied the rms correction to suppress high-frequency power, as described by van der
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Figure 5.1: Light curve of the 2018 outburst of Swift J1658.2-4242 in three different energy
bands. The top panel shows the flux in an intermediate energy X-ray band of 5.5–10 keV,
as observed by Swift/XRT, Insight-HXMT/ME, XMM-Newton, NuSTAR, and Astrosat.
In the second panel, we plot the Swift/BAT, Insight-HXMT/HE, and INTEGRAL light
curves in the hard X-ray band of 20–200 keV. The radio light curves at 5.5, 8.4, 9, 17, and
19 GHz detected by ATCA are plotted in the third panel. We split the data temporally
into six regions; the initial flux increase and spectral softening in the LHS and HIMS, the
flip-flops, the intermediate HIMS sandwiched between the two flip-flop intervals, the late
flip-flops, and finally, another interval for which we lack data to characterise accurately.
The rest of the outburst was also observed and analysed, but we primarily focused on the
regions shown here. We scaled the count rates of Astrosat, Insight-HXMT, and Swift/BAT
to agree with observed fluxes measured by other telescopes.
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Klis (1989).
Spectral fits were performed using XSPEC version 12.9.1u. To model the intervening

absorption, we used solar abundances from Wilms et al. (2000) and the photoionisation
cross-sections from Verner et al. (1996). The spectrum of the very first NuSTAR obser-
vation, with ObsID 90401307002, was also analysed but is not described here, as it was
already thoroughly analysed by Xu et al. (2018), and because it differs greatly from the
other NuSTAR and XMM-Newton spectra we investigated. It features a dominant power
law component, and a negligible multicolour disc black body component (Xu et al., 2018).

5.3.3 Radio data
We obtained radio monitoring of Swift J1658.2-4242 with ATCA, under project code C3057.
Data were obtained at eight epochs from MJD 58166 – 58235. Most radio observations
were taken at central frequencies of 5.5 GHz, 9 GHz, 17 GHz, and 19 GHz, where each
frequency pair (5.5/9 and 17/19 GHz) was recorded simultaneously. However, our three
observations after 2018-03-05 were only taken at 5.5 GHz and 9 GHz. These frequency
bands were recorded with a bandwidth of 2 GHz. Additional 8.4 GHz ATCA observations
were taken on 2018-02-26 and 2018-03-15 as part of observations with the Australian Long
Baseline Array (project code V456). These data were recorded with a bandwidth of 64
MHz. The bandpass and flux calibration was performed for all radio observations using
PKS 1934-638. Secondary phase calibration was done using the nearby (4.65 degrees away)
calibrator J1714-397 for all observations except those taken on 2018-02-26 and 2018-03-15,
which used J1713-4257 (2.9 degrees away).

The radio data were flagged and calibrated following standard procedures within the
common astronomy software application (CASA, version 4.7.2; McMullin et al., 2007).
Imaging was carried out using CLEAN within CASA. Due to a significant amount of
diffuse emission in the field, we used a Briggs roust parameter of 0 to help mitigate effects
from diffuse emission within the field. Typically, flux densities were determined by fitting
for a point source in the image plane. However, due to either short on-source time, or a
very compact telescope configuration, flux densities of observations on 2018-03-05, 2018-
03-08, and 2018-03-17 (MJD 58182, 58185, and 58194, respectively) were determined by
fitting for a point source in the UV-plane using UVMULTIFIT (Martí-Vidal et al., 2014).
We also used UVMULTIFIT to search for intra-observational variability within the radio
observations, to identify the possibility of radio flaring associated with the X-ray flip-flops.

5.4 Light curves
In Fig. 5.1 we show the light curve of the first 60 days of the 2018 outburst of Swift J1658.2-
4242 in three different energy bands. We separated this light curve into six temporal regions
based on their different features. In the first region, we detected Swift J1658.2-4242 in the
LHS, with the typical flux increase from quiescence. We depict the total outburst in the
HIDs of Fig. 5.2 and 5.3. The set of data on the lower right of Fig. 5.3 is from this
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Figure 5.2: HID of all Swift/XRT observations. Colours and shapes distinguish the different
states of the outburst. Hardness is defined here as the ratio of fluxes in the two energy
bands 6–10 keV, and 3–6 keV. Each data point represents one entire observation. Black
squares are observations for which a state classification was not possible. The errors in the
flux are shown but are almost always smaller than the symbols used for the data points.
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Figure 5.3: NuSTAR HID. Colours and shapes distinguish QPO types, and flip-flop de-
tections, respectively. Hardness is defined as the ratio of count rates in the two energy
bands 8–79 keV, and 3–8 keV. Data were binned into 200 s intervals. Error bars have been
included but are almost always smaller than the symbols used for the data points.

LHS, and shows a negative correlation between intensity and hardness, with a Pearson’s
correlation coefficient of rxy = −0.71, and a two-tailed p-value of p = 7.5 × 10−11.

Next, we observed the HIMS. The time of transition from the LHS to the HIMS is
not known, but spectral analyses of NuSTAR and Swift/XRT observations indicate that
it probably occurred around MJD ≈ 58168. Within this state, we detected an increase in
the 5.5–10 keV X-ray flux, in parallel with a decrease of the 20–200 keV flux, showing the
significant softening of the spectrum. This softening can also be seen in the upper right
region of the HIDs of Fig. 5.2 and 5.3.

On MJD 58174, we observed the start of a major radio flare with ATCA, which reached
flux densities at least 8.7 times brighter than those measured at any other time during the
outburst. As the radio flux was still rising when the observation finished, the flare presum-
ably reached even greater fluxes. Merely 200 s after the end of this ATCA observation, we
measured the highest NuSTAR and XMM-Newton X-ray flux of the entire outburst, 5.4
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times brighter than in the previous NuSTAR observation. This can be seen in Fig. 5.4.
We also observed the brightest hard X-ray flux of the outburst at the same time, in an
observation by Insight-HXMT HE in the 20–200 keV band (see Fig. 5.1). When fitting the
NuSTAR energy spectrum of this brightest state, we measured a total flux in the 3–79 keV
energy range, of F3−79 = 9.75 × 10−9 erg cm−2 s−1. This corresponds to an unabsorbed
and unscattered flux of F3−79,0 ≈ 1.64 × 10−8 erg cm−2 s−1. Using the distance estimated
by Jin et al. (2019) of ≈ 10 kpc, we calculated the unabsorbed and unscattered source
luminosity to be L3−79 ≈ 2 × 1038 erg s−1.

5.4.1 Early flip-flops
Within the same simultaneous observation by NuSTAR and XMM-Newton in which we
measured the greatest intensity of the outburst, there was a sudden flux drop of 43%
within 40 s. In subsequent observations by NuSTAR, XMM-Newton, Astrosat, and Insight-
HXMT/LE and ME, we saw similar flux increases or decreases, with the bright states
having a 49–77% higher flux than the dim states (see Fig. 5.4, 5.5, 5.6, and 5.7). Transitions
between the two flux levels occurred on timescales of 26–800 s (see Fig. 5.4, 5.5, 5.6, and
Table 5.3). Unlike Xu et al. (2019), and Jithesh et al. (2019), we identify these phenomena
as flip-flops, as they feature most of the characteristics of flip-flops seen before in other
BHTs.

Table 5.3 shows that the greatest ratio of bright to dim state flux between neighbouring
states that we observed, occurred during the first observed flip-flop transition and has
a value of 1.77. Subsequent flux ratios indicated a decreasing amplitude of fractional
flux variation between the two states over time. The second to last of the flip-flops that
we observed directly had a flux ratio of merely 1.49. This is reminiscent of a damped
oscillation.

In Fig. 5.4, 5.5, and 5.6, we plotted the light curves and hardness ratios of individ-
ual NuSTAR and simultaneous XMM-Newton observations containing flip-flops. 5.4 also
features the ATCA observation of a radio flare, and 5.6 is complemented by an Astrosat
observation. These figures show that changes in the total flux occurred coincident with
changes in the hardness. Higher flux corresponded to greater hardness, but the fractional
increase in hardness was smaller than the fractional increase in flux. We can, therefore,
deduce that a flip-flop transition from a dim to a bright state corresponds to a flux density
increase for both hard and soft X-ray energies. Nevertheless, the hard X-ray flux must
have a larger fractional increase than the soft X-ray flux, to generate the observed change
in hardness. However, this trend does not extend to very high energies, as the 20–200 keV
light curve of Fig. 5.1 does not feature as significant fractional flux variations within the
flip-flop intervals, as the 5.5–10 keV light curve does.

The hardness ratios in Fig. 5.4, 5.5, and 5.6, seem to be correlated with flux variations
in the bright states, and anti-correlated with flux variations in the dim states. This is
verified in the best fit lines of individual regions within the NuSTAR HID of Fig. 5.3.
Remarkably, despite being separated by several days, all bright states, and all dim states,
lie in the same region of the HID. We combined all the bright state measurements to find
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Figure 5.4: Light curve and hardness ratio of the first flip-flop transition observed dur-
ing the outburst, in NuSTAR observation 80301301002, and XMM-Newton observation
0802300201. We also show the ATCA radio light curve in this interval. ATCA detected
a flare, and subsequent decay at about the same time as the first flip-flop was observed.
Each bin in the light curve covers 100 s intervals, the inset light curve has 40 s bins, and
the hardness ratios are determined for 200 s bins. Vertical lines are plotted every 2761 s,
for the interval covered in this figure, and also in Fig. 5.5, and 5.6. These lines show that
almost all flip-flop transitions occur at integer multiples of a fundamental period.
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Figure 5.5: Light curve and hardness ratio of the second segment of observations within
which we observed flip-flops. This light curve features data from the NuSTAR observation
80302302002, and the XMM-Newton observation 0811213401. Each bin in the light curve
covers 100 s intervals, and the hardness ratios are determined for 200 s bins. Vertical lines
are plotted every 2761 s, for the interval covered in this figure, and also in Fig. 5.4, and
5.6. These lines show that almost all flip-flop transitions occur at integer multiples of a
fundamental period.
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Figure 5.6: Light curve and hardness ratio of the third segment of observations in which
flip-flop transitions were observed. This light curve features data from Astrosat observa-
tion T02_011T01_9000001940, the NuSTAR observation 80302302004, and XMM-Newton
observation 0805200201. Each bin in the light curve covers 100 s intervals, the inset light
curve has 20 s bins, and the hardness ratios are determined for 200 s bins. Vertical lines
are plotted every 2761 s, for the interval covered in this figure, and also in Fig. 5.4, and
5.5. These lines show that almost all flip-flop transitions occur at integer multiples of a
fundamental period.
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State Time of centre Transition
State Flux duration of transition duration

(ks) (MJD-5800) (s)
Bright
Dim

9.09
5.15

≥ 12.7
≥ 65.2 174.2942 42 ± 4

Bright
Dim
Bright
Dim

8.56
5.47
8.41
4.81

≥ 13.9
5.6
2.7
≥ 39.0

176.9158
176.9895
177.0127†

74 ± 8
26 ± 3
62 ± 10†

Dim
Bright
Dim
Bright
Dim
Bright
Dim

7.25
4.72
7.04
4.59

≥ 28.8
4.0
7.6
19.0
27.4
≥ 2.0
≥ 9.2

181.1200∗

181.1697∗

181.2635∗

181.4857
181.8045

120 ± 40∗

800 ± 200∗

320 ± 80∗

160 ± 20
36 ± 5

Dim
Bright
Dim
Bright
Dim
Bright
Dim
Bright

2.40
2.95

3.15
2.41
2.91
2.32
3.16

≥ 13.1
7.6
2.2
18.3
≥ 2.0
≥ 0.4
7.9
≥ 12.2

205.1654
205.2539†

205.2836†

205.5001

205.5556
205.6505

90 ± 20
110 ± 30†

700 ± 100†

50 ± 20

50 ± 10
100 ± 20

Table 5.3: List of flip-flop properties. Each horizontal line denotes a prolonged gap be-
tween observations, within which flip-flop properties could not be accurately identified.
Two horizontal lines distinguish the early from the late flip-flops. Fluxes are determined
in the 3–79 keV range from the NuSTAR FPMA spectra, and are expressed in units of
10−9 erg cm−2 s−1. State durations are calculated based on the first and last measurement
performed by NuSTAR, XMM-Newton, or Astrosat, which can be confidently associated
with this state. The time of the centre of transition, and its duration, were calculated
using Equation 5.1 on the NuSTAR light curves, restricted to be within 100 s before the
start of the transition, and 100 s after the end of the transition. For the late flip-flops, we
restricted the region of the light curve to be fitted to 200 s before the start, and 200 s after
the end of the transition. When transitions were not seen by NuSTAR, we instead calcu-
lated the transition times from the XMM-Newton light curves. The symbols † and ∗ denote
transition times calculated from the XMM-Newton Timing and Burst mode light curves,
respectively. Transition times calculated from XMM-Newton Burst mode light curves are
less reliable estimates and are therefore significantly larger. Blank cells indicate states or
transitions for which certain properties could not be determined reliably.
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a correlation coefficient of rxy = 0.66, and associated two-tailed p-value of p = 2.5 × 10−7,
indicating a strong positive correlation between intensity and hardness. In contrast, the
combined dim state measurements have correlation statistics of rxy = −0.17, and p = 0.045.

Throughout the observations by NuSTAR, XMM-Newton, and Astrosat, we observed
six bright states, seven dim states, and nine transitions between the two states. In Fig.
5.6, we noticed one additional instance of a significant flux difference on either side of a gap
within an observation by NuSTAR, caused by its low Earth orbit, at about MJD 58181.84.
However, the differences in the flux, timing, and spectral properties on either side of the
gap, are consistent with the flip-flop behaviour, and we consider that the unobserved region
also featured a flip-flop.

In Fig. 5.7, we zoom into the flip-flop region to better illustrate what is happening
within it. Thanks to frequent observations by Swift and Insight-HXMT, we can narrow
down the start of the flip-flop interval to MJD 58174. Interestingly, this implies that the
start of the flip-flops coincides with the time of the highest intermediate and hard X-ray
fluxes, and the major radio flare.

On MJD 58184, following an extended bright state, which appeared to last for more
than two days, we observed a final transition to a significantly lower flux. None of our
observations over the subsequent 20 days showed any flip-flop activity. Therefore, it seems
like this final drop-down transition on MJD 58184–58185 marked the end of this interval
of flip-flops, which had lasted for about 11 days.

The Insight-HXMT, and Swift/XRT light curves during the flip-flop interval revealed
the existence of seemingly long (≈ 1 day) dim state periods. These were interspersed with
shorter segments involving several flip-flop transitions to and from bright states, which we
observed to last for 2.2–19.0 ks (see Table 5.3). However, it is likely that we missed several
bright states between individual Insight-HXMT and Swift observations. In the light curve
of Figure 5.7, there appear to be four shorter segments within which bright states and
flip-flop transitions were observed. We obtained detailed measurements with NuSTAR,
XMM-Newton, and Astrosat of three of these segments, which can be examined in greater
detail in Fig. 5.4, 5.5, and 5.6. The duration of these short segments in which one or
more bright states were observed, seems to increase from one instance to the next (lasting
approximately 0.15, 0.25, 0.5, and 3.3 days, respectively), whereas the time between them,
in which no bright state was observed, appears to decrease (lasting approximately 2.5, 2.0,
and 1.6 days, respectively).

In the 20–200 keV range, we detected similar up-and-down behaviour in the flux, which
corresponds to, but is less pronounced than the light curve evolution observed in the
5.5–10 keV interval. Individual states are harder to identify in the hard X-ray light curve,
so we focused on the 5.5–10 keV one. However, as the hardness ratios of Fig. 5.4, 5.5, and
5.6 indicate, another way to single out flip-flop transitions is to monitor the ratio of the
disc black body to power law emission.

The flux change during transitions decreased gradually over time, as can be seen by the
dotted lines in Fig. 5.1, and 5.7. However, there is only a minimal variation between the
flux changes of adjacent transitions. This is illustrated by the blue line in Fig. 5.14, which
does not show any discontinuities at the transitions. The gradual flux difference decrease
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Figure 5.7: Light curve from Fig. 5.1, zoomed into the flip-flop interval. We omitted the
20–200 keV light curve as it does not provide as much useful information as the other two
light curves do in this interval.
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Figure 5.8: Light curve of the entire outburst, for X-rays of 5.5–10 keV, 20–200 keV, and
at radio wavelengths.
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observed in the flip-flops is reminiscent of the amplitude decay of a damped oscillator.
We determined the time it takes to transition between the two states, by fitting this

function:

y(t) =


y0 + m1(t − t0) if t ≤ t0

y0 + y1−y0
∆t

(t − t0) if t0 < t ≤ t0 + ∆t

y1 + m2(t − t0 − ∆t) if t > t0 + ∆t

, (5.1)

to the region of the light curves from 100 s before the start, to 100 s after the end of each
transition. In the above equation, y0 is the flux just before the transition, and y1 is the
flux just after it; t0 is the time when the transition starts, and the transition duration is
∆t; m1 and m2 are the gradients of the light curve just before and after the transition.
We found that the transition durations measured from observations by XMM-Newton in
Burst mode were substantially longer than other measurements, which is a consequence of
its larger uncertainties. Transitions from bright to dim states were found to take longer
than transitions from dim to bright. Bright to dim transitions lasted for about 42–160 s,
whereas dim to bright transitions only lasted for about 26–35 s.

In the inset of Fig. 5.6, we indicate the presence of a short (≈ 90 s) drop in the light
curve, with a fractional flux decrease of ≈ 15%, just 300 s before the transition from the
bright to the dim state. We also see two long (≈ 600 s), almost triangular flux drops of
≈ 18% just before the first flip-flop transition, as can be seen in the inset of Fig. 5.4.
These features might be interpreted as failed transitions back down to the dim state.

After the end of the flip-flops, the variability of the light curves on timescales of days
was small (see Fig. 5.1). We did not find any evidence of flip-flops in the two NuSTAR
and simultaneous XMM-Newton observations made in this interval, and even frequent
monitoring by Swift and Insight-HXMT did not reveal any significant flux changes. The
flux decreased exponentially.

Both NuSTAR and XMM-Newton observations in this interval lie in almost the same
region of the HID (See Fig. 5.3), which is, however, very clearly distinguished from every
other observed part of the outburst. We see a negative correlation between hardness and
intensity when combining the two observations, with rxy = −0.75, and p = 2.6 × 10−22.

5.4.2 Late flip-flops
On MJD 58201, Swift/XRT detected an X-ray flare. Five days later, in the following
observation by NuSTAR and XMM-Newton, we detected flip-flops again (See Fig. 5.9).
These, however, differ quite significantly from the ones seen previously. They have much
smaller flux differences, with flux ratios of between 1.22 and 1.36 between the bright and
dim states in the 3–79 keV energy range.

Interestingly, the X-ray flare is placed in the same region of the HID as the early flip-
flops were observed in. The late flip-flops observed afterwards, however, fall into a different
region, as can be seen in Fig. 5.2.

Unlike the early flip-flops, here we observed a positive correlation between hardness
and intensity in both the bright and dim states. The same correlation applies to both, and
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Figure 5.9: Light curves and hardness ratio of the NuSTAR and XMM-Newton observations
of the late flip-flops. We used the same energy ranges and time bins as in Fig. 5.4, 5.5,
and 5.6. The Burst mode is not included here, as it was strongly affected by soft proton
flares. Vertical lines are drawn every 2610 s, showcasing that the late flip-flops also feature
a period underlying the times of transition between the two flip-flop states.



164 5. Extreme flip-flops of Swift J1658.2-4242 guided by an internal clock

Figure 5.10: Light curve and hardness ratio of the final NuSTAR observation, with ObsID
90401317002, starting at MJD 58235.96. We used the same energy ranges and time bins
as in Fig. 5.4, 5.5, and 5.6

has a correlation coefficient and p-value of: rxy = 0.95, and p = 4.1 × 10−20.
Due to fewer observations of Swift J1658.2-4242 during the late flip-flop interval, we

cannot place stringent bounds on its start and end times. The X-ray flare may have
marked the start of this interval. In the days that followed the flare, we detected a greater
variability between subsequent observations by Swift/XRT and BAT than in the 15 days
that followed the end of the first flip-flop interval. This variability seemed to end by about
MJD 58215, which is our estimate for the end of this late flip-flop interval.

We observed four bright states, four dim states, and six transitions between them. One
additional transition was inferred but was not observed. Contrary to the early flip-flops,
the late flip-flop transitions from bright to dim states (50–110 s) were faster than the
reverse transitions (90–700 s).

The final NuSTAR observation, on MJD 58235–58236 contained a drop in the flux of
about 27% during a gap in the data, followed by a gradual flux rise up to the previous
level (see Fig. 5.10). The hardness ratio correlates with the flux for this observation (with
rxy = 0.89, and p = 4.1×10−20), but the shape of the light curve is vastly different to what
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was seen during the early or late flip-flops. We, therefore, decided against labelling these
flux changes as flip-flops.

In the first NuSTAR observation, two absorption dips were seen (Xu et al., 2018).
These are distinguished from flip-flops via their short duration, their shape in the light
curve, and the increase of the hardness ratio. We did not observe dips in any of the other
observations of Swift J1658.2-4242.

The major radio flare seen at the start of the early flip-flop interval died down quickly.
During the following observation, ≈ 1.5 days after the detection of the radio flare, the flux
had almost entirely returned to its previous level again. We did not detect any additional
radio flares at any other point during the outburst.

In Fig. 5.2 we show all Swift/XRT observations of the outburst, which continued until
September 28, 2018 (MJD 58389). The rest of the outburst features the typical decrease in
flux, followed by an increase in hardness, as can be seen in Fig. 5.8. As far as we can tell,
Swift J1658.2-4242 never reached the HSS but remained in the intermediate states until it
reached the LHS.

The duration of the flip-flop states seems to decrease over time. By this, we define
the amount of time for which a particular bright, or dim state was maintained, from the
end of the transition leading into it to the start of the transition leading out of it. In the
first observation by NuSTAR, and XMM-Newton within the early flip-flop interval, only
one bright and one dim state was seen. In the subsequent two observations, two bright,
and two dim states were detected. Moreover, within the late flip-flop interval, a single
NuSTAR observation spanned four bright, and four dim flip-flop states (See Fig. 5.4, 5.5,
and 5.6). In this outburst alone, we recovered some of the variety of flip-flops seen in the
literature. We observed a range of flip-flop amplitudes, and durations, and also detected
different behaviour in the time domain.

5.5 Discovery of an underlying clock in flip-flop tran-
sitions

5.5.1 Constant timescale for early flip-flops

Flip-flop states have vastly different durations. The time between one flip-flop transition
and the next was observed to range from anywhere between 2.56 ks to at least 65.2 ks.
There does not seem to be a fixed time after which the light curve repeats itself in a periodic
manner. However, in the XMM-Newton observation 0811213401, we noticed that two of
the observed flip-flop states during MJD 58176–58177 had times between transitions which
had a ratio very close to 2:1 (See Fig. 5.5, and Table 5.3). The time between the first
and second, and between the second and third transition in this observation, is 5590 s and
2785 s, respectively. Based on this finding, we investigated the possibility of an underlying
timescale manifesting itself throughout all flip-flops. Starting from one of the transitions
of this observation, we extrapolated integer multiples of the shorter of the two durations
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throughout the early flip-flop interval via the equation:

f(n) = Pn + t, (5.2)

where t is the centre time of one particular flip-flop transition; P is a period, which we
initially estimated to be P = 2785 s, and n ∈ Z. We found that numerous transitions lie
very close to one of the f(n) times determined by this formula. Transitions do not happen
at every integer n, but when they occur, they lie close to one of the f(n). The light curve
does not appear to be periodic, but changes in the light curve occur at seemingly random
multiples of a fundamental period, P . Due to the lack of overall periodicity, the standard
methods to search for a period over which a cycle repeats itself are not applicable here.

We used the centre times of each transition, which were determined by fitting the light
curves around every transition with Equation 5.1. Of the nine transitions we observed,
eight are fitted well by Equation 5.2 and a period of about P = 2785 s. Often, one of the
f(n) times passes through the width of a transition or is just barely shy of it (see Fig. 5.4,
5.5, and 5.6). However, the first transition observed by XMM-Newton in Burst mode on
MJD 58181 (Fig. 5.6) is not close to any of the times calculated by Equation 5.2.

Excluding this anomalous transition time, and using ≈ 2.78 ks as our initial estimate
of the period, we determined a best fit with P = 2761.0 ± 0.4 s, and t = 58174.2955 ±
0.0006 MJD, having a goodness of fit of χ2 = 16.5, for 6 degrees of freedom. The results of
this fit are shown in Fig. 5.11. The vertical lines drawn in Fig. 5.4, 5.5, and 5.6 showcase
the best fit results overplotted by the light curve. We also searched for a period larger than
2761.0 s that could fit our observations better than this one, but did not find any. Shorter
periods were found, but these turned out to be fractions of the 2761.0 s period.

We next considered the significance of this detection by investigating the likelihood of
obtaining at least as good of an agreement from a sample that was not based on a funda-
mental period. We, therefore, simulated sets of nine random transition times within the
window of our observations of the early flip-flop interval, to which we randomly assigned
our measured errors in the transition times. The shorter the period is, the greater the
likelihood of finding a good agreement between randomised transition times, as the maxi-
mum delay between a transition time and an extrapolated period decreases. We, therefore,
considered the probability of being able to fit for a period in the way we did, which is
at least as long as the one we determined. We fitted all simulated transition times with
Equation 5.2, using a given input period, and having set n = 0 for the chronologically first
transition. For each set of nine simulated transitions and each initial period estimate, we
excluded the transition deviating the most from the best fit, leaving only eight transitions
to be fitted. In doing so, we ensured that simulated and real data were treated in an
identical way.

We fitted the remaining eight transitions again, to determine the closest integer n for
each of them, to make sure that the ignored transition did not affect the result. Using the
newly found best-fitting integers n, we performed a third fit to find the optimal P and t,
and to minimise the χ2, which we finally compared with the best fit for the actual data. We
provided a sample of initial period estimates, starting from 2761.0 s, up to the maximum
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Figure 5.11: The difference between the best fit period and the observed time of the centre
of each transition. We ignored the anomalous transition time in the fit, but showed it on
the graph nevertheless. The error bars indicate the measured duration of the transition.
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period that would allow for nine transitions to occur within our set of observations. The
increment in the initial period estimates was chosen in such a way as to correspond to a
decrement of one in the number of multiples of the period that could be placed between
the start and the end of the early flip-flop interval. In doing so, we sampled the entire
range of possible periods.

Every set of simulated transition times was fit with all of these initial period estimates,
and we investigated how many simulations had transition times that could be fitted equally
well, or better than the actual data, using the same procedure, with at least one period
in the specified range. When running 105 iterations of this simulation, we found that only
3.38% of randomly generated sets of transition times fitted with a χ2 of at most 16.5, to a
fundamental period at least as large as 2761.0 s, when the worst fitting time was excluded
from the fit.

We noticed that the single anomalous transition occurs very close to the halfway point
between two of the f(n). This raises the question of whether a period of about half of our
first estimate is instead the actual recurrent timescale of the flip-flop transitions. Indeed,
a period of P = 1380.5 ± 0.2 s agrees well with all the early flip-flop transition times we
observed, fitting with a χ2 of 18.2 for 7 degrees of freedom. However, we found that in 104

simulations, the probability of obtaining at least as good of an agreement between nine
randomly generated transition times, for a period at least as long as this one, is 18.2%.
Despite the existence of one anomaly, there is a greater significance in the existence of an
underlying period of 2761.0 s in the early flip-flops. It is possible that P = 1380.5±0.2 s is
the actual underlying period defining the times of transition, but our data are insufficient
to distinguish periodicity on these time scales from noise. We, therefore, rely on the
agreement obtained for a period of 2761.0 s.

5.5.2 Variable timescale for early and late flip-flops
Next, we turned our attention to the late flip-flops, and the six transitions observed in
them. A simple extrapolation of the best fit we had found for the early flip-flops did
not fit the transition times of the late flip-flops. Additionally, two transition times were
separated by about 2560 s, which suggests that the late flip-flops cannot be fitted well with
a period of 2761.0 s and might require a different period. We investigated the possibility
of a different linear relation linking the times of the late flip-flop transitions, via Equation
5.2, independent of our results for the early flip-flops. The best fit to these data was
obtained with P = 2610 ± 20 s and t = 58205.165 ± 0.003 MJD, and has a goodness of
fit of χ2 = 42.5, for 4 degrees of freedom. These best fit parameters were used to plot the
vertical lines in Fig. 5.9. This best fit period underlying the late flip-flop transitions is
about 5.5% smaller than the one found for the early flip-flops.

Using a similar simulation as before, after updating the parameters to match the ob-
servations of the late flip-flops, we found that for 5 × 105 iterations, the probability that
six random transition times within our late flip-flop observations fit with a period at least
as large as 2610 s, and a goodness of fit of at most 42.5, is about 7.37%. This higher prob-
ability is a consequence of the large χ2 that we obtained for the best fit to the observed
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times of transition in this interval. The timing of transitions in the late flip-flops is less
consistent than in the early flip-flops.

The detection of similar underlying periods in both intervals is intriguing. We inves-
tigated whether all transitions, in both the early and the late flip-flop intervals, could be
fitted with one universal equation of the form:

f(n) = Pn + An2 + t, (5.3)

where P describes the initial period at n = 0; t describes the reference time, corresponding
to the time of the transition at n = 0; A describes the gradual change in the period, and
is equal to A = 1

2ΠΠ̇, where Π(n) = P + 2nA is the period at n. We, however, do not
measure the periods at any of the n, but rather the time between any two n, such as:
f(n) − f(n − 1) =

∫ n
n−1 Π(n)dn = P + (2n − 1)A.

By setting appropriate initial estimates for P , of the best fitting period found for the
early flip-flops, and for A, such that the 5.5% difference in the periods of the early and late
flip-flops could be generated within the 32-day range of early to late flip-flop observations,
we discovered a fit that achieves a good agreement for all transition times in both intervals,
except for the one anomalous transition in the early flip-flops. Excluding that one, the
best fit parameters were found to be P = 2770.0 ± 0.6 s, t = 58174.2963 ± 0.0008 MJD,
and A = (−8.70 ± 0.06) × 10−2 s, resulting in an initial rate of period decrease equal to
Π̇(0) = (−6.28 ± 0.04) × 10−5. The best fit has 11 degrees of freedom and a goodness of fit
of χ2 = 52.6. We indicate the difference between the measured transition times, and the
closest value of Equation 5.3 to each transition time, using these best fitting parameters,
in Fig. 5.12. The ability to fit both early and late flip-flop transitions could indicate a
strong connection between them.

We once again investigated the significance of this detection, under the assumption that
the early and late flip-flops should be considered as one phenomenon rather than two. To
do so, we modified the above simulations to instead generate 15 random transition times
within our observations of early and late flip-flops. We fitted these times with Equation 5.3
instead, and removed the worst fitting instance. We also had to specify a range of input
values for A, which we limited to having an absolute value of less than 0.0870. After 104

iterations, we found that the probability of obtaining at least as good of an agreement in
randomised data as we had found for our observations, is 0.23%, or 2.8σ.

This analysis is based on the idea that the early and late flip-flops are the product
of the same process, which evolves over time, but is not seen for about two weeks. A
complementary possibility is that the early and late flip-flops are completely independent
realisations of the same process, which are possibly a consequence of the major flares
observed in X-ray and radio.

We, therefore, also consider the probability of obtaining a linear fit from Equation 5.2 to
both the early and late flip-flop intervals individually, in both instances fitting with a period
of at least as large as the one we found in our observations, for equally many transitions
as we observed, and having a goodness of fit smaller than the one we detected, and also
having periods in both intervals that are separated by less than 5.5%. Using the results
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Figure 5.12: The best fit of Equation 5.3 to the times of transition in both the early
and late flip-flops. The transition times cannot be fitted with Equation 5.2, assuming a
constant, and not too short period. Nevertheless, by adding an additional term to allow
for a change in the period, all times of transition could be fitted reasonably well. The
anomalous transition time was not used in the fit.
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of our simulations for a constant period in the early and late flip-flops described above,
we calculated the probability that any randomly chosen combination of an early and late
flip-flop period, which managed to meet our fitting criteria applied to simulated data, had
a separation of at most 5.5%. This probability was found to be about 26%. Therefore, the
probability of randomly generated, and independent early and late flip-flop transition times
being able to be fitted with a constant period in each interval, which is greater than or equal
to the one we found in the data, which fits at least as well as our measurements did, and have
periods separated by at most 5.5%, is P = 0.0338 × 0.0737 × 0.26 = 6.48 × 10−2%, or 3.2σ.
This result is based on 105 simulations for the early flip-flops, and 5 × 105 simulations for
the late flip-flops. In these simulations, we excluded the worst fitting transition to ensure
that the data and simulations were handled in the same way. We used the exact same
procedure on both the real data and all simulated data. These results, therefore, suggest
that this underlying period is significant.

This entire analysis is based on the 15 flip-flop transitions that we observed. There were
two more instances when a flip-flop transition was inferred to have occurred in a short gap
in the observations, on MJD 58181.8, and MJD 58205.5. We note that in both instances,
there was one f(n) time that occurred within the gap and might have coincided with the
unobserved transition. Neither of the two unobserved flip-flops contradicts the detection
of a period in either the early or the late flip-flop interval. We did not use the gaps as
additional measurements of times of flip-flop transition, as the associated error in their
measurements is so large that they did not aid the investigation of possible periods.

5.6 Periodogram and QPO analysis
To learn more about the flip-flop transitions, we generated periodograms of individual
flip-flop states, and entire observations without flip-flop activity, from the light curves of
Astrosat, NuSTAR, and XMM-Newton. In Fig. 5.13 we plotted the periodograms of all the
flip-flop states observed by Astrosat, as well as the periodogram of the Astrosat observation
in the HIMS, for comparison.

During the initial rise in flux in the outburst, we found a narrow QPO perched on a
strong broad-band continuum featuring a second harmonic, and no subharmonics. It has
properties indicative of a type C QPO (Xu et al., 2018). We noticed that the frequency
of this QPO increased alongside the flux, rising from 0.13 Hz at the start of the first
observation by NuSTAR, to 1.9 Hz by the end of the first Astrosat observation. This
occurred alongside a flux rise from 3.9 × 10−10 erg cm−2 s−1 to 1.1 × 10−9 erg cm−2 s−1 in
the energy range 3–79 keV.

5.6.1 Flip-flop QPOs
We analysed the periodograms of the flip-flop states individually and noticed a duality
of properties, matching the duality of the flux levels. All bright states have similar peri-
odograms, and so do all dim states. However, the periodograms of the bright states differ
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Figure 5.13: Poisson noise subtracted, squared fractional rms normalised Astrosat peri-
odograms of different intervals of the outburst. The first Astrosat observation in the LHS
is marked in black. All other periodograms originate from different regions of the second
Astrosat observation, which contains flip-flops (See Fig. 5.14). Both the LHS and Flip-flop
dim state periodograms have inflated widths due to being generated from a large time
interval containing a variable type C QPO frequency. Generating the periodograms of
shorter intervals yields a narrower QPO. The same is not true for the type A QPOs in the
bright states.
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Figure 5.14: Spectrogram of the second Astrosat observation, starting on MJD 58180.786,
with an overplotted light curve. Colours denote the Leahy normalised, and Poisson noise
subtracted power. The light curve is plotted in green. The blue curve represents the same
light curve but with a count rate reduced by 650 cts/s in the bright states. Gaps in the
observations due to the low Earth orbit of Astrosat have been left out for display clarity.
The time is measured in seconds of observing time since the start of the observation.
The light curve is split into 200 s segments, for which the average count rates and the
periodograms were computed. The periodogram frequencies are rebinned on a logarithmic
scale. The first three state transitions shown here all lie within gaps in the data. However,
we see the entire fourth transition near the end of the observation.
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Figure 5.15: Correlation between the best QPO fitting parameters and the count rate, in
each of the 200 s intervals of Figure 5.14. We fitted each periodogram between 4 and 10
Hz with a Lorentzian added to a straight line with a constant gradient. The properties
of the Lorentzian were extracted to determine the centroid frequency, quality factor, and
fractional rms in the QPO.
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]

Figure 5.16: Spectrogram of the last flip-flop transition shown in Fig. 5.14, as seen by
Astrosat. Colours denote the Leahy normalised, Poisson noise subtracted power. The light
curve is plotted in green. The time is measured in seconds of observing time since the start
of the orbit. We computed the periodogram, and the average count rate, for each of the 20
s intervals into which we divided the data. We plotted a smaller frequency range for this
figure due to significant noise at low frequencies, a consequence of the short interval size.
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remarkably from those of the dim states (see Fig. 5.13).
The dim flip-flop states detected by Astrosat, NuSTAR, and XMM-Newton all contained

a reasonably narrow (4.7 ≤ Q ≤ 17) QPO at frequencies of 6–7.5 Hz (see the purple,
red, and dark blue periodograms in Fig. 5.13). They feature a sub-harmonic, but no
higher order harmonic. The rms in the QPO is 2.5–8.2%. Together with a strong, flat,
broad-band continuum with a break frequency at about 3 Hz, the total rms of the dim
states between 0.5 Hz and 50 Hz was found to be 6.4–10.3%. The large effective area of
Astrosat enabled a more detailed examination of the change in QPO properties on shorter
timescales. We noticed that the centroid frequency of the QPO in the dim states of the
second Astrosat observation scales with the count rate (Fig. 5.14 and 5.15), with rxy = 0.78
and p = 7.3 × 10−19. We additionally found that the quality factor increases slightly with
increasing count rate (rxy = 0.38, p = 3.2 × 10−4). Moreover, the rms in the QPO
was found to decrease with increasing count rate (rxy = −0.51, p = 3.8 × 10−7), thereby
indicating that the rms also correlates negatively with the centroid frequency (rxy = −0.64,
p = 2.0 × 10−11).

By comparing these results with the distinguishing characteristics of the three different
QPO types (Motta, 2016), we found that almost all of these properties suggest that this
is a type C QPO. However, this QPO has a large range of quality factors (4.7 ≤ Q ≤ 17)
and is usually found at Q < 10, which is too wide to fit the standard definition of a type
C QPO (Motta, 2016). However, Type C QPOs with smaller quality factors than stated
by the standard definition have been seen before, by Motta et al. (2012). This suggests
that the lower limit of the quality factor of type C QPOs is ill-defined. Furthermore, the
shape of the continuum, the large rms, and the correlations between count rate, centroid
frequency, and rms, are all inconsistent with type B and A QPOs.

Whereas the type C QPO of the dim states can easily be seen in the spectrograms of
Fig. 5.14 and 5.16, no QPO can be identified during the bright states by eye. So the QPO
seems to disappear entirely in dim to bright transitions. This is, however, a consequence
of the low amplitude and broad profile of the QPO in the bright state and the short time
sampling used in these figures. Generating periodograms over longer time intervals instead
revealed the existence of a very low amplitude, broad peak with a centroid frequency of
about 5.0–7.2 Hz, a quality factor of 2.0–3.8, and an rms of 1.4–2.3% (see Fig. 5.13). Fig.
5.14 also shows that the broad-band continuum at low frequencies is strongly suppressed in
bright states. However, Fig. 5.13, ,indicates that the bright state continuum grows at low
frequencies, such that bright and dim states have approximately equal power at 0.1 Hz.
The continuum contributes slightly to the total integrated rms in bright states, which is
about 2.0–2.7%. These broad, low amplitude QPOs are very difficult to detect and could
only be seen in the Astrosat periodograms. This QPO type is undoubtedly a type A QPO,
because all of these fitting parameters and the shape of the periodogram agree with the
standard properties of a type A QPO (N03). We did not detect the type A QPO in the
periodograms of NuSTAR and XMM-Newton. Nevertheless, we found that the shape of
their periodograms, and the low rms in the bright states, were consistent with the Astrosat
result.

Following Lewin et al. (1988), we determined the detection significance of the type A
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QPOs. We split the data into individual orbits and only kept data firmly belonging to
the bright flip-flop state. We determined the QPO detection significance for each of these
intervals and found it to be between 3.2 − 11.6 σ. The lowest value was found for a very
brief interval. Therefore, we conclude that all bright states observed by Astrosat featured
a type A QPO. Through the similarity in their properties, we infer that a type A QPO
was also present in all other bright states of the early flip-flops.

Thanks to the large effective area and short time resolution of Astrosat, we were able
to compute accurate periodograms over short time intervals as well, enabling the creation
of the spectrograms shown in Fig. 5.14, and 5.16. In Fig. 5.16, we zoom into the first-ever
detection of a direct transition from a type A to a type C QPO. Other groups (C04, Del
Santo et al. 2008) have detected a type C QPO in one observation, and a type A in the next.
However, they could not rule out the possibility that the interval between the observations
contained a transitional type B QPO. We, however, see multiple direct transitions between
types A and C, and can, therefore, determine whether the change between the two QPO
types involved a type B QPO. If a type B QPO had occurred during the transition, it
would have featured as a very bright spike in the spectrograms, with next to no broad-
band continuum, and would presumably have been found at a slightly different frequency
than the type C QPO. Visually, we do not see any features matching this description in
Fig. 5.16. We also fitted the periodograms during the transition, to search for a type B
QPO, but did not find any. We even used intervals as short as 10 s without detecting any
type B QPO. The search for QPOs in short time segments becomes increasingly difficult
because many cycles are needed to crystallise out a QPO from a strong continuum, and
noise. So even though we cannot rule it out entirely, we can rule out the existence of a
type B QPO on any timescale longer than about 10 s during this transition.

We note that the change in the periodogram is very sudden. In Fig. 5.16, we see that
the type C QPO took less than 20 s to appear. Using smaller time intervals indicates that
it took at most ≈ 10 s to get started. There was no indication of the impending change of
the QPO in the periodogram before the transition. This is significantly shorter than the
flux transition, which took ≈ 140 s instead. Another interesting feature is that the QPO
suddenly appears about 100 s after the start of the transition in the light curve, and ≈ 40 s
before the flux has finished dropping down to the dim state level.

In Fig. 5.17, we plot the relation between the Astrosat total integrated rms and the QPO
frequency. In the inset, we plot the deadtime corrected rms in the QPO, in observations by
NuSTAR, and XMM-Newton. Comparing this with the rms as a function of ν plots of other
transient BHTs (see e.g. Motta et al., 2011), we can distinguish QPO types, which fall into
different regions of this graph. We see the typical negative gradient relation between the
rms and centroid frequency of the type C QPOs (rxy = −0.997, p = 1.0 × 10−16 for the
Astrosat observations, and rxy = −0.91, p = 1.0 × 10−20 for the combined NuSTAR, and
XMM-Newton observations), and the independence of the rms and centroid frequency of
type A QPOs (rxy = 0.23, p = 0.61). We indicate the region where we would expect the
type B QPOs to appear, based on the observations of other BHTs. Compared to similar
plots by Motta et al. (2011), we noticed a lack of type B QPOs in this outburst. This also
indicates that we only observed QPO types A and C, but no type B QPO.
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We also tested whether the change in the timing properties could be explained by the
addition of a separate flux component which dilutes the variation seen in the periodogram.
We added a component to the dim state Astrosat light curve, whose value in every time
bin is given by a Poisson distribution with a mean value set equal to the mean counts per
bin of this Astrosat dim state. This simulates a 100% flux increase by a separate feature
with purely Poissonian variability. As expected, this hardly affected the overall shape of
the periodogram or the QPO properties. We retained the same broad-band continuum
and comparatively narrow QPO. Hence, the increase in flux is not directly responsible for
the change in the QPO. Therefore, the source of the type C QPO and the broad-band
continuum must either be disrupted or blocked from being viewed, to obtain the observed
changes to the periodogram.

In the time between the early and late flip-flops, we once again detected type C QPOs.
These were found at frequencies of 3.5–6.1 Hz but were stronger (with an rms in the QPO
of ≈ 10%), and narrower (Q ≈ 10) than those observed in the dim flip-flop states.

We did not find any QPOs in the late flip-flops, but we did detect a change to the
periodogram in these transitions. NuSTAR suffers from a significant and variable deadtime
of ≈ 2.5 ms, whose effect can, however, be mostly corrected for by cross-correlating the
two light curves to generate a cospectrum (Bachetti et al., 2015). The total integrated rms
obtained by this method differs slightly from the one obtained from an ideal non-deadtime
affected periodogram. However, substantial changes to the rms are nonetheless significant.
Despite the non-detection of a QPO, we still determined the total integrated rms of the
NuSTAR cospectra in the bright and dim states of the late flip-flops, between 0.01 and 20
Hz. It was found to be about 8–12% in the dim states and 6% in the bright states. We,
therefore, still observe a significant change in the periodogram in late flip-flop transitions,
which cannot be obtained merely by diluting variations due to the higher count rate of
the bright states. The value of the rms in the two states and their position in the HID
seems to suggest that the late flip-flops correspond to transitions between the HIMS and
the SIMS. However, the bright state, with the lower rms, was found at a greater hardness
than the dim state.

The final observation by NuSTAR in the SIMS (see Fig. 5.10) also featured some
changes in flux. We also did not detect any QPO in this observation. The orbit with
the lowest flux level had an rms of 7%, and the orbit with the highest flux had an rms of
10%. So there is some indication of changes to the periodogram in this observation as well.
However, the difference is smaller and less significant than the rms differences found in any
of the early or late flip-flops. No HFQPOs were detected at any point in the outburst.

5.7 Energy spectra

5.7.1 Dust scattering halo and energy shifts
In Fig. 5.18, 5.19, and 5.20, we plot the NuSTAR and XMM-Newton spectra of a simul-
taneous set of intervals from the long dim state observed on MJD 58174. We only include
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Figure 5.17: Here, we plot the total integrated rms and QPO centroid frequency of each
orbit from the two Astrosat observations. The inset shows the centroid frequency and the
corrected rms in the QPO, detected in individual orbits of NuSTAR, and in 2 ks regions
of the XMM-Newton light curves. Total rms values are computed in the 0.5–50 Hz range.
We use colours and shapes to distinguish the type of QPO and whether the measurement
was made during the flip-flop period, or outside of it.
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times when both instruments were observing Swift J1658.2-4242. As Fig. 5.18 shows,
these spectra differ quite a lot, especially at low energies. Therefore, it is not possible to
fit them both using the same parameters unless only data at energies exceeding 5.5 keV is
considered. This is why we restricted the medium energy X-ray light curve of Fig. 5.1, 5.4,
5.5, 5.6, 5.9, 5.10, 5.7, and 5.8 to the range of 5.5–10 keV. The difference at low energies
is caused by the DSH, combined with distinct source extraction methods and regions.

Using the DSH model we developed for the XMM-Newton pn CCD in Timing mode,
and the standard DSH model by Jin et al. (2017) and Jin et al. (2019) for NuSTAR, we
managed to remove almost the entire difference between the NuSTAR and XMM-Newton
spectra at low energies, as is shown in Fig. 5.19. The remaining difference between the two
spectra at low energies could be due to background contamination or indicate the limit of
the usefulness of our DSH model at large hydrogen column densities.

Xu et al. (2018) and Xu et al. (2019) describe an absorption line at an energy of
7.03 keV, very close to the iron K-edge at 7.112 keV. This line can be seen in Fig. 5.19,
and might be the signature of an accretion disc wind (Ponti et al., 2012a, 2016; Díaz Trigo
and Boirin, 2016). However, the simultaneous XMM-Newton spectra feature an emission
rather than an absorption line at this energy. There is a contradiction here which needs
to be resolved. As the absorption and emission lines are very close to the iron K-edge, we
investigated the possibility that a wrong energy calibration at ≈ 7 keV could produce a
fake emission or absorption line. By adding a non-zero redshift component to describe a
slight shift in energy, having different values for NuSTAR and XMM-Newton, we achieved
a good agreement between the two spectra at these energies.

Therefore, either the NuSTAR, the XMM-Newton spectra, or both, require an energy
recalibration. After the end of the late flip-flop region, we examined the Chandra HETG
spectrum, which was obtained simultaneously to the last NuSTAR observation. As the
Chandra spectrum is also strongly affected by the DSH at low energies, we restricted the fit
to 5.5–10 keV to ensure that the DSH correction would not bias our results. The NuSTAR
spectrum contains a strong absorption line at ≈ 7 keV, as in all other observations. We
fitted the possible absorption or emission line by including the additive gauss model in
the spectral fit. For NuSTAR, this possible absorption line was best fitted with a centroid
energy of 7.224+0.099

−0.056 keV, a variance of (1.47 ± 0.85) × 10−1 keV, and a normalisation of(
−2.23+0.75

−0.53

)
× 10−4 photons cm−2 s−1, with the negative sign indicating that this is an

absorption line. This line has an associated equivalent width of −28.5+9.6
−6.8 eV. However,

the Chandra spectrum was best fitted without the inclusion of an emission or absorption
line at this energy. When the additive Gaussian component was included, and the centroid
energy allowed to vary, it did not fit anywhere near the value found by NuSTAR. When
forcing the centroid energy and variance of the Gaussian included in the Chandra fit to be
equal to their best fitted values in the NuSTAR spectrum, we found the best fit Gaussian
normalisation to be:

(
1.9+3.2

−2.9

)
× 10−4 photons cm−2 s−1, corresponding to an equivalent

width of
(
2.4+4.0

−3.7

)
× 10−2 keV. This does not support the existence of either an absorption

or an emission line. Therefore, due to the higher resolution and better calibration of
Chandra spectra, we decided to use an energy shift in the NuSTAR and XMM-Newton
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Figure 5.18: Simultaneous NuSTAR (black for FPMA, red for FPMB) and XMM-Newton
(green) spectra of the long dim state observed on MJD 58174, without a DSH, or an energy
scale correction.
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Figure 5.19: Simultaneous NuSTAR (black for FPMA, red for FPMB) and XMM-Newton
(green) spectra of the long dim state observed on MJD 58174, with a DSH, but without
an energy scale correction.

spectra to ensure their consistency with the non-detection of an emission or absorption
line at ≈ 7 keV by Chandra.

We obtained further support for this idea when fitting for the energy of the iron K-edge.
We not only found that the best fit energy of the edge differs from the value it should have,
of 7.112 keV, but that in using the best fit edge energy, we no longer see absorption or
emission lines at these energies.

To measure the energy shift of the iron K-edge, we fitted NuSTAR and XMM-Newton
spectra between 5.5–9 keV using the combination of XSPEC models: edge*diskbb. By
comparing the fitted edge energy with the value it should have, of 7.112 keV, we can
determine a redshift which can be implemented into a model for the entire spectrum, to
correct for the energy offset observed at the iron K-edge, and ensure consistency in the
spectra of NuSTAR, XMM-Newton, and Chandra.

The best fit results of the shift in iron K-edge energy from its expected value, in the
NuSTAR and XMM-Newton spectra, are shown in Fig. 5.21. As expected, NuSTAR
spectra require a negative redshift energy correction, and XMM-Newton spectra require a
positive redshift energy correction. When applying these energy corrections via a redshift
component, we obtain the spectra shown in Figure 5.20. We still retain slight differences
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Figure 5.20: Simultaneous NuSTAR (black for FPMA, red for FPMB) and XMM-Newton
(green) spectra of the long dim state observed on MJD 58174, with both a DSH, and an
energy scale correction.

between the spectra, but they are now undoubtedly more consistent than without the DSH
correction and the energy calibration correction.

5.7.2 Spectral analysis
Comparing the spectra of the bright, dim, and late flip-flop states, we found that they
are remarkably similar (see Fig. 5.22). Visually, besides having a different normalisation,
these spectra are more similar to each other than to either of the three non-flip-flop spectra
shown in this figure. The difference between the bright and dim flip-flop spectra is larger
at higher energies. The hardness ratio, therefore, increases simultaneously with the flux,
as can be seen in Fig. 5.4, 5.5, 5.6, and 5.9.

The initial LHS spectrum differs noticeably from the other spectra we measured (see
Fig. 5.22). However, we also found that the spectrum in the interval between the two
sets of flip-flops, and the spectrum after the completion of the late flip-flops, are visually
somewhat similar, besides having a different normalisation. This would indicate that the
spectra themselves distinguish the flip-flop intervals from other parts of the outburst. This
behaviour is reminiscent of state transitions, which typically are observed to occur at a
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Figure 5.21: The difference between the expected iron K-edge energy of 7.112 keV, and
the best fitted edge energy, in NuSTAR and XMM-Newton spectra. The energy shift was
determined by fitting a simple zedge*diskbb model to spectra confined to the energy range
of 5.5–9 keV.

very similar hardness.
To better understand the differences between the bright and dim states of the flip-flop,

and what distinguishes the flip-flop intervals from other parts of the outburst, we fit the
spectra of individual flip-flop states and entire observations, which did not feature any flip-
flops. We used two sets of XSPEC models in the spectral fitting to obtain two independent
estimates of various parameters, which we describe below.

In Model 1, we fit the spectral energy contribution from the multicolour black body
component of the accretion disc, using the model diskbb. The high energy power law com-
ponent is represented by the cutoffpl model, which includes a cutoff energy, beyond which
the power law becomes steeper. We also add a diskline component to describe the iron Kα

line at 6.4 keV. The effect of absorption by interstellar dust is modelled through the multi-
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plicative ztbabs component. We shift the energy of the spectrum to ensure the iron K-edge
is located at 7.112 keV by freezing the redshift at the energy shift found previously for each
spectrum. We correct for the effects of the DSH through the multiplicative model dscor.
We also used the constant multiplicative model to apply a cross-calibration correction
constant between the two focal plane modules of NuSTAR. Combining all these elements,
our Model 1 in XSPEC jargon is: dscor*ztbabs*constant*(diskbb+diskline+
cutoffpl).

The inclination of the accretion disc around the black hole is unknown. However, the
dips seen at the start of the outburst, and the shape of the HID (compare Fig. 5.2 with
the HIDs of Muñoz-Darias et al. 2013), suggest that the accretion disc around the black
hole has a high inclination relative to the line of sight. To maintain consistency in the
spectral fits, we set the inclination equal to 70◦ for all spectra. The choice of inclination
does not affect the other spectral fitting parameters significantly. Unless a close to face-on
inclination is chosen, the best fit parameter values agree within their respective errors.
The energy of the added diskline was set to 6.4 keV. We were unable to fit for the inner
and outer disc radii using this model, so we set these parameters equal to 6 GM/c2, and
1000 GM/c2, respectively. The remaining spectral parameters were left free, and their
values were determined when fitting the data using this Model 1. These fitting parameters
are the hydrogen column density (NH), the inner accretion disc temperature (Tin), the
emissivity power law index of the iron line (B10), the power law photon index (Γ), the high
energy cutoff (Ecut), as well as the normalisation of the three additive spectral components,
diskbb, diskline, and cutoffpl.

We also fitted the energy spectra using a more physical Comptonisation model by
Poutanen and Svensson (1996), compPS. As this model describes both the disc black body
and the power law component of the spectrum, we replaced both these components of Model
1 by compPS, unlike Xu et al. (2019). Therefore, Model 2 is: dscor*ztbabs*constant*
(diskline+compPS). We used the same fixed values for the iron Kα line energy, the inner
and outer accretion disc radii, and the inclination of the accretion disc, which were already
used in Model 1. We used a spherical corona geometry and specified a multicolour disc
black body component by confining the disc temperatures specified in the model to have
negative values. The absolute magnitudes of those values then represent the temperatures
at the inner edge of the geometrically thin, optically thick accretion disc. We fit the
spectra with a free hydrogen column density (NH), emissivity power law index (B10),
coronal electron temperature (Te), inner accretion disc temperature (Tin), coronal optical
depth (τy), relativistic reflection normalisation (Rr), and normalisation of the compPS, and
diskline components. Spectra fitted with both Models 1 and 2 always had a lower χ2 at
the same number of degrees of freedom when fitted with Model 2. This indicates that the
more physical model provides a better description of the data.

We fitted these two models to the NuSTAR FPMA and FPMB spectra on their own,
as well as to the NuSTAR FPMA, FPMB, and XMM-Newton spectra in absolutely simul-
taneous intervals of each observation, or flip-flop state. After correcting for the effects of
the DSH and applying an energy correction, there was a good agreement in the best fit
parameter values of both sets of fits (see Fig. 5.18, 5.19, and 5.20). Due to the shorter
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Figure 5.22: Comparison of the NuSTAR FPMA spectra and the varying strengths of the
individual components they were fitted with, at different times during the outburst. The
spectra here are all fitted with Model 1.
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XMM-Newton exposure times, the latter selection contained a smaller number of flip-flop
states and shorter intervals of simultaneous spectra. To remain consistent, and describe all
the observed flip-flops seen by either of the two instruments, we only plot (Fig. 5.23, and
5.24) and list (Tables 5.4, 5.5, 5.6, and 5.7, 5.9, 5.8) the best fit parameter values found
when fitting the NuSTAR FPMA and FPMB spectra together. In such fits, we only allow
the cross-calibration constant to differ between the spectra from the two focal plane mod-
ules, along with the difference in the source extractions regions used, an essential element
of the DSH model. Errors are quoted at a 90% confidence interval for each parameter.

In Fig. 5.25, we analyse the differences between the bright and dim state spectra.
All the spectra in this figure are fitted with Model 2. Initially, the parameters of both
the bright and dim state spectra were set equal to the best fit values of the dim state
spectrum, in (a). As a result, the dim state spectrum is fitted very well, but the bright
state spectrum has huge residuals. Next, we changed the inner disc temperature of the
spectral fit describing the bright state to the best fit value that had been found when this
spectrum was fitted on its own, in (b). This one change already accounts for most of the
difference between the bright and dim state spectra. So, the dominant cause of the change
in flux between the dim and bright states is an increase in disc temperature and the effect
this has on the power law component.

In plot (c), we also change the compPS normalisation of the bright state spectral fit to
its best fit value. This removed most of the remaining residuals of the fit, except at low
energy, where the greater NH in the bright state has a noticeable impact. When the NH

itself is changed from the dim to the bright state best fit value, in (d), the bright state
spectrum is fitted very well, with only minor differences remaining. By changing all the
remaining parameters, we obtain the final graph, (e).

In Fig. 5.23 and 5.24, we distinguished the results of the spectral fits by whether
flip-flops were detected in the observations and what QPO type was observed, if any.
Interestingly, the observations without a detectable QPO are the least bright, and the
bright flip-flop states with a type A QPO are the brightest. All regions in which a type C
QPO was observed lie between these two extremes. All identical or comparable spectral
parameters involved in the two different fitting models showed similar, though not identical,
values and flux dependencies when applied to the same set of data.

In the results of the spectral fits, we found NH to correlate with flux. When using all
the observations shown in Fig. 5.23, and 5.24, we found rxy,1 = 0.93, p1 = 1.0 × 10−8, and
rxy,2 = 0.83, p2 = 1.2 × 10−5 for the two spectral fitting models, respectively. There is,
however, a partial degeneracy between NH and Tin, as both parameters push the diskbb
spectral component to higher energies. We, therefore, analysed whether the observed
change in NH could also be reproduced by a larger change in Tin. To do so, we fit all the
spectra together, each spectrum with independent fitting parameters as described above.
However, the hydrogen column density was tied together for all these spectral fits. Then
for comparison, we fit all spectra again, but this time with each spectrum having its
own independent hydrogen column density. The second set of fits had 18 fewer degrees
of freedom but also had a χ2 which was smaller by 693. We, therefore, conclude that
the observed correlation between hydrogen column density and flux is a real effect. This
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implies that a significant fraction of the NH must be local to the system and able to vary
within ≈ 2 ks. However, this goes against the assumption of Jin et al. (2019), that all the
absorption occurred in the DSH.

We measured a lower average hydrogen column density for the dim flip-flop states than
for the bright states. The effect of the different NH measured in the bright and dim states
can be seen in Fig. 5.25 (c), and (d). The low p-value for the null hypothesis, which
assumes a constant NH in both states of p = 6.4 × 10−4, and p = 1.9 × 10−4 for the two
models, indicates that the hydrogen column density changes during the flip-flops. Both
Xu et al. (2019) and Jithesh et al. (2019) also detected a greater NH in the bright flip-flop
states, though their values differ from the ones we found, as they did not include the DSH
model in their spectral fits. As another investigation of whether the NH changes during the
flip-flops, we repeated the above test, comparing the best fit χ2 of spectral fits of flip-flop
spectra, having an identical NH with the χ2 of fits with entirely independent values of NH .
We found that the increase in the degrees of freedom by 9, was accompanied by a drop of
the total χ2, of 103. This also supports the notion that the NH changes during flip-flop
transitions.

In both models, we observed an increase in the inner disc temperature with X-ray flux,
most notably between the bright and dim flip-flop states. As Fig. 5.25 indicates, this
temperature change is the cause of most of the difference between the bright and dim
state spectra. This increase is enshrined in the detected correlation between temperature
and flux of the early flip-flop bright and dim states, with rxy,1 = 0.92, p1 = 1.6 × 10−4,
and rxy,2 = 0.91, p2 = 2.4 × 10−4 for the two models. Interestingly, the two states by
themselves do not show any significant correlation at all, with p1 = 0.51, p2 = 0.81 for the
bright states, and p1 = 0.98, p2 = 0.59 for the dim states. At comparable fluxes, the disc
has a lower inner temperature in both flip-flop intervals, compared to other parts of the
outburst. This is a consequence of the power law component being stronger during the
flip-flops than in other regions of the outburst whose spectra we obtained, as shown in Fig.
5.22.

On the two graphs of the dependence of the iron Kα diskline normalisation on X-ray
flux, we plotted a straight line depicting a constant equivalent width under the assumption
of a uniform spectral shape. Fig. 5.22 indicates that even though the spectra have some
differences in their spectral shape, this is still a reasonably good assumption. We notice
that the equivalent width of the bright and dim flip-flop states is very similar (46±12 eV).
This suggests that the disc intercepts a similar solid angle of light emitted by the primary
X-ray source in both states. The interval between the early and late flip-flops features a
greater equivalent width (83 ± 20 eV), and both the late flip-flops (20 ± 5 eV) and the final
NuSTAR observation in the SIMS (13 ± 7 eV) have lower equivalent widths than the early
flip-flops. the largest equivalent width (166 ± 8 eV) was measured in the first NuSTAR
observation when the BHT was in the LHS.

The emissivity power law index, B10, does not change significantly throughout the
observations we analysed. This was found for both sets of spectral fitting models that we
used.
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(a) (b)

Figure 5.23: Comparison of the best fit NuSTAR spectral parameters of individual obser-
vations and flip-flop states fitted with Model 1,
dscor*tbabs*constant*(diskline+diskbb+cutoffpl). The spectra are distinguished
by their corresponding fluxes, timing properties, and flip-flop state classifications. The
first NuSTAR observation was excluded, as its spectrum had a negligible black body com-
ponent and differed too greatly from the spectra shown here. The blue dashed line in the
graph of diskline normalisation as a function of flux depicts a line of constant equivalent
width, assuming no change in spectral shape at an energy of 6.4 keV. The two blue dashed
lines in the diskbb normalisation graph indicate the average values of this parameter for
flip-flop and non-flip-flop spectra. One dim flip-flop observation featuring a type C QPO
was omitted from the graph of the high energy cutoff for display clarity, as this parameter
was not well constrained in that observation. We also excluded one bright state, and three
late flip-flop data points from the graph of Betor10, as the fits were insensitive to this
parameter, and the errors in the measurements could not be determined.
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(a) (b)

Figure 5.24: Comparison of the best fit NuSTAR spectral parame-
ters of individual observations and flip-flop states fitted with Model 2,
dscor*tbabs*constant*(diskline+compPS). We excluded three late flip-flop data
points from the graph of Betor10, because the fits were insensitive to this parameter, and
the errors in the measurements could not be determined.
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Figure 5.25: The differences between the NuSTAR spectra observed in the bright (red),
and dim (black) flip-flop states. In panel (a), we show the residuals when fitting the bright
state spectrum with Model 2, and setting all parameters to the best fit values found for
the dim state. In panels denoted with (b), we show the fit and residuals when using the
same fit but changing the bright state inner disc temperature to its best fit value. This
removes most of the difference between the two spectra. The compPS normalisation of the
bright state spectrum is also changed to its best fitting value in panel (c). Most of the
remaining difference between the two spectra is corrected by changing NH , in panel (d).
Finally, plot (e) shows the residuals of the best fits to both bright and dim spectra when
all parameters of the bright state spectrum fit are set to their best fitting values.
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The normalisation of the diskbb component, is given by the equation: Ndbb =
(

Rin

D10

)2
cos i.

It is proportional to the square of the accretion disc inner truncation radius (Rin), and the
cosine of the disc inclination (i). The inclination of the accretion disc is not known, and
the distance to the binary (D10, measured in units of 10 kpc) has a significant uncertainty,
so absolute measurements of the truncation radius from the best fitted values of Ndbb are
very uncertain. We can, however, determine fractional changes in the inner radius, as-
suming a constant inclination. In Fig. 5.23, we observe that the diskbb normalisation is
almost constant in all flip-flop and late flip-flop states, and significantly larger (by a fac-
tor of 2–4) than in observations not involving any flip-flops. All the flip-flop observations
are consistent with variance around a common mean of 67.3 ± 7.1, having rxy,1 = −0.35,
and p1 = 0.18. In contrast, the observations without flip-flops differ too much to have
the same normalisation. Therefore, this suggests that all flip-flops correspond to a similar
geometry, which significantly differs from the geometry responsible for the spectra of other
observations.

The photon index of the power law spectral component, Γ, does not change much within
the spectra we considered. The early flip-flops have an almost constant Γ ≈ 2.05 ± 0.12,
with p = 0.39.

The high energy cutoff increases slightly with increasing flux during the early flip-flops,
having p1 = 0.02. However, there is insufficient evidence to support a change in the cutoff
within the range of bright or dim state observations individually. In the last two NuSTAR
observations, in which we did not detect any QPO, we found that their spectra have a
higher average cutoff (83 ± 40 keV) than any of the spectra of intervals with a measurable
type C or A QPO (52 ± 21 keV).

The normalisation of the cutoffpl component increases almost linearly with flux for all
observations, with no clear distinction between the flip-flop and non-flip-flop states or the
nature of the QPO. Using all best fit cutoffpl values, we obtain a correlation coefficient
of rxy = 0.94, and a p-value of p = 3.6 × 10−9.

We noticed an almost constant optical depth for the bright and dim flip-flop states of
τy ≈ 0.512 ± 0.042. Nevertheless, it features a very gradual rise from dim to bright state,
with rxy = 0.67, and p = 0.032. A greater optical depth of τy ≈ 0.74 ± 0.16 was found
in the interval between the two sets of flip-flops. The remaining observations of the late
flip-flops and the SIMS, for which we did not identify any QPO, had a lower average optical
depth of τy ≈ 0.242 ± 0.057.

We observed a similar trend of the compps electron temperature and the cutoffpl
high energy cutoff as a function of flux. This was expected, as these two parameters are
related. The flip-flops states have Te ≈ 80.2 ± 4.5 kB

−1 keV, and only feature a minimal
negative dependence of electron temperature on flux, with rxy = −0.55, and p = 0.097. A
lower electron temperature is found between the two sets of flip-flops, with an average of
Te ≈ 68 ± 11 kB

−1 keV. Observations of the late flip-flops and the SIMS were found to
have a higher average electron temperature of Te ≈ 140 ± 14 kB

−1 keV.
Finally, the relativistic reflection component of the compps model does not indicate a

dependence on flux for the early flip-flop states, which have an average of Rr ≈ 0.30±0.15.
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This also supports the idea that the area of the disc, as seen from the central X-ray source,
remains constant during flip-flop transitions. Between the early and late flip-flop intervals,
we detected an increase in this component, up to Rr ≈ 0.98 ± 0.28. This is followed by a
drop-down to close to 0 for the late flip-flops and the SIMS.

To study the temporal evolution of the spectral features and determine whether these
change immediately at the transition in the light curve and spectrogram, we fitted the
spectra of 2 ks segments on either side of every observed flip-flop. The resulting fits indi-
cated an immediate change of the inner disc temperature and the power law normalisation.
Furthermore, there was a slight suggestion of delayed hydrogen column density changes in
these spectra. However, changes were small and occurred within the error margin, so a
possible early or delayed change in NH could not be corroborated.

The final NuSTAR observation still had a strong power law component, in addition
to the multicolour disc black body component. Neither of them could be excluded from
the fit or was significantly dimmer than the other. This is indicative of the intermediate
states. It does not agree with the HSS definition, in which the disc black body component
dominates. The remaining observations by Swift/XRT needed to be fitted with both a
black body and a power law component. Therefore, it seems like Swift J1658.2-4242 never
reached the HSS.

5.8 Discussion
We have investigated the differences between the bright and dim flip-flop states, and the
distinctions between the flip-flop intervals, and other parts of the outburst, to enhance
our knowledge of the changes during, and the causes of the extreme flip-flops we observed.
However, there is a distinct lack of models to describe these phenomena.

The flip-flops we observed seem to be of an extreme and rare variety, which has never
been seen before. Previously observed flip-flops had flux ratios of between 1.03 and 1.33
between the bright and dim states, corresponding to transitions between QPO types A and
B, or between types B and C. However, the flip-flops of Swift J1658.2-4242 had flux ratios
of up to 1.77 and corresponded to transitions between QPO types A and C.

Flip-flops have been observed a few times before, but they are not very common, having
only been seen in seven other systems so far, out of ≈ 60 known transient black hole binaries
(Corral-Santana et al., 2016). However, it is possible that many flip-flops were missed, due
to short exposure times, sparse monitoring, long flip-flop state durations, short intervals
of flip-flop activity, or small flip-flop amplitudes.

The duration and frequency of XMM-Newton, and NuSTAR observations in the critical
period of transitions between intermediate states in the outburst of a BHT are unusual,
and enabled the discovery of 17 flip-flop transitions, 15 of which were directly observed,
and two of which were inferred. This is more than has ever been seen before within a
single outburst of a BHT, of a comparable flip-flop duration. Therefore, these observations
are ideal for examining these phenomena within a single outburst, without worrying about
the differences between different outbursts, and different sources. As flip-flop states of



200 5. Extreme flip-flops of Swift J1658.2-4242 guided by an internal clock

the kind we observed for Swift J1658.2-4242 last for at least 2.7 ks, but can also last
for tens of ks, or much longer, short observations risk missing flip-flops entirely. Part of
the apparent scarcity of flip-flops in the literature may be merely the product of shorter
and fewer observations than would be required to detect flip-flops. Daily averaged count
rates seem to indicate the presence of flip-flops in several other outbursts but could not
be verified without direct detection through long continuous observations. Flip-flops are
possibly much more common than they appear to be.

In the standard definition of spectral-timing states used to describe the outburst of a
BHT (Belloni et al., 2011), the dim flip-flop states we observed are classified as HIMS, as
they have both strong black body and strong power law spectral components, feature a
type C QPO, and have an rms in the range typical of the HIMS. Furthermore, the bright
flip-flop states are classified into the AS (Belloni, 2010; Motta et al., 2012) due to their
location in the HID. The AS has similar timing properties as the SIMS but is found at a
greater hardness and a significantly higher flux than the dim state HIMS. Therefore, the
late flip-flops are classified into the HIMS (dim state) and SIMS (bright state) due to their
location in the HID, their rms, and the properties of their periodograms.

Interestingly, we always found a negative correlation between count rate and hardness
in all observations with a type C QPO (see Fig. 5.3). In contrast, the bright flip-flop states,
which feature a type A QPO, and later observations in which no QPO was detected, have
a positive correlation between count rate and hardness. This is predominantly a result of
the relation between the path traced by a BHT in an outburst in the HID, and the QPO
types observed at particular points of the outburst.

Compared to previously observed flip-flops, those in Swift J1658.2-4242 fit into the
sub-sample with long-duration states (of order ≈ 0.1–10 ks), and long transition times (of
order ≈ 10–100 s). We did not observe any short duration flip-flops, which have durations
of order ≈ 10 s, and transition within fractions of a second. This supports the idea that
although the duration and transition time of a flip-flop can change quite a lot within one
outburst of a system, they remain within about one order of magnitude of each other. No
system has been found yet, in which both long and short duration flip-flips were found.
This could, however, be the result of an insufficiently large sample of flip-flops.

The non-appearance of a type B QPO is at odds with previous findings by C04, accord-
ing to which a flip-flop transition always involves a type B QPO. They plot a hierarchy
of QPO types as a function of flux, with type A occurring at the greatest fluxes, type C
at the lowest fluxes, and type B in between the two. The flux limits separating the three
QPO types decayed exponentially with time. Although all flip-flops between types B and
C described in the literature follow this hierarchy, several A to B flip-flops contradict it.
It was thought that type B QPOs are essential for flip-flops and have to appear in either
the bright or the dim state of every flip-flop. We, however, detected the first instance of
flip-flops not involving a type B in either of the two states. Therefore, we conclude that
flip-flops do not have to involve a type B QPO.

Indeed, all hard-to-soft state transitions were thought to require a type B QPO. Al-
though the bright flip-flop states fit into the properties of the AS rather than the SIMS,
the observed change in rms is equivalent to the common distinction between the HIMS
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and SIMS. We, however, found that these kinds of state transitions do not require a type
B QPO.

In Fig. 5.26, we plot a graph distinguishing QPO types in flux and time, analogous
to Fig. 14 of C04. Plotting the temporal evolution of the maximum type C flux and the
minimum type A flux as decaying exponentials, we also found a clear gap between the two.
However, we detected different decay rates of these two exponentials, whereas C04 found
parallel lines in this log-linear light curve.

C04 observed type B QPOs in the gap between types A and C, but we did not. However,
it should be noted that they detected long-lived bright, or dim flip-flop states in this flux
interval, rather than short transition periods, as we did. Perhaps we did not detect any
type Bs in this interval because they take longer to switch on than the transition lasts.
However, the length of the transitions we found is longer than the observed time it took
other type B QPOs in similar systems to appear or disappear. Therefore, it seems as
though longer transitions would also not have involved type B QPOs.

It seems possible that there is a QPO phase diagram of parameter values involving
more than just the luminosity, which separates the different QPO states of a transient
black hole, with transitions between different states happening at specific thresholds. So
far, we know of thresholds separating types A and B, and types B and C. We now know
of a threshold separating types A and C directly, without a type B in between, in analogy
to the solid to gaseous transition in a phase diagram.

The direct transition between QPO types A and C also supports the argument of Motta
et al. (2012). They suggest that types A and C originate from the same physical process,
but that type Bs have an entirely different origin.

We note that it is possible for the type A QPOs to be present in the PSDs at all
times, but remain undetected whenever a type C appears, due to its shallow amplitude
and low power compared to the type C QPO continuum and background. One possibility
is that the type C QPO replaces the type A QPO. Alternatively, the type A QPO is always
maintained in the PSD, and the type C QPO switches on and off alongside changes in the
flux. This is possible, as the type A QPO is much weaker than the type C QPO, so the
type A QPO might be undetected if a type C QPO is also present. We could not rule out
either possibility. An investigation into distinguishing these two scenarios could assist the
interpretation of the origin of both flip-flops and QPOs.

We classify the early flip-flops of Swift J1658.2-4242 as transitions between the HIMS
and the AS. Transitions between these states have not been described before, and most
flip-flops observed so far would be associated with transitions between the HIMS and the
SIMS. The extreme flip-flop properties observed in this system are possibly the result of
transitions from the HIMS to the AS, rather than to the SIMS.

The state of the system at the time of the jet ejection, and the start of the radio flare,
is unknown. The last observation with Astrosat, four days before the start of the flare was
observed, found the source to be in the HIMS. The first observation after the start of the
flare, by NuSTAR, was the first detected bright flip-flop state, which is classified into the
AS. Even though we did not observe a peak of the radio flux, we can infer that it almost
certainly reached its peak during the first flip-flop observation.
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Figure 5.26: Swift J1658.2-4242 light curve, with flux plotted on a logarithmic scale, anal-
ogous to Fig. 14 of C04. We also plotted exponentials describing the minimum type A
flux, and the maximum type C flux, as a function of time. We only included NuSTAR,
and XMM-Newton data, as their spectra enable an accurate flux determination, and as
the QPO type can be unambiguously identified from their light curves. We removed data
points during transitions between the two states to show the limiting fluxes of each state
when there is no transition.
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We note that the power law involved in the flip-flops differs from the standard power
law of the LHS. The dominant power law of the LHS is the source of its high variability,
with rms values of 10–40% (Motta, 2016). Nevertheless, during the flip-flops, we saw a
relative increase in the strength of the power law and an associated sharp drop in the rms
variability. This suggests that the corona generating the Comptonised power law spectral
feature has different properties during the flip-flop intervals than at the start or end of an
outburst. This idea is supported by the high energy cutoff of the power law component in
the spectra.

Within the sole detailed observation of a flip-flop transition, we found flux variation
to precede changes in the periodogram but take longer to transition. This suggests the
existence of two different yet interrelated mechanisms: one for changes in the averaged flux
and another for differences in the periodogram.

The simultaneity of the radio flare with the start of the flip-flop interval implies a
possible causal connection between the two effects. Jet ejections and subsequent radio flares
have been linked with state transitions before (Fender et al., 2004) and are characteristic
features of X-ray binaries in outbursts. However, we see no other radio flare at any later
time, despite observing numerous flip-flops. We did not even see a flare on MJD 58175
when an ATCA observation coincided with a NuSTAR and XMM-Newton measurement
of a bright flip-flop state. If all flip-flop transitions are related to jet ejections, we should
have detected a noticeably higher radio flux in this observation.

Due to the lack of additional radio flares, our observations suggest that they are only
associated with the first flip-flop transition. This view is supported by the observations
described by C04. They detect an ejection episode just before the start of the first X-
ray flip-flop interval, and another one within a second flip-flop interval, 11 days later.
Furthermore, K11 also found a rapid drop in radio emission, possibly belonging to the
end of a radio flare, just before the start of the flip-flops. Therefore, the entire flip-flop
behaviour might be caused by the system settling back to an equilibrium state following
the disruption caused by the initial jet ejection.

One might expect that a radio flare could also have occurred at the start of the late
flip-flop interval. However, we cannot investigate this possibility due to a lack of radio
observations in this epoch. We encourage further analysis of similar events, to determine
whether there is a connection between the X-ray flip-flops, and the radio flares.

We pose the question of whether the early and late flip-flops are two different instances
of the same phenomena, or whether they are governed by entirely distinct mechanisms.
The drop in the early flip-flop amplitude and state duration over time seems to continue
into the late flip-flops. This is reminiscent of a damped oscillation, which encompasses both
the early and late flip-flops. There is a greater similarity between the spectra of the early
and late flip-flops, than with the spectra obtained in the interval between the two sets of
flip-flops, or after the late flip-flops have stopped. For instance, the diskbb normalisation
implies that the flip-flops have very similar values of R2

in cos i, which are significantly larger
than corresponding values in observations outside of either of the two flip-flop intervals.

However, there are also some obvious distinctions between the two sets of flip-flops.
The late flip-flops have a smaller amplitude, a greater frequency of transitions, and a
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shorter fundamental period underlying the timing of transitions than the early flip-flops
do. All early flip-flops are found at almost the same locations on the HID, with only minor
variations over several days. The late flip-flops, however, lie in an entirely different region
of the HID and feature different correlations between hardness and intensity. We did not
detect any QPOs in any of the late flip-flop states. However, we observed a noticeable
difference in the rms of the bright and dim states. On average, the transition times were
longer than their earlier equivalents, but the duration of individual flip-flop states was
shorter. The late flip-flop spectra also contain a noticeably smaller iron Kα equivalent
width than the early flip-flops, suggesting a difference in geometry.

In both the early and the late flip-flop intervals, we observed a period relating the times
of transition from one state to the other. The period found in the late flip-flops is slightly
smaller than the one detected in the early flip-flops. We showed that it is possible to fit
the early and late flip-flop transition times under the assumption of a decreasing period,
or as two separate events. The similarity in the periods found in the two intervals suggests
that either the late flip-flops could be a continuation of the early flip-flops. Alternatively,
they could be separate events, but flip-flops within the same outburst could be constrained
to have a limited variation of the transition period. The existence of this period implies
a semi-periodic mechanism, by which the system can change from one to the other state
only at specific points in time, but does not have to change at every multiple of the period.
The time between one transition and the next appears to be a random integer multiple of
the underlying period.

The interval between the early and late flip-flops is clearly distinguished from them
via its spectral, variability, and timing properties. This indicates that there is a different
physical mechanism at play during it. These different properties also suggest that this
interval did not feature any unobserved flip-flops. However, of the two NuSTAR and XMM
observations in this interval, the latter observations show a significantly greater similarity
to the flip-flop spectral and timing properties. For example, the QPO in the first of these
intra-flip-flop observations has a frequency of 3.9 Hz. In contrast, the QPO in the second
of these observations has a frequency of 5.7 Hz, much closer to the QPO frequency in
the dim flip-flop states observed previously, of 6.2–8.3 Hz. The fitted spectral properties
also support this interpretation, with the latter intra-flip-flop observation having similar
parameter values as the late flip-flops, as can be seen in Fig. 5.23, and 5.24. This possibly
indicates a gradual return to the set of conditions enabling flip-flops to occur.

We notice similarities in the light curves of some, but not all, black hole transients
featuring flip-flops. Swift J1658.2-4242, XTE J1859+226 (C04, and Sriram et al. 2013),
H1743-322 (H05), possibly also the 2002-2003 outburst of GX 339-4 (N03), all feature an
initial flip-flop region at the brightest part of the outburst, which is followed by several days
of almost constant flux before a late flip-flop interval is initiated. Flip-flops in the latter
interval were only detected and described for Swift J1658.2-4242 and XTE J1859+226.
However, comparable regions in the light curves of other black hole transients appear very
similar and might also contain flip-flops. None of these systems exhibits a third region that
appears to contain flip-flops. These similarities suggest that flip-flops could be linked to a
particular type of outburst evolution, which only occurs for some BHTs.
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An intriguing distinction between the times when flip-flops occurred and when they did
not, can be seen in the fitted truncation radius of the accretion disc. Fig. 5.23 points to a
consistent value of the diskbb normalisation for all flip-flop states, both within the early
and the late flip-flop interval. Other observations within a similar part of the outburst,
which do not feature flip-flops, have a range of different values for this normalisation.
However, these are all a factor of 2–4 smaller than what was found within the flip-flop
intervals. The diskbb normalisation is defined as:
Ndbb =

(
Rin

D10

)2
cos i, where Rin is the inner radius of the accretion disc, D10 is the distance

to the source, in units of 10 kpc, and i is the inclination. The distance to the system can
be assumed to be constant. Therefore, as long as the inclination does not vary, changes of
the diskbb normalisations are due to a difference in the truncation radii. The spectral fits,
therefore, indicate that the disc is truncated at a specific radius whenever flip-flops occur.
Following the same reasoning, other times of the outburst, which do not feature flip-flops,
have no consistency in their truncation radii.

The fitted diskbb normalisation falls into the range of 17–74 within the NuSTAR
spectra of observations after the initial flux rise. Even though we do not know the exact
inclination of the accretion disc relative to the line of sight, we assumed it to be ≈ 70◦.
Along with the estimate of the distance to the system, of ≈ 10 kpc (Jin et al., 2019),
we can approximate the range of diskbb normalisations to correspond to accretion disc
truncation radii in the range of 12–25 km. We used the conversion by Kubota et al. (1998)
to obtain the actual truncation radius from the spectrally fitted one. This correction
increases the radius by 19–65%, depending on the choice of κ, and we chose the maximum
of κ = 2.0. The resulting radii are still too small compared with the gravitational radius
of a 10 M⊙ black hole, of 14.9 km. The small spectrally fitted inner truncation radii
could result from an overestimated black hole mass, an underestimated inclination, or an
underestimated distance to the black hole. However, these quantities cannot differ much
from their estimated values. Tomsick et al. (2009) points out that mixed results were
obtained from using the spectrally fitted normalisation of the disc black body component
to estimate the inner radius. Additionally, in the relativistic rigid body precession model
of the QPO, its frequency is determined by the truncation radius of the accretion disc. A
larger truncation radius should yield a lower QPO frequency. However, the highest QPO
frequencies were observed in the dim flip-flop states, when the spectrally fitted truncation
radius was at its largest. The accretion disc inner radius as a function of time remains
uncertain. However, it is seemingly very close to the black hole in the brightest phase of
the outburst, especially whenever there is no indication of flip-flop activity.

We found that the major spectral difference between the dim and bright flip-flop states
results from an increase of the inner disc temperature at a constant inner radius. An
additional increase of the power law normalisation and the hydrogen column density are
required to explain most of the changes in the flux and spectral shape between the dim
and bright flip-flop states.

The flip-flop interval features a decrease in flip-flop amplitude over time. This decrease
seems to continue into the late flip-flop phase, for which both the absolute and the abso-
lute fractional flux difference is substantially smaller than they were in the early flip-flop
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interval. This suggests an association of flip-flops with a damped oscillation with an irreg-
ular period. In this picture, the mechanism responsible gradually loses its amplitude and
approaches an equilibrium state. Perhaps the jet ejection triggered an imbalance in the
system, which initiated an instability that pushed the system from one unstable state to
another, resulting in an oscillation between the two unstable states.

The physical mechanism causing flip-flops to occur remains unknown. The association
of flip-flops with alterations of QPOs suggests that understanding the former might require
knowledge of the latter. The ongoing discussion about the origin of QPOs complicates the
search for a model describing the cause of flip-flops. However, as our findings of transitions
between QPO types A and C demonstrated, an understanding of flip-flops could also aid in
the search for the origin of QPOs. Below, we present some ideas to provide the reader with
a flavour of some ingredients that could play a role in shaping the flip-flop phenomenology.

Flip-flops are described by two timescales; the duration of a state before the next
transition and the time the BHT takes to change from one state to the other. For Swift
J1658.2-4242, these timescales are of order ≈ 10 ks, and ≈ 100 s, respectively. Other BHTs
feature flip-flops with a wide variety of timescales, but the ratio between the two seems
to be reasonably similar. This could suggest that the two timescales are related to each
other, and to the physical parameters of the disc and the black hole. Indeed, this ratio is
consistent with the expected ratio of viscous to thermal timescales within the inner region
of a standard accretion disc.

A thermal instability could also account for the temperature variation observed during
flip-flop transitions. On the other hand, we note that thermal-viscous instabilities typically
result in much larger temperature variations (see e.g. Fragile et al., 2018) than we observed
in the flip-flops (of at most 20%). It also remains unclear how this instability could generate
the observed change of the QPO or the underlying clock in the times of transition.

A completely different framework posits the existence of an ionised, relativistic, beamed
outflow misaligned with the spin of the black hole, therefore precessing with a complex
pattern. Our discovery of an underlying clock governing the times of flip-flop transitions
indicates the existence of a fundamental complex periodicity in the system, which would
be achieved by this model. An increase in flux from dim to bright states would result from
bulk Comptonisation of disc and corona emission whenever the outflow points into the line
of sight. The bulk Comptonisation of this outflow might explain the observed spectral
changes between dim and bright states, namely the increase in temperature and power
law normalisation (eventually also the increased hydrogen column density, if the outflow is
multi-phase) in the bright states. To explain the variation in the periodogram, we would
require this outflow to have a significant radial extent, opening angle, and optical depth, to
ensure that a narrow type C QPO would be broadened and weakened into a type A QPO
due to the scattering of radiation, and the corresponding time lags across this outflow.

This model provides a straightforward explanation for the near-consistency of the flux
differences of adjacent flip-flop transitions. It also immediately justifies why the type C
QPO that appears after the end of a bright state is so similar to the type C QPO observed
just before the start of the bright state; it was there throughout but was scattered to a
type A QPO in the bright state. The pause in flip-flop activity would be explained by
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the outflow never pointing into the line of sight for a prolonged period. Eventually, the
complex system of rotations would point the outflow back into the line of sight once in a
while, and the flip-flops would be seen yet again, but this time with a lower amplitude of
flip-flop flux variation. Alternatively, the pause in flip-flop activity could result from the
outflow being quenched and subsequently re-established.

We tried to model this hypothesis with a precessing conical outflow having a constant
opening angle. We defined the system to be in a bright flip-flop state whenever the angle
between the line of sight and the outflow centre was less than the opening angle. Larger
angles of separation were instead assigned to the dim state. We used this binary model
to fit the occurrence of bright and dim states in our observations. We compared our re-
sults against simulated flip-flops with the same number of transitions within our observing
times. We could not fit our observations well without adding even more complexity, sug-
gesting that this scenario cannot explain the wealth of observational constraints. Using
this model, it was possible to fit randomly generated flip-flop states equally well in 45% of
our simulations. Therefore, our simulations do not support this interpretation with these
specific assumptions. However, it is possible that a more complex system of rotations is
required, or that the assumptions we used, particularly of a constant opening angle, are
too simplistic. We also note that this model cannot account for the flip-flops observed in
other systems, with transitions between different sets of QPO types.

In conclusion, some of the requirements of this model seem unlikely, even though they
are still within the realms of physical possibility. A precise, verifiable prediction of this
model is a high degree of polarisation in the bright flip-flop states, which future X-ray
polarimetric observations by IXPE or eXTP could investigate. However, at the moment,
this model should be regarded as tentative and incomplete. Finally, we note that it is
possible for flip-flops to be caused by a combination of several different effects, rather than
one single effect, as we have considered here.
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Chapter 6

Summary and future outlook

6.1 Conclusions

6.1.1 eROSITA variability methodology
We investigated and described how to best perform an eRASS light curve variability anal-
ysis. We also improved previously determined variability methodologies, particularly for
low count rate sources, and light curves with varying exposure times.

We determined a method for selecting significantly variable eRASS sources, to enable
variability analysis to focus on the most intriguing sources of a large sample. We also deter-
mined reliable thresholds on the two variability quantifiers SCATT_LO and AMPL_SIG.
These thresholds determine the significance of the detected variability and minimise the
rate of false positives. They are defined as functions of both the count rate and the number
of bins of eROSITA-like light curves.

The NIV quantifies the intrinsic degree of variability of a source within the duration
of the observations and is usually estimated by the NEV. However, the NEV methodology
can only accurately estimate the NIV for light curves with many source counts in every bin.
We presented a new method for estimating the NIV that remains accurate regardless of
the number of source counts per bin. It also works for light curves with varying exposures.
It uses the Bayesian excess variance (bexvar) to estimate the standard deviation of the
logarithmic count rate in the light curve. Then it converts that into an estimate of the NIV.
This method is based on the assumption of a pink noise PSD but remains more accurate
than the NEV for both red, and pink noise PSDs, except at count rates of ≳ 15 cts/s. We
encourage the use of this NEVb method to estimate the NIV or the rms variability of all
but the brightest X-ray sources.

The NIV is offset from the band-limited power by aliasing, and the red noise leak,
which leak variability power from higher and lower frequencies into the observed frequency
interval. As eRASS light curves consist of short observations separated by much longer
breaks, aliasing significantly affects observed periodograms. For power law PSDs, aliasing
causes a flattening of the PSD towards the Nyquist frequency.

The NIV of one light curve of a variable source can substantially differ from the NIV in
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another light curve covering the same frequency interval, even if the variability is governed
by the same intrinsic PSD in both. Therefore, the sampling error must be determined,
to compare the variability of different sources or the same source at different times. The
best way to reduce sampling errors is to split a light curve into shorter segments of equal
length, and compute the geometric mean of the NEVb measurements of individual seg-
ments. We determined the value of the sampling error as a function of the number of bins
in each segment, the number of segments, and the intrinsic variability of the source in the
selected frequency interval, for sources exhibiting pink noise variability. The reduction of
the sampling error with an increasing number of segments over which NEVb is averaged,
also depends on whether the individual segments are adjacent, or randomly placed. It can
be reduced much more rapidly in the latter case, especially for strongly variable sources.

We also investigated how to analyse the periodograms of variable sources observed by
eROSITA. If a regularly sampled light curve consists of bins with differing exposure times,
its periodogram will feature an additional noise component above the Poisson noise. We
determined the dependence of this fractional exposure noise on its mean and variance
throughout the light curve.

The code that we developed and used for an accurate variability analysis, particularly
for, but not limited to, eRASS light curves, is available at
https://github.com/DavidBogensberger/eROSITA_SEP_Variability. It contains further
instructions detailing when these methods can be used, how they should be used, how to
interpret the results, and when to consider modifying them for use in other areas of the
sky, or other instruments.

6.1.2 Variable eROSITA X-ray sources in the SEP field
The frequency and consistency of eROSITA observations of the SEP field during its
eRASSs, enables a deep investigation of the mid to long-term X-ray variability properties
of thousands of X-ray sources. However, it comes with the challenges of varying fractional
exposures, and a large parameter space in the count rate and exposure time.

Out of the ≈ 8200 X-ray sources observed in each eRASS located in the SEP field,
we identified an average of 197 sources which show a significant degree of variability, per
eRASS. By matching sources between the three eRASSs, we identified 453 distinct variable
sources in this field. We expect about 33 of these variable sources to be false positives.

We used thresholds on the SCATT_LO and AMPL_SIG variability quantifiers to de-
tect variable sources. Of the two methods, SCATT_LO is better suited for detecting vari-
ability, as it managed to detect 80.0% of all variable sources identified by either method.
Additionally, 39.3% of all variable sources were only identified as such by SCATT_LO.
AMPL_SIG might be more susceptible to wrongly classifying non-variable sources as vari-
able. However, AMPL_SIG also identifies many sources as variable, that SCATT_LO
missed. Therefore, it is preferable to use both methods to identify variable sources.

Variable sources were distinguished into likely galactic, likely extragalactic, and un-
known sources. We observed the optical spectrum of eROSITA selected X-ray sources,
and determined their source type and redshift. We also used optical photometric cata-

https://github.com/DavidBogensberger/eROSITA_SEP_Variability
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logues, and previously established relationships between the magnitudes in various bands,
to distinguish between likely galactic and likely extragalactic sources. In so doing, the
453 variable sources were classified into 179 likely extragalactic sources, 224 likely galactic
sources, 7 XRBs in the LMC, and 43 sources for which we lacked the information to classify
them into one of the other categories.

We analysed the periodograms of the 20 significantly variable, likely extragalactic
sources with at least 2×103 total source counts in the SEP field, in the first three eRASSs.
Most of them are well fitted by a single aliased power law, with α ≈ 1. These results are
consistent with previous studies for the frequency range probed by eROSITA.

Finally, we investigated some fascinating variable X-ray sources. For instance, the
likely AGN eRASSt J061148.4-662435 was observed to have a light curve consisting of two
very distinct flux states, that differed by 70%. Despite significant variability between the
observed segments, the variability within each segment was relatively moderate. Within
two of the observing intervals, the source flux was observed to evolve almost sinusoidally,
with a period of ≈ 31 days. The likely extragalactic source eRASSt J054641.8-641524 also
potentially featured two distinct flux states. For this source, we observed a transition in
which the count rate increased by 113% within ≈ 10 days.

We detected several likely extragalactic sources featuring large, long-term trends. One
of them, eRASSt J053942.0-653038 features a sudden flare, followed by a gradual decrease
in its source flux throughout the following year.

Many of the 224 likely galactic variable sources we investigated featured infrequent,
large, short-duration flares. However, η2 Dor was instead observed to feature a similar
triangular light curve shape in all three eRASSs, indicating a long-term periodicity of 183
days, or a fraction of that.

6.1.3 Flip-flops in Swift J1658.2-4242

We observed the black hole candidate Swift J1658.2-4242 throughout its outburst from
February to September 2018, using a suite of X-ray and radio instruments. Swift J1658.2-
4242 underwent some extreme changes in its light curve and PDS, which have never been
seen before.

Flip-flops with flux ratios of up to 1.77 were observed, which coincided with changes
between QPO types A and C. We reported the first detection of a direct transition between
these two QPO types. The presence of a type B QPO with a duration of longer than ≈ 10 s
is ruled out in the transitions from QPO types A to C. The start of a type C QPO during
a bright-to-dim transition was observed to be delayed relative to the start of the transition
in the light curve, but the QPO changed significantly faster.

A major radio flare was detected at the same time as the greatest X-ray flux was
reached, and the flip-flop interval started, suggesting that these events are related. We
found a second interval of flip-flop activity, which featured smaller flux ratios between the
two states, a greater frequency of transitions, and no identifiable QPO, but a significant
change in total rms between the bright and dim flip-flop states. It started about 16 days



212 6. Summary and future outlook

after the end of the first flip-flop interval. However, only one radio flare was observed
throughout the entire outburst.

We found flip-flop transitions at seemingly random integer multiples of 2.761 ks after
the time of the first flip-flop. A slightly lower period of 2.61 ks was observed in the late
flip-flops. The existence of an underlying period in both flip-flop intervals, separated by no
more than 5.5%, was detected with a significance of 3.2σ. This suggests an inherent base
timescale, defining when flip-flop transitions can occur.

Spectral fitting of flip-flop states revealed that the major increase in flux and the slight
change in their spectral shape was primarily the result of an increase in the inner accretion
disc temperature. The remaining disparity was caused by an additional increase in the
power law normalisation and hydrogen column density. In addition, we found that the
inner accretion disc radius remained almost constant throughout all flip-flop states and
was considerably larger than at times without flip-flops.

We demonstrated the necessity of using a DSH model to describe the spectrum of
Swift J1658.2-4242 and other highly obscured sources. Energy corrections were applied to
NuSTAR and XMM-Newton spectra to ensure consistency between them, and the Chandra
spectrum.

We considered a misaligned, precessing, and beamed outflow as a tentative explanation
for the phenomenology we observed. In this model, flip-flops would be generated at semi-
periodic times whenever the outflow passes into the line of sight.

Flip-flops have rarely been observed so far, but this might reflect more on the nature
of past observations, rather than their absolute rarity, as long continuous observations
are required to detect them. We encourage further multiwavelength analysis of similar
phenomena in other systems and a continued search for the physical nature of flip-flops.

6.2 Future outlook
Our investigations into the X-ray variability of Swift J1658.2-4242, and of X-ray sources
detected by eROSITA in the SEP field during its all-sky surveys, have also opened up a
lot of new questions, suggesting a direction for future research. In the following sections,
we will discuss some of the avenues that could be explored in future, that could help to
improve our understanding of the physical processes occurring in the regions close to black
holes across the mass range.

6.2.1 eROSITA variability methodology

We performed a detailed investigation of how accurately the NIV can be estimated by
using different methods. A similar analysis could be done for the periodogram. It would
very useful to determine how accurately a measured periodogram can describe the PSD of
a variable source, from a set of eROSITA-like observations. If this analysis were performed
for periodograms of eROSITA light curves, it would need to utilise our findings regarding
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the total Poisson and varying fractional exposure noise. In addition, it would need to
account for the effects of aliasing, and possibly also of the red noise leak.

In particular, such an investigation could seek to determine how accurately the power
law index of a PSD can be estimated. It would analyse the distribution of measured power
law indices from simulated light curves generated from a single power law PSD. The spread
and potential offsets of the measured power law indices would be investigated. These could
depend on a variety of parameters, including the number of bins per segment, the number
of segments in the light curve, the average number of source counts per bin, the average
fractional exposure per bin, the input power law index, and the degree of variability of
the source. This could enable the error of a measured periodogram power law index to be
determined more accurately than before. It could also help identify the sources for which
there is the greatest likelihood of measuring a reasonably accurate periodogram.

Furthermore, it would be valuable to investigate how well a PSD consisting of a broken
power law can be distinguished from a PSD of a single power law. This analysis would need
to investigate what the minimal number of bins and the minimal average source counts
per bin has to be, above which an input broken power law model can be accurately fitted
to the periodogram of an observed light curve. This would be a more challenging task, as
it would need to ensure that the false positive rate of broken power law detection remains
small. It would also need to investigate the impact of different values for the two power
law indices, and the break frequency. The correlation between the fitting parameters could
also be investigated.

The aliasing effect adds a complication to this, which could also be analysed. This could
answer questions such as: how does the aliasing effect impact the measurement accuracy
of the break frequency as a function of its actual value? Or what is the reliability of a
measured high-frequency power low index, for periodograms featuring a break close to the
Nyquist frequency?

We generated variability detection thresholds for the parameters SCATT_LO and
AMPL_SIG, for light curves between 50 and 1000 bins. These thresholds could be ex-
tended to longer light curves, using the same methodology we used in Section 3.4. With a
stable and reliable matching of sources between eRASSs, sources located close to the SEP
will have eRASS light curves consisting of multiple thousands of bins. By extending the
variability thresholds we determined, the variability significance of light curves spanning
multiple eRASSs could be determined, even for sources close to the SEP. Many sources
are likely to feature larger differences in the source flux in the interval between the last
observation of it in one eRASS, and the first observation of it in the next eRASS, than
within all observations in the same eRASS. By extending the thresholds, and investigating
variability over an interval spanning multiple eRASSs, many additional sources will be
identified as variables, at the same false positive probability.

We encourage the further use and investigation of σb, and NEVb as variability measures.
The NEV has been widely used so far, but it has several deficiencies. These two variability
measures we introduced here more accurately estimate the true source variability, and are,
therefore, more useful to any variability analysis. It would be interesting to investigate
how σb scales with other source properties, such as the luminosity or the black hole mass.
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Both of these parameters have been observed to correlate with the NEV. This could be
done by simply using our conversion between the two parameters.

However, such variability analyses should seek to estimate the relationship between the
source luminosity, or black hole mass, and the band-limited power. That is the intrinsic,
stationary quantity defining the strength of the source variability in general, not just at
the time of observation. Estimating the band-limited power includes taking the scatter
in the NIV into account. So fitting the band-limited power against the AGN luminosity
or black hole mass is likely to yield a tighter correlation, with a smaller degree of scatter
around the best fit line, relative to the total error size.

6.2.2 eROSITA variability analysis

We have collected a set of significantly variable eROSITA sources and analysed the vari-
ability properties of a select few in greater detail. However, a lot of science remains to be
done for most of the 453 variable X-ray sources we identified. This is a unique data set of
long-term variable sources observed almost consistently for up to 18 months. We identified,
but did not analyse the variability of XRBs near the SEP. Most of the variable sources
were classified as likely galactic sources, which we hardly investigated. For instance, this
data set could enable an investigation of the fraction of stars showing significant X-ray
variability, as well as a study of the frequency of X-ray flares for different types of stars.
Even amongst the AGNs, there remain many whose exact variability properties still need
to be analysed in detail.

There is a lot of prospect for further long-term variability analysis of a consistently
sampled data set of hundreds of AGNs. For instance, there could be further investigation
into the distribution of properties of the low-frequency periodograms observed, and whether
these agree with previous models.

There could also be a search for long-term periodicities, to potentially detect low-
frequency QPOs in AGNs. eROSITA is ideally suited to detect periodicities with periods
of days to months. A dedicated search for periodicities would at least be able to place
limits on the likelihood of AGNs exhibiting them, within a certain frequency range.

Recently, a few possible QPOs have been identified in various AGNs (Gierliński et al.,
2008; Gupta et al., 2018; Agarwal et al., 2021; Ashton and Middleton, 2021). They are
usually found to have periods of a few hours. However, the number of AGNs with possible
QPOs is still very small. In contrast, QPOs are observed in most BHTs, usually in the
low-frequency regime of ≈ 10−3 − 30 Hz (Motta, 2016). When the timescale of these low-
frequency QPOs is scaled linearly with BH mass to apply to AGNs, we would expect them
to have frequencies in the range of hours to millennia. So far, only the high-frequency
limit of these possible AGN QPOs has been probed, and those probably fall into the
high-frequency QPO class.

A further avenue to explore could be to investigate what fraction of AGNs detected by
eROSITA show signs of variability within a selected frequency range. A similar analysis
could be done for stars.
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6.2.3 Flip-flops
We have yet to determine how frequently flip-flops occur. It is possible that they are much
more common than they may currently seem. Their apparent scarcity might be merely a
consequence of the typical observing patterns of X-ray telescopes. So far, including this
work, flip-flops have only been reported in nine individual outbursts of a BHT. These have
occurred in eight individual systems. There are, however, indications of similar phenomena
in many other outbursts, that were not identified as flip-flops. For instance, Liu et al.
(2022a) observed a sequence of high and low flux states that visually resemble the flip-
flops. However, they did not observe any direct transitions between the two states. They
also did not identify any QPO in either of the two states. Therefore, the variations in
brightness could not definitively be identified as flip-flops, with all of their usual features.
Perhaps the standard flip-flop definition is too strict, and should instead include all light
curves featuring a top-hat-like flux evolution similar to those shown in Figs. 5.4, 5.5, and
5.6. Perhaps there are different classes of flip-flops. Perhaps only some of them involve
strong QPOs, and significant changes to the QPO during transitions.

Long-term Swift/XRT monitoring of BHTs in outburst often features intervals during
which a significant spread in the flux is observed from one observation to the next. These
intervals often occur in the days and weeks after a prominent peak in the X-ray flux. These
effects could have been caused by flip-flops and occurred during a part of the outburst in
which similar flip-flops have often been found. However, BHTs are intrinsically very vari-
able, so it is impossible to associate large-variable intervals with flip-flops unambiguously.

The lack of flip-flops detections is probably partly due to observing constraints, and the
fact that flip-flop states can last for many kiloseconds before transitioning to the bright or
dim state. The transition time between states is typically substantially shorter than the
duration of individual flip-flop states. So the likelihood of observing a flip-flop transition
during a short observation is small. Unless observations span a long, almost continuous
interval, lasting significantly longer than the fundamental flip-flop timescale, it is unlikely
that flip-flop transitions will be observed, even if many such transitions occur in many
BHT outbursts.

Therefore, to improve the chances of detecting flip-flops, we recommend observing for
a long, almost continuous interval in the days following the initial peak of the outburst, or
any subsequent X-ray flare in the outburst. We also recommend focusing on outbursts of
BHTs that have previously exhibited flip-flops.

GX 339-4 has already been observed to feature flip-flops in two separate outbursts,
one in 1988 (Miyamoto et al., 1991), and another in 2002 (Nespoli et al., 2003). In its
2021 outburst, there were some indications of flip-flop activity, even though the observed
variability could not unambiguously be identified as such Liu et al. (2022a). It is possible
that flip-flops do not merely occur randomly, but are more likely to occur in some BHTs,
and less likely in others. Particular BHTs might feature flip-flops in most of their outbursts,
while other systems might never feature them.

Future systematic searches for flip-flops in outbursts of BHTs could prioritise BHTs
that were previously observed to feature flip-flops. This could shed light on whether flip-
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flops are equally likely to occur in all outbursts of all BHTs, or whether they are more
likely to occur for particular sources. It is possible that the occurrence of flip-flops and
their various features is related to the properties of the binary system. This could include
a dependence on the masses of the black hole and its companion, the inclination of the
system, or the spin of the BH. Such an investigation could also help to understand the
cause of the flip-flop phenomenon.

Further research is also needed to understand the relationship between flip-flops and
the three different QPO types. Casella et al. (2004) depicted a hierarchy of QPO states,
in relation to the source brightness. They found that type A QPOs occur when the source
is at its brightest. Type C QPOs occur when the source is faint, and type B QPOs occur
in an intermediate interval. In many instances, the observed relationship between flip-flop
states and the QPO type measured in it agreed with this hierarchy. However, there have
been several instances that contradict this model. The causes of the association between
QPO type and flip-flop states remain unknown. Further research could also unveil why
some systems do not agree with the general picture.

It would also be interesting to investigate how frequently certain types of QPO transi-
tions occur. We currently do not know how common type C to A transitions are, compared
to transitions between types C and B, or between types B and A. Questions remain about
whether flip-flop transitions involving different pairs of QPOs are the same phenomena,
and what mechanisms are responsible for the different QPO transitions observed.

Another possible avenue for future research is to determine whether flip-flop transitions
commonly feature flux changes before changes in the periodogram, or vice versa. We ob-
served one flip-flop transition with sufficient sensitivity and temporal resolution to identify
that the flux transition started prior to the change in the periodogram, but that the peri-
odogram changed more rapidly. It remains unclear whether the luminosity change triggers
a change in the QPO, whether a change of the structure causing the QPO causes the lu-
minosity to vary, or whether a different mechanism affects both parameters, at different
times.

The large range of timescales that flip-flop states have been observed to last should
also be investigated more. Repeated detections of flip-flops in the same system could
indicate that the flip-flop timescale depends on the system properties. In that case, different
outbursts of the same source should feature similar flip-flop properties. The possible flip-
flops observed in the 1988, 2002, and 2021 outbursts of GX 339-4 seemed to have very
different flip-flop durations. If this variation in the flip-flop duration in different outbursts
is also seen in other systems, it could instead suggest that flip-flop timescales are not
directly related to any of the main properties of the system. We do not know much about
what governs the timescale of flip-flops. Nevertheless, we do know that unlike other typical
timescales related to BHs, this cannot scale linearly with BH mass. The range of flip-flop
timescales observed so far, from several minutes to several hours, spans a much larger
logarithmic interval than the logarithmic interval of BH masses expected for these systems.
Investigating how the flip-flop timescales relate to various system properties could provide
constraints on the model for these systems, and could assist in formulating a universal
explanation for these phenomena.
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Possibly of greatest interest, is an exploration of whether the timing of flip-flop tran-
sitions in the outbursts of other BHTs can also be described to occur at integer multiples
of a fundamental flip-flop period. So far, the association of the flip-flop timescale with the
flip-flop transitions in the BHT Swfit J1658.2-4242, has not yet satisfied the 5σ significance
that is often used to distinguish real effects from unlikely chance occurrences. Investigating
the duration of flip-flops in literature and possible future observations will make it possible
to determine whether they also occur at multiples of an underlying timescale. If this effect
is also seen in other systems, that could provide significant assistance in explaining the
physical mechanism of flip-flop transitions.

Finally, it remains to be seen whether flip-flops can occur in AGNs as well. Figs. 4.12,
and 4.15 depict light curves of variable likely extragalactic sources, that appear to feature
similar long-term variability properties as flip-flops feature in BHTs. However, it was not
possible to unambiguously determine whether the observed variability in the two systems
can be associated with the properties of the flip-flops observed in BHTs. A detailed long-
term variability study over a larger region of the sky, involving a greater number of eRASSs
than we used, could try to specifically search for signatures of flip-flop variability.
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