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ABSTRACT 

The main role of the nervous system is to detect, interpret and respond to changes in an 

organism’s internal and external environment. The ability to swiftly and appropriately switch 

behaviors in response to change is termed behavioral flexibility. Human imaging studies have 

identified three large-scale brain networks involved in behavioral flexibility, and identified 

anterior insular cortex (AIC) as the core region regulating switching between the networks 

through detection of salient stimuli. However, until recently, no rodent study has investigated 

the role of anterior insular cortex in salience detection, and only this year have two studies 

attempted to characterize its causal involvement in network switching. As such, we lack 

understanding of whether and how rodent AIC participates in salience detection and regulates 

flexible behavior.  

 

In this study, I demonstrate that rodent AIC acts as a salience detector and regulates behavioral 

switching during flexible behavior. Using a novel behavioral paradigm that allows freely 

moving mice to flexibly transition between three different behaviors in combination with 

optogenetic perturbation, I show that AIC stimulation increases behavioral switching and shifts 

behavioral preference towards externally-focused behaviors. Using fiber photometry 

recordings of excitatory neuronal activity, I next show that mouse AIC responds to salient 

stimuli independent of their valence. In addition, I show that AIC activity increases during 

externally focused and decreases during internally focused behaviors. Finally, using viral 

tracings in Sim1-Cre, Rgs14-Cre ad GRP-Cre transgenic mouse lines, I examine structural 

connectivity of three neuronal subpopulations within the AIC, revealing distinct labelled cell 

localization, projection patterns and preferential connectivity to the major hubs of the rodent 

salience network. Lastly, I examine the functional properties of the GRP-Cre neuronal 

subpopulation with fiber photometry, revealing that its functions differ from that of bulk AIC 

excitatory neuron activity. 

 

Overall, this study is the first to show that rodent AIC detects salient stimuli and regulates 

behavior switching during flexible behavior. Furthermore, the optogenetic and fiber 

photometry experiments indirectly suggest that, similar to humans, rodent AIC may regulate 

switching between large-scale brain networks.   
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1. INTRODUCTION 

1.1 Behavioral flexibility 

An important role of one’s nervous system is to detect, recognize and evaluate one’s internal 

and external environment in order to dynamically adjust our behavior to the ever-changing 

world around us. Whether this is an internal sensation of hunger, the perception of a loud, 

potentially threatening sound, or a response to a large-scale catastrophe such as an earthquake 

or pandemic, an organism’s survival and thrive depend on its ability to flexibly adapt to novel 

circumstances.  

 

An appropriate and timely adaptation of one’s behavior in response to change is termed 

“behavioral flexibility”1. Research done in developmental and lifespan fields has shown that 

greater behavioral flexibility correlates with both greater academic success2 and smoother 

transitioning into adulthood, as well as increased chance of employment and better life 

outcomes3. Furthermore, maintaining greater behavioral flexibility later in life has been shown 

to correlate with decreased negative effects of ageing and cognitive decline4. 

 

When we talk about human behavioral flexibility, two components are generally considered - 

cognitive and behavioral. The cognitive component denotes an individual’s ability to switch 

his or her thinking process between two different concepts depending on situational context5. 

The behavioral component addresses an organism’s ability to adjust its behavior in response to 

a change in its environment6. The two components are highly intertwined: most laboratory tests 

used to asses an organism’s flexibility require behavioral output, which is then used to draw 

conclusions about an individual’s flexibility. Likewise, it is hard to conceptualize that flexible 

behavior could emerge without underlying cognitive flexibility1. Therefore, since this work has 

been conducted in animals where the cognitive components are difficult to isolate, I will not 

explicitly differentiate between the two, but will cumulatively refer to them as “behavioral 

flexibility”. 
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1.1.1 Neural correlates of behavioral flexibility in humans 

To date, a large number of studies have looked at behavioral flexibility, particularly in humans. 

There, the neural substrates for behavioral flexibility are assessed using task-switching or set-

shifting paradigms while simultaneously measuring brain activity using functional magnetic 

resonance imaging (fMRI)7. To determine the extent to which individuals successfully shift 

their behavior, flexible problem-solving, tolerance of change, transition making, attention 

switching and change of focus are assessed8. Functional imaging studies using task-switching 

and set-shifting have illuminated the brain structures underlying flexible behavior switching. 

Three major brain networks involved in this process have been highlighted: 

 

Central executive network 

A central role in behavioral flexibility is governed by the central executive network (CEN). 

This network is comprised of the dorsolateral and ventrolateral prefrontal cortices (PFC), as 

well as the inferior parietal lobule, posterior inferior temporal lobes and portions of the 

midcingulate gyrus1. The CEN shows strong activation during cognitively demanding tasks9, 

such as solving a complex mathematical problem. This network is especially important for 

actively manipulating information retrieved from working memory, as well as decision-

making, discernment and judgement during goal-directed behavior10–12. Overall, the CEN is 

involved in externally-focused, goal-directed and cognitively demanding tasks. 

 

Default mode network 

As opposed to the CEN, the default mode network (DMN) is a set of structures that increase 

their activity during internally focused- and decrease their activity during cognitively 

demanding tasks. The DMN comprises the medial temporal lobes, the angular gyrus, as well 

as posterior cingulate cortex (PCC) and the ventro-medial PFC. The abovementioned structures 

are involved in a number of processes, including autobiographical memory and self-referential 

processes as well as social cognitive processes related to self and others13–16. Over the past 

decades, a number of brain imaging studies have converged to define the DMN as a key 

network involved in internal modes of cognition and self-referential functions, some of which 
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have been considered to be unique to humans: empathy, conceptual processing, recollection 

and imagination, and conscious awareness17. However, the uniqueness of the DMN to humans 

has been challenged, as analogous systems and behaviors have been found in other species, 

such as primates and even rodents18–21. While the precise functions of the DMN are still not 

fully understood, its overall functioning appears to be involved in internally focused and self-

referential processes, rather than externally focused, cognitively demanding processes. 

 

Salience network 

It is important to note that CEN and DMN activation is largely opposing and mutually exclusive 

– as the activity in the CEN increases, the activity in the DMN decreases, and vice versa22,23. 

This begs the obvious question: what structure, or set of structures, mediates the transition from 

one network to the other? Human imaging studies have indeed identified a third large-scale 

brain network, responsible for switching between the CEN and DMN, allowing one to flexibly 

shift their focus between externally and internally oriented behaviors. This network is called 

the salience network (SN) (Figure 1). The SN is composed of two major cortical structures, 

the anterior insular cortex (AIC) and anterior cingulate cortex (ACC), as well as subcortical 

structures like the thalamus, nucleus accumbens and the amygdala24. It has been shown that the 

main role of the AIC within the SN is to identify salient stimuli that are homeostatically most 

relevant to the organism from a multitude of stimuli competing for an organism’s attention at 

any given moment. Once the salient stimulus is correctly identified, the ACC is recruited to 

facilitate a sensory-motor transformation that guides appropriate motor output and externally 

detectable behavior change25,26. Indeed, multiple studies have now shown that the AIC plays a 

causal role in guiding the bi-directional switching between the DMN and the CEN22,27. Since 

the ability to smoothly transition between internally and externally focused behaviors 

depending on the change in the environment is crucial to correct behavioral adaptation, the AIC 

is hypothesized to play a major, and potentially causal role, in behavioral switching and 

flexibility9.  
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Figure 1. Salience network and AIC guide switching between large-scale brain networks. 
The salience network and its primary nodes, anterior insula and anterior cingulate cortex, 
guide appropriate transitioning between networks responsible for internally-focused (DMN - 
left) and externally-focused (CEN - right) processes. The activity patterns of the two networks 
are largely anti-correlated and serve opposing behavioral functions. As such, they require a 
third network – the so-called salience network - to guide appropriate transitioning between 
them. Abbreviations: PCC: posterior cingulate cortex; mPFC: medial prefrontal cortex; INS: 
insular cortex; ACC: anterior cingulate cortex; DLPFC: dorsolateral prefrontal cortex; PPC: 
posterior parietal cortex. Adapted with permission from28. 

1.1.2 Large scale brain networks in rodents 

While human studies offer great insight into the broad functional organization of the human 

brain, their technical and ethical limitations prevent precise exploration of specific neuronal 

circuits and their interactions within the networks. As such, a number of studies have attempted 

to elucidate the existence of large-scale brain networks in rodents (Figure 2). Multiple studies 

have by now confirmed the existence of rodent DMN and have convincingly demonstrated that 

it is anchored in the retrosplenial cortex (RSP)29,30, which is thought to be a rodent analogue of 

human PCC. Similar to humans, the rodent DMN includes the midline structures and in 

addition to the RSP encompasses the cingulate, orbitofrontal, and peri- and ventro-

hippocampal areas20. Furthermore, these studies also revealed the existence of an opposing, 

anti-correlated network, encompassing primary motor and somatosensory areas, posterior part 

of the thalamus, lateral caudate putamen and substantia nigra18. This network, often referred to 
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as a “lateral cortical network”, represents a mouse analogue of the human CEN. In addition, 

seed-based correlation maps show that, similar to the AIC’s role within the human SN, rodent 

AIC exhibits strong functional connectivity with a distributed anteroposterior network, 

including the areas such as dorsal cingulate cortex and ventral striatum19,21,31.These studies 

have convincingly demonstrated that rodent brains also contain a SN, with the AIC being one 

of its main hubs29,30,32.  

 

However, many of the aforementioned studies have also reported contradictory findings: one 

of the main disagreements is whether or not medial prefrontal nodes are included in the DMN, 

with some paradoxical findings simultaneously assigning certain nodes, such as RSP and 

medial prefrontal cortex, to both the SN and DMN30,33. It is also important to note that these 

functional studies, while highly valuable, are based on observing and quantifying temporal 

correlations between anatomically dispersed brain regions in anaesthetized animals. As such, 

studies probing the direct function of specific network structures are needed to confirm and 

describe the properties of rodent large-scale brain networks important for behavioral flexibility. 

At the time when this project began, no such studies were published. However, in the last two 

years, three studies tackling this issue were published - two, at the time of writing, still only as 

pre-prints34,35. A study conducted by Mandino et al. convincingly demonstrated homology of 

the three large-scale brain networks between humans, macaques and mice, and showed that 

evoked activity within certain rodent SN nodes preferentially elicits activity within other SN 

nodes, confirming strong intra-network functional connectivity. Fascinatingly, that study also 

showed that depression-induced changes within rodent large-scale networks are similar to those 

observed in human patients, further suggesting similarity in their functions18. In another study 

conducted by Menon et al., the authors combined optogenetic-fMRI technology with 

computational modeling of brain-circuit dynamics to demonstrate that feedforward optogenetic 

stimulation of the AIC dynamically suppresses specific subdivisions of the rat DMN34. Finally, 

the third study, employing concurrent neural recordings using fiber photometry with fMRI, 

revealed that the rat AIC is activated by salient deviant stimuli, and that the AIC causally 

suppresses the RSP, an important rodent DMN hub35. While the last two studies still await peer 

review, they are pioneering evidence that the rodent AIC may play a causal role in switching 

between large-scale brain networks.  
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Figure 2. Comparison of large-scale brain networks between rodents and humans. Medial 
and lateral views of the reconstructions of mouse (left), rat (center) and human (right) brain. 
The maps display clearly visible anticorrelations between midline DMN-like network and 
lateral cortical areas (analogue of the CEN). Such anticorrelations represent a fundamental 
topological feature of the human DMN. Abbreviations: MPF: medial prefrontal cortex; IPS: 
inferior parietal sulcus; PCC: posterior cingulate cortex) Red/yellow colors indicate positive 
correlations; blue colors indicate negative correlations. Adapted with permission from21. 
 

While the above publications mark an important milestone in the study of rodent brain 

networks important in behavioral flexibility, we are still a long way from understanding how 

individual structures within these networks contribute to effective and appropriate behavioral 

switching. As such, the main objective of my dissertation was to explore the role of rodent 

AIC in behavioral switching during flexible behavior. To facilitate further understanding of 

this fascinating brain region, the following section will briefly review our current knowledge 

about the insular cortex. Furthermore, I will explore structural and functional evidence that the 

AIC indeed possesses the necessary attributes to serve as a hub guiding behavioral switching 

and flexibility not only in humans, but also mice, suggesting it may also there serve to detect 

salient events and guide switching between large-scale brain networks. 

1.2 The Insular cortex 

The insular cortex (IC), or simply “insula”, is a complex and heterogeneous region that has 

been associated with a number of functions, including, but not limited to, sensory, sensory-

motor, cognitive, socio-emotional and interoceptive functions36. Furthermore, many human 

imaging studies have consistently identified the IC as an important hub whose functional 

connectivity is altered across a vast spectrum of neuropsychiatric disorders37, ranging from 
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mood disorders such obsessive-compulsory disorder, anxiety and depression, to 

developmental, early-onset disorders, such as autism spectrum disorder and attention deficit 

hyperactivity disorder (ADHD)1. Interestingly, it has been shown that many of these disorders 

are characterized by a dysfunction in resting-state connectivity of large-scale brain networks38–

42. In the following paragraphs I describe the current state of knowledge regarding functional 

and structural connectivity of the IC, with focus on the mouse, since this is the model organism 

used in this study. Furthermore, I will describe the functional role of the insula uncovered 

through both human and rodent studies, with emphasis on rodent research. 

1.2.1 Structural organization of the insular cortex 

In humans and other primates, the insular cortex is located in the Sylvian fissure, hidden under 

the junction of temporal, parietal and frontal lobes. In rodents, however, the IC is exposed on 

the lateral surface of the brain, positioned above the rhinal fissure43 (Figure 3). In humans and 

rodents, the insular cortex tends to be subdivided based on its cytoarchitecture, function and 

structural connectivity44.  

 

In mouse and human alike, the IC is subdivided along the dorso-ventral axis into three 

subdivisions. Following the antero-posterior axis, these are the agranular, dysgranular and 

granular insula, their “granularity” being determined by the absence or presence of cortical 

layer IV, also called the granular layer45,46. The IC can thus be considered a six-layered cortex, 

however, along the postero-anterior axis layer IV is gradually lost, being fully absent in the 

anterior (agranular) insular cortex. The second way of subdividing the IC is based on its 

structural and functional connectivity, rather than its cytoarchitecture47. A rather arbitrary mode 

of division, the details of which are not agreed upon across various research labs, divides the 

IC into posterior (PIC) and anterior IC (AIC) (Figure 3). This mode of subdivision is very 

common in both rodent and human studies. It is worth noting that the entirety of the IC is 

heavily interconnected along the postero-anterior, as well the dorso-ventral axis46,48,49. 
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Figure 3. Location and subdivisions of mouse and human insular cortex. In humans (left), 
the insular cortex (IC) is hidden under the junction of three cortical lobes and is normally 
divided along the antero-posterior axis into PIC and AIC. In mice (right), the IC is found on 
the lateral surface of the brain. Depending on the objective of a study, the IC may get divided 
along an antero-posterior axis into AIC and PIC, or according to its cyto-architecture into 
agranular, dysgranular and granular layers. Adapted with permission from50. 

1.2.1.1 An overview of insular cortex connectivity 

Like the majority of cortical regions, the IC displays highly diverse connectivity with a number 

of cortical and subcortical regions and displays strong internal connectivity. The IC receives 

extensive internal and external sensory inputs. As the primary gustatory cortex, it receives 

strong sensory input from the gustatory and olfactory senses as well as auditory, visual and 

somatosensory information via thalamic and cortical inputs44,46,48,50,51. Furthermore, the IC 

exhibits strong indirect connectivity with the internal organ systems, such as the stomach, gut, 

heart, lungs and bladder52,53. These interoceptive signals travel to the IC via vagal and 

glossopharyngeal afferents synapsing in the nucleus of the solitary tract (NTS)54 and 

parabrachial nucleus (PBN), and from there travelling either directly or via the ventral 

posteromedial nucleus to the PIC55–58. In turn, the IC sends strong output connections to the 

autonomic centers of the brain, and the AIC in particular projects strongly to the NTS, which 

is known to be involved in gustatory, visceral, cardiac and respiratory functions59. The IC also 

exhibits connectivity with brainstem nuclei such as the PBN58, and parts of the dorsal vagal 

complex involved in the regulation of gastric motility, as well lateral hypothalamus, which is 

important in cardiovascular regulation56–58,60. As such, the IC exhibits strong bidirectional 

connectivity with the brain and bodily systems regulating basic physiological functions. 

 

In addition to strong connectivity with the sensory, autonomic and interoceptive hubs, the IC 

displays prominent connectivity with multiple structures of the “emotional” limbic system, 



Introduction 

9 
 

with noticeably strong bi-directional connectivity with the amygdaloid complex49, as well as 

the nucleus accumbens, mediodorsal thalamus and the bed nucleus of the stria terminalis44,49,61. 

These regions have been implicated in representing information regarding both negative and 

positive stimulus valence, as well as motivation and addiction62–65. The IC also displays 

bidirectional connectivity to cortical regions involved in higher-order cognitive processes, such 

as the prefrontal, orbitofrontal and anterior cingulate cortices44,45,47,66,67. Intra-insular 

connectivity is thought to predominantly flow along the posterior-anterior axis in a feed-

forward manner. This hypothesis is supported by the findings from a tracing study conducted 

in our lab, in which we showed that a larger number of intra-insular outputs are found in the 

AIC compared to the PIC49. 

 

Given the complex input-output connectivity pattern described above, the IC is oftentimes 

considered to be a “multisensory integration hub”, integrating external sensory, interoceptive, 

cognitive, emotional and autonomic information into a coherent whole36,50,68,69.  

1.2.1.2 Rodent AIC connectivity with putative large-scale brain 

networks 

Such complex and extensive whole-brain connectivity of the IC already suggests its possible 

involvement in coordination of large-scale networks. But what do we know about direct 

connectivity of rodent AIC with other putative core structures of the DMN, SN and CEN?  One 

study, published soon after the start of this project, revealed the existence of direct projections 

between the AIC and ACC70, a finding further confirmed by the data displayed in the Allen 

brain mouse connectome71. Furthermore, a tracing study from our lab revealed that the AIC 

also projects to the ventral striatum and the amygdala, two of the core subcortical SN regions49. 

Interestingly, no studies to date have found direct connectivity between the retrosplenial cortex 

(RSP), one of the main functional hubs within the DMN, and any part of the IC. AIC does, 

however, exhibit strong reciprocal connectivity with dorsal striatum, orbitofrontal cortex 

(OFC) and peri hippocampal regions49, all of which are other important DMN nodes. As for 

the CEN, often referred to as the “lateral cortical network” in mice, the AIC has been shown to 

have strong connectivity with all major hubs. Specifically, AIC displays strong reciprocal 

connectivity with primary motor and somatosensory areas, as well as the ventral posterior part 

of the thalamus. In addition, the AIC sends strong output projections to the lateral striatum and 
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substantia nigra (SNG), both parts of the rodent CEN18,49. Taken together, these studies suggest 

that the in-so-far characterized AIC connectivity is in line with the input-output pattern one 

would expect from a region involved in regulating switching between large-scale networks in 

rodent brain. 

1.2.2 Functional roles of the insular cortex  

1.2.2.1 An overview of insular cortex function 

Given the highly heterogeneous nature of IC connectivity, it is unsurprising that its functional 

roles are equally complex. A large body of literature, primarily done in humans, has shown the 

involvement of the IC, particularly the PIC, in a number of processes, including, but not limited 

to, nociception and pain72,73, thermal sensation74, chronic pain75, itch76 and sensual touch as 

well as muscular and visceral sensations77,78. Furthermore, particularly the AIC has been shown 

to be involved in representing subjective awareness of both positive and negative feelings such 

as anger, happiness, disgust and pain79 as well as more complex processes such as judgment of 

trustworthiness80. Furthermore, the AIC has also been associated with higher-order functions 

such as bodily awareness and sense of agency81,82, emotional awareness83, time perception84, 

attention85,86, empathy87 and has even been suggested to gate conscious access to incoming 

information88. It has been suggested that the PIC represents more “objective” sensory 

information, such as the absolute value of temperature or nociceptive signaling, whereas the 

AIC integrates this input with higher order processes to assign a “subjective” value to the 

incoming stimuli74,79. Interestingly, the AIC has repeatedly been shown to be affected in a 

number of neuropsychiatric conditions, including anxiety disorders, depression, addiction, 

obsessive-compulsory disorder, anorexia nervosa, schizophrenia and autism89–95. It is worth 

noting that many of these disorders are characterized by a marked reduction in behavioral 

flexibility; one of the hallmarks of addiction is an inability to give up a certain behavior despite 

its negative consequences, whereas restricted and repetitive behaviors are characteristic of 

ASD. Furthermore, patients suffering from a major depressive disorder exhibit decreased 

functional connectivity within the AIC and between the DMN and CEN, which may explain 

the patients’ difficulty to disengage the processing of self-focused, negative thoughts96. 
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As opposed to a vast pool or human literature, much less research has been conducted on the 

functional role of the rodent IC, especially the AIC. Yet, based on the studies done up until this 

point, we know the rodent IC to be involved in multisensory68,69 and pain processing97, valence 

and identity coding98–100, learning and memory101, social behavior102, gustatory 

representation98,100, conditioned taste aversion and malaise103, as well as representation and 

modulation of aversive physio-emotional states such as hunger, thirst, fear and anxiety47,104,105. 

Furthermore, the IC has recently been shown to encode immune system information106, 

motivational vigor107 and even represent current and anticipated physiological states108. Similar 

to the human literature, these results suggest highly diverse and complex roles of the IC. It is 

important to note, however, that the majority of these studies have explored the role of more 

posterior, rather than anterior, regions of the IC. Since the anterior insular regions are 

anatomically far more expanded in humans than any other species79, we do not yet know how 

its functional roles compare between humans and rodents.  

1.2.2.2 Saliency detection, salience network and behavior switching 

While the AIC has been implicated in a number of higher-order cognitive and emotional 

processes, another, much simpler set of paradigms, consistently shows its engagement. Across 

stimuli of various modalities, the AIC shows a strong response to deviant stimuli embedded in 

the stream of continuous stimuli109–111. Furthermore, it has been shown that once the familiar 

deviant stimuli are replaced with novel deviant stimuli, the latter elicit a greater response in the 

AIC, regardless of the stimulus modality112,113. Only a few months ago, this has, for the first 

time, been also shown in rodents35. These studies suggest that one of the roles of the AIC is to 

detect salient – novel, deviant or homeostatically relevant – stimuli across various modalities, 

which can then guide decision-making and behavioral adaptation114.  

 

Based on the above, a network model of the insula function, aiming to synthesize a large 

number of seemingly disparate functional roles of the AIC, has been proposed: the main role 

of the AIC is to detect salient stimuli, relevant to an organism in a given space and time. Once 

a stimulus is detected and marked as salient – and thus worthy of being engaged with - the AIC 

recruits other large-scale brain networks, predominantly the CEN, that gate access to attention 

and working memory. In this way, the AIC acts as a gatekeeper of executive control, gating 

the access to frontal and other brain regions that provide the neural substrate for executive 
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functions114. Once the information about the salient stimulus has been processed and integrated, 

it gets communicated to other regions, predominantly the ACC, which guide motor output, thus 

leading to outwardly detectable behavior change9. As such, the AIC is theorized to play a causal 

role in orchestrating the activity of large-scale brain networks and ultimately guiding correct 

behavioral response to increase the organism’s chance for survival and thrive. 

1.2.3.2 Attributes of rodent IC suggesting its involvement in behavioral 

flexibility 

While the above model has been widely considered in the human insula research field, there 

has, so far, been little to no research evaluating the role of rodent AIC in either salience 

detection or behavioral flexibility. As such, it is important to consider if, based on the in-so-far 

obtained information about the structural and functional properties of the rodent IC, it is 

reasonable to assume that the AIC would serve a similar function in rodents as it does in 

humans. Below, I want to briefly discuss why I believe that rodent AIC possesses the necessary 

attributes to play a role in salience detection and behavioral flexibility. 

First, I want us to first briefly consider components necessary for salience detection. It is 

important to keep in mind that in ethologically relevant situations, saliency detection is a far 

more complex process than just detecting deviant stimuli. An organism’s ability to evaluate a 

stimulus as salient depends not only on the properties of the stimulus itself, but also on the 

current condition of the organism. For example, while a piece of bread may be highly salient 

to a hungry person, this same stimulus would be perceived as irrelevant to a sated person. 

Likewise, even to a hungry individual, this same stimulus would not be deemed as equally 

salient if they were being attacked by a lion. As such, successful salience detection requires 

integration and evaluation of external sensory information about the stimulus and the 

environment, with the internal experience of the subject, as well as higher cognitive processes 

needed to fine-tune and correctly regulate behavior.  

 

Given the above, the region that would serve to correctly detect salient stimuli and guide 

flexible behavior would need to integrate and evaluate sensory, emotional, interoceptive and 

higher cognitive information. As mentioned in the previous sections, it has been shown that the 

rodent IC possesses structural connectivity with the regions encoding such information, as well 

as with putative core regions of the relevant large-scale brain networks. Furthermore, the rodent 
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IC has been shown to integrate external sensory information with interoceptive, cognitive and 

emotional components of a stimulus. In addition, studies have also shown that different parts 

of the rodent IC are important in positive and negative valence processing, as well as assigning 

value and identity to a given stimulus. The integration of all these components thus equips the 

rodent IC with a unique ability to construct a unified representation of an organism’s current 

state at any given moment, and its connection to the motor hubs suggests it could indirectly 

guide behavioral output. Overall, these attributes give reasonable ground to pursue the 

exploration of the role of rodent IC in salience detection and behavioral flexibility.  

 

In the final section of this chapter, and before I introduce the experimental protocol and results 

obtained in this study, I want to briefly discuss the experimental approaches that were used in 

my work.   

1.3 Experimental approaches used in this study  

1.3.1 Behavioral experiments in mice 

Over the past decades, the field of neuroscience has become increasingly interested in 

identifying neural correlates that govern behavior. To achieve this, human studies generally 

use activity readouts, such as fMRI, combined with specific behavioral tasks to ascertain brain 

regions and networks involved in those tasks. While this approach gives us valuable 

information about relevant brains structures, and allows us to look at the large-scale brain 

networks, it nevertheless has a number of limitations. First of all, it measures indirect neural 

activity through changes in blood flow, serving only as a proxy of increased neural activity 

rather than its direct measurement. Second of all, its limited spatio-temporal resolution prevents 

the identification of precise neuronal activity in smaller regions, let alone looking at specific 

neuronal subpopulations115.  Finally, such approaches are purely correlational, as proof of 

causal involvement generally requires the use of tools that allow direct neural manipulation.  

 

To circumvent this, behavioral neuroscience has turned towards model organisms. Specifically, 

mice have turned out to be an extraordinarily useful model due to several reasons. Firstly, the 

exhibit a number of behaviors that are relevant to human research both in health and disease116. 
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Secondly, many transgenic mouse lines are now available, allowing us to investigate how 

specific neuronal subpopulations contribute to behavior. Finally, over the past twenty years, a 

multitude of tools have been developed that allow precise spatio-temporal neuronal 

manipulation as well as the specific measurement of neuronal activity117,118. This has given 

researchers in the behavioral neuroscience field a unique opportunity – to manipulate and 

measure brain activity in awake, freely moving animals, with unprecedented precision. 

 

Over decades, many behavioral assays were developed to study the involvement of the rodent 

brain during simple behaviors, such as locomotion and sensory processing, to more complex 

behaviors assessing cognitive and learning abilities, as well as emotion processing, fear and 

anxiety116,119. While commonly used tests such as the open field test, Morris water maze, 

elevated plus maze and fear conditioning have led to a number of insights, these paradigms 

have one large limitation: in an attempt to control the experimental conditions as precisely as 

possible, animals are normally placed in a highly constrained environment where they are 

either forced to perform a specific behavior, or given a very limited choice of actions. This 

makes for a very reductionist task, and can only give us a limited understanding of the brain’s 

true capacity for information processing and regulation120,121. Recently, there has been a 

movement towards the use of ethologically more relevant behaviors122, as well as the 

introduction of more complex behavioral setups that investigate higher dimensional and more 

loosely confined sets of behaviors123.  

 

Providing a complex and dynamic environment is especially important when we become 

interested in the question of neural circuits underlying flexible behavior switching in rodents. 

Compared to human studies, mice cannot be instructed to behave in a specific manner, making 

the construction of a relevant task even more difficult. As such, the vast majority of studies that 

aim to study behavior switching in rodents use reductionistic tasks, greatly limiting animal 

behavior, such as reversal learning, inhibitory learning, and set-shifting124–127, or even choose 

to employ head-fixed tasks128. To date, however, no study investigating behavior switching in 

mice, has used a task that would allow freely moving animals to switch between different 

behaviors at their own volition. As I believe that an understanding of a complex brain regions 

such as the IC calls for more complex assessments, we designed a novel behavioral paradigm 

in which a mouse is allowed to freely switch between three different, ethologically relevant 

behaviors, namely eating, nesting and social interaction. As such, the novel paradigm 
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Multimaze, which is described in more detail in the methods and results sections, has allowed 

me to asses behavioral switching during flexible behavior in freely moving animals.  

1.3.2 Transgenic Cre-recombinase mouse models 

Since this work took advantage of transgenic Cre mice models to study specific neuronal 

subpopulations within the AIC, I here want to briefly discuss their generation and use. 

Transgenic Cre mice are genetically engineered mice in which a bacterial artificial 

chromosome (BAC) engineering system is used to introduce a Cre recombinase enzyme, which 

allows for site-specific DNA recombination upstream of the ATG start codon of a desired 

gene129,130. In this way, only neurons that express this specific gene will also express Cre 

recombinase. In such mice, the Cre-expressing neurons can be transfected with Cre-dependent 

viruses that can encode genes for proteins such as optogenetic channels or genetically encoded 

calcium indicators (both described in the following sections), allowing us to measure and 

perturb the activity of specific, genetically determined neuronal subpopulations. Today, 

transgenic Cre-mice are widely used to study neuronal sub-circuits in behaving mice. 

1.3.3 Optogenetics 

One of the largest breakthroughs in the field of neuroscience over the past decade has been the 

development of optogenetics. As the name suggests, optogenetics is a technique that combines 

optical and genetic tools to modulate neural activity in desired neuronal populations in both in 

vitro preparations, such as cell cultures, an in vivo animal models, like insects, rodents and 

primates131. The main benefit of this technique is the precise spatio-temporal regulation of 

neural activity132,133. Optogenetic tools use light-sensitive microbial opsins to regulate the flow 

of positively and negatively charged ions across a cell membrane, thus increasing or decreasing 

its membrane potential (Figure 4). The opsins used are transmembrane ion channels or pumps 

that respond to illumination by light of specific wavelength, leading to activation or 

inactivation of targeted cells with millisecond precision. Following the discovery of the 

“original”, biologically present opsins, a number of different opsins with different kinetics, 

ionic selectivities and light sensitivities have been engineered134–136. To this date, the use of 
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optogenetics has been imperative in the study of brain circuits underlying various behaviors, 

and has tremendously increased our understanding of various brain circuits131,132,136. 

 
Figure 4. Optogenetic technology. Light-gated ion channels and pumps allow us to modulate 
cellular activity with millisecond precision. In the figure, the two most widely used optogenetic 
tools, Channelrhodopsin2, an excitatory light-gated ion channel, and Halorhodopsin, an 
inhibitory light-gated pump, as well as the corresponding increase or decrease in single-cell 
current in response to their activation, are shown. Figure adapted with permission from137. 

 

Just like with any other technique, however, it is necessary to be aware of its caveats. It is 

important to keep in mind that optogenetic tools drive cell activation in an unphysiological 

way, sometimes producing unnatural or overly strong behaviors121,138. In addition, the presence 

of exogenic membrane-bound proteins may alter the properties of the cell membrane139 and 

even interfere with endogenous neurotransmitter release140. Furthermore, studies have shown 

that certain inhibitory opsins can cause rebound excitation, leading to an increase, rather than 

decrease, in cell activity134,141. Finally, while it is possible to express opsins under specific cell-

defined promoters, the majority of the optogenetic studies uses rather generally expressed 

opsins, which synchronously excite or inhibit large cell populations. In such cases, it is 

impossible to disentangle the contribution of specific neuronal subpopulations to the observed 

behavior. Nevertheless, while these limitations need to be considered when interpreting 

behavioral results, optogenetics still represents one of the best-suited molecular tools for 

spatially, temporally and genetically-defined control of neuronal activity. 
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1.3.4 Fiber Photometry 

While optogenetics is an indispensable tool for accurately controlled perturbation of neural 

activity, complete characterization of neural circuits that underlie behavior demands real-time 

measurement of neural activity in awake, freely moving animals. One of the main techniques 

used for this purpose is calcium imaging, which employs genetically encoded calcium 

indicators (GECI) to measure change in neuronal activity142. The basic principle of this 

technique relies on our understanding that the depolarization of a neuronal membrane leads to 

a rapid influx of calcium, causing neurotransmitter release (Figure 5a)143. The main 

representatives of the GECI class are the members of the GCaMP family144, which, upon 

binding calcium ions, emit a fluorescence signal that can be recorded and used to quantify 

neuronal activity (Figure 5b). This technique, however, has two major drawbacks: firstly, 

GCaMP proteins possess relatively slow temporal dynamics, with signal half-rise time 

requiring tens of milliseconds145, making them unsuitable to represent precise neuronal activity 

happening on a millisecond time scale. Secondly, since calcium sensors act via binding the 

intracellular calcium rather than measuring direct electrical activity, they are an indirect proxy, 

rather than a precise measure of neuronal activity146. Nevertheless, calcium imaging has proven 

to be incredibly useful in gaining insight into neuronal activity of awake, behaving animals. 

Most commonly, calcium imaging is employed in combination with epifluorescence or two-

photon microscopy imaging, done in awake, but head-fixed mice147,148, or in a one-, two- or 

even multi-photon system, using head-mounted miniature endomicroscopes (miniscopes) in 

freely moving mice149. However, these systems have limitations due to their cost, weight and 

complexity of experimental execution, as well as relatively small fields of view. A much 

simpler to apply alternative is fiber photometry (FP). As opposed to calcium imaging 

microscopy techniques, which can resolve population or single-cell activity, FP is used to 

record bulk activity from a large, genetically defined neuronal population150,151. Instead of 

heavy and restraining tools mentioned above, FP relies on chronically implanted optic fibers, 

which deliver light and collect the overall fluorescence emitted by the GECI expressed in the 

target region (Figure 5c). This renders FP highly useful as it only minorly affects the animal’s 

ability to move and explore its environment, allowing for more natural behavior. However, FP 

has two major limitations: firstly, it cannot differentiate between potentially diverse functions 

of cells within the recorded population unless transgenic mouse models are employed. 

Secondly, even when FP is employed in transgenic mouse lines, it cannot provide single-cell 
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resolution, making the study of single-unit or population level activity within a specific 

subpopulation impossible.  

 

 
Figure 5. GECI activation mechanism and fiber photometry setup. a) Arrival of an action 
potential to the axonal terminal triggers Ca2+ influx responsible for consequent 
neurotransmitter release. b) Ca2+ binds to the calmodulin (CaM) subunit on a GCaMP 
molecule, causing conformational change and fluorescence change. c) Standard fiber 
photometry setup. Light from GECI and isosbestic channels is delivered through a single optic 
fiber using dichroic mirrors to combine them into a single path. The optic cable is attached to 
the animal via a chronically implanted ferrule through which an optic fiber is implanted above 
the region of interest. A small and light cable allows easy and unimpeded behavior. Light is 
delivered, and emitted fluorescence measured, through a single fiber. The signal is recorded 
from either somata or axons as bulk fluorescence over time. Adapted with permission 
from152,153. 

1.3.5 Axonal anterograde viral tracing 

When characterizing brain circuits, it is important to not only measure or perturb their activity, 

but to also visualize their structural connectivity. To this end, scientist have developed 

recombinant adeno-associated viral vectors (AAV) used to deliver genetic material of interest 

into specific cell populations. AAV vectors are single-stranded DNA molecules derived from 

a defective human parvovirus. They are usually equipped with a fluorescent protein, such as 

GFP or eYFP, that allow their visualization in injected cells. One of their major benefits, 

compared to, for example, rabies viruses, is their safety, as they cannot replicate without a 
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helper virus. Additional benefits include low toxicity, as well as long-term and stable 

expression of the gene they carry154,155. AAV vectors can deliver genetic material in a 

promoter-dependent manner; the use of the CaMKII promoter will result in fluorophore 

expression in all excitatory neurons, whereas the use of a Cre-dependent AAV will result in 

the expression of the fluorophore only within very specific cell populations that contain Cre-

recombinase. When an AAV virus infects the cells, it fills them fully, including the cell body, 

axon and axonal terminals, but does not jump the synapse, remaining contained to the infected 

cells154,155. Upon successful expression, the brains of the animals injected with the virus can be 

imaged and the number of cells and anterograde axonal projections expressing the virus 

quantified. In this study, AAV-CaMKII viruses were used to deliver optogenetic and calcium 

imaging tools in wild-type mice, and Cre-dependent AAV viruses were used to trace neuronal 

subpopulations and deliver calcium-imaging tools in transgenic, Cre driver mouse lines. 
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1.4 Aims of the study 

While AIC is a highly complex region, human studies have convincingly demonstrated that 

one of its main roles is the detection of salient stimuli, used to inform appropriate switching 

between large-scale brain networks and guide flexible behavior. However, due to the 

aforementioned technical limitations of human imaging tools, causal involvement of the AIC 

in behavioral switching has not been proven. Furthermore, we lack understanding of specific 

neuronal subpopulations within the AIC that may contribute to salience detection and behavior 

switching. While in-so-far conducted rodent studies suggest that rodent IC possesses necessary 

functional attributes to encode stimulus salience and potentially govern flexible behavior, to 

date, no study has explored the role of rodent AIC in salience detection or behavior switching 

in freely moving mice.  

 

Therefore, the first aim of my dissertation was to study the role of AIC in flexible behavior 

and behavior switching in freely moving mice. To this end, I designed a novel behavioral 

paradigm, called Multimaze, that allowed freely moving animals to switch between multiple 

behaviors at their own volition, and combined it with optogenetic perturbation to investigate 

the effect of AIC stimulation or inhibition on flexible behavior.  

 

The second aim was to explore the role of AIC in salience detection and to further 

characterize its natural activity patterns during flexible behavior. Towards this goal, I employed 

fiber photometry to measure neuronal activity in excitatory neurons in the AIC, while the 

animals freely explored the Multimaze, or were exposed to an array of stimuli of different 

valence and saliency. 

 

The third aim was to explore AIC sub-circuitry that may play a role in behavioral switching 

and salience detection. To this end, we performed AAV tracings in three transgenic mouse 

lines to characterize their brain-wide projection patterns. Using fiber photometry, I further 

examined the activity patterns of one of these subpopulations, to further characterize the 

properties of genetically-labelled neuronal subpopulations within the AIC. 
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2. MATERIALS AND METHODS 

2.1 Animals 

All animal experiments were carried out in accordance with the regulations imposed by the 

government of Upper Bavaria. Male C57BL/6NRj mice were obtained from the in-house 

breeding facility (Max-Planck-Institute of Neurobiology/Biochemistry). All experimental 

procedures were performed on 3-6 months old mice kept on an inversed 12h light-cycle (lights 

off at 10:00 AM). All mice were pair-housed and provided with ad libitum access to food 

(standard chow diet) and water.  

2.2 Viral constructs 

In vivo optogenetic experiments were conducted using the following viruses: inhibitory AAV9-

CaMKIIa-eNpHR3.0-eYFP (2.4 x 1013 particles ml–1, viral preparation #v66768), was obtained 

from Addgene. Excitatory rAAV5-CaMKIIa-hChR2-(H134R)-EYFP-WPRE-PA (6.2 x 1012 

particles ml–1) and control rAAV5-CaMKIIa-EYFP-WPRE-PA (4.3 × 1012 viral genomes (vg) 

ml–1) were both obtained from the UNC Vector Core (Gene Therapy Center, University of 

North Carolina at Chapel Hill, USA). Fiber photometry experiments were conducted using 

pGP-AAV9-CaMKIIa-GCaMP7f (2.5 x 1013 vg ml–1, viral preparation #v119052) for wild-

type, and pGP-AAV-syn-FLEX-jGCaMP7f-WPRE (2.7 x 1013 vg ml–1, viral preparation 

#v37577) for transgenic mouse lines, both coming from Addgene. Anterograde AAV tracings 

in transgenic mouse lines were conducted using AAV5-Efla-DIO-mCherry (7.3 x 1012 vg ml–

1), obtained from the UNC Vector Core (Gene Therapy Center, University of North Carolina 

at Chapel Hill, USA). All adeno-associated viruses purchased from the UNC Vector Core were 

obtained under an MTA agreement with the University of North Carolina. 
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2.3 Stereotactic surgeries 

For peri-operative analgesia, the analgesic Metamizol (Hexal, 200mg/kg body weight, s.c.) was 

administered subcutaneously 30 minutes prior to the start of the surgery. To initiate anesthesia, 

the mouse was placed in a chamber flooded with 5% isoflurane in oxygen-enriched air. After 

the anesthesia was established (confirmed by testing for the loss of reflexes) the mouse was 

positioned in the stereotaxic frame (Stoelting) and placed on a heating pad to maintain its body 

temperature at 37°C. To protect the eyes, eye ointment (Bepanthen, Bayer), was applied. For 

viral injections, glass-pipettes (B100-50-10, Sutter Instruments) were pulled and attached to a 

microliter syringe (5 µL Model 75RN, Hamilton) using glass needle compression fittings 

(#55750-01, Hamilton). The syringe was inserted into the holder on a syringe pump (UMP3, 

WPI) fitted to the stereotaxic frame, controlled by a microcontroller (micro4, WPI). Before 

skull trepanations, lidocaine was topically administered at the drilling site. The following 

coordinates were used to target the AIC (all distances from Bregma): wild-type animals: AP: 

+1.9 mm, ML: ±2.7 mm, DV: -3.1 mm; transgenic GENSAT mice: AP: +1.7 mm, ML: ± 2.5 

mm, DV: -3.4 mm. At the end of the surgery, Carprofen (Rimadyl, Pfizer, 5 mg/kg bodyweight) 

was administered intraperitoneally as post-operative pain care. The animals were closely 

monitored for a minimum of three days post-surgery. To ensure full recovery as well as 

adequate virus expression in the brain, the experiments started between three (fiber 

photometry) and four (optogenetics) weeks after the surgery. 

 

Optogenetic experiments: two symmetric skull trepanations, one in each hemisphere, were 

made above the AIC using the above coordinates, until the skull was just penetrated. 130 nL 

of virus were injected at a rate of 80 nL/min into the AIC at DV: -3.1. Custom made optic fibers 

(200 µm core diameter, 0.22 NA, secured into 1.25 mm zirconia ferrules, Thorlabs) were tested 

before implantation for transmission (≥ 80%) of the input light. The fibers were disinfected in 

80% alcohol, placed 0.4 mm above the injection site, and secured with acrylic glue (Ultra Gel, 

Pattex). To further secure the fibers and to prevent light emission from the skull, an additional 

layer of black dental cement (Super Bond C&B, Génerique International) was added on top of 

the superglue.  

 

Fiber photometry experiments: a single skull trepanation was performed above the left AIC 

and 130 nL of the virus were injected at a rate of 80nL/min. Custom made optic fibers (200 µm 
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core diameter, 0.48 NA, secured into 1.25 mm zirconia ferrules, Thorlabs) were tested for 

transmission (≥ 80%) of the input light. As described above, the fiber was disinfected, lowered 

to 0.2 mm above the injection site and secured with acrylic glue (Ultra Gel, Pattex) and dental 

cement (Super Bond C&B, Génerique International).  

 

Axonal AAV tracings in transgenic animals: a single skull trepanation was performed above 

the left AIC and 350 nL of the virus were injected at a rate of 80nL/min. The trepanation was 

sealed using bone wax and the skin sutured. After four weeks the animals were sacrificed. 

2.4 Behavioral experiments 

Prior to the start of any experiment, mice were handled by the experimenter for 5-10 minutes 

per day, for five days in a row. The animals were habituated to being tethered to the optic cables 

during the handling protocol. All experiments were performed during the dark phase of the 

light cycle between 10 AM and 7 PM. 

2.4.1 Multimaze behavior box 

To be able to assess the effect of AIC perturbation on flexible behavior, I designed a novel 

behavioral paradigm, called Multimaze (Figure 6a). The Multimaze behavior box was made 

from white Plexiglas that was sanded down to prevent light reflections from the walls and the 

floor. The box was 50 cm long, 30 cm wide with 30 cm tall outer walls. Three of the corners 

were turned into 10 cm x 15 cm large rectangular chambers, called behavior zones, with 4 cm 

wide entrances, surrounded by 10 cm tall inner walls. The fourth corner contained a social 

interaction zone, which consisted of a circular segment separated from the larger intermediate 

area by a 10 cm x 10 cm barred-fence. Given that the experiments could last up to one hour at 

a time, the box contained a water bottle holder with a spout reaching into the interior of the 

behavior box. Furthermore, each of the small rectangular chambers could be blocked off by a 

custom-made entrance cover, to allow for further modification of the paradigm.  
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Figure 6: Multimaze behavior box. a) A schematic of the Multimaze behavior box. Three of 
the four corners contained 10 cm x 15 cm x 10 cm large rectangular chambers that could be 
equipped with the contents of an experimenter’s choice. Each of the zones contained a 4 cm 
wide entry that could be, if desired, closed off, thus modifying the number of used zones. One 
of the corners contained a 10 cm x 10 cm circular sector surrounded by a 10 cm tall barred 
fence. The box also contained a water bottle to ensure the animals would not go thirsty over 
longer experimental sessions. b) A picture of the experimental setup used in this study. Two of 
the three rectangular chambers were used as eating and nesting zones and social interaction 
zone contained an adult male conspecific. The third behavior zone was closed off and could 
not be visited by the experimental animals. 

 

For experiments described in this work, the following behaviors were characterized (Figure 

6b):  

 

1. Nesting: a small piece of artificial white grass was cut to size and placed on the floor of one 

of the small rectangular chambers. In addition, nesting material of the same type as the mice 

would normally receive in the home cage was available.  

2. Eating: one 24-well tissue culture plate (VWR) was cut into symmetric halves using a laser 

cutter. One half containing 12 wells (each 1.7 cm x 1.7 cm x 1.7 cm), was glued to the bottom 

of another rectangular corner chamber. A single unshelled sunflower seed was placed in each 

of the wells. To initiate feeding, animals had to reach inside the well to retrieve the seed and 

shell it before consumption. Two days before the start of the experiments, mice were given 

sunflower seeds in their home cage to become accustomed to them.  
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3. Social interaction: Social interaction took place in the semi-circular zone. Before the start 

of the experiment, an adult (4 months old) male conspecific was placed in a semi-circular 

enclosure, which was covered with a custom-built Plexiglas cover. The barred-fence enclosing 

the zone assured that while the mice were unable to physically interact (apart from very brief 

touching), visual, auditory and olfactory stimuli could travel unobstructed. Each day, a 

different male conspecific was introduced to a particular experimental animal to prevent loss 

of interest.  

 

On top of the above behaviors, the Multimaze also allowed me to measure other voluntary 

behaviors, such as grooming, as well as the number of transitions between the zones, acting as 

a proxy for behavioral switching, and locomotion. 

2.4.2 Behavior with optogenetic manipulation 

Before the start of experiment, the implants on the animals’ head were connected to a yellow 

(593.5 nm wavelength) or blue (473 nm wavelength) laser source via fiber-optic patch cables 

and a rotary joint (0.22 NA, Doric Lenses, Canada), allowing the animal to move freely in the 

Multimaze. The laser intensity at the tip of the patch cables was set to 3-5 mW for the blue and 

10-12 mW for the yellow laser. The lasers were synchronized to, and triggered by, ANYmaze 

software (Stoelting) via TTL pulses. The animals were placed in the Multimaze behavior box 

for five consecutive days, 1 hour per day. Each experiment was divided into four 15-minute 

segments. During the first and third 15-minute segments, the laser light was switched off. 

During the second and fourth 15-minute segments, the light was switched on to stimulate or 

inhibit the AIC. For AIC excitation, blue light was delivered in 1 s on, 4 s off cycle, at 10 Hz 

frequency and with each pulse delivered at 10% duty cycle. For AIC inhibition, light was 

delivered continuously for the duration of the 15-minute segment. Videos were collected using 

webcams (Logitech) and animal tracking was performed using DeepLabCut156 (optogenetic 

stimulation experiment) or ANYmaze (optogenetic inhibition experiment). 
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2.4.3 Data extraction and behavioral analysis 

Optogenetic stimulation cohort: raw videos were collected and processed using a custom-

written Python script through the Scientific Computing Cluster (SCC) of the Gesellschaft für 

wissenschaftliche Datenverarbeitung mbH Göttingen (GWDG), shared corporate facility of 

Georg-August-Universität Göttingen and the Max Planck Society. Raw videos were trimmed, 

masked and cropped. Following pre-processing, a subset of video frames (1290 frames from 

four videos) were labelled with 13 mouse body parts (snout, ears, sides, back, paws, tail base, 

tail mid and tail tip) in DeepLabCut. The network was trained on a subset of this data, corrected 

and iterated until the improvements were no longer measurable. The final average error of the 

network was 7.59 px with a p-cutoff value of 0.85. To acquire behaviorally meaningful data, I 

manually drew behavioral zones on the video to determine the coordinates and thus acquire the 

data about where the mouse was present at any given moment. For the final analysis, the center 

point of the mouse’s body was used. The data were pre-processed and analyzed using custom-

written scripts in Python and R.  

Optogenetic inhibition cohort: all videos were collected and tracked with ANYmaze. 

Datasheets for individual animals were exported and pre-processed in R, using a custom-

written script. Pre-processed data were analyzed in plotted using custom-written scripts in R.  

2.5 Fiber photometry recordings 

2.5.1 Photometric signal acquisition 

Fiber photometry recordings measure bulk fluorescence through a single optical fiber that 

simultaneously delivers excitatory light and collects emitted fluorescence. In my experiments, 

I measured bulk fluorescence from neurons expressing GCaMP7f using a commercial fiber 

photometry system (one side, two colors, Doric Lenses) with two excitation wavelengths: 405 

nm (isosbestic point for GCaMP fluorescence signal, measuring background fluorescence) and 

465 nm (GCaMP signal). Before the start of the experiment, excitation light intensity was 

measured at the end of the patch cords (~20 μW for 564 nm and ~7 μW for 405 nm wavelength). 

A mouse was tethered to the low-autofluorescence fiber-optic patch cables (0.48 NA) (Doric 
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Lenses, Canada). The fiber photometry system was synchronized to the ANYmaze software 

using TTL pulses.  GCaMP signal was recorded at 12 kHz, demodulated, and downsampled to 

30 Hz.  

2.5.2 Behavior with fiber photometry 

Wild-type animals: The experiments were performed in Multimaze in two cohorts, the first 

containing five and the second containing four mice. The experiments were conducted in four 

sessions: the first three sessions were conducted in the first cohort and the fourth session in the 

second cohort. The first three sessions were performed on three consecutive days. Each day, 

the fluorescence signal was first recorded in the home cage for 5 minutes, to let the signal 

stabilize and to establish a baseline measurement. On the first two days, the animals were then 

immediately transferred into the Multimaze for 30 minutes with the arena being arranged in 

the same way as described in section 2.4.1. On day 3, after the initial 5-minute stabilization 

period, the animals were placed in a fear conditioning box (Ugo Basile, Italy) and administered 

six electric foot shocks of 0.4 mA strength and 1 second duration spread across a 6-minute 

window. The inter-shock-interval ranged between 30-90 seconds. Afterwards, the mice were 

transferred to the Multimaze and allowed to explore freely for an additional 30 minutes. In the 

fourth session, conducted in a separate cohort, food was removed from all cages with 

experimental animals for 24 hours preceding the experiment. The following day, the same 

protocol was used as for sessions 1 and 2. Videos were collected using webcams (Logitech) 

and animal behavior was manually scored. Social interaction was labeled when physical, nose-

to-nose interaction between the mice, as well as close proximity, with the experimental mouse 

being directly turned towards the social interaction partner, was present. Eating was labeled 

from the moment a seed was carried to the mouse’s mouth, until the eating episode was 

finished. Grooming was labelled for the duration of the grooming episode, with only the 

episodes lasting at least 3 seconds included in the analysis. For foot shocks, the 3 seconds 

following the shock delivery were analyzed. For tail suspension, the entire episode, lasting 

from the moment the mouse was picked off the ground to the time it was placed on the ground, 

was labeled. 

 

Transgenic animals: For the results shown for fiber photometry in the GENSAT animals two 

cohorts of three mice were used. The first cohort underwent the same experiment as described 



Materials and methods 

28 
 

in the section above, with a 5-minute habituation period followed by a 30-minute recording in 

the Multimaze. The arena was set in the same way as described in section 2.4.1. The second 

cohort, also comprising of three animals, was performed in a custom-made circular open field 

made of transparent Plexiglas, with a 30 cm diameter. There, the mice first underwent a 5-

minute habituation period, followed by a sequence of six 1 second long air puffs delivered in 

60-second intervals. All videos were collected using webcams (Logitech) and animal behavior 

was manually scored. Eating, grooming and social interaction were labelled the same was as 

described above. For air puffs, the 3 seconds following the air puff delivery were analyzed. 

2.5.3 Photometric signal analysis 

All fiber photometry data was analyzed using custom-written Python scripts. The first 30 

seconds of the signal were excluded and the data were smoothed using a second-order 

Savitzky-Golay filter. To reduce bleaching and motion artefacts, a least-squares linear fit was 

used on the 405 nm signal which was then aligned to the 465 nm signal using a procedure 

developed by Lerner et al.  

(https://github.com/talialerner/Photometry-Analysis-Shared/blob/master/Dropbox/MATLAB 

/Shared%20photometry%20code/controlFit.m). The change in fluorescence (ΔF/F) was 

calculated as ΔF/F = (465-nm signal - fitted 405-nm signal)/fitted 405-nm signal. The signal 

was further Z-scored using the median of the overall signal trace. To calculate the average 

response for any specific behavior, the signal was normalized by subtracting the median of the 

3 seconds preceding behavior onset and the mean and SEM calculated. 

2.6 AAV tracings in transgenic animals 

For AAV tracings in GENSAT animals, the surgery was performed in the same way as 

described in section 2.3. Coronal sections of axonal AAV tracings were acquired on a Leica 

SP5 confocal microscope and stitched and visually adjusted using Fiji software. The images of 

coronal sections were visually examined for projection patterns and compared to Franklin & 

Paxinos mouse brain atlas (4th edition). Detailed cell counting and quantification were not 

performed. 
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2.7 Histology  

At the end of experimental protocol, animals were anesthetized with a mixture of Ketamine 

and Xylazine (100 mg/kg and 20 mg/kg bodyweight, respectively, Serumwerk Bernburg) and 

trans-cardially perfused with 4% paraformaldehyde (PFA) in phosphate buffered saline (PBS). 

Brains were fixed in PFA for another 24-48 hours at 4°C. Coronal sections were cut at 70 μm 

with a VT1000S vibratome (Leica Biosystems). To visualize fiber implantations, as well as the 

whole spread of the virus, all sections between +2.5 mm and +1.0 mm from Bregma were 

collected and mounted onto glass slides using custom-made mounting medium containing 

Mowiol 4-88 (Roth, Germany) with 0.2 mg/mL DAPI (Sigma-Aldrich, MO). Sections were 

visualized under an epifluorescence microscope (Leica DFC7000 T). The spread of the virus 

and fiber placement were confirmed using the Franklin & Paxinos mouse brain atlas (4th 

edition). Only animals with correct viral injection as well as fiber placement sites were included 

in the analysis and are reported in this study.  

2.8 Statistical analysis 

All statistical analyses were performed with GraphPad Prism (GraphPad Software, version 9) 

or custom-written R code. Group comparisons were done using standard two-way ANOVA, 

repeated-measures two-way ANOVA or mixed-effects analysis followed by post-hoc multiple 

t-tests with Bonferroni correction. Single variable comparisons were done using two-tailed 

paired or unpaired t-tests. The identity of the test used in particular analyses is specified in 

individual figure legends. Sample sizes were determined using power analysis tests. All mice 

with poor fiber placement or implant loss during any stage of experiments were excluded from 

the study. During optogenetic experiments, littermates were randomly assigned to the 

experimental or control groups. Data collection and analysis were not performed with blinding 

to the conditions.  
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3. RESULTS 

3.1 Establishment of a novel behavioral paradigm 

The initial step of the project was the establishment of a behavioral paradigm that would allow 

me to explore the role of rodent AIC in behavioral switching during flexible behavior. To this 

end, we designed a novel paradigm, called Multimaze, that allowed observation of behavioral 

switching which occurs spontaneously in freely behaving animals. The paradigm consisted of 

a 30 cm x 50 cm rectangular box made of white Plexiglas, that contained three small rectangular 

chambers and one semi-circular enclosure (Figure 7a). Each of the three small chambers could 

be equipped with the contents of the experimenter’s choice, thus allowing an introduction of 

multiple versatile behaviors. The semi-circular enclosure was designed to house a conspecific 

(see Methods section for details). Each of the three corner chambers could be closed off with a 

designated gate, making the arena easily modifiable.  

 

As mentioned previously, the AIC has been shown to act as a switch between large-scale brain 

networks, specifically the DMN and CEN. While probing such function is challenging without 

whole-brain imaging techniques, I attempted to approach that by introducing behaviors that 

would act as a proxy for the functions of the relevant networks. In one of the zones, I placed a 

dish with twelve small circular wells (1.7 cm x 1.7 cm x 1.7 cm), each of which contained a 

single unshelled sunflower seed. To procure a seed, the animals had to reach into a small well, 

grab the seed, bring it to the surface and shell it before consumption could be initiated. This is 

a non-trivial task in which animals often accidentally drop the seed and have to repeat the 

action. Since this required focus and outwardly directed attention, seed eating served as a proxy 

for CEN engagement. In another chamber, I placed ground cover and fresh nesting material, 

the same type as used in the animals’ home cage. This zone aimed to represent a safe 

environment in which a mouse could rest and relax, thus acting as a proxy for DMN activity. 

Finally, I chose to introduce social behavior, as it has previously been reported engage the AIC 

and represent a salient stimulus in rats102. 
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To quantify the behavioral patterns, I measured time the animals spent in the specific zones. 

Measurements were collected for the following four zones: eating zone, social interaction zone, 

nesting zone and interzone, which acted as a transition zone between the first three zones 

(Figure 7a). When placed in the Multimaze, the animals were allowed to freely explore the 

novel environment, transitioning between the zones at their own volition. Mice voluntarily 

engaged with each of the respective behaviors (Figure 7d), confirming that Multimaze can be 

used as a paradigm to examine flexible behavioral switching in freely moving mice.  

3.2 Optogenetics during flexible behavior 

3.2.1 Optogenetic stimulation of the AIC 

To examine whether the AIC plays a role in behavioral switching, I first chose to employ 

optogenetic stimulation of the AIC. To achieve this, excitatory pyramidal neurons in the AIC 

were bilaterally infected with an AAV coding for Channelrhodopsin under the CaMKII 

promoter (AAV2/5-CaMKIIa-ChR2.0), and an optic fiber was implanted above the injection 

site (Figure 7b). As a control condition, the littermates of the experimental mice were injected 

and implanted in the same way, with the only difference being that the AVV only encoded a 

fluorophore rather than an excitatory opsin (AAV2/5-CaMKIIa-eYFP). The animals were 

placed into the Multimaze for 60 minutes per day, five days in a row, and optogenetic 

stimulation was delivered during the second (Q2) and fourth (Q4) 15-minute segment of the 

experiment on all experimental days (Figure 7c) to allow the comparison of behavior during, 

and outside of, AIC stimulation. The light was delivered at 10 Hz in a 1 second on, 4 seconds 

off cycle. This specific protocol was used to avoid overstimulation, which can, based on 

previous experience gathered in the lab, impair movement and sometimes even result in 

seizures. 
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Figure 7. Multimaze behavioral paradigm and the experimental protocol. a) Top-down 
picture of the Multimaze behavioral paradigm designed to assess flexible behavior in freely 
moving mice. The boundaries of the three zones are marked in their respective colors: Social 
interaction zone (dark green), Eating zone (brown) and Nesting zone (teal). Interzone is 
marked with a yellow arrow. b) Experimental protocol used in the optogenetic experiment. 
Animals were placed into the Multimaze for 60 minutes per day, for 5 days in a row. 
Optogenetic stimulation was delivered during the second (Q2) and fourth (Q4) 15-minute 
interval. c) Virus injection and optic fiber placement above the AIC. d) Representative raster 
plots of the two experimental groups, showing the time each individual animal spent in each of 
the zones during a 60-minute experimental session on each day. Each row represents a single 
animal on a given day. 

 

Since AIC has been shown to act as a switch between large-scale brain networks, the alteration 

of which may affect the frequency of behavior switching, I first decided to explore whether the 

perturbation of its activity affected the number of times the animals transitioned between the 

zones, which acted as a proxy for altered behavior switching. A high number of transitions is 
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associated with increased exploratory drive, which is normally observed when animals are 

placed into novel environments. As such, I hypothesized that AIC stimulation would 

predominantly exert its effect at later time points both within and across days, as animals 

became habituated to the environment, leading to lower novelty and lower salience, and thus 

fewer transitions. 

 

To observe the change in the number of transitions across days, data was normalized to day 1 

to compensate for the baseline difference between the groups. My analysis showed that AIC 

stimulation led to a significant difference in the number of transitions between the two groups 

(Figure 8b), while this effect was not observed in the absence of AIC stimulation (Figure 8a). 

Since increased transitioning between the zones could occur due to stimulation-induced 

increase in locomotion, I next compared locomotor activity across days. Similar to the number 

of transitions, optogenetic stimulation resulted in a significant difference in locomotion 

between the two groups which was not observed during Laser OFF periods(Figure 8c,d). To 

test whether AIC stimulation caused a generalized increase in locomotion, possibly through 

driving excessive motor activity, I performed an additional open field experiment in a separate 

cohort of optogenetic animals. This experiment revealed no difference in the overall 

locomotion (Figure 8e,f), suggesting that AIC stimulation does not drive excess motor activity. 

Rather, these data suggest that AIC stimulation leads to a reduced decrease in exploratory drive, 

possibly through a prevention of salience decrease that normally accompanies habituation to 

novel environments. 
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Figure 8: AIC stimulation prevents a time-dependent decrease in the number of transitions 
and locomotion. (N = 8 ChR2.0, N = 10 eYFP, Mixed-effects analysis of number of transitions 
and locomotion). a) Number of transitions for Laser OFF segments. Group (opsin) effect: F(1, 
16) = 2.404, p = 0.141; day effect: F(2.5, 35.83) = 4.177, p* = 0.0168; Group x day effect: 
F(3, 43) = 0.7, p = 0.557. b) Number of transitions for Laser ON segments. Group (opsin) 
effect: F(1, 16) = 8.119, p* = 0.0116; day effect: F(1.338, 34.22) = 0.91, p = 0.427; Group x 
day effect: F(3, 43) = 0.562, p = 0.643 c) Change in locomotion across days for Laser OFF 
segments. Group (opsin) effect: F(1, 16) = 0.106, p = 0.750; day effect: F(2.754, 36.72) = 
0.236, p = 0.855; Group x day effect: F(3, 40) = 0.434, p = 0.730 d) Change in locomotion 
across days for Laser ON segments. Group (opsin) effect: F(1, 16) = 4.743, p* = 0.0447; day 
effect: F(2.618, 36.65) = 0.175, p = 0.891; Group x day effect: F(3, 42) = 0.182, p = 0.908. e-
f) AIC stimulation has no effect on overall locomotion in an open field test (N = 9 ChR2.0, N 
= 9 eYFP). e) AIC had no effect on cumulative locomotion over 10 minutes (two-tailed non-
paired t-test: t=0.7510, df=16, p = 0.464). f) AIC stimulation had no effect on locomotion when 
segmented into 2-minute bins (two-way RM ANOVA of locomotion). Group (opsin) effect F(1, 
16) = 0.677, p = 0.423; Time effect: F(3.153, 50.45) = 13.84, p**** < 0.0001; Group x time 
effect: F(4 ,64) = 0.658, p = 0.623.  

 

Having observed the effect of optogenetic stimulation on the number of transitions across days, 

I next addressed whether the difference could be observed in an acute, within-experiment, 

manner. While novelty, and thus salience, decreases over days, it also decreases within a 60-

minute-long experimental session. As such, AIC stimulation should have a stronger effect on 

the number of transitions during the later time-points of each experimental session, compared 

to the earlier ones. To test this hypothesis, I compared the cumulative number of transitions 

during the first (Q1) and the last (Q4) 15-minute segments of the experiment. Indeed, ChR 
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animals showed a significantly higher number of transitions in Q4 compared to controls, yet 

no such difference was observed in Q1 (Figure 9a). Interestingly, no difference in the number 

of transitions was observed on day 1 (Supplementary Figure 1). This could be due to the fact, 

that salience is at its maximum during the initial stages of the experiment and AIC stimulation 

cannot increase it any further. Alternatively, it is possible that AIC stimulation at the intensity 

and frequency used in this protocol needs to be delivered across a longer time window before 

its effect can be measured. When the number of transitions was examined within individual 

zones, analysis revealed that the main difference in the number of transitions occurred in the 

interzone and the social interaction zone (Figure 9b). It should be noted that while not 

significant, there was also a trend towards a higher number of entries of ChR animals into the 

eating zone. However, no difference was observed in the nesting zone. Overall, these data 

revealed that AIC stimulation prevents a decrease in the number of transitions between the 

zones, which is accompanied by a significantly smaller decrease in locomotion across days. 

Furthermore, such effect can also be observed in a within-experiment manner, revealing that 

AIC stimulation results in a significantly higher number of zone transitions in the last, but not 

the first, 15-minute segment of the experiment. Overall, the above data support the hypothesis 

that AIC stimulation may prevent habituation-induced salience decrease, which consequently 

leads to an increase in behavior switching.  

 

 
Figure 9: AIC stimulation increases the number of zone transitions within the experiment. 
(N = 8 ChR2.0, N = 10 eYFP). a) Two-tailed unpaired t-test revealed that AIC stimulation 
results in a significantly higher number of transitions in the last 15-min segment of the 
experiment (t = 2.67, df = 15.9, p* = 0.0168). b) Number of transitions is significantly 
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increased in interzone and social interaction zone during the last 15-min segment of the 
experiment. Two-way ANOVA of a number of transitions. Q1: Group (opsin) effect: F(1, 64) = 
1.846, p = 0.179; zone effect: F(3, 64) = 41.693, p < 0.0001; group x zone effect: F(3, 64) = 
1.020, p = 0.39. Q4: Group (opsin) effect: F(1, 64) = 15.072, p*** = 0.000248; zone effect: 
F(3, 64) = 26.646, p < 0.0001; group x zone effect: F(3, 64) = 0.696, p = 0.558. Bonferroni 
post-hoc test: Interzone: p** = 0.00351; Social interaction zone: p* = 0.0488.  

 

I next examined whether AIC stimulation would also affect the relative amount of time the 

animals spent in individual zones. If the AIC truly contributes to appropriate switching between 

brain networks that contribute to internally or externally focused behaviors, its perturbation 

may result in animals preferentially engaging with more externally focused (eating, social 

interaction) or internally focused (resting, nesting) behaviors. To explore this, I first chose to 

examine time spent in the zones across and within days, as this is where I could already observe 

the effects of AIC stimulation on transitions and locomotion. Across days, optogenetic 

stimulation significantly increased the amount of time ChR animals spent in the eating zone, 

and significantly decreased the amount of time they spent in the nesting zone. A small but 

statistically significant difference was also observed in the social interaction zone, showing 

that optogenetic stimulation increased the amount of time the animals spent there (Figure 

10a,b). While a statistically significant effect was already observed when all four experimental 

segments (Q1 to Q4) were pooled, additional analysis revealed that AIC stimulation effect was 

confined exclusively to Laser ON (Q2 + Q4) periods (Supplementary Figure 2). Interestingly, 

similar to the number of transitions, no significant effect was observed on day 1, with the 

stimulation effect only starting from day 2 onwards (Figure 10a,b). Furthermore, it is 

interesting to observe that the effect of the stimulation did not continue to increase continuously 

across the subsequent days; rather, it peaked on day 2 for both eating and social interaction 

zones, remaining relatively stable thereafter (Figure 10a,b). As mentioned before, it is possible 

that salience is so high on day 1 that AIC stimulation cannot lead to a further increase. 

However, in this case, given that salience is linked to novelty, and novelty is expected to 

decrease across a 60-minute experimental session, one would expect to observe a difference 

between the two groups during Q4 on the first experimental day, which was not found 

(Supplementary Figure 3). As such, two other possible explanations should be considered. 

The first is that AIC stimulation must be delivered across a long enough time window to induce 

downstream changes in plasticity of either the AIC, its downstream structures, or both. This 

consequently results in a baseline activity increase of the affected structures, leading to a 

persistent behavioral effect that is, thereafter, insensitive to further AIC stimulation. In this 
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case, from day 2 onwards, I would expect to measure a stable behavioral effect within a single 

experimental session with little difference in behavior between early and late time points (Q1 

vs. Q4). Conversely, it is possible that while stimulation needs to be delivered across a long 

enough time window to sensitize the downstream structures which are, thereafter, more 

receptive to AIC stimulation, it does not result in baseline activity increase. In this case, one 

would expect, that the stimulation effect wears off during the night, is not observed during Q1 

on the following day when stimulation is absent, and is then reinstated with consequent 

stimulation during Q2 the following day. 

 

To explore this, I compared time in the zones for the first (Q1) and last (Q4) 15-minute 

segments of the experiments. Given that no effect was observed on day 1, I chose to average 

the behavioral data across days 2-5. In Q1, a significant difference between the groups was 

observed in the nesting zone (Figure 10c), but not in any other zone. Comparatively, in Q4, a 

significant difference was observed for both eating and nesting zones, with the nesting zone 

difference being much larger compared to Q1 (Figure 10c). It is important to notice that while 

not significant, there is a trend towards ChR animals spending more time in the eating zone 

already in Q1. This suggests that there are two components to the time-dependent effect of the 

AIC stimulation: after stimulation is delivered over a long-enough time window for its effect 

to be measured, it seems to change the baseline activity of the relevant structures, as its 

behavioral effect is already observed during Q1 on the following day, when stimulation is not 

yet present. However, once additional stimulation is introduced in Q2, there is a significant 

increase in the observed effect, suggesting that acute stimulation further augments the pre-

existing behavioral effect (Figure 10c). It is interesting to note that there is no increase in 

behavioral difference between subsequent Q1 sessions when plotted across subsequent days 

(Supplementary Figure 3), suggesting that the AIC stimulation effect returns to a pre-existing, 

albeit already augmented, baseline between the end of one and beginning of the next 

experimental session. 
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Figure 10: Optogenetic stimulation shows a time-dependent effect both across and within 
days. a) Observing the development of the AIC stimulation effect across days reveals that 
optogenetic stimulation significantly increases the amount of time animals spend in the eating 
and social interaction zones, and decreases the amount of time they spend in the nesting zone 
(N = 8 ChR2.0, N = 10 eYFP, Mixed-effects analysis of time spent in the zone). Eating zone: 
Group (opsin) effect: F(1, 16) = 6.400, p* = 0.02; day effect: F(2.295, 32.89) = 0.613, p = 
0.569; group x day interaction effect: F(3, 43) = 0.282, p = 0.838. Interzone: Group (opsin) 
effect: F(1, 16) = 6.400, p = 0.347; day effect: F(2.442, 34.19) = 0.935, p = 0.419; group x 
day interaction effect: F(3, 42) = 0.376, p = 0.77. Nesting zone: Group (opsin) effect: F(1, 16) 
= 7.522, p* = 0.0145; day effect: F(2.325, 33.33) = 1.09, p = 0.356; group x day interaction 
effect: F(3, 43) = 0.189, p = 0.903. Bonferroni post-hoc test; day 2: p** = 0.0064, Social 
interaction zone: Group (opsin) effect: F(1, 16) = 4.789, p* = 0.0438; day effect: F(2.753, 
39.46) = 1.518, p = 0.227; group x day interaction effect: F(3, 43) = 1.569, p = 0.2108. b) The 
same as in a) but on a free axis for easier visualization. c) Stimulation effect shows a cumulative 
effect within days. (N = 8 ChR2.0, N = 10 eYFP, Two-way ANOVA of time spent in the zone). 
Q1: Group (opsin) effect: F(1, 64) = 0.000216, p = 0.988; zone effect: F(3, 64) = 179.48, 
p**** < 0.0001; group x zone interaction effect: F(3, 64) = 2.729, p = 0.051. p* = 0.0192 for 
Nesting zone. Q4: Group (opsin) effect: F(1, 62) = 0.0379, p = 0.541; zone effect: F(3, 62) = 
285.13, p**** < 0.0001; group x zone interaction effect: F(3, 62) = 12.600, p**** < 0.0001. 
Bonferroni post-hoc test ChR vs control: p** = 0.0049 for Eating zone, p**** < 0.0001 for 
Nesting zone. 
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Having observed both across- and within-day effect of the AIC stimulation, I finally wanted to 

examine whether the overall effect of AIC stimulation on time spent in the zone could be 

observed. To this end, I pooled the data collected on days 2-5 and plotted them separated by 

the presence or absence of optogenetic stimulation (Figure 11a), as well as cumulatively 

(Figure 11b). The comparison of the average time in the zone during AIC stimulation periods 

(Laser ON: Q2 + Q4) and light off periods (Laser OFF: Q1 + Q3) revealed that a much greater 

effect – increased time in the eating zone and decreased time in the nesting zone – was observed 

during Laser ON periods. In line with the effect represented in Figure 10, however, a 

significant nesting zone effect was still observed in the absence of stimulation (Figure 11a). It 

is also important to note that while the effect in the eating zone was not significant, a trend 

towards ChR animals spending more time there remained (p = 0.075, Figure 11a). This 

confirms that stimulation effect is carried over into the periods where AIC stimulation is absent, 

further confirming that the effect of AIC stimulation is not solely limited to stimulation-ON 

periods. The overall comparison of the time spent in the zones between days 2-5 (Figure 11b) 

thus succinctly summarizes the main effect of the optogenetic treatment: AIC stimulation 

significantly increased the amount of time the animals spent in the eating zone and significantly 

decreased the amount of time the animals spent in the nesting zone. When observed across 

days, AIC stimulation also increased time in social interaction zone (Figure 10a,b, 

Supplementary Figure 2). Furthermore, the above analysis reveals that stimulation effect 

occurs over time, and is only measurable from day 2 onwards (Figure 10a,b). Thereafter, a 

relatively small stimulation effect can already be measured during the stimulation-free Q1 

period on each subsequent experimental day. However, additional optogenetic treatment 

significantly reinforces the already existing effect (Figure 10c). 
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Figure 11: Optogenetic stimulation alters the amount of time animals spend in the zones in 
a non-acute manner. a) AIC stimulation causes the animals to spend more time in the Eating 
zone and less time in the Nesting zone (N = 8 ChR2.0, N = 10 eYFP, two-way ANOVA of time 
spent in the zone. Laser OFF (Q1 + Q3): Group (opsin) effect: F(1, 64) = 0.014, p = 0.907; 
zone effect: F(3, 64) = 262.05, p**** < 0.0001; group x zone interaction effect: F(3, 64) = 
5.015, p** < 0.003. Bonferroni post-hoc test ChR vs control: p** = 0.001 for Nesting zone. 
Laser ON (Q2 + Q4): Group (opsin) effect: F(1, 64) = 0.059, p = 0.907; zone effect: F(3, 64) 
= 296.08, p**** < 0.0001; group x zone interaction effect: F(3, 64) = 12.16, p**** < 
0.0001. Bonferroni post-hoc test ChR vs control: p** = 0.00239 for Eating zone, p**** < 
0.0001 for Nesting zone. b) Overall average time spent in the zone between days 2-5. Group 
(opsin) effect: F(1, 64) = 0.027, p = 0.869; zone effect: F(3, 64) = 311.06, p* < 0.0001; 
group x zone interaction effect: F(3, 64) = 9.27, p**** < 0.0001. Bonferroni post-hoc test 
ChR vs control: p** = 0.00913 for Eating zone, p**** = 0.000038 for Nesting zone.  

 

Overall, the above data show that AIC stimulation prevents a reduction in the number of 

transitions and locomotion, suggesting it may prevent habituation-driven salience decrease. 

Furthermore, the data show that AIC greatly increases time spent in the eating zone, and 

marginally increases the amount of time the animals spend in social interaction zone, both of 

which acted as proxy for the CEN. In addition, AIC stimulation decreases the amount of time 

in the nesting zone, a proxy for the DMN. My data thus support the hypothesis that AIC 

stimulation shifts the balance between internally and externally focused behaviors, increasing 

the amount of time the animals spend engaged with externally focused at the expense of 

internally focused behaviors. This in turn, indirectly suggests that AIC stimulation may indeed 

disrupt the natural balance in switching between large-scale brain networks. 
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3.2.2 Optogenetic inhibition of the AIC 

Our initial experiment suggests that AIC stimulations alters behavioral switching and perturbs 

flexible mouse behavior. However, as ChR-driven AIC stimulation is non-physiological, this 

does not yet confirm that AIC activity is necessary for normal behavioral switching per se. As 

such, I decided to inhibit AIC activity to examine its necessity for behavioral switching. To 

this end, I prepared another cohort where I transfected excitatory pyramidal neurons of the AIC 

with an AAV carrying an inhibitory opsin (AAV2/5-CaMKII-eNpHR3.0). Similar to the 

optogenetic cohort, control animals were littermates transfected with the same virus only 

carrying a fluorophore (AAV2/5-CaMKII-eYFP) (Figure 12a). The experimental protocol was 

the same as described in Figure 7c, with 60-minute sessions carried out on five consecutive 

days, with inhibition being continuously delivered during the second (Q2) and fourth (Q4) 15-

min segment (Figure 12b). As opposed to the ChR stimulation, yellow light was delivered 

continuously, for the duration of the 15-minute window, as, in my experience, longer-term 

inhibition does not lead to any unwanted side effects, such as altered locomotion or seizures. 

 

 

Figure 12: Experimental protocol used to assess the effect of AIC inhibition on flexible 
behavior. a) Representative injection site in the AIC (left) and visual representation of injection 
and implantation site above the AIC. b) Time-course of the experiments and timing of 
optogenetic inhibition.  
  

In order to investigate the effects of AIC inhibition, I first analyzed the data in a manner 

analogous to that of the stimulation experiments, characterizing the number of transitions and 

locomotion across days. However, as opposed to stimulation experiments, AIC inhibition had 
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no effect on either number of transitions (Figure 13a,b) or locomotion across days (Figure 

13c,d). 

 

 
Figure 13: AIC inhibition does not affect the number of transitions and locomotion across 
days. (N = 10 eNpHR3.0, N = 10 eYFP. a-b) Change in the number of transitions across days, 
two-way RM ANOVA of transitions and locomotion. a) Laser OFF: Group (opsin) effect: F(1, 
18) = 2.948, p = 0.103; day effect: F(2.431, 43.77) = 5.029, p** = 0.0068; group x day 
interaction effect: F(3, 54) = 0.722, p = 0.543. b) Laser ON: Group (opsin) effect: F(1, 18) = 
0.818, p = 0.378; day effect: F(3.068, 55.22) = 10.55, p < 0.0001; group x day interaction 
effect: F(4, 72) = 0.5847, p = 0.675. c-d) Change in locomotion across days, two-way RM 
ANOVA of transitions and locomotion. c) Laser OFF: Group (opsin) effect: F(1, 18) = 1.019, 
p = 0.326; day effect: F(2.305, 37.96) = 3.927, p = 0.113; group x day interaction effect: F(3, 
54) = 0.630, p = 0.599. d) Laser ON: Group (opsin) effect: F(1, 18) = 0.837, p = 0.373; day 
effect: F(2.109, 41.50) = 2.236, p*= 0.0263; group x day interaction effect: F(3, 54) = 1.613, 
p = 0.197.  

 

Having observed no difference in the effect of AIC inhibition on the number of transitions or 

locomotion, I next examined whether it affected the relative amount of time that animals spent 

in the zones. However, similar to the number of transitions and locomotion, AIC inhibition had 

no effect on the amount of time the animals spent in any of the zones across days (Figure 
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14a,b). Likewise, no difference was observed when the data were examined in a within-

experiment manner, comparing the first and the last 15-minute segments (Figure 14c).   

 

 

Figure 14: AIC inhibition does not affect time in the zone in either across- or within-
experiment manner. (N = 10 eNpHR3.0, N = 10 eYFP) a-b) AIC inhibition has little to no 
effect on amount of time animals spend in the zone across days (2-way RM ANOVA or Mixed-
effects analysis of time spent in the zone). Eating zone: Group (opsin) effect: F(1, 18) = 0.102, 
p = 0.732; day effect: F(4, 72) = 2.249, p = 0.072; group x day interaction effect: F(4, 72) = 
1.723, p = 0.154. Interzone: Group (opsin) effect: F(1, 18) = 0.632, p = 0.437; day effect: 
F(3.221, 56.37) = 16.49, p**** < 0.0001; group x day interaction effect: F(4, 70) = 0.609, p 
= 0.658. Nesting zone: Group (opsin) effect: F(1, 18) = 0.107, p = 0.748; day effect: F(2.778, 
50.00) = 5.912, p** < 0.002; group x day interaction effect: F(4, 72) = 1.569, p = 0.192. 
Social interaction zone: Group (opsin) effect: F(1, 18) = 0.102, p = 0.753; day effect: F(2.991, 
53.83) = 3.031, p** < 0.003; group x day interaction effect: F(4, 72) = 2.507, p* = 0.0494. c) 
AIC inhibition has no within-experiment effect on time spent in the zones (two-way ANOVA of 
time spent in the zone). Q1: Group (opsin) effect: F(1, 72) = 0.006, p = 0.940; zone effect: F(3, 
72) = 102.670, p**** < 0.0001; group x zone effect: F(3, 72) = 1.173, p = 0.326. Q4: Group 
(opsin) effect: F(1, 72) = 0.018, p = 0.894; zone effect: F(3, 72) = 135.333, p**** < 0.0001; 
group x zone effect: F(3, 72) = 0.246, p = 0.864.  
 

As expected, the analysis of the average overall time in the zone during or outside of 

optogenetic inhibition (Figure 15a) confirmed that AIC inhibition had no effect on the average 
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overall time in the zone. Furthermore, no effect was observed when cumulative average time 

in the zone was compared between the two groups (Figure 15b).  

 

 

Figure 15: AIC inhibition has no effect on the amount of time animals spend in the zones 
(N = 10 eNpHR3.0, N = 10 eYFP). a) AIC inhibition has no effect on time in the zone in either 
Laser ON or Laser OFF condition (two-way ANOVA of time spent in the zone). Laser ON: 
Group (opsin) effect: F(1, 72) = 0.002, p = 0.964; zone effect: F(3, 72) = 185.372, p**** < 
0.0001; group x zone effect: F(3, 72) = 0.0841, p = 0.969. Laser OFF: Group (opsin) effect: 
F(1, 72) = 0.00000582, p = 0.998; zone effect: F(3, 72) = 221.842, p**** < 0.0001; group x 
zone effect: F(3, 72) = 0.853, p = 0.853. b) AIC inhibition does not affect overall time the 
animals spent in the zone (two-way ANOVA of time spent in the zone). Group (opsin) effect: 
F(1, 72) = 0.020, p = 0.888; zone effect: F(3, 72) = 205.027, p**** < 0.0001; group x zone 
effect: F(3, 72) = 0.191, p = 0.902.  
 

The above analysis revealed no effect of the AIC inhibition on either number of transitions, 

locomotion or time in the zone. However, it is important to keep in mind that if AIC is truly 

important for salience detection and switching between large-scale brain networks, the effects 

of stimulation and inhibition may need to be examined at different time points. Since the effect 

of the stimulation is observed in the later stages of the experiment, when novelty and thus 

salience of the environment are the lowest, AIC inhibition should exhibit the most potent effect 

when saliency is the highest. As such, I would expect to see the strongest effect when the 

animals are not yet habituated to the arena. This should occur on the first experimental day, as 

well as in the initial time points of each session. As such, I hypothesized that the AIC inhibition 

effect may be observed if I examine the change in the above metrics across the 4 time-segments 

of the experiments (Q1 to Q4). However, such analysis revealed no difference in either time in 
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the zone, number of transitions or locomotion between the two groups (Figure 16a-c). 

Furthermore, no effect was observed when only day 1, when the salience of the environment 

should be the highest, was examined (Supplementary Figure 4).  

 

Overall, AIC inhibition had no effect on the number of transitions between the zones, 

locomotion or time in the zone in either across- or within-experiment manner. Furthermore, no 

effect was observed when presumably the most salient time points of the experiment were 

examined, leading to the conclusion that AIC inhibition does not affect flexible behavior and 

behavior switching under these specific conditions. 

 

 

Figure 16: AIC inhibition has no within-experiment effect on time in the zone, transitions 
or locomotion. (N = 10 eNpHR3.0, N = 10 eYFP) a) 2-way RM ANOVA of time in the zone. 
Nesting zone: Group (opsin) effect: F(1, 18) = 0.238, p = 0.632; period effect: F(2.224, 40.03) 
= 11.69, , p**** < 0.0001; group x period interaction effect: F(3, 54) = 1.454, p = 0.237. 
Interzone: Group (opsin) effect: F(1, 18) = 0.354, p = 0.559; period effect: F(2.353, 42.35) = 
37.63, p*** < 0.0001; group x period interaction effect: F(3, 54) = 0.458, p = 0.713. Eating 
zone: Group (opsin) effect: F(1, 18) = 0.754, p = 0.397; period effect: F(2.772, 49.00) = 14.73, 
p*** < 0.0001; group x period interaction effect: F(3, 54) = 0.438, p = 0.727. Social 
interaction zone: Group (opsin) effect: F(1, 18) = 0.258, p = 0.618; period effect: F(2.266, 
40.78) = 12.14, p*** < 0.0001; group x period interaction effect: F(3, 54) = 1.145, p = 0.339. 
b) 2-way RM ANOVA of transitions between the zones. Group (opsin) effect: F(1, 18) = 
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0.00124, p = 0.973; period effect: F(2.107, 37.93) = 22.35, p*** < 0.0001; group x period 
interaction effect: F(3, 54) = 0.133, p = 0.940. c) 2-way RM ANOVA of locomotion. Group 
(opsin) effect: F(1, 18) = 0.532, p = 0.475; period effect: F(2.239, 40.31) = 117.80, p*** < 
0.0001; group x period interaction effect: F(3, 54) = 0.174, p = 0.913. 
 

3.3 Fiber photometry during flexible behavior 

While aIC stimulation had clear impact on behavioral switching, I failed to observe any effects 

upon aIC inhibition, which may have several reasons (see discussion). To further understand 

the possible role of aIC I turned to fiber photometry (FP) which allows bulk neural activity 

recordings using genetically-encoded calcium indicators. My FP experiments had two major 

aims. Firstly, I wanted to characterize AIC activity during complex behavior, to examine 

whether AIC activity increases or decreases during the behaviors affected by optogenetic 

stimulation. Secondly, given the hypothesized role of the AIC as salience detector in human 

imaging studies, I wanted to establish whether rodent AIC plays a similar role.  

 

To explore the above questions, I transfected excitatory pyramidal neurons of the AIC with an 

AAV virus carrying a genetically-encoded calcium indicator GCaMP7f under the CaMKII 

promoter. Similarly to optogenetics, I implanted an optic fiber through which both light 

delivery and fluorescence detection were carried out (Figure 17a,b) and collected data in two 

different experimental cohorts. The following protocol was used to examine the role of AIC in 

flexible behavior and salience detection: the first cohort, containing five animals, underwent 

three recording sessions carried out on three consecutive days. During sessions 1 and 2, mice 

were first placed in the home cage for 5 minutes to establish the baseline fluorescence signal. 

Afterwards, they were immediately placed into the Multimaze, which was equipped in the same 

way as described in the optogenetic experiments, with nesting, eating and social interaction 

zones (Figure 7a). On day 3, the protocol was the same as on days 1 and 2, with the only 

difference being that the animals received six 1-second foot shocks following home cage 

recording, and prior to being placed into the Multimaze (Figure 17c). Foot shocks, allowing 

us to study AIC response to adverse stimuli, were delivered in a separate fear-conditioning box, 

so that no association was formed between the Multimaze and the aversive event. In the fourth 

session, conducted in a separate experimental cohort consisting of 4 mice, the animals were 

acutely food-deprived for 24 hours prior to the experiment, to facilitate increased salience of 
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the sunflower seeds available in the arena (Figure 17c). For each behavioral episode, a single 

trace signifying change in fluorescence was recorded, which allowed the comparison of the 

AIC signal between multiple episodes of a single behavior (Figure 17e,f). 

 
Figure 17: Experimental protocol and sample recording traces from fiber photometry 
recording. a) A representative coronal slice demonstrating viral expression and correct fiber 
positioning within the AIC. b) Virus injection and optic fiber placement above the AIC. c) The 
experimental protocol, which consisted of 4 recording sessions; the first two consisted of a 5-
minute habituation period followed by a 30-minute recording session (black lines). In the third 
session, habituation was followed by exposure to six foot shocks (red dotted line) and the fourth 
session was preceded by 24 hours of food deprivation (blue dotted line). d) Example GCaMP7f 
trace from a single mouse during one of the Multimaze sessions. e) A selection of five events 
from two of the measured behaviors displayed using peri-event time histogram. Each row 
represents a single event. Each trace is normalized to a three second window preceding the 
start of the behavior (time-point 0). f) The same events as displayed in e) shown as individual 
3-second-long Z-scored signal traces, displaying varying magnitudes and time-courses of the 
two behaviors.  

 
Compared to optogenetics, fiber photometry allows an experimenter to collect larger amounts 

of data in fewer animals, with standard cohort sizes of approximately five animals157,158. Given 

the lower number of experimental animals, as well as shorter experiment duration compared to 

optogenetic experiments, I decided to perform a much more complete analysis. To achieve this, 

all videos were manually scored to conduct detailed behavioral analysis where specific 

behaviors, rather than just time spent in the zones, were measured. The following behaviors 

and stimuli were annotated and their corresponding AIC activity analyzed: eating, where 
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precise times when the animal began and stopped eating a seed were recorded; social 

interaction, where nose-to-nose interactions, as well as close proximity during which the 

experimental animal directly faced the social interaction partner were marked. Furthermore, I 

examined grooming, foot shocks and tail suspension during the animal’s transfer from the 

home cage to the Multimaze. Such selection of stimuli provided me with a possibility to study 

the activity of the AIC during behaviors and stimuli of different valence and salience to reveal 

whether AIC responds primarily to appetitive/aversive conditions or rather to all salient 

behaviors and stimuli regardless of their valence. Specifically, eating and social interaction 

served as positively-valenced conditions, while tail suspension and foot shocks served as 

negatively-valenced conditions (Figure 18a,b). In addition, I also wanted to examine behaviors 

and stimuli that would engage the CEN, SN and DMN in different ways. It was relatively easy 

to find behaviors and stimuli that would direct the animals’ attention outwards, representing 

activation of the SN and CEN: eating, which required focus to procure and shell the seed, as 

well as foot shocks and tail suspension, both shifting the mouse’s attention to the external 

environment in order to respond to a potentially threatening situation. It was, however, much 

harder to incentivize and recognize behaviors that would represent internally-focused role of 

the DMN. Here, I decided to examine grooming, since it may represent one of a few clearly 

self-focused behaviors that can be observed in a mouse (Figure 18c). This is further supported 

by a study which showed that grooming in rats resulted in increased local field potential 

gamma-band oscillations, known to accompany DMN activation159. Fascinatingly, the study 

showed that the increase was greater during grooming than during periods of quiet 

wakefulness, suggesting that grooming engages the DMN especially strongly, and may thus 

represent a great candidate behavior to serve as a proxy of DMN activation. 
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Figure 18: Illustration of stimuli and behaviors for which AIC activity was measured. a) 
Eating and social interaction were chosen as the two behaviors of positive valence that 
required external focus and thus concomitant SN and CEN engagement. b) Foot shock and tail 
suspension were chosen as the stimuli of negative valence that elicited external focus and 
concomitant SN and CEN engagement. c) Grooming was chosen as an internally focused 
behavior that would be expected to engage the DMN but not the SN or the CEN. Abbreviations: 
SN: salience network; DMN: default mode network; CEN: central executive network. 

  

Examination of the AIC responses to various behaviors revealed that AIC responds to salient 

stimuli across different valences. AIC responded especially strongly during eating and tail 

suspension, both of which evoked strong and significant increase in the AIC activity (Figure 

19a,d). Furthermore, AIC responded with a smaller and less consistent increase during foot 

shocks (Figure 19c), which was surprising, given that the insular cortex is known to be 

involved in perception of pain160. It is possible, however, that the effect would become more 

significant with a larger number of collected traces. Furthermore, it is important to note that 

AIC activity decrease in some cases could be due to unexamined freezing behavior, since it has 

been previously shown that freezing results in decreased IC activity105. AIC response during 

social interaction was weaker and less consistent, with a trend towards activity increase (Figure 

19b). As can be observed from the corresponding peri-event time histogram and box plot, there 

was a relatively large level of diversity in AIC responses, with an increase in some and decrease 

in other cases (Figure 19b). It is possible that the extent of AIC activation depends on the 

extent of interaction between the two mice which is difficult to assess precisely. Finally, I 

examined grooming behavior, which, to my knowledge, does not hold any particular valence 

under given experimental conditions, but was chosen as an internally-focused behavior which 

should engage the DMN. Interestingly, grooming elicited a remarkable decrease in AIC activity 

(Figure 19e), despite its strong sensory-motor component. This is particularly fascinating, as 
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human studies have established that AIC activity in humans is inversely correlated with the 

activity in the DMN9,35 – if rodent AIC serves a similar function, I would thus expect to see 

corresponding activity decrease in behaviors that engage the DMN. Furthermore, it is 

interesting to notice that there is an increase in AIC activity during externally focused behaviors 

supposed to engage the CEN such as eating, foot shock, social interaction and tail suspension, 

and a decrease during grooming, and internally focused behavior assumed to engage the DMN.  

 

Another interesting observation in my data was the presence of an anticipatory signal during 

eating. As it can be observed from the mean trace and the peri-event time histogram (PETH), 

the AIC signal began to increase before the actual onset of eating behavior (Figure 19a, left 

dotted line). This suggests that rather than encoding only appetitive and/or gustatory 

components of the stimulus, AIC neurons also encode anticipation for the upcoming behavior. 

Such an increase was not observed preceding any other behavior, suggesting that it requires 

the animal to engage in the behavior voluntarily, which is not the case during foot shock or tail 

suspension. As such, the observed increase likely represents an anticipatory signal during the 

time window between the animal making the decision to engage in a behavior, and the actual 

start of the behavior.  

 

 
Figure 19: AIC responds to salient stimuli regardless of their valence (N = 5). a-e) Top: 
Mean + SEM traces for each of the five examined behaviors, normalized to the 3 second time-
window prior to the onset of behavior (time-point 0). Middle: Peri-event time histogram 
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showing individual traces for the corresponding behaviors. Each trace is normalized to the 3 
second window prior to the onset of behavior. All behaviors are plotted on the same scale for 
easier comparison. Bottom: A box plot representing relative change in Z-scored amplitude 
from the baseline (3 seconds prior to the onset of behavior) for each of the five behaviors. Each 
of the points represents a median value for the whole episode trace from the onset of behavior 
to the end of the episode. Significance was determined using a two-tailed paired t-test. Eating: 
t = -8.6508, df = 56.0, p**** < 0.0001; Social Interaction: t = -1.8302, df = 49.0, p# = 0.073; 
Foot shock: t = -2.0073, df = 24.0, p# = 0.056; Tail suspension: t = - 3.8098, df = 12.0, p** < 
0.0025; Grooming: t = 5.537, df = 27.0, p**** < 0.0001. 

 

In the above experiments, I confirmed the role of the AIC in salience detection through 

examining its activity during a number of different stimuli. To further confirm its role in 

salience encoding, I performed an additional experiment where I increased the salience of an 

already examined stimulus. This would serve as an additional control that would affirm that 

the observed response is not due to certain sensory properties of varying stimuli and motor 

properties of different behavioral responses. In order to do that, I food deprived a separate 

cohort of four animals for 24 hours prior to the experimental session and then exposed them to 

sunflower seeds in the same context as in the original, non-food deprived experiment. The AIC 

signal in food deprived animals displayed significantly higher amplitude compared to the sated 

animals (Figure 20a,c,d). Furthermore, the signal increased much more sharply, which can be 

observed in a significant difference between signal slopes (Figure 20a,b,d). Interestingly, 

however, I could observe that in food deprived animals the anticipatory signal that could be 

observed in sated state is no longer present (Figure 20a,d), but that AIC signal increases 

sharply and quickly with the onset of eating.  

 

Overall, my fiber photometry experiments provide evidence that similar to humans, rodent AIC 

encodes salient stimuli across different valences. Furthermore, AIC activity increases with an 

increased stimulus salience when the animals’ homeostatic state shifts. This suggests that 

rodent AIC may indeed play a role as a salience detector, adjusting its response to a shift in an 

organism’s homeostatic needs.  
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Figure 20: AIC response increases with increased salience of a stimulus (N = 5 for sated and 
N = 4 for food-deprived animals). a) Top: Mean + SEM traces of AIC response to eating in 
sated (left) or food-deprived (right) animals normalized to the 3 second time window prior to 
behavior onset. Bottom: Peri-event time histogram showing individual traces for the 
corresponding behaviors. Each trace is normalized to the 3 second window prior to the onset 
of behavior. Both behaviors are plotted on the same scale. b) Comparison of the signal slope 
for individual eating episodes (two-tailed t-test, t = 4.3144, df = 84, p**** < 0.0001). c) 
Comparison of peak signal values for individual eating episodes (two-tailed t-test, t = -2.4192, 
df = 68, p* = 0.01823).  d) A comparative plot of the mean AIC signal in sated and food 
deprived mice during an eating episode. A comparison of mean slope values reveals a steeper 
and larger increase in AIC response in food-deprived animals. 

3.4 Circuit probing in the AIC 

3.4.1 Structural characterization of AIC neuronal 

subpopulations 

Having shown the involvement of the AIC in salience detection and flexible behavior, I finally 

wanted to probe the involvement of specific neuronal circuits that may contribute to the above 

observations. To this end, I decided to explore structural and functional properties of three 

different, so far unexamined, AIC neuronal subpopulations in transgenic mouse lines. To do 

so, I used three transgenic BAC-Cre recombinase driver lines from the gene expression nervous 



Results 

53 
 

system atlas (GENSAT) project of Rockefeller University, which generates transgenic lines 

that allow for cell-specific gene manipulations in the mouse central nervous system161,162. We 

obtained three mouse lines with strong Cre expression within specific neuronal populations 

that, as observed in the GENSAT in situ hybridization library, were localized almost 

exclusively in the AIC. The three lines expressed Cre-recombinase under Sim1, Rgs14 and 

GRP promoters, respectively. Since the choice of the lines was based on their expression 

pattern rather than the known functions of the promoter genes, a discussion of their in-so-far 

known functional roles is outside the scope of this project.  

 

First, I wanted to characterize the output pattern of the three subpopulations. To this end, the 

animals were unilaterally injected with a Cre-dependent AAV carrying an mCherry 

fluorophore into the AIC (Figure 21a,b). First, I examined the spatial location of the infected 

AIC output cell bodies to investigate whether their localization displays similar or diverse 

pattern. Interestingly, the examination of the infected cell body placement revealed distinct 

localization patterns for the three lines. GRP-Cre cells were predominantly located in cortical 

layers II and III, Rgs14-Cre cells almost exclusively in layer III, and Sim1-Cre cells primarily 

in cortical layer V (Figure 21c).  
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Figure 21: Spatial segregation of the infected cell bodies in three transgenic lines. (N = 3 
Rgs14-Cre, N= 3 Sim1-Cre, N= 3 GRP-Cre) a) AAV tracing strategy used to identify the output 
pattern of the three neuronal subpopulations. b) Visual representation of an injection site for 
the three lines. c) Visualization of the starter cell population for each of the three transgenic 
lines. Note the different placement of the starter cells within the AIC. Surgeries and imaging 
were done with help from Eunjae Cho. 

 

I next went on to characterize neuronal output pattern of the three subpopulations. While I did 

not precisely quantify projection density and cell number, I here present preliminary qualitative 

characterization of the subpopulations’ projection patterns. Upon the examination of coronal 

brain slices across the whole brain, I identified five main antero-posterior levels at which strong 

projections from two or more populations could be observed: striatum, extended amygdala, 

amygdala, posterior cortical and subcortical regions and locus coeruleus (Figure 22, top to 

bottom). At the level of the striatum, Sim1-Cre neurons projected predominantly to the ventro-

lateral caudate putamen (CPu) (Figure 22a, first row), whereas Rgs14-Cre neurons projected 

to ventro-lateral CPu and strongly to the core region of the nucleus accumbens (AcbC) (Figure 

22b, first row). Weak overall CPu labelling was observed also in the GRP-Cre line, with 

stronger labelling observed in the anterior commissure (Figure 22c, first row). At the level of 

the extended amygdala, Sim1-Cre and Rgs14-Cre lines exhibited strong labelling in the 
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interstitial nucleus of the posterior limb of the anterior commissure (IPAC), whereas the GRP-

line exhibited labeling in anterior basolateral amygdala (BLA) (Figure 22, second row). At the 

level of the amygdala, all three lines exhibited strong labelling, however, the expression was 

localized to different nuclei: whereas Rgs14-Cre neurons projected to both central amygdala 

(CeA) and BLA, Sim1-Cre neurons projected exclusively to CeA, and GRP-Cre neurons 

exclusively to the BLA (Figure 22, third row). All three regions also projected to posterior 

brain regions, including cortical as well as subcortical and brainstem regions (Figure 22, fourth 

row). GRP-Cre neurons projected strongly to the entorhinal cortex (ENT) (Figure 22c, fourth 

row), whereas Sim1-Cre and Rgs14-Cre neurons projected weakly to the ENT, but sent 

projections to a number of other posterior regions including midbrain and brainstem nuclei, 

hippocampal formation (HPC), as well as visual and retrosplenial cortex (RSP) (Figure 22a,b, 

fourth row). Finally, all three lines projected to locus coeruleus (LC), a primary noradrenergic 

nucleus of the brain (Figure 22, bottom row). Of the three lines, GRP-Cre neurons showed the 

strongest LC labeling, whereas Rgs-14-Cre and Sim1-Cre neurons exhibited somewhat weaker 

fluorescence. Overall, my tracing experiment shows that the three neuronal populations are 

spatially segregated within the AIC layers, and exhibit diverse projection patterns, suggesting 

different functional properties. 
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Figure 22: The three neuronal subpopulations exhibit different projection patterns. (N = 3 
Rgs14-Cre, N= 3 Sim1-Cre, N= 3 GRP-Cre) a-c) Projection patterns for the Sim1-Cre, Rgs14-
Cre and GRP-Cre lines at different antero-posterior levels of the brain. Top- to bottom: The 
three lines have been found to send their projections to five major brain regions: striatum, 
extended amygdala, amygdala, posterior regions including entorhinal cortex and locus 
coeruleus. Abbreviations: CPu: Caudate Putamen; AcbC: Nucleus Accumbens core; IPAC: 
the interstitial nucleus of the posterior limb of the anterior commissure; CeA: central 
amygdala; ant. BLA: anterior basolateral amygdala; post. BLA: posterior basolateral 
amygdala; RSP: retrosplenial cortex; VIS: visual cortex; AUD: auditory cortex: ENT: 
entorhinal cortex; HPC: hippocampal formation, LC: locus coeruleus. Surgeries and imaging 
were done with help from Eunjae Cho. 

3.4.2 Functional characterization of the GRP-Cre line  

The final set of experiments was aimed at characterizing functional properties of the three 

transgenic lines. To this end, I once again employed fiber photometry to measure bulk activity 

of the targeted cells. However, due to a low number of cells and their observed non-uniform 

distribution between male and female mice, targeting turned out to be particularly challenging, 

and the final throughput very low. As such, I only managed to collect a usable set of data from 

the GRP-Cre line, the results for which are presented below. 

 

To measure the activity of GRP-Cre neurons, I bilaterally injected a Cre-dependent adeno-

associated virus carrying a calcium indicator GCaMP7f into the AIC (Figure 23b). As an initial 

screen, I once again selected an array of behaviors that would allow me to measure AIC activity 

in response to salient stimuli of different valence. Given the results obtained in wild-type mice, 

I also measured AIC activity during grooming. Recordings were conducted in two sessions: in 

the first one, mice were put into the Multimaze following a 5-minute habituation period and 

allowed to explore the arena for 30 minutes. There, the data for eating, social interaction and 

grooming behaviors were obtained. In the second session, aimed at assessing AIC response to 

negatively-valenced stimuli, the animals were placed in an empty circular open field where I 

delivered 6 air puffs, where a small amount of pressurized air was blown into the mouse’s face 

(Figure 23c). The data for tail suspension was also collected; however, due to a low number 

of trials and noisy recordings the results are not shown. 
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Figure 23: Experimental protocol for characterization of GRP-Cre line. a) A selection of four 
behaviors used to assess the activity of the GRP-Cre neurons. b) Visual representation of 
injection and implantation site in the AIC. c) Experimental time-course. Top: The experiment 
performed in the Multimaze where eating, social interaction and grooming were measured. 
Bottom: a separate experiment was performed in an empty open field box to assess the response 
of GRP-Cre neurons to an air puff, a negatively-valenced stimulus.    

 

Characterization of the GRP-Cre neuronal activity revealed that this specific neuronal 

subpopulation responds similarly for some and differently for other behaviors compared to the 

bulk excitatory AIC activity. Similar to global AIC activity, the neurons showed a significant 

increase in activity during social interaction (Figure 24b), where activity increase was even 

greater than in wild-type mice. Furthermore, similar to the wild-type mice, GRP-Cre neuronal 

activity decreased during grooming (Figure 24c), with the decrease being smaller and less 

consistent compared to the wild-type animals. Interestingly, however, GRP-Cre neuronal 

activity significantly decreased during eating (Figure 24a), which is the opposite of what I 

observed in general excitatory AIC population. Finally, there seemed to be variable responses 

to the negatively-valenced air puff, with certain air puffs leading to an increase and certain to 

a decrease in AIC activity (Figure 24d). It is important to notice, however, that the signal was 

very noisy during the session that tested the effect of air puffs on GRP-Cre neuronal activity, 

which can be observed in highly variable trace and large signal error (Figure 24d). As such, it 

will be important to conduct further experiments to confirm the response of this subpopulation 

to negatively-valenced stimuli.  
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Figure 24: Functional characterization of GRP-Cre neuronal responses (N = 3). a-e) Top: 
Mean + SEM traces for each of the four examined behaviors, normalized to the 3s time-window 
prior to the onset of behavior (time-point 0). Middle: Peri-event time histogram showing 
individual traces for the corresponding behaviors. Each trace is normalized to the 3 second 
window prior to the onset of behavior. All behaviors are plotted on the same scale. Bottom: A 
box plot representing relative change in Z-scored amplitude from the for each of the four 
behaviors. Each of the points represents a median value for the whole episode trace from the 
onset of behavior to the end of the behavior episode. Significance was determined using a two-
tailed paired t-test. Eating: t = 3.4186, df = 8, p** = 0.0091; Social Interaction t = -2.8416, df 
= 27, p** = 0.00844; Grooming: t = 2.2408, df = 15, p* = 0.0406; Air Puff: t = -0.80346, df 
= 12, p = 0.4373 

 
Overall, the above data suggest that GRP-Cre neurons exhibit a different activity profile 

compared to the global AIC. It is particularly interesting to notice that their activity corresponds 

neither to valence nor salience of the stimuli: they may respond with an increase or decrease in 

the case of salient and positively-valenced stimuli (eating and social interaction), and, based 

on my preliminary results, do not respond consistently to salient and negatively-valenced 

stimuli (air puff). Interestingly, the activity of these neurons also decreases during grooming; 

given that grooming is complex behavior with strong sensory and motor components, this 

suggests that in addition to valence and saliency, GRP-Cre neurons also do not encode purely 

somatosensory or motor information and may, as such, serve a more complex, or more specific 

role 
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Overall, the preliminary experiments probing structural and functional properties of 

genetically-determined AIC neuronal subpopulations reveal that the three subpopulations show 

diverse starter cell localization as well as projection patterns. Furthermore, based on the 

preliminary experiments conducted in the GRP-Cre line, my results suggest that different 

neuronal subpopulations also serve distinct functional roles within the AIC, with some of their 

responses matching and others differing to those observed in the general excitatory AIC 

population. While detailed understanding of the three populations will require further 

functional experiments including both measurements and perturbation of their activity, these 

preliminary results provide basic characterization of the in-so-far unexamined neuronal 

subpopulations within the AIC.   
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4. DISCUSSION 

In my PhD thesis, I show that rodent AIC detects salient stimuli across different valences. 

Furthermore, my work reveals that optogenetic stimulation of the AIC leads to an increase in 

exploratory drive and behavior switching, suggesting that its stimulation prevents habituation-

driven salience decrease. In addition, AIC stimulation led to a shift in behavioral preference 

towards externally rather than internally focused behaviors. Cumulatively, these findings 

suggest that similar to humans, rodent AIC plays a role as a salience detector and may 

contribute to behavior switching during flexible behavior. Finally, this thesis is, to my 

knowledge, the first piece of work to broadly characterize structural connectivity of the three 

genetically-determined neuronal subpopulations within the AIC, and to perform broad 

functional characterization of one of them. 

4.1 AIC stimulation promotes behavioral 

switching and externally-focused behavior 

To explore the role of the rodent AIC in behavior switching and flexibility, I designed a novel 

behavioral paradigm allowing freely moving mice to flexibly switch between three different 

behaviors while perturbing AIC activity. My results reveal that AIC stimulation significantly 

affects the animals’ behavior, increasing locomotion as well as switching between behavioral 

zones. Interestingly, an increase in locomotion was observed in the Multimaze, but not in a 

separate open field test, suggesting that AIC stimulation does not affect locomotion per se. 

Rather, my results suggest that AIC stimulation may prevent a habituation-driven decrease in 

exploratory drive, as novelty of the environment decreases. Since novelty and saliency are 

strongly intertwined, this finding suggests that AIC stimulation may maintain the animals’ 

exploratory drive by preventing salience decrease.  

 

In addition to increased number of transitions and locomotion, I also found that AIC stimulation 

changed the relative amount of time the animals spent in different behavioral zones. 

Specifically, AIC stimulation increased the amount of time spent in eating and social 
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interaction zones and decreased the amount of time in the nesting zone. These results suggest 

that AIC stimulation shifts the animals’ preference towards more externally oriented, executive 

and active behaviors, at the expense of internally focused behaviors. This is particularly 

interesting, as it suggests that AIC stimulation drives the balance between large-scale brain 

networks towards preferential engagement of the CEN, rather than the DMN. While direct 

confirmation of this hypothesis would require the use of whole-brain imagining techniques 

such as fMRI or functional ultrasound (fUS) imaging, my results are in line with recent findings 

showing that AIC stimulation in rats leads to a decoupling of rodent DMN34. As such, this 

study is the first to provide evidence for the role of AIC in behavioral switching in freely 

moving mice.  

 

An interesting and important finding of this study is also the time-dependent effect of AIC 

stimulation on behavior. Interestingly, AIC stimulation had no measurable effect on the very 

first day of the experiment and only became measurable on the second experimental day 

(Figure 10a,b). This is of great importance, as it may suggest that within more complex 

experimental setups, a one-off experiment may not be sufficient to examine the effect of a 

certain region on behavior. This likely becomes of increasing importance as neuroscientists 

attempt to characterize the ever more complex nature of multifunctional higher-order cortical 

regions. Furthermore, it is also important to notice that while the effect was amplified with 

additional AIC stimulation on the following days, a smaller lingering effect could be observed 

during the first, stimulation-free segment, even after a 24 hour break from the stimulation 

(Figure 10c). This raises some important questions: what is the mechanism that underlies the 

threshold-like nature of its effect? Why does the effect of optogenetic stimulation get carried 

over into the next day? It is possible that AIC stimulation results in altered plasticity in either 

target or downstream regions, increasing their baseline activity or activation probability thus 

increasing the probability of behaviors which they govern? Studies have indeed shown that 

optogenetic stimulation can alter the balance of postsynaptic AMPA and NMDA receptors, 

both being known to govern changes in neuronal plasticity163. Furthermore, in vitro studies 

have revealed that ChR-mediated stimulation of certain neuronal pathways could lead to 

pathway-specific LTP induction164, and multiple in vivo studies have shown that optogenetic 

stimulation can lead to longer-term changes in behavior165–168. To fully understand the lingering 

nature of acute optogenetic stimulation, it would thus be important to examine its effect on 

whole brain activity using whole-brain imagining (fMRI, fUS) or immediate early gene 
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staining (e.g. c-fos) techniques, followed by electrophysiological characterization of individual 

pathways and regions most affected by the perturbation.  

4.2 AIC inhibition has no effect on complex 

behavior under given conditions 

In addition to AIC stimulation, I also tested the effect of AIC inhibition on flexible behavior 

and behavior switching. However, I was unable to detect any effect of AIC inhibition on either 

the number of transitions between the zones, locomotion, or time spent in the zones. Given the 

strong effect of AIC stimulation, this is a rather surprising finding. One possibility to explain 

this observation is that while ChR-mediated artificial stimulation of the AIC alters behavioral 

switching, normal AIC activity is not necessary for it per se. Instead, AIC stimulation may 

drive downstream regions which are causally involved in appropriate behavioral switching. 

One such candidate region may be the AcbC, which is known to display strong connectivity 

with the IC47,49. A particularly interesting study conducted by Rogers-Carter et al. showed that 

stimulation of the IC-AcbC pathway increases social exploration of juvenile, but not adult, 

conspecifics169. Since mice perceive the company of juvenile conspecifics to be more salient 

than that of the adult mice, this suggests that IC-AcbC pathway is indeed involved in increasing 

the exploration of salient stimuli. Multiple other studies have shown that AcbC-mediated 

changes in behavioral flexibility depend primarily on dopamine (DA) release within ventral 

striatum170,171. As such, combining AIC stimulation with fiber photometry recordings of 

genetically-encoded DA sensors in the AcbC would allow one to study whether AIC 

stimulation effects may be mediated by an increase in DA release within AcbC. In addition to 

AcbC, prefrontal cortical areas are also known to display connectivity with the IC and have 

been implicated in behavioral flexibility. Studies have revealed that different prefrontal 

regions, such as orbitofrontal, prelimbic and infralimbic areas differentially affect strategy 

learning and reversal172, and whereas other studies have demonstrated that, similar to AcbC, 

PFC’s role in behavioral flexibility depends on DA release173. In addition, another study using 

a set-shifting task that requires animals to update their behavior in response to changing 

contingencies showed that neural ensembles within rodent PFC encode predicted action 

outcome as well as post-outcome discrimination activity, to evaluate whether the preformed 

behavior was successful in generating a reward or whether behavioral adaptation is required174. 
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Dorsomedial striatum is another region known to display strong connectivity with the AIC and 

its perturbation has been shown to impair successful strategy shifting in rats175. Interestingly, 

the contribution of dorsomedial striatum to behavioral flexibility has been shown to depend on 

acetylcholine (ACh) signaling176–178. Given the implication of both DA and ACh in behavioral 

flexibility, future studies should characterize neuromodulatory properties of the AIC and assess 

the contribution of different neuromodulatory systems on flexible rodent behavior. It is also 

important to note, that the vast majority of the above studies examined the role of specific brain 

regions in behavioral flexibility within highly constrained and outcome-directed tasks, and as 

such cannot be directly compared to this study. Based on the complexity and variability of the 

above research, it seems likely that rodent behavioral flexibility is mediated by a number of 

regions acting in concordance with one another to mediate appropriate behavioral switching.  

 

Given the AIC inhibition results, it is possible that unperturbed AIC activity is not necessary 

for behavioral switching per se. However, given the strong evidence the role of AIC in 

behavioral flexibility in humans, as well as my AIC stimulation and fiber photometry results, 

this seems unlikely. As such, it is important to discuss a few other factors that could contribute 

to the lack of observed effect. The first possible reason is the limited appropriateness of the 

given behavioral paradigm to measure the effect of decreased salience. As mentioned above, 

salience is highly linked to novelty, and would thus be expected to be the highest in the first 

experimental days and at the start of each experimental session. However, since I did not inhibit 

the AIC during the first 15-minute segment on each experimental day, I effectively missed the 

best time window to observe its effect. In previous experiments conducted in our lab, we have 

also observed that it is more challenging to observe the effect of IC inhibition compared to 

stimulation during specific tasks. For examine, one of our studies showed that while PIC 

stimulation produced an increase in anxiety response on a standard EPM test, the effect of PIC 

inhibition was only observed when the animals’ fear state was additionally increased using 

electric foot shocks prior to the EPM47. As such, it is possible that the effect may only become 

measurable upon the introduction of a paradigm or behavior of higher saliency. A second 

reason for the lack of observed effect may be the choice of time-window during which 

inhibition was delivered. Compared to stimulation, optogenetic inhibition is already less potent 

and this may be especially problematic when illumination is delivered over longer, 15- to 30-

minute time windows, as that may lead to engagement of compensatory mechanisms179. Indeed, 

one study examining the role of the hippocampal CA1 in memory recall showed that when 

optogenetic inhibition was delivered on a time-scale equivalent to that of pharmacological 
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inhibition (30 minutes or more), no effect was observed, whereas precise, time-locked 

optogenetic inhibition during the same task and in the same region resulted in a marked 

disruption in recall180. As such, a more appropriate way to examine the effect of AIC inhibition 

on salience detection would be to use a better behavioral paradigm that would combine 

increased salience and more precise AIC inhibition. There are a few options to achieve that: 

one possibility is to induce a more salient behavioral state, such as hunger, and inhibit AIC 

either throughout the experiment using pharmacogenetic tools such as Designer Receptors 

Exclusively Activated by Designer Drugs (DREADDs), or precisely when the animal chooses 

to eat. Another possibility would be to utilize a fear conditioning paradigm, where the animals 

learn that a sound cue predicts the arrival of a foot shock, a salient aversive stimulus, and inhibit 

AIC activity during either stimulus presentation or shock arrival. Another possibility would be 

to perform an oddball paradigm in head-fixed mice, where a deviant salient stimulus is 

presented to an animal in a stream of continuous stimuli and inhibit AIC upon the presentation 

of the deviant stimulus. A combination of one of more of these experiments controlled for 

possible confounding effects, such as disruption in memory formation in a fear conditioning 

paradigm, could give convincing evidence that AIC activity is necessary for salience detection. 

However, it is much more challenging to assess the role of AIC inhibition in spontaneous 

behavioral switching, with the main challenge being a difficulty in detecting the precise 

moments when behavioral switches occur. While it would be possible to increase the animals’ 

exploration and behavior switching through administration of stimulant drugs such as 

amphetamines, even in the presence of AIC inhibition effect, it would be difficult to make a 

claim that it is truly salience of the environment, rather than perhaps interoceptive signals, that 

are being altered. A more interesting set of experiments in freely moving mice would be to 

induce a different baseline state such as depression or anxiety, as it has been shown both for 

humans17,38,39,42, and mice18 that this results in altered states of large-scale brain networks. From 

there, the experimenter could compare the effect of AIC inhibition on behavior to gauge its 

effect on the switching between large scale brain networks. Another possibility would be to 

assess spontaneous behavioral switching in head-fixed mice using behaviors such as a 

burrowing assay and inhibit the AIC as the mouse initiates the switch from ingress to egress 

and vice versa181. Even there, however, the decision to perform a behavior switch and the 

engagement of the relevant networks would likely precede the behavioral output, making 

correct timing of inhibition delivery challenging. Thus, to truly confirm the effect of AIC 

inhibition on network switching, whole-brain imaging techniques combined with optogenetic 

tools in awake and freely moving animals will be necessary.  
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Overall, my optogenetic experiments suggest the following role for the AIC in flexible 

behavior: in its neutral state, mouse AIC facilitates appropriate switching between internally 

and externally focused behaviors (Figure 25, left) which likely primarily relies on the mouse’s 

homeostatic needs. However, upon AIC stimulation, this balance is shifted towards increased 

activity of the CEN, as seen in the animals’ preferred engagement with externally focused 

behaviors at the expense of internally focused behaviors (Figure 25, right). Such an 

interpretation is further supported by the recent study showing that AIC stimulation leads to 

the decoupling of the rodent DMN34, thus disrupting the naturally present balance between the 

networks. Under given experimental conditions, however, AIC inhibition is not potent enough 

to disrupt such balance, leaving behavior intact.  

 

 
Figure 25: AIC stimulation shifts the balance between large scale brain networks towards 
preferential engagement of the CEN. At the level of behavior, this is measurable in increased 
time the animals spend engaged in externally focused behaviors such as eating and social 
interaction at the expense of internally-focused behaviors such as nesting. The pie charts 
represent the proportions of cumulative time the mice spent in each of the zones across the five 
experimental days. 
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4.3 AIC encodes salient stimuli across different 

valences 

In the second part of my PhD project, I measured AIC activity during both flexible behavior 

and exposure to differently valenced stimuli to explore whether rodent AIC may indeed serve 

as salience detector. My results convincingly demonstrate that mouse AIC responds to both 

negatively and positively-valenced salient stimuli, confirming its role in salience detection. 

Furthermore, I show that when the same stimulus is made more salient by changing the 

animal’s internal state through food deprivation, AIC response increases in both steepness and 

magnitude (Figure 20). My fiber photometry results thus convincingly demonstrate that, 

similar to humans, rodent AIC encodes salient stimuli regardless of their valence.  

A particularly interesting observation was that AIC activity decreased during grooming, since 

grooming represents one of a few easily recognizable internally focused behaviors in mice. 

This led us to hypothesize that grooming may engage the DMN. This assumption is further 

supported by a study done in rats, which showed that grooming resulted in increased local field 

potential gamma-band oscillations, known to accompany DMN activation159. A specifically 

fascinating finding in that study was that an increase in gamma-band oscillations was even 

greater during grooming compared to the periods of quiet wakefulness, suggesting that 

grooming activates the DMN especially strongly. Fascinatingly, in my study, grooming 

resulted in a highly significant decrease in AIC activity, not observed during any other behavior 

or stimulus response. This is particularly interesting given the strong sensorimotor nature of 

grooming, and the IC’s well-known involvement in detection of sensory stimuli50,69,74,160,182. 

AIC activity decrease during grooming is in stark contrast to the findings from other studies, 

which showed that grooming is accompanied by, or relies on, an increase in excitatory neuron 

signaling not only in the motor cortex but also in regions such as the medial amygdala 

(MeA)183,184. The last study is particularly interesting, as the MeA has been shown to form a 

part of the rodent DMN18, further confirming that grooming may indeed represent appropriate 

behavior to serve as a proxy for the rodent DMN activity.  

 

Our decision to conduct fiber photometry experiments in a complex Multimaze environment 

rather than to simply expose mice to stimuli of different valences was largely made as I hoped 

to observe changes in AIC activity at the moment of behavioral switch. However, it has proven 
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to be exceptionally challenging to detect the precise moment when the animal decides to switch 

behaviors. Part of the reason is that it is rather difficult to define what precisely a behavior 

switch even means. Is it the time point when the decision about behavior change is made? Is it 

the physical change in speed and direction towards the upcoming behavior of choice? Is it 

detection of a salient external stimulus or an internal state which prompts behavioral switch? 

The second issue is that either of the above possibilities would likely result in a relatively subtle 

change on a behavioral level and thus be difficult to observe. It is possible that new, 

unsupervised behavioral classification tools that are now emerging will be able to detect minute 

changes in the animals’ behavior, thus allowing one to detect a precise moment when behavior 

switches. However, at this time, I was not able to collect neural data that would reveal how 

AIC behaves during behavior switching. 

An interesting observation from my fiber photometry experiments was an increase in AIC 

activity preceding the start of eating behavior (Figure 19). This confirms that eating-evoked 

activity increase is not exclusively due to gustatory or appetitive components of the stimulus, 

but rather represents the anticipation of the upcoming appetitive behavior. Anticipatory signals 

were not observed before other salient behaviors such as foot shock or tail suspension, suggests 

that it requires the animal to voluntarily engage with the stimulus. Interestingly, the anticipation 

signal was no longer observed in food deprived animals. The reason could be that food deprived 

animals likely make an instant decision to feed in order to meet their homeostatic needs, which 

results in a much faster transitioning from other behaviors to feeding. This, in turn, shortens 

the time window between the decision to feed and the execution of eating behavior, during 

which such an anticipation signal would occur. On the contrary, in sated animals, the decision 

to feed would be slower and more gradual since there is no pressing homeostatic need to be 

met. This could be reflected in a slower signal rise, compared to a fast and sharp increase in 

food deprived animals. A better way to study the development of the anticipatory signal in 

sated and food deprived animals would be to train mice to associate an auditory cue with 

stimulus onset and record neuronal activity during the time-window between cue presentation 

and stimulus onset. A recent study exploring the role of a genetically defined layer V neuronal 

subpopulation within the AIC showed that these neurons exhibit an anticipatory signal which 

is significantly greater in thirsty compared to quenched animals107. My findings, however, 

suggest that such anticipatory signal may exhibit different properties in freely moving 

compared to head-fixed animals, and may actually be harder to detect in food deprived 

compared to sated animals. Of course, this could also be due to the difference in recorded 

neuronal populations, since I recorded bulk excitatory neuron activity in the AIC rather than 
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the specific neuronal subpopulation examined in the aforementioned study. As such, further 

studies employing more sophisticated recording techniques such as in vivo electrophysiology 

as well as the use of transgenic mouse lines will be needed to further elucidate specific neuronal 

subpopulations that underlie the anticipatory signal in the AIC. 

 

Overall, my fiber photometry results provide convincing evidence that rodent AIC encodes 

salient stimuli regardless of their valence. This confirms that rodent AIC indeed possesses the 

necessary functional attributes to play an important role as a part of rodent salience network. 

4.4 A proposed model of information flow through 

rodent IC  

Taking the above results into consideration, this study provides functional evidence for the role 

of rodent AIC in salience detection and behavior switching. My fiber photometry experiments 

provide solid evidence that rodent AIC encodes salient stimuli across different valences while 

my optogenetic stimulation data suggest that an increase in AIC activity leads to an increase in 

behavior switching, shifting the animals’ preference towards externally-focused behaviors such 

as eating and social interaction at the expense of more internally focused behaviors, such as 

resting.  

 

Based on my study, as well as other rodent literature investigating the role of the rodent IC, I 

therefore propose that rodent IC likely plays a similar general role to that proposed for human 

IC. Rodent PIC has been shown to represent the sensory components of exteroceptive and 

interoceptive stimuli, as well as their valence and identity47,49,97,100,103,105,185, while a recent 

study has also shown that it represents current and predicted physiological states108. In 

comparison, rodent AIC has been shown to be involved in higher-order processes such as social 

affective processes, risk taking, decision making and adaptive behaviors102,182,186,187, as well as 

salience encoding and behavioral switching shown in current study. Based on that, I propose 

that information flows along rodent IC in a postero-anterior manner: posterior insular regions 

receive sensory, interoceptive and emotional information, integrating them with stimulus 

valence and identity to form a neural representation of an organism’s unified state in given 

space and time. This neural representation then is continuously communicated to and updated 
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in the AIC, which is tasked with recognizing which of the stimuli in the organism’s internal or 

external environment are salient given its current state. When a stimulus is marked as salient, 

the AIC, acting as a part of the saliency network, recruits other large-scale brain networks, 

predominantly the CEN, and suppresses the activity of the DMN, shifting the organism’s 

attention to the salient situation at hand and engaging regions required for motor output and 

outward behavioral change. As such, similar to humans, rodent AIC may act as a gate of 

executive function, representing the causal outflow hub gating access to attention and working 

memory, and ultimately guiding appropriate behavioral adaptation in response to inward or 

outward change.  

 

 
Figure 26: Information flow through rodent IC and proposed role of the AIC. The studies 
conducted on the functional role of rodent IC so far suggest that information flow through it 
may be similar to that in humans. More posterior IC regions receive and integrate sensory, 
interoceptive, emotional, identity and valence qualities of different incoming stimuli. These are 
communicated to the AIC as an integrated neural representation of a current organism’s state. 
As salience detector, the role of rodent AIC is to evaluate and identify internal and external 
stimuli as behaviorally relevant to an organism, and to guide correct behavioral responses by 
switching between large-scale brain networks, allocating attention and working memory and 
recruiting regions necessary for correct motor output.  

 

While it is likely that human AIC is involved in a larger number of more highly sophisticated 

cognitive functions such as internal dialogue, rumination, complex problem solving, planning 

and advanced emotion regulation - many of which may be lacking in rodents - the role of AIC 

in salience detection seems to remain conserved between both organisms. It is likely that, like 

humans, rodent AIC also plays additional roles in accessing and integrating attention, memory 
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and other higher-level cognitive processes. Further research is needed to confirm the precise 

functionality of rodent AIC and the extent of its similarity to humans. As such, it will be 

exciting to see further progress in the field of rodent large-scale brain networks research, 

especially as advanced whole-brain imaging techniques begin to be implemented in freely 

moving animals and combined with neural manipulation tools.  

4.5 Structural and functional characterization of 

genetically determined AIC subpopulations 

In the final chapter of this thesis, I present the results of basic structural and functional 

characterization of genetically determined neuronal subpopulations in the AIC. The three 

neuronal subpopulations expressed Cre recombinase under specific promoters, Sim1, Rgs14 

and GRP. Detailed functions of the three genes are not presented in this work for a simple 

reason – the three mouse lines were chosen exclusively based on the subpopulations’ strong 

Cre expression within the AIC rather than the known function of the three promoter genes. 

When examining the infected output cells, I observed that the three subpopulations exhibited 

spatially segregated starter cell placement within the AIC (Figure 21), with Rgs14-Cre and 

GRP-Cre lines exhibiting starter cell localization in surface layers II and III, and Sim1-Cre line 

in layer V. In future experiments, it will be important to precisely characterize the antero-

posterior spread of the cells within the AIC and to combine in situ hybridization techniques 

with neuronal tracings to examine whether the starter cell populations are completely separate 

or if any overlap exists. It would also be interesting to perform simultaneous retrograde rabies 

or Cholera toxin subunit B (CTb) tracings from the core regions innervated by individual 

subpopulations combined with anterograde tracings or Cre-staining in the AIC, to gain detailed 

understanding about the percentage of genetically-labelled cells innervating any particular 

region. 

 

In addition to different infected cell localization, the three lines also exhibited diverse 

projection patterns (Figure 27). None of the lines showed connectivity with the regions 

exclusively belonging to just one of the three large-scale brain networks: Sim1-Cre neurons 

also projected to certain regions belonging to all three networks: CeA belonging to the SN, 

ventral CPu and SNG belonging to the CEN, as well as zona incerta (ZI), retrosplenial cortex 
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(RSP), hippocampal and peri-hippocampal regions, and visual areas, which are all putative 

DMN regions (Figure 27 top). This is particularly interesting, as direct connectivity between 

AIC and RSP has so far not been found. Rgs14-Cre line showed strong connectivity with AcbC, 

CeA and BLA, all of which have been shown to belong to rodent salience network. However, 

it also projected to the lateral ventral CPu and substantia nigra (SNG), putative CEN regions, 

as well as visual, hippocampal and peri-hippocampal regions and ZI in the brainstem, which 

have been shown to belong to the rodent DMN18 (Figure 27, middle). Of the three lines, GRP-

Cre neurons exhibited the most specific and limited connectivity pattern, with weak 

fluorescence in the CPu, and a strong projection to the BLA, which represents a part of rodent 

SN. As opposed to the other two lines, GRP-Cre neurons did not send projections to the general 

posterior regions encompassing posterior cortical, midbrain and brainstem regions, with their 

projections localizing almost exclusively to the ENT (Figure 27, bottom). None of the three 

neuronal subpopulations projected to core DMN hubs such as prelimbic and anterior medial 

cortical areas, nor to the major cortical hubs of the CEN, such as primary motor and 

somatosensory areas, as well as certain thalamic nuclei. In general, the majority of the regions 

receiving inputs from all three lines belong to a putative rodent SN: AcbC, CeA, BLA and 

lateral CPu. This observation is in line with studies showing that regions within a specific large-

scale network preferentially connect with other regions within the same network18,32. It is 

important to note, however, that axonal tracing experiments like the one presented in this study 

do not show exact synaptic connectivity, but rather exhibit generalized axonal labeling. As 

such, some of the structures highlighted here could have the axons simply passing through, 

rather than forming synaptic connections with, the labelled region. Further retrograde tracing 

studies from specific regions as well as anterograde tracings combined with synaptic tagging 

will be necessary to fully elucidate connectivity of the three neuronal subpopulations. 
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Figure 27. A schematic of output projection patterns for the three neuronal subpopulations. 
The three AIC subpopulations exhibited spatially segregated starter cell placement and 
diverse, yet partially overlapping, projection patterns. The thickness of the arrows indicates 
putative connection strength based on the preliminary qualitative data analysis. Abbreviations: 
CPu: Caudate Putamen; AcbC: Nucleus Accumbens core; IPAC: the interstitial nucleus of the 
posterior limb of the anterior commissure; CeA: central amygdala; BLA: basolateral 
amygdala; ENT: entorhinal cortex; LC: locus coeruleus.   
 
In my thesis I also present preliminary functional data for the GRP-Cre neuronal subpopulation. 

Here I show that functional role of these neurons partially overlaps with and partially 
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differentiates from that of bulk excitatory AIC activity. Interestingly, GRP-Cre neurons encode 

neither purely salient nor valence-defined information; neuronal activity increased in response 

to social interaction but decreased in response to eating, both positively-valenced stimuli. In 

addition, it showed no consistent response to a negatively-valenced air puff. Similar to the 

excitatory AIC population, GRP-Cre subpopulation activity also decreased in response to 

grooming, suggesting it does not primarily process general somatosensory or motor 

information, given the strong sensorimotor component of grooming. This is an interesting 

observation, as rat studies have shown that intracerebroventricular administration of GRP 

results in increased grooming behavior188,189.  However, the neurons I recorded from have, to 

my knowledge, never been fully characterized, and while they contain the Grp gene, this does 

not necessarily mean that they also release the GRP neuropeptide. Another interesting 

observation was a decrease in neuronal activity during eating. IC contains primary gustatory 

cortex, known to respond to taste information of different identity and valence98–100,185. While 

the gustatory portions of the IC are located more posteriorly, my CaMKII subpopulation 

recordings showed that the global excitatory subpopulation within the AIC responds strongly 

during eating. There have, however, been studies that showed that the intraperitoneal injection 

of certain forms of GRP protein in rats resulted in decreased appetite and increased inter-meal 

interval, suggesting that GRP plays and important role in regulating appetite and satiety190–192. 

Specifically, a study by Kyrkouli et al. showed that a microinjection of GRP into the amygdala 

induces an anorexic response in rats192. This is particularly interesting, given that my tracing 

study showed that AIC GRP neurons project to the BLA. BLA has been shown to play a role 

in processing appetitive information193, and it contains diverse neuronal sub-circuitry, encoding 

both appetitive and aversive information193–196. As such, it would be interesting to examine 

precisely which BLA neurons are innervated by the GRP-Cre subpopulation – to achieve that, 

one could combine trans-synaptic rabies tracings with immunohistochemistry against specific 

neuronal markers. Another set of experiments to provide insight into the functional properties 

of the GRP-Cre neuron AIC-BLA projection, as well as other projections of this neuronal 

subpopulation, would be to use rabies virus-mediated trans-synaptic delivery of calcium 

indicators and simultaneously record from GRP-Cre starter neurons within the AIC and their 

target neurons within the BLA using fiber photometry or miniscope imaging.  

In this thesis, I present no functional characterization of Rgs14-Cre and Sim1-Cre lines, 

primarily due to the difficulty of cell targeting with fiber photometry. Despite several attempts, 

the infected cells within the lines have proven to be distributed in a rather segregated manner, 

where even small deviations in targeting precision resulted in extremely low or completely 
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non-existent signal. It is possible, that the use of miniscopes would allow easier data collection 

given their larger field of view compared to fiber photometry (up to 1.1 by 1.1 mm compared 

to 200 μm optic fiber diameter), as well as their ability to discern individual cell bodies. While 

no functional data has been collected for these lines, their structural connectivity may provide 

some clues. Strong projections to the BLA and AcbC in Rgs14-Cre line suggest its involvement 

in emotionally salient processes. However, similarly to BLA, AcbC also exhibits complex 

internal connectivity, where D1- or D2-type medium spiny neurons may participate in either 

reward or aversion-related processes197–200. It would be particularly interesting to examine the 

AIC-BLA-AcbC circuitry within the Rgs14-Cre line, as it has been shown that certain 

emotional and motivational behaviors, such as reward seeking, are mediated specifically by a 

BLA to AcbC projection201,202. As such, it would be interesting to understand how a single 

neuronal subpopulation within the AIC simultaneously influences neuronal activity in both 

regions. An interesting observation in the Sim1-Cre line was the localization of the infected 

cells in cortical Layer V suggesting long-range output projections. Sim1-Cre neurons sent 

projections to the ventral part of CPu, as well as the CeA. A previous study from our lab showed 

that PIC-CeA projection mediates strong aversive responses47, whereas other studies have 

shown it is responsible for encoding bitter taste100. As such, it is possible that this neuronal 

subpopulation may participate in aversive information processing and perhaps even fear, given 

the CeA’s well-established role in fear and anxiety203. In addition, given its connectivity with 

the CPu, an important part of the basal ganglia motor system204, it is possible that this 

subpopulation may mediate the transformation of aversive information into a motor response. 

However, while the examination of projection patterns may provide some clue about its 

functional role, further studies will be needed to elucidate precise structural and functional 

properties of the three neuronal subpopulations.  

4.6 Limitations of the study  

While the present study provides solid evidence for the involvement of rodent AIC in salience 

detection and behavioral flexibility, there are a few limitations one should be aware of when 

interpreting the findings. First, a major limitation of my optogenetic experiments is that the 

animals’ behavior is represented as time in the zone rather than exact behaviors. As such, while 

the nesting zone was intended to represent internally focused behaviors such as wakeful rest, 
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other behaviors, such as sleep or active nesting, may have occurred. Likewise, there may have 

been cases where mice chose to lie down and rest in the eating zone. To try and compensate 

for such events, any experiments where data showed clear outliers were visually examined and 

any animal that used a specific zone for behaviors meant to be performed elsewhere was 

excluded. However, the sheer amount of video material (over 100 hours per cohort), made it 

impossible to manually examine each individual experiment. To deal with the volume of data, 

I initially attempted to employ pose estimation and behavioral classification algorithms to 

precisely label animals’ behavior. However, while a behavioral classification pipeline was 

successfully established, my experimental setup proved to be too complex for tools at the time, 

as it contained and uneven and changeable background and many obstructions in the 

environment. As new and better pose-estimation and behavioral classification tools are being 

rapidly developed, future studies will be able to repeat my experiments and characterize the 

effect of AIC stimulation on flexible behavior with a greater level of precision. It would be 

particularly exciting if such tools would allow one to precisely define when a switch from one 

to another behavior happens and link that to activity measurements in the AIC. This would 

allow one to precisely examine the role of rodent AIC in behavior switching, compared to 

somewhat rough measurements such as the number of times that the animals transition between 

the zones.  

 

Another obvious drawback of this study is the lack of techniques that could causally prove the 

effect of AIC stimulation on the activity of large-scale brain networks. While I can make 

reasonable assumptions, especially given recent studies showing causal interaction between 

AIC and the DMN34,35, this study cannot definitively prove such assumptions without the use 

of whole-brain imaging techniques. To confirm my claims, one especially promising method 

is fUS imaging, which can provide insights into real-time whole-brain activity dynamics, and 

can be even implemented in awake freely moving animals205,206. The use of whole-brain 

imaging techniques will also be important to confirm my assumptions about certain behaviors 

engaging specific networks: while grooming seems to represent an internally-focused behavior 

and my observation of concurrent AIC activity decrease seems to supports such an assumption, 

this study cannot provide causal evidence to confirm that grooming truly engages core regions 

within the rodent DMN. Linked to this is also a difficulty to correctly interpret animals’ 

behavior – while certain stimuli and behaviors such as electric shock or freezing may easily be 

interpreted as aversive, other behaviors, such as grooming or social interaction, have a strong 

contextual component, making them more or less salient, appetitive or aversive, depending on 
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the situation, which the AIC specifically has been shown to be sensitive to102. As such, future 

studies combining whole-brain imaging with activity perturbation in freely moving mice will 

be necessary to confirm any claims regarding the involvement of the rodent AIC in large-scale 

brain networks.  

 

With regards to fiber photometry data collected in wild-type animals, a possible limitation 

could be the fact that the data comparing feeding-induced AIC activity increase in sated and 

food deprived animals were collected in two separate cohorts. While the coordinates and virus 

used for the two cohorts were the same and all the brains were checked for correct virus 

expression and fiber positioning, it is possible that larger signal amplitude and slope recorded 

in the second cohort could be due to higher viral expression or slightly different fiber 

positioning. This, however, seems unlikely, as signal amplitude and slope were consistently 

higher or lower in all the animals within a single cohort. If there were to be random differences 

in fiber placement and viral expression, one would expect similar amplitude and slope value 

distribution in both cohorts given a similar animal number. However, to definitively exclude 

this possibility, a within-animal control experiment, measuring feeding-evoked AIC activity 

during sated or food deprived state in the same animal, should be conducted.  

 

Finally, an important limitation needs to be noted for AAV tracings in transgenic lines. While 

my experiments provide the first ever broad characterization of structural connectivity of three 

different AIC subpopulations, I performed neither detailed analysis of infected cell position 

within the AIC, nor axonal fiber counting, thus providing only rough connectivity data. 

Furthermore, it is important to note that AAV-virus mediated tracings only allow one to 

examine the number of labelled axonal fibers. As such, it is nearly impossible to determine 

whether the observed fluorescence is due to the axons passing through a certain structure, or if 

direct synaptic connectivity between the input neurons and the labelled region truly occurs. To 

overcome that, one could employ tools that use a fluorescent protein tagged to a synaptic 

marker such as synaptophysin (for example AAV-DIO-mRuby-T2A-synaptophysin-eGFP)207 

or even apply trans-synaptic transfection with AAV-Cre208. Those techniques would allow one 

to label synaptic terminals of the input cells or identify input-defined postsynaptic neurons and 

identify the exact regions that the three neuronal subpopulations synapse with.  
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Supplementary Figures 

 

Supplementary Figure 1: Optogenetic stimulation has no effect on the amount of time spent 
in the zone on day 1 (N = 6 ChR2.0, N = 10 eYFP, two-way ANOVA of time spent in the zone). 
a) AIC stimulation had no effect on time in the zone when separated based on absence or 
presence of AIC stimulation. Laser OFF: Group (opsin) effect: F(1, 44) = 0.065, p = 0.800; 
zone effect: F(3, 44) = 229.89, p**** < 0.0001; group x zone interaction effect: F(3, 44) = 
0.294, p < 0.929. Laser ON: Group (opsin) effect: F(1, 44) = 0.000974, p = 0.975; zone effect: 
F(3, 44) = 204.83, p**** < 0.0001; group x zone interaction effect: F(3, 44) = 12.16, p < 
0.96. b) There was no overall effect of the optogenetic stimulation on the time spent in the zone 
on day 1 (N = 6 ChR2.0, N = 10 eYFP, two-way ANOVA of time spent in the zone). Group 
(opsin) effect: F(1, 44) = 0.013, p = 0.911; zone effect: F(3, 44) = 287.89, p**** < 0.0001; 
group x zone interaction effect: F(3, 44) = 0.212, p < 0.887. 
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Supplementary Figure 2: The effect of AIC stimulation on time in the zone is confined 
exclusively to Laser ON (Q2 + Q4) periods (N = 8 ChR2.0, N = 10 eYFP, Mixed-effects 
analysis of time in the zone). Laser OFF: Eating zone: Group (opsin) effect: F(1, 16) = 3.304, 
p = 0.0879; day effect: F (2.465, 35.33) = 0.1177, p = 0.924; group x day interaction effect: 
F (3, 43) = 0.3484, p = 0.7904. Interzone: Group (opsin) effect: F(1, 16) = 1.357, p = 0.261; 
day effect: F (1.985, 28.45) = 1.468, p = 0.247; group x day interaction effect: F(3, 43) = 
0.0078, p = 0.999. Nesting zone: Group (opsin) effect: F(1, 16) = 3.778, p = 0.07; day effect: 
F (2.354, 33.75) = 0.7268, p = 0.512; group x day interaction effect: F (3, 43) = 0.1117, p = 
0.953. Social interaction zone: Group (opsin) effect: F(1, 16) = 2.413, p = 0.140; day effect: 
F (2.404, 34.45) = 1.045, p = 0.373; group x day interaction effect: F(3, 43) = 0.465, p = 
0.708. Laser ON: Eating zone: Group (opsin) effect: F(1, 16) = 8.044, p* = 0.0119; day effect: 
F (2.300, 32.97) = 1.403 p = 0.261; group x day interaction effect: F(3, 43) = 0.208, p = 0.891. 
Bonferroni post-hoc test; day 2: p* = 0.049. Interzone: Group (opsin) effect: F(1, 16) = 0.353, 
p = 0.561; day effect: F (2.105, 28.41) = 0.7706, p = 0.478; group x day interaction effect: F 
(4, 54) = 0.9650, p = 0.434. Nesting zone: Group (opsin) effect: F(1, 16) = 10.40, p** = 0.005; 
F (2.694, 38.62) = 1.147, p = 0.339; group x day interaction effect: F(3, 43) = 0.357, p = 
0.784. Bonferroni post-hoc test; day 2: p*** = 0.0005. Social interaction zone: Group (opsin) 
effect: F(1, 16) = 5.249, p* = 0.0359; day effect: F (2.776, 39.79) = 0.7948, p = 0.496; group 
x day interaction effect: F (3, 43) = 1.532, p = 0.219. 
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Supplementary Figure 3: Within-experiment time for each zone across all days. (N = 8 
ChR2.0, N = 10 eYFP; Two-way ANOVA of time spent in the zone). AIC stimulation has a 
significantly stronger effect in Q1 compared to Q4, but no effect is observed on day 1. Notice 
that the significance of the effect does not increase in Q1 over days, suggesting that stimulation 
effect returns to a relatively similar baseline between the end of one and the start of next 
experimental session. Statistical analysis for the plot is provided in Supplementary Table 1. 
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Supplementary Figure 4. AIC inhibition has no within-experiment effect on time in the zone, 
transitions or locomotion on day 1. (N = 10 eNpHR3.0, N = 10 eYFP) a) 2-way RM ANOVA 
of time in the zone. Nesting zone: Group (opsin) effect: F(1, 18) = 0.0403, p = 0.843; period 
effect: F (1.932, 34.77) = 1.112, p = 0.3385; group x period interaction effect: F (2, 36) = 
2.407, p = 0.105. Interzone: Group (opsin) effect: F (1, 18) = 0.1254, p=0.7273; period effect: 
F (2, 36) = 0.2783, P=0.7587; group x period interaction effect F (2, 36) = 0.9484, p=0.3968. 
Eating zone: Group (opsin) effect: F (1, 18) = 0.1025, p=0.7526; period effect: F (1.929, 
34.72) = 0.8518, P=0.4317; group x period interaction effect: F (2, 36) = 0.6989, p=0.5037. 
Social interaction zone: Group (opsin) effect: F (1, 18) = 0.2853, p=0.5998; period effect F 
(1.940, 34.92) = 0.3374, p=0.7095; group x period interaction effect: F (2, 36) = 0.8006, 
p=0.4569 b) 2-way RM ANOVA of transitions between the zones. Group (opsin) effect: F (1, 
18) = 0.2833, p = 0.601; period effect: F (1.956, 35.20) = 1.383, p = 0.264; group x period 
interaction effect: F (2, 36) = 0.5404, p = 0.587. c) 2-way RM ANOVA of locomotion. Group 
(opsin) effect: F (1, 18) = 2.561, p = 0.127; period effect: F (1.585, 28.54) = 4.074, p* < 
0.036; group x period interaction effect: F (2, 36) = 0.02810, p = 0.972. 
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Period - 
Day Two-way ANOVA Eating zone  Interzone Nesting zone 

Social 
interaction 

zone 

Q1 – 1 Group: F (1, 44) = 0.123, p = 0.728 
Zone: F(3, 44) = 77.226, p < 0.0001 
Group x zone: F(3, 44) = 0.662, p = 0.58 

p = 0.386 p = 0.279 p = 0.722 p = 0.902 

Q1 – 2 Group: F (1, 64) = 0.014, p = 0.907 
Zone: F(3, 64) = 126.33, p < 0.0001 
Group x zone: F(3, 64) = 0.474, p = 0.702 

p = 0.47 p = 0.876 p = 0.421 p = 0.637 

Q1 – 3 Group: F (1, 56) = 0.176, p = 0.6 
Zone: F(3, 56) = 90.111, p < 0.0001 
Group x zone: F(3, 56) = 2.68, p = 0.056 

p* = 0.0291 p = 0.734 p = 0.0846 p = 0.990 

Q1 – 4 Group: F (1, 55) = 0.012, p = 0.914 
Zone: F(3, 55) = 67.479, p < 0.0001 
Group x zone: F(3, 55) = 0.971, p = 0.413 

p = 0.542 p = 0.369 p = 0.195 p = 0.986 

Q1 – 5 Group: F (1, 60) = 0.101, p = 0.752 
Zone: F(3, 60) = 82.804, p < 0.0001 
Group x zone: F(3, 60) = 1.221, p = 0.310 

p = 0.617 p = 0.782 p = 0.0752 p = 0.695 

Q4 – 1 Group: F (1, 44) = 0.004, p = 0.949 
Zone: F(3, 44) = 104.737, p < 0.0001 
Group x zone: F(3, 44) = 0.544, p = 0.655 

p = 0.767 p = 0.706 p = 0.262 p = 0.743 

Q4 – 2 Group: F (1, 64) = 0.519, p = 0.474 
Zone: F(3, 64) = 244.369, p < 0.0001 
Group x zone: F(3, 64) = 10.855, p**** < 0.0001 

p = 0.137 p = 0.125 p**** < 0.0001 p = 0.444 

Q4 – 3 Group: F (1, 56) = 0.003, p = 0.955 
Zone: F(3, 56) = 73.055, p < 0.0001 
Group x zone: F(3, 56) = 7.543, p**** < 0.0001 

p** = 0.0054 p = 0.709 p*** = 0.000435 p = 0.722 

Q4 – 4 Group: F (1, 56) = 0.000187, p = 0.989 
Zone: F(3, 56) = 65.03, p < 0.0001 
Group x zone: F(3, 56) = 1.91, p = 0.138 

p = 0.077 p = 0.512 p = 0.164 p = 0.812 

Q4 - 5 Group: F (1, 60) = 0.000134, p = 0.991 
Zone: F(3, 60) = 141.807, p < 0.0001 
Group x zone: F(3, 60) = 3.227, p* = 0.029 

p = 0.501 p = 0.277 p** = 0.0093 p = 0.377 

Supplementary Table 1: Statistical analysis for Supplementary Figure 3. 
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