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ABSTRACT

Are long-term memories stored in newly formed dendritic spines? Studies in vertebrates and
invertebrates show a correlation between long-term memory formation and new spine
growth in learning-relevant brain regions (Hiibener and Bonhoeffer, 2010). However,
whether these newly formed dendritic spines play a causal role in long-term memory storage
is not known. One way to answer this long-standing question is to develop a method to
selectively remove all or most newly generated dendritic spines and to apply this method
following long-term memory formation. If after elimination of new spines, the mouse forgets
the recently acquired memory, that would prove that new spines are essential for long-term

memory storage.

In this thesis, | describe the development of a novel tool to selectively eliminate newly formed
dendritic spines in organotypic hippocampal slice cultures. | show that a PROTAC- dTAG-13,
can be used to deplete tagged and exogenously expressed actin stabilizing protein dTAG-
Drebrin A, or its truncated variant, dTAG-s-Drebrin A. Depletion of over-expressed dTAG-
Drebrin A or s-Drebrin A from organotypic hippocampal slice cultures leads to elimination of
~20% dendritic spines. Controlled, time-restricted dTAG-Drebrin A expression during a 24-
hour plasticity window, with the use of the activity dependent fos promoter as well as the
TetOn3G system, followed by its rapid depletion with dTAG-13 leads to selective new, but not
pre-existing spine elimination. | was able to achieve new spine elimination of up to ~75% in
dTAG-Drebrin A, compared to ~30% in control branches. Pre-existing spine elimination on the
other hand was comparable in dTAG-Drebrin A and control branches. Application of this
selective New Spine Elimination Tool (N-SET) also results in the shrinkage of pre-existing
dendritic spines (~14% smaller compared to spines on control branches). This effect is driven
by shrinkage of dendritic spines that remained stable following plasticity. Pre-existing spines
that underwent structural potentiation and expanded following plasticity induction did not

shrink after N-SET application.

The next goal is to apply N-SET in vivo to understand whether long-term memory is stored in
newly formed dendritic spines. N-SET can also be used to understand whether a causal
relationship exists between new spine formation and behavioral, physiological or functional

changes that occur following experience.






1. INTRODUCTION

1.1 LONG-TERM MEMORY
“Grey as a mouse,

Big as a house,

Nose like a snake,

I make the earth shake,

As | tramp through the grass;
Trees crack as | pass.

With horns in my mouth

I walk in the South,

Flapping big ears [...]”

“Oliphant” by Samwise Gamgee, “The Lord of the Rings, The Two Towers” by J.R.R Tolkien
(Tolkien, 1954).

Reading this comic poem may conjure images of a large elephant or may transport you into
Tolkien's middle earth. These remembrances may even provoke emotions of pleasure or

anger.

Reading and comprehending letters making up the word “elephant” requires the reader to
recollect letters learnt long ago and to remember the meaning of the word constructed by
this particular combination of letters. This kind of long-term memory which does not require
conscious recall is classified as non-declarative, procedural/perceptual memory (Squire,
2004). Reconstructing an image or a scene involving a herd of elephants requires the reader
to tap into previously learnt or experienced events. This type of memory requires conscious
recall of past experiences or facts, and is categorized as declarative, episodic/semantic
memory (Squire, 2004). Experiencing emotions on reading a word or conjuring a scene
requires a past association to be triggered. This type of associational and often emotional
memory is termed non-declarative, classical conditioning (Squire, 2004). In fact, just moving
your gaze smoothly over the page to read this document requires the reader to perform a
learned action. This is an ingrained procedure which does not require conscious recall and is

classified as non-declarative, procedural memory (Squire, 2004). Finally, being able to



distinguish letters even though they are so close to each other and despite both eyes receiving
slightly different inputs, requires not only a functional visual system, but also plasticity during
formative years. This experience-dependent plasticity during formative years is called critical

period ocular dominance plasticity (Epelbaum et al., 1993).

This is just one example of how much our life, and that of almost all animals, especially
vertebrates is governed by long-term memories and experiences. This begs the question: How

are long-term memories or experiences stored in the brain?

Neurons in certain brain areas are important for storage of specific types of memories. For
example, neurons in the hippocampus are essential for storing spatial and autobiographical
memories, but not for storing procedural memories (Milner et al., 1998). Neurons
communicate with their connecting neurons through specialized structures called synapses.
Incoming information is received by the postsynaptic half of synapses on branch-like
projections emanating from neuronal cell bodies called dendrites. If the received signals are
sufficiently strong, they trigger action potentials and transmit information to downstream
neurons. Action potentials travel through neuronal projections called axons and transmit
signals again through synapses to “downstream” neurons. Even before the discovery of
synapses, Santiago Ramén y Cajal visualised and described tiny protrusions on neuronal
dendrites (Ramdn y Cajal, 1888). These tiny dendritic protrusions, called dendritic spines,
were later shown to contain synapses (Sherrington, 1906). Cajal proposed that these
protrusions received incoming information to the neuron. He noticed that spines grew in
number and size with development. Cajal used the word “plasticity” to propose that the brain
is not a fixed entity, but changes with learning and experience and went on to postulate that
connections between neurons change and that these connections, which can be visualized as

dendritic protrusions, could be the sites of information storage in the brain (DeFelipe, 2006).

Ever since, decades of research has shown that learning leading to long-term memory
formation in the brain correlates with growth of new spines in relevant brain areas (see
section "1.2.3 In vivo evidence for new spine growth consequent to plasticity"). Could these

new spines be the storage sites of long-term memories or experiences in the brain?
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Causal proof for or against long-term memory storage in newly formed dendritic spines is still
lacking. Hibener and Bonhoeffer suggested in 2010 that one way of proving or disproving the
hypothesis that new spines store long-term memories would be to perform a highly
sophisticated lesion experiment. This lesion experiment would use a tool to selectively
eliminate all, or a large fraction of new spines generated following plasticity. If the behavioral
repertoire established by learning is abolished following application of the new spine
elimination tool, this would prove the necessity of new spines for long-term memory storage

(Hibener and Bonhoeffer, 2010).

While technological state of the art in 2010 did not allow such a tool to be developed.
technological developments in the past few years allowed me to attempt to build such a tool.

In this thesis, | have laid out the steps | took to develop this tool.

Box 1.1: Long-term memory and experience-dependent plasticity.

Long-term memory

Upon learning, memory does not initially require gene expression and protein synthesis.
However, after a few hours (in invertebrates) and ~1 day (in mammals), persistence of the
memory trace requires protein synthesis. This protein synthesis dependent memory is
called long-term memory (Davis and Squire, 1984; Goelet et al., 1986). In mammals, long-

term memory can last from one day to a lifetime.

Experience-dependent plasticity

Learning and memory are a special type of experience dependent plasticity. Experience-
dependent plasticity encompasses all such conditions which change the wiring of the brain
(HUbener and Bonhoeffer, 2010). Examples include, long-lasting sensory alterations e.g.
closure of an eye (Wiesel and Hubel, 1963; Shatz and Stryker, 1978), changes in the
environment e.g. enriched environment (Rosenzweig et al., 1962; Cummins et al., 1973),
action of hormones following specific environmental stimuli e.g. hibernation (Sanchez-
Toscano et al., 1989; Popov et al., 1992), food deprivation (Takahashi and Cone, 2005), or
the action of certain drugs on the brain e.g. addictive drugs (Nestler and Aghajanian, 1997).

Experience-dependent plasticity is enhanced during certain periods of development or

11



youth. The exact periods vary for different sensory systems or experiences, but these

periods are called “critical periods” (Hensch, 2004).

1.2 STRUCTURAL CHANGES FOLLOWING LTP /N VITRO OR LEARNING IN VIVO

What is the evidence that connections change as a result of learning? Many studies have
followed the growth and elimination of dendritic spines following learning or experience-
dependent plasticity in vivo or following LTP in vitro. In this section, | first describe some of
the functional changes that occur following LTP in vitro or learning in vivo. | will then highlight

some in vitro and in vivo studies examining structural changes following LTP or learning.

1.2.1 LTP, changes in synaptic efficacy and long-term memory

Donald Hebb in his book “The Organization of Behavior: A Neuropsychological perspective”
formalized an idea that, to this day is the most influential for how memories form and persist.
Hebb postulated that if neuron A repeatedly and persistently activates neuron B, then
connections between neuron A and B are strengthened by biochemical or anatomical changes
(Hebb, 1949). It was only in the 1970s that the first experimental evidence for such a
phenomenon was obtained. Bliss and Lomo repeatedly stimulated perforant pathway fiber
bundles providing input to the dentate gyrus of the hippocampus (Bliss and Lomo, 1973). They
found that this repetitive stimulation led to an increase in the strength of granule cell
responses in the dentate gyrus to inputs from the perforant pathway. This increase in strength
of responses lasted >30 minutes. The long-lasting increase in the functional efficacy of

connections is known as Long Term Potentiation (LTP).

LTP-like responses can be detected in vivo following learning which leads to long-term
memory formation (Rogan et al., 1997; Whitlock et al., 2006). Blocking LTP induction in vivo
leads to a failure to form long-term memories (Morris et al., 1986). Gene expression and
protein synthesis are required for the maintenance late phase of LTP in vitro (Frey et al., 1988)
and for the maintenance of long term memory in vivo (Flexner et al., 1963). Artificial induction
of LTP in vivo leads to the generation of a false memory (Nabavi et al., 2014). Therefore, an

abundance of evidence links LTP or LTP-like processes in learning and memory.
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Conversely, if repetitive presynaptic stimulation fails to activate postsynaptic neurons, it leads
to a decrease in the functional efficacy of connections between the pathway connecting pre
and postsynaptic neurons. This phenomenon is known as Long Term Depression (LTD)
(Dunwiddie and Lynch, 1978; Abraham and Goddard, 1983). Artificial induction of LTD in vivo

leads to forgetting of a previously formed memory (Nabavi et al., 2014).

Electrophysiological or functional Ca?* imaging experiments in various species have shown
that neuronal activity patterns change following learning. For example, following monocular
deprivation, in which one eye is temporarily closed for several days, responses to the closed
eye decrease, whereas responses to the open eye increase (Wiesel and Hubel, 1963; Rose et
al., 2016). Following auditory fear conditioning, during which a neutral tone is paired with a
foot shock, the mouse begins to display defensive responses to the previously neutral tone.
Neuronal responses to the tone change dramatically before and after fear conditioning in a

brain region called the Basolateral Amygdala (Grewe et al., 2017).

In summary, functional changes in synaptic efficacy are associated with learning and memory
(Martin et al., 2000; Aggleton and Morris, 2018). In addition, neuronal responses change
following long-term memory formation or experience-dependent plasticity (Kandel et al.,
2014). Do structural synaptic changes maintain these changed synaptic weights? Is long-term

memory stored in these altered synaptic connections?

1.2.2 Structural changes following LTP in vitro

Florian Engert and Tobias Bonhoeffer used two photon (2p) microscopy in organotypic
hippocampal slice cultures (OHSCs) and applied an ingenious local superfusion technique to
potentiate a small 30um diameter area on a dendritic branch, while blocking
neurotransmission elsewhere. They observed the growth of new spines only within the local
superfusion volume, an hour after stimulation. In rare cases where short-term but not long-
lasting potentiation was induced, new spine growth was not observed (Engert and
Bonhoeffer, 1999). This study, along with another study published at the same time (Maletic-
Savatic et al., 1999), showed for the first time that structural synaptic changes occur following
LTP and revealed the nature and time course of these changes. Subsequent studies confirmed

that new spines grew following L-LTP induction (Toni et al., 1999; Nagerl et al., 2004; Zito et
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al., 2009; Hill and Zito, 2013). Correlative light and electron microscopy studies showed that
while new spines do not initially house synapses, synapses form within hours in newly grown

spines (Nagerl et al., 2007; Zito et al., 2009).

A study from the Kasai lab showed that if a single spine was potentiated by repeatedly
uncaging the excitatory transmitter glutamate near a spine, within minutes, that spine
underwent structural potentiation i.e. showed a long-lasting increase in size (Matsuzaki et al.,
2004). Other studies also reported structural potentiation at the level of single spines

following different LTP protocols (Harvey and Svoboda, 2007; Meyer et al., 2014).

Converse to the structural changes seen following LTP, LTD was associated with loss and

shrinkage of some pre-existing spines (Nagerl et al., 2004; Oh et al., 2013).

In summary, LTP or LTD result in changes in the strength of synaptic connections. Not only
does the functional efficacy of synapses change, but rapid anatomical changes take place,
which include the growth of new synaptic structures. Whether maintenance of LTP is a

function of newly grown spines remains an open question.

1.2.3 In vivo evidence for new spine growth consequent to plasticity

Imaging spine dynamics in vivo in mice only became possible in recent decades following
improvements in 2p microscopy, cranial window surgeries and availability of mouse lines
which sparsely label excitatory (pyramidal) neurons in the brain (Holtmaat et al., 2009).
Dozens of studies have chronically imaged spines under baseline conditions and following
experience or learning in vivo. As several excellent reviews have summarized these studies
(Holtmaat and Svoboda, 2009; Hiibener and Bonhoeffer, 2010; Caroni et al., 2012; Berry and
Nedivi, 2017), | will restrict myself to describing a few studies which chronically imaged spines
following a strong experience (Monocular Deprivation) and following one learning protocol

(Auditory Fear Conditioning or Extinction) in some detail.

Mice view the world through a pair of lateralized eyes. A region in the primary visual cortex
(V1) of mice responds to stimuli presented to both eyes. This region is called the binocular
visual cortex. If one eye of the mouse is temporarily occluded for several days (called

monocular deprivation: MD), neurons in the binocular V1 switch their responses such that
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they respond more strongly to stimuli presented to the non-occluded eye and weakly to
stimuli presented to the occluded eye (Rose et al., 2016). Therefore, following MD, there is
functional plasticity. Re-opening the occluded eye reverses this functional shift. A second MD
in the same animal leads to faster functional shifts (Hofer et al., 2006). Do dendritic spine
changes parallel these functional changes? Hofer et al., 2009 chronically imaged dendritic
spines in V1 and found that MD in adult mice doubled the rate of new spine formation over
baseline (from ~5% to ~11%), but only in binocular V1. No changes in spine dynamics were

observed in monocular V1.

MD not only increased new spine formation, but also increased the fraction of persistent new
spines (new spines lasting several days). A second brief MD in the same mice showed rapid
functional shifts. Interestingly, no increase in new spine growth was observed following the
second MD. However, persistent new spines formed during the first MD underwent structural
potentiation and grew larger, again paralleling the rapid functional shift (Hofer et al., 2009).
In other words, experience-dependent functional plasticity is paralleled by experience-

dependent structural plasticity.

What is the link between long-term memory formation and new spine growth? Here | will
briefly describe changes in spine dynamics following Auditory Fear Conditioning (AFC) or

Extinction.

If a tone (conditioned stimulus or CS) is repeatedly followed by a footshock (unconditioned
stimulus or US), mice learn to associate the tone with danger and assume a defensive freezing
posture upon hearing the tone. This is a classical conditioning paradigm known as fear
conditioning. Repeated tone presentations in the absence of footshock extinguish this fear
memory and the mouse no longer freezes upon hearing the tone. This paradigm is known as
fear extinction (Tovote et al., 2015). Chronic imaging studies have examined spine dynamics
before and after fear conditioning/extinction in the prefrontal (Lai et al., 2012), auditory

(Moczulska et al., 2013; Yang et al., 2016; Lai et al., 2018) and motor cortices (Xu et al., 2019).

Lai et al., 2012 imaged dendritic spines in the prefrontal cortex and showed that spine
elimination increased following AFC, without a concomitant increase in spine formation. Fear

extinction on the other hand, was accompanied by increased spine formation. Interestingly,
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spines added after fear extinction were located close to the sites of previously eliminated
spines following AFC, perhaps suggesting that the same dendritic branch could process fear
conditioning and extinction cues. Furthermore, one could speculate that eliminated and
newly grown spines might share the same presynaptic partners, therefore rapidly changing
connections following fear learning or extinction. Remarkably, reconditioning after fear
extinction was associated with increased elimination of spines which grew after fear
extinction compared to controls (Lai et al., 2012). Similar results were obtained in the primary
motor cortex: increased spine elimination after AFC and increased new spine growth
following fear extinction (Xu et al., 2019). Both prefrontal and primary motor cortices were
also shown to be necessary for the expression of learned behaviors after fear conditioning as

well as extinction (Lai et al., 2012; Senn et al., 2014; Xu et al., 2019).

Spine dynamics in the auditory cortex on the other hand, were opposite to those observed in
the prefrontal and primary motor cortices. Auditory cortex is necessary for fear conditioning
and recall when complex tones are paired with foot shocks (Letzkus et al., 2011; Yang et al.,
2016). Three studies from three different labs have shown that spine formation rate increases
following AFC in the auditory cortex (Moczulska et al., 2013; Yang et al., 2016; Lai et al., 2018).
Lai et al., 2018 showed that fear extinction correlates with loss of spines that grew after AFC
compared to controls. Furthermore, reconditioning following extinction correlated with new
spine formation in the same dendritic branches, close to the locations of new spines

generated after the first fear conditioning.

Yang et al., 2016 used dual color imaging to show that not only is there an increase in spine
formation following AFC, but also an increase in formation of new presynaptic boutons.
Interestingly the increase in presynaptic boutons is specific to axons projecting from the
lateral amygdala, a pathway shown to be important for learning as well as recall of fear
memories. No change in bouton dynamics was observed in axonal boutons projecting from 2
other brain areas. They also showed that new spines grew in close apposition to boutons of
this pathway but not in apposition to boutons from other projecting pathways. Lateral
amygdala = auditory cortex connections are functionally strengthened following AFC (Yang
et al., 2016). These structural findings show that functional strengthening is paralleled by

structural plasticity specifically in this pathway (Yang et al., 2016).
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Since nearly all dendritic spines in the cortex house a synapse (Knott et al., 2006), formation
or elimination of spines reflect changes in connectivity. Changes in connectivity could be such
that previously unconnected neurons are now connected or may be due to strengthening of
existing connections. Nonetheless, both these types of changes reflect alterations in
connectivity. Therefore, learning leading to long-term memory formation correlates with new

spine growth, in other words, with a change in neuronal connections.

Structural changes following long-term memory formation or experience are not limited to
mice and have been studied in other vertebrates like songbirds (Roberts et al., 2010; Tschida
and Mooney, 2012) and invertebrates like C. elegans (Hart and Hobert, 2018). | would be
remiss not to mention the beautiful studies demonstrating structural plasticity following long-
term sensitization or habituation in Aplysia (Bailey and Chen, 1983, 1988; Glanzman et al.,

1990; Kim et al., 2003; Bailey et al., 2015).

Thus, plenty of accumulated evidence shows a link between new spine (or bouton) formation
and long-term memory storage. However, whether newly generated spines are essential for

long-term memory storage is not yet known.

1.2.4 A causal role of potentiated spines in memory storage?

One study has examined the causal role of recently potentiated spines in storing motor
memories. Hayashi-Takagi et al., 2015 developed a novel approach to shrink recently
potentiated dendritic spines. They improved a photoactivatable Racl-a Rho GTPase,
persistent activation of which results in spine shrinkage by activating signaling pathways that
impinge on the spine actin cytoskeleton. They targeted this photoactivatable Racl (PaRac1)
to spines by attaching PaRac1 to PSDA1.2. PSDA1.2 is a PSD-95 mutant that is enriched in the
postsynaptic density, but does not bind to postsynaptic density proteins, thereby preventing
problems associated with PSD-95 overexpression. In order to target PSDA1.2-PaRacl to
recently active, potentiated dendritic spines, they employed the dendritic targeting element
of the immediate early gene Arc. Arc mRNA localizes to potentiated dendritic branches and
spines. Therefore, attaching Arc mRNA dendritic targeting element drove their construct into
potentiated dendritic spines as well as dendritic shafts. Meanwhile, attaching PSDA1.2 to

PaRacl enriched expression in potentiated spines rather than shafts. This construct was
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labeled as AS-PaRacl i.e. activated spine PaRacl. They drove expression of AS-PaRacl by
using the activity dependent SARE promoter. Following potentiation in vitro or motor learning
in vivo, they photoactivated AS-PaRacl and showed that this resulted in shrinkage of
potentiated spines. Spine sizes correlate with their synapse strength (Matsuzaki et al., 2004).
Shrinking of potentiated spines weakens their strength and thereby weakens connectivity.
They showed that motor learning (Rotarod training) potentiated a subset of dendritic spines
in the motor cortex and shrinking these spines erased this motor skill. Finally, by exploiting
the potential of AS-PaRac1 to label recently potentiated spines, they selectively shrunk spines
potentiated by a beam balance learning task- this resulted in poor task performance on a
beam balance assay, but did not disrupt performance on a previously learnt rotarod assay
(Hayashi-Takagi et al., 2015). In a subsequent paper, the authors claimed that the same
protocol not only shrinks previously potentiated spines, but also eliminates newly formed and
recently potentiated dendritic spines. They showed that by doing so, they could reverse the

anti-depressive effects of Ketamine in mice (Moda-Sava et al., 2019).

To put their findings in context, let us consider a network consisting of Neurons A, B, Cand D
such that neurons A, C and D are presynaptic to neuron B. Neurons A and D are involved in
learning and drive neuron B activity such that spines on neuron B are potentiated. New spines
form on dendritic branches of neuron B because of this learning process and pre-existing
spines connecting with neurons A and D, but not C are potentiated. This is because neurons
A and D are involved in learning and therefore their synapses were active and potentiated
during learning, but synapses from neuron C were not recently active and therefore not
potentiated. If all potentiated spines on neuron B are suddenly removed or if their sizes are
massively reduced, all (or most) of the learning or task relevant information to neuron B is
taken away. This is because all the task relevant information is likely to be present in
previously active and potentiated connections between neurons A and D projecting to B.
Neuron B therefore no longer receives task relevant information. If structural plasticity of
spines on neuron B was reversed: by reverting potentiated spines to their pre-potentiation
sizes, we could answer the question “is structural potentiation of spines the mechanism of
long-term memory storage”? However, from the experiments performed in Hayashi-Takagi
et al., 2015, we can only conclude that removing a subset of learning-relevant spines from a

learning and memory relevant neuron can disrupt long term memories (Fig 1.1).
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Figure 1.1: Consequences of removing potentiated connections.

a. Before learning, neurons A, C and D provide input to neuron B. However, only neurons A and D are
part of a circuit which will provide learning-relevant input to neuron B. b. After learning, connections
between neurons A, D and B are potentiated. c. After AS-PaRac1 application, potentiated connections
are either severely weakened or deleted. As a consequence, neuron B no longer receives learning-
relevant inputs.

Important strides in understanding the role of spines in memory storage have been made by
Hayashi-Takagi et al., 2015. However, “Do new spines store long term memories?” is still an
open question. In order to answer this question, a tool to selectively remove new spines

without affecting pre-existing potentiated dendritic spines needs to be built.

1.3 THE SPINE DESTABILIZATION SCREEN

The first steps to build a selective new spine elimination tool were taken by Dr. Patricio Opazo,
aformer postdocinthe Bonhoeffer lab. He performed a spine destabilization screen in OHSCs.

He over-expressed actin-binding or stabilizing proteins and then rapidly destroyed these over-
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expressed proteins. The aim was to identify candidate actin binding or stabilizing proteins
which could be exogenously expressed and then destroyed to eliminate spines (Opazo, 2016)
Upon identification of a suitable protein, it could in future, be selectively targeted to new
spines or, its expression controlled in a way that it is selectively enriched in new spines.

Destruction of the protein could then lead to elimination of newly formed dendritic spines.

Actin cytoskeleton is essential for the formation (Zito et al., 2004), potentiation (Okamoto et
al., 2004), depotentiation, stability as well as elimination (Okamoto et al., 2004; Hayashi-

Takagi et al., 2015) of dendritic spines.

Actin is the structural backbone of dendritic spines. Actin in spines is present as globular (G)
actin monomers and filamentous (F) actin polymers. Various actin binding proteins converge
on the actin cytoskeleton to modify F:G actin ratio or to stabilize or destabilize F actin or to
make branched F actin chains. Hundreds of proteins have been implicated in spine
development, plasticity and turnover. The ultimate target of most of these proteins is the
actin cytoskeleton (Hotulainen and Hoogenraad, 2010). Interestingly, although the actin
cytoskeleton is essential for spine stability, it does not play a role in stabilizing or maintaining
dendritic branches or soma (Koleske, 2013). Actin cytoskeleton is also essential for
maintaining axonal boutons as well as the axon initial segment (AIS) (Cingolani and Goda,
2008). However, certain actin binding or stabilizing proteins selectively act on spines but not
boutons or AIS (Sheng, 2001). Therefore, one aim of the screen was also to identify spine

selective actin binding or stabilizing proteins which selectively localize to spines but not axons.

Dr Opazo tagged 7 actin binding or stabilizing proteins or Lifeact- a peptide which selectively
binds F-actin (Riedl et al.,, 2008) or GFP with a photoactivatable free radical generator
KillerRed (KR) (Bulina et al., 2006a). He over-expressed these tagged proteins in OHSCs. After
baseline imaging, he photoactivated KR by shining green light on a small volume of the
dendrite. Brief KR photoactivation leads to free radical generation. These free radicals diffuse
over a very short distance and eliminate the attached protein: this phenomenon is known as
chromophore-assisted light inactivation (CALI) (Fig 1.2a, b) (Bulina et al., 2006b; Carpentier et
al., 2009).
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Figure 1.2: The spine destabilization screen

a. Schematic showing the rationale of the experiment. Actin binding or stabilizing proteins tagged with
KillerRed are expressed in neurons in OHSCs. Upon green light stimulation, KillerRed produces free
radicals and destroys the protein to which it is attached. If the protein is vital for spine stability, this
should result in spine elimination or shrinkage. b. Experimental timeline. c. % spine elimination from

neurons 24 hours after green light stimulation. Each dot is one neuron. Summary data are plotted as
mean * sd.

He quantified spine loss 24 hours after photostimulation of the targeted region. He observed
that destruction of over-expressed Drebrin A resulted in elimination of 40.75% + 12.29%
dendritic spines. This spine loss is unlikely to be simply due to non-specific effects of free
radical generation because destruction of some other proteins or GFP alone did not lead to

significant spine loss (Fig 1.2c).
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Drebrin A (Developmentally regulated brain protein isoform A) is an actin binding and
stabilizing protein found in the brain. In neurons, it is enriched in dendritic spines (Aoki et al.,
2005). Drebrin A binds to F-actin in dendritic spines, changes the pitch of the F-actin helix,
bundles actin and prevents binding of actin depolymerising proteins to F-actin, thereby
stabilizing actin in dendritic spines (Takahashi et al., 2003; Koganezawa et al., 2017). Drebrin
A bound F-actin localizes to the site of nascent dendritic spines and might play a role in new
spine formation (Aoki et al., 2005; Takahashi et al., 2009). Drebrin A bound F-actin forms the
stable actin component found in the core of a dendritic spine while F-actin without Drebrin A
is present in the periphery of dendritic spines (Takahashi et al., 2003, 2009; Koganezawa et
al., 2017). This stable core re-organises slowly (minutes) compared to the peripheral dynamic
actin core (seconds) (Honkura et al., 2008). Following LTP, Drebrin A and the stable actin core
of the spine rapidly exit the dendritic spine and the spine becomes enriched in Drebrin A free
dynamic actin, possibly allowing structural plasticity to occur. Within 30 minutes of LTP
induction however, the stable Drebrin A bound F-actin is reassembled in the spine core,
possibly preventing further size changes and maintaining structural integrity and stability of

the dendritic spine (Mizui et al., 2014).

Another truncated brain specific variant of Drebrin A, called s-Drebrin A has been isolated.
This variant is also enriched in spines, however, what role it plays, how its role differs to that
of full length Drebrin A is not well known. While it contains the putative N-terminal actin
binding domain along with the spine targeting Ins2-sequence of full length Drebrin A, it lacks

the unstructured C-terminal putative protein-protein interaction domain (Jin et al., 2002).

Since Drebrin A is enriched in dendritic spines and stabilizes them, does not localize to axons
or to inhibitory synapses and since it’s role in the brain appears to be restricted to actin
stabilization and interaction with other synaptic proteins (Koganezawa et al., 2017), Drebrin
A is ideally suited as a candidate protein to selectively eliminate, shrink or affect dendritic

spines.

KR is an effective tool for performing a screen to destroy tagged proteins. Since a small region
of the dendritic segment is illuminated, the rest of the cell might escape adverse effects of
free radical generation. Although Drebrin A is enriched in dendritic spines, it is also found in

the soma and dendritic shaft. A cell’s internal environment is extremely crowded. Free radical
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generation can lead to unintended consequences, which can vary from cell to cell depending
on KR expression, amount of illumination, free radicals generated and surrounding proteins
or membranes damaged. These unintended consequences can range from cell death to
effects on bystander proteins which are hard to estimate or control (Williams et al., 2013).
Furthermore, if the entire cell is illuminated and free radicals are generated throughout the
cell, unintended consequences can be even more widespread. In vivo experiments would
require us to illuminate a volume of the brain area and restricting illumination to certain
dendritic branches would be unfeasible. Therefore, we searched for alternative methods to
deplete over-expressed tag-DA or s-DA (exogenously expressed tag-Drebrin A or tag-s-Drebrin
A is referred to as tag-DA or tag-sDA in this thesis, while endogenous Drebrin A or s-Drebrin
A are written without abbreviations. Over-expressed tag-DA or sDA is referred to as tag-

(s)DA).

1.4 PROTACs

PROteolysis TArgeting Chimeras (PROTACs) are recently developed drugs which can
selectively deplete proteins without non-specific effects or toxicity. PROTACs are small
molecules with two binding sites connected by a linker. One binding site binds the protein of
interest (POI), whereas the other binds an E3 ligase. By bridging a POl and an E3 ligase, the
PROTAC induces and stabilizes a complex consisting of the POI-PROTAC-E3 ligase and thereby
induces the E3 ligase to ubiquitinate and ultimately degrade the POI using the ubiquitin

proteasome machinery (Fig 1.3) (Coleman and Crews, 2018).

In this section, | will briefly introduce the Ubiquitin Proteasome machinery, discuss properties
of PROTACs and introduce 3 PROTACs used in this study: HaloPROTAC3, dTAG-13 and dTAG-
v1.

1.4.1 The Ubiquitin Proteasome System (UPS)

Proteins have different lifetimes and need to be cleared at specific timepoints. The ubiquitin
proteasome system plays a major role in clearing up proteins and maintaining cellular

homeostasis (Hochstrasser, 1995).
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Figure 1.3: Mechanism of action of a PROTAC.

PROTAC designed to bind a tag, which is attached to the protein of interest (POIl). One end of the
PROTAC engages an E3 ligase and the other with the tag. Upon ternary complex formation, proximity
induced ubiquitination takes place, followed by rapid destruction of the tagged protein. The PROTAC
is recycled.

The 26S proteasome is the main proteolytic agent in eukaryotes. It consists of a protein
recognition and a proteolytic subunit. The protein recognition subunit recognizes
polyubiquitinated proteins and transfers them to the proteolytic subunit for their destruction

and recycling (Pickart, 1997).
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Protein ubiquitination on the other hand is coordinated by the action of 3 enzymes: E1, E2
and E3 ubiquitin ligases. There are more than 600 E3 ligases in mammals as opposed to
approximately 40 E2 and only two E1 ligases. The process of ubiquitination begins when an
activated ubiquitin is transferred from an E1 to an E2 ligase. An E3 ligase recognizes the
protein to be ubiquitinated and binds to it. It then transfers ubiquitin from the E2 ligase to a
lysine residue on the protein substrate. This process continues until the protein is
polyubiquitinated and ultimately destroyed by the 26S proteasome (reviewed in Kleiger and

Mayor, 2014; Pohl and Dikic, 2019).

1.4.2 Properties of PROTACs

The first artificial PROTAC was developed by the Crews and Deshaies laboratories in 2001
(Sakamoto et al., 2001). This non-cell penetrating proof of concept PROTAC, developed in
2001 ignited basic and applied research on PROTACs. Today, more than nine companies have

several PROTACs in various stages of clinical trials (Garber, 2022).

Traditional protein inhibitors need to bind active sites on enzymes and be present at high
concentrations to inhibit protein activity. In contrast, PROTACs do not need to bind to an
active site. As long as they specifically bind to a POl and E3 ligase, the protein can be depleted
(Pettersson and Crews, 2019). Thus, the traditional concept that 90% of the human genome
is "undruggable" has been challenged by the rise of PROTACs and molecular glues (Hopkins
and Groom, 2002; Schneider et al., 2021). Furthermore, following ternary complex formation
and POI degradation, the same PROTAC can catalytically form ternary complexes again to
deplete more POI copies. Therefore, very low PROTAC concentrations are sufficient for long-

lasting protein degradation (Pettersson and Crews, 2019).

Some PROTACs however exhibit the “hook effect” i.e. PROTACs form ternary complexes and
deplete their target proteins up until a certain high PROTAC concentration. Above that dose
however, binding sites on the POl become occupied by the PROTAC and a binary rather than
ternary complex forms, hindering PROTAC efficacy (Coleman and Crews, 2018; Pettersson and

Crews, 2019; Verma et al., 2020).

Different POls require their own specially designed PROTACs. This can be a major impediment

in basic research. Work mainly from the Crews, Bradner, Gray and Cuilli labs has led to the

25



development of PROTACs which bind an E3 ligase and a specific tag. This tag can be attached
to a POI, enabling scientists to deplete their POl without the cumbersome process of
developing a new PROTAC for every target (Buckley et al., 2015; Nabet et al., 2018; Tovell et
al., 2019; Nabet et al., 2020).

1.4.3 HaloPROTAC3

HaloTag is a modified Bacterial dehalogenase tag that can be genetically fused to a POI (Los
et al., 2008). Synthetic ligands are available which covalently bind HaloTag. Dennis Buckley
and colleagues from the Crews laboratory synthesized several PROTACs consisting of binding
sites composed of a HaloTag7 specific ligand and a Von-Hippel-Lindau (VHL) specific ligand
connected by linkers of varying sizes. VHL is a ubiquitous E3 ligase found in cells. Out of
several HaloPROTACs, HaloPROTAC3 was the most effective in depleting HaloTag7 fusion
proteins. 625nM HaloPROTAC3 administered for 24 hours could deplete GFP-HaloTag7 by up
to 90% in HEK293T cells (Buckley et al., 2015). Since then, HaloPROTAC3 has been successfully
applied to reduce levels of HaloTag7 fusion proteins in vivo in mice (BasuRay et al., 2019).
Additionally, a newer, more effective HaloPROTAC-E was recently developed (Tovell et al.,

2019).

1.4.4 dTAG-13

Behnam Nabet and colleagues from the Nathanael Gray lab developed the PROTAC- dTAG-13
which binds to a mutant FKBP™M® (dTAG) and to the E3 ligase Cereblon (CRBN). They
demonstrated that various dTAG-fusion proteins could be rapidly depleted (within 1 hour)
using nanomolar dTAG-13 concentrations. Furthermore, they demonstrated that dTAG-13
could be used to rapidly and reversibly deplete dTAG-fusion proteins in vivo in the mouse.
dTAG-13 binds both dTAG and CRBN non-covalently, which might contribute to its rapid
protein depletion properties. A proteome screen demonstrated that dTAG-13 specifically

depletes POI-dTAG without off-target effects (Nabet et al., 2018).

1.4.5 dTAG-v1

Behnam Nabet, Fleur Ferguson and colleagues in the Gray Lab developed dTAG-vl by
connecting the dTAG binding site to a VHL binding molecule. Therefore, this system engages

and stabilizes a ternary complex between dTAG and VHL. This PROTAC demonstrated better
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pharmacokinetic properties compared to dTAG-13 in vivo in mice and was also more effective.
Furthermore, proteins resistant to degradation by dTAG-13 could be depleted by dTAG-v1
(Nabet et al., 2020).

The development of multiple PROTACs which bind to a specific tag has made tunable, rapid

and efficacious depletion of tag-POI possible.

1.5 CONTROLLING PROTEIN EXPRESSION

In addition to depleting proteins, controlling and restricting protein expression to a time
window of choice is vital when developing a tool based partly on exogenous protein over-

expression.

Expression of endogenous proteins is precisely regulated through carefully orchestrated
feedback loops. Any defect in endogenous protein expression regulation can have devastating

consequences on cellular physiology often leading to disease (Kolch et al., 2015).

Emulating endogenous expression patterns can be extremely challenging when exogenously
expressing a protein. Chronic protein over-expression using constitutive promoters can lead
to toxicity or can alter neuronal physiology in myriads of ways. One way to overcome this
problem is to develop transgenic knock-in mouse lines which recapitulate endogenous gene
expression of modified engineered proteins. However, generating a knock-in mouse line is
cumbersome. Furthermore, once a mouse line is made, introducing new tags or additional
modifications in the gene of interest can take years. Adeno-associated viruses (AAVs) or
lentiviruses are commonly used to transduce neurons and overexpress POls. One way of
controlling over-expressed gene expression is to limit expression to a short time window (Luo
et al., 2018). While several systems for restricting gene expression have been developed: e.g.
Cre/Lox, Flp/Frt, CreER/Lox, etc., they are not reversible. The most well developed and widely
used system for reversible control of protein expression is the Tet system (Gossen and Bujard,

1992; Furth et al., 1994; Loew et al., 2010).

1.5.1 The Tet system for control of protein expression

Manfred Gossen and Hermann Bujard innovated the use of Tetracycline Repressor (TetR)-

tetracycline Operator (tetO) interaction in bacteria to control gene expression of exogenously
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expressed genes in non-bacterial cells. Further engineering allowed them to use this system
to control gene expression in cultured mammalian cells and in vivo in multiple animal species

(Gossen and Bujard, 1992; Furth et al., 1994).

Certain bacteria developed resistance to a commonly used antibiotic Tetracycline by
selectively expressing a TetA protein only in the presence of Tetracycline. This is achieved by
the presence of a TetR which binds tetOs and shuts down TetA production in the absence of
Tetracycline. In the presence of Tetracycline, TetR binds tetracycline to form a complex which
no longer binds TetO, leading to TetA protein production. Tet A protein forms a channel in
the cell membrane to exude TetR-Tetracycline-Mg?* complex from the cell (Saenger et al.,

2000).

To use this system to reversibly control gene expression in mammals, TetR was fused with a
transcription activation domain from Herpes Simplex Virus protein VP16, such that binding of
TetR-VP16 to the tetOs induces transcription of downstream genes. This modified
transcription activator is called tTA (tetracycline-controlled transactivator, also called Tet-off
system). Several tetO sequences were placed upstream of the gene of interest (GOI).
Administration of a tetracycline derivative Doxycycline (Dox) inhibits GOl expression by
forming a complex with TetR-VP16 and preventing it from binding to tetOs. Removal of Dox
leads to rapid transcription and expression of the GOI (Gossen and Bujard, 1992, 2002; Furth
et al., 1994).

Removal of Dox from a system, especially in vivo in mice, can be a slow and unreliable process.
This can hamper GOI expression kinetics. In order to rapidly activate GOl expression, Gossen,
Bujard and colleagues performed random mutagenesis of the TetR element to obtain a
variant with reversed functionality i.e. TetR only bound tetOs in the presence of Dox, but not
in the absence of Dox. This new transcriptional activator was called rtTA (reverse tetracycline
controlled transactivator system, also called Tet-On system) (Gossen et al., 1995). Since the
original description of this first-generation Tet-On system, several rounds of improvements
led to decreased background expression and increased GOl expression. The latest Tet-On
generation, called the TetOn3G system, is optimized for low leakiness, high and rapid

expression which is very sensitive to even low Dox levels (Zhou et al., 2006; Loew et al., 2010).

28



A new tetracycline variant called 9-tert-butyl doxycycline (9-TB-Dox) allows for better Tet-On

GOl expression in vivo in the mouse brain (Zhu et al., 2007).

1.5.2 Using the fos promoter to further restrict protein expression

The Tet system allows the restriction of protein expression to a desired time window.
However, tTA or rtTA need an upstream promoter to drive protein expression. It is possible
to restrict the time window of expression to as short as 3 days with tTA or 1 day with rtTA
(Reijmers et al., 2007; Zhu et al., 2007; Liu et al., 2012). However, continuous over-expression
of structural proteins using a constitutive promoter at high levels for 24-72 hours can lead to
undesired side effects (Hayashi and Shirao, 1999; Gross et al., 2013). Furthermore, we would
ideally like to achieve high protein expression and restrict it to a few hours during and after
learning or plasticity, rather than slowly ramp up protein production over 24 hours using a
constitutive promoter. One way of achieving this is by using an activity dependent or
immediate early gene (IEG) promoter. While several IEG promoters like Arc, pERK, BDNF and
several artificial IEG promoters like SARE and pRAM have been used to mark neurons or
express transgenes, one of the most well characterized and commonly used activity

dependent promoter is fos (DeNardo and Luo, 2017).

c-fos protein is the product of the fos gene. In neuronal cells, fos mMRNA is found at very low
levels under baseline conditions, but rapidly (peak of 30 minutes for mRNA and 90-120
minutes for c-fos protein) increases following neuronal activation. c-fos protein is then rapidly

degraded and returns to baseline in 6-8 hours (Kovacs, 2008).

Which stimuli induce fos transcription are not well understood. While depolarization of the
neuron alone is not enough to induce high fos transcription, synaptic plasticity or stimuli
which induce intense and prolonged neuronal activity appear to drive high fos transcription

(Sheng and Greenberg, 1990; Gall et al., 1998; Guenthner et al., 2013).

The fos promoter directly or along with tTA or rtTA or CreER has been used to label cells
involved in learning or innate behaviors for subsequent manipulations (Reijmers et al., 2007;
Choi et al., 2011; Liu et al., 2012; Guenthner et al., 2013). These extremely sparsely labeled
cells are essential for retrieval of long-term memory or for executing innate as well as learned

behaviors (DeNardo and Luo, 2017). While transgenes can be directly placed downstream of
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an exogenous fos promoter, driving transgene expression with the Tet system under control
of a fos promoter allows amplification of transgene expression in addition to restricting fos

expression to a time window (Gore et al., 2015; Kitamura et al., 2017).

Using the fos promoter to drive the TetOn 3G system to express the POl allows us to express
high levels of the POI during a short time window of <24 hours (Choi et al., 2018). The
expressed POl remains in the cell for days to weeks depending on its lifetime (Gore et al.,

2015; Kitamura et al., 2017) or until it is depleted using PROTACs listed in section 1.4.

1.6 ORGANOTYPIC SLICE CULTURES, METHODS TO INTRODUCE TRANSGENES AND NEW SPINE
GENERATION IN ORGANOTYPIC HIPPOCAMPAL SLICE CULTURES

Finally, | will introduce some of the methods/systems | used to develop the selective new

spine elimination tool.

1.6.1 Organotypic hippocampal slice cultures

Coronal hippocampal sections made from early postnatal rats or mice survive for weeks to
months in culture (Gahwiler, 1981). The hippocampal area dentate gyrus receives incoming
information from the Entorhinal cortex through a pathway known as the perforant pathway.
The dentate gyrus excitatory neurons project axons which synapse in an area known as Cornu
Ammonis 3 (CA3). This fiber bundle is known as mossy cell fibers. CA3 neurons project to an
area called Cornu Ammonis 1 (CA1). These fibers are called Schaffer collaterals (Andersen,
1975). While preparing OHSCs, the perforant pathway is cut, however areas dentate gyrus,
CA3 and CA1 as well as the mossy fiber bundle and Schaffer collaterals are largely intact.
Neurons in OHSCs have properties similar to the respective neurons in vivo, both
morphologically as well as electrophysiologically. Furthermore, all the different cell types and

glia that are found in vivo are also found in OHSCs (Stoppini et al., 1991; Gahwiler et al., 1997).

Neurons can be chronically imaged for several days in OHSCs. The absence of a blood brain
barrier allows for easy testing of multiple small molecules for their efficacy and toxicity.
Furthermore, transgenes can be easily expressed by viral vector transduction or by biolistic
or single cell DNA transfection. Multiple cultures can be obtained quickly from a single

neonatal rodent brain, allowing for rapid and parallel testing. Synaptic plasticity can be
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induced and growth and survival of dendritic spines can be imaged over days or weeks.

(Gahwiler et al., 1997; De Roo et al., 2008).

However, a tool developed in OHSCs may not work in vivo because pharmacokinetics of drugs,
permeability through the blood brain barrier, etc. cannot be tested ex vivo (Sundstrom et al.,
2005). Furthermore, expression patterns of fos or other genes can be different in a behaving
animal compared to induction in OHSCs following drug administration (Birgersdotter et al.,
2005). Moreover, spine dynamics and density in the hippocampus in vivo appears to be
different compared to that in OHSCs (Kirov et al., 1999; De Roo et al., 2008; Attardo et al.,

2015; Pfeiffer et al., 2018).

Organotypic cultures have also been described from the thalamus, cortex, cerebellum,
hypothalamus (OHySCs) and amygdala. However, they are less well established compared to

OHSCs (Gahwiler et al., 1997).

1.6.2 Transgene expression in OHSCs via transfection or viral transduction

1.6.2.1 Biolistic transfection

Sparse neurons in OHSCs can be transfected by biological ballistic (biolistic) transfection. This
can be achieved by coating gold or tungsten microparticles with DNA and then shooting these
DNA coated microparticles under high pressure using a hand-held "gene gun" onto OHSCs.
Microparticles pass through upper layers of cells without stopping, but some of them will
stochastically hit and remain in a nucleus. Transgenes can then express within a day or two
after shooting. Advantages of biolistic transfection are: rapid transfection of sparse cells (this
allows imaging and matching individual dendritic branches), introduction of multiple plasmids
by coating a single gold microparticle with multiple constructs, and high expression levels
(large amount of DNA can be packed on to microparticles). Disadvantages include blast
damage to the upper layer of OHSCs as well as damage to cells within the path of the gene
gun bullet and highly variable expression levels between cells (McAllister, 2000; O’Brien and

Lummis, 2006).

1.6.2.2 Viral transduction

Adeno associated viruses (AAVs) can be injected in OHSCs to express transgenes. Depending

on the AAV serotype, the optimum level of transgene expression can be achieved within 2-4
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weeks. High titer AAVs can transduce all or most neurons. Cre/Lox or Flp/Frt recombination
technologies can be used to express a transgene of interest in a very sparse set of neurons.
(e.g. very low titer- diluted Cre containing AAV along with high titer- undiluted floxed GFP can
be injected to achieve GFP expression in some but not all neurons.) AAVs do not integrate
into the genome and remain as episomes and express the transgene of interest. Since
transgene expression increases over time, a time window of a few weeks has to be selected
for the experiment beyond which neurons may exhibit toxicity due to transgene over-

expression (Gahwiler et al., 1997; Luo et al., 2018).

1.6.3 Inducing new spine formation in OHSCs

As described in the section 1.2.2, LTP is associated with the generation of new dendritic
spines. In order to test a tool to selectively eliminate newly formed dendritic spines, we need
to generate hundreds of new spines in OSHCs. Furthermore, these dendritic spines should be

long lived (>24 hours).

Traditionally LTP has been generated electrically (or more recently using optical approaches)
in OHSCs. While these stimuli lead to robust LTP, only fibers stimulated by the electrode are
potentiated, therefore only a fraction of cells and synapses in the field of view are potentiated
and a limited number of new spines appear in the imaged field of view (Otmakhov et al.,

2004).

Alternatively, some drugs can be used to induce chemical LTP (cLTP). One advantage of using
drugs to induce new spine formation in OHSCs is global induction of new spine formation i.e.
new spine formation can occur on all or most CA1 neurons (Otmakhov et al., 2004). Another
advantage is that plasticity inducing drugs induce IEG expression in different patterns and at
different levels (Kovacs, 2008). Use of different drugs to test a tool based on IEG promoters
allows us to examine whether the tool can work under starkly different IEG induction

patterns.

1.6.3.1 Bicuculline (BIC)

BIC is a selective GABAa antagonist. It blocks a large fraction of inhibitory receptors and
therefore reduces inhibitory drive on a neuron (Hamilton et al., 2012). Just 5 minutes of

30 uM BIC application leads to rapid action potential bursts in CA1 neurons. However, this
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burst firing in response to BIC is transient and returns to baseline 5 minutes later. BIC
administration leads to an increase in new spine formation (Hamilton et al.,, 2012).
Furthermore, infusion of BIC into the CA3 region of acutely prepared rat hippocampal slices

leads to LTP in CA1 (Buzsaki et al., 1987).

1.6.3.2 Forskolin/Rolipram (Fsk-Roli)

Cyclic Adenosine monophosphate (cAMP) is a second messenger elevated during the late
(protein synthesis dependent) phase of LTP (and long-term memory). Otmakhov et al., 2004
demonstrated that brief application of Forskolin, a drug which increases cAMP production
along with Rolipram, a drug which prevents cAMP degradation, in presence of GABA inhibitor
picrotoxin or in 0 molar Mg?* leads to LTP. No electric stimulation of pre- or postsynaptic
neurons is required for cLTP induction: just 15-17 minutes of Fsk-Roli in 0 molar Mg?* can lead
to robust LTP induction. Furthermore, this cLTP protocol also leads to structural plasticity in

the form of enlargement of dendritic spines (Otmakhov et al., 2004; Kopec et al., 2006).

1.6.3.3 Estradiol

Spine density on the apical dendrites of CAl neurons of female rats cycles during the estrous
cycle (Gould et al., 1990). Ovarectomized rats show decreased CA1 apical spine density, which
is reversed by administration of exogenous estradiol. This increase in spine density induced
by estradiol is NMDA receptor dependent (Woolley and McEwen, 1994). Treatment of
cultured hippocampal neurons with estradiol increases spine density by 50% (Murphy and
Segal, 1996). Finally, experiments in Dominique Muller’s group showed that serum present in
the medium sustaining OHSCs contains estradiol. Removal of serum or blocking estradiol
receptors leads to a decrease in spine density in male and female OHSCs. Administration of
exogenous estradiol leads to new spine formation and reverses spine loss in OHSCs (Mendez
et al., 2011). Therefore, blocking estrogen receptors and then administering exogenous

estradiol can be used to generate new spines in OHSCs.

OHSCs are a good system for rapid screening of tools and for monitoring effects of different
tools on spines. Biolistic transfection/ viral transduction allows easy transgene introduction

in OHSC neurons. cLTP can be used to drive formation of new spine formation in OHSCs.
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2 MATERIALS AND METHODS

2.1 ANIMALS, ORGANOTYPIC SLICE CULTURE PREPARATION AND MAINTENANCE

All procedures for housing of rodents as well as euthaenasia of rat or mouse pups or adult
mice were conducted in accordance with institutional guidelines of the Max Planck Society

and guidelines issued by the local authorities (Regierung von Oberbayern).

Postnatal day (P) 5-9 Wistar Rat or Thy-1 GFP or C57bl/6 mouse pups were used to make
OHSCs or OHySCs. OHSCs were prepared as previously described (Stoppini et al., 1991).
Preparation of OHySCs was as described before (House et al.,, 1998). All cultures were

prepared and maintained by Volker Staiger.

The following solutions were prepared:

1. Kynurenic acid stock solution: 0.946 g Kynurenic acid (Sigma-Aldrich Cat. No. K3375) was
stirred in 5ml of 1IN NaOH until dissolved. This solution was then diluted in distilled water to

make a 50 ml stock solution

2. Glucose stock solution: A weight to weight mixture of 50 g D-Glucose and 50g distilled

warmed up water was stirred until dissolved, sterile filtered and stored at 4°Celsius.

3. Hepes (Biomol Cat. No. 05288): A 1 M solution in distilled water was prepared, sterile

filtered and stored at 4°Celsius.

4. Penicillin-Streptomycin: 100x, Omnilaboratories (A8943,0100): 1 ml aliquots were made

and stored at -20°Celsius.

5. Geys Balanced Salt Solution: consisting of 1.49 mM CaCl; dihydrate, 4.96 mM KCl, 0.22 mM
KH2PO4, 1.03 mM MgCl; Hexahydrate, 0.28 mM MgSO4 heptahydrate, 136.8 mM NaCl,
2.7 mM NaHCOs, 0.85 mM Na;HPO4, and 5 mM D-Glucose.

A preparation solution consisting of 49 ml Gey’s Balanced Salt Solution + 0.5 ml Kynurenic
Stock solution + 0.5 ml Glucose stock solution was mixed together, pH adjusted to 7.2 with

1 N HCl and sterile filtered.



A Culture medium consisting of 94.5 ml Minimum Essential Medium (Invitrogen Cat. No.
21575), 50 ml Hanks Balanced Salt Solution (Invitrogen Cat. No. 24020), 50 ml Horse Serum
(Invitrogen Cat. No. 26050), 2.5 ml Hepes stock solution, 2 ml Glucose stock solution, 1 ml
Penicillin-Streptomycin stock solution was prepared, pH adjusted to 7.2 with NaOH, sterile

filtered and stored at 4°Celsius.

Rat/Thy1-GFP postnatal day 5-8 pups were decapitated, brain dissected out from the skull,
hippocampus removed and placed in ice-cold preparation solution. Hippocampus was cut
with the Mclllwain tissue chopper to 400 um thick sections and stored for 30-60 minutes in
ice-cold preparation solution. 1 ml culture medium was added to each well of a six well plate
and a Millipore culture insert with 4 extra membrane patches was placed in each well.
Hippocampal sections were gently laid on top of the membrane patches. The six well plates
were kept in a humidified incubator at 34°Celsius with 5% CO,. Half of the medium was

replaced with fresh medium twice a week.

For preparing and maintaining OHySCs, the same steps as above were followed, except rat
pups were postnatal day 7-9 and 400 um thick coronal sections were cut at the Leica VT1200

vibratome instead and the hypothalamus was dissected out.

2.2 MOLECULAR CLONING AND CONSTRUCTS USED IN THIS THESIS

All plasmids were cloned using Gibson Assembly (Gibson et al., 2009) and standard molecular
biology protocols. Sequences of all plasmids were verified by sequencing. All restriction
enzymes were obtained from New England Biolabs, except Aarl, which was obtained from
Thermo Fisher Scientific. The following new plasmids were designed by me and Claudia Huber

and were then cloned by Claudia Huber in the lab.

1. pAAV-fos-TetON3G-WPRE

2. pAAV-TRE3G-dTag-Drebrin-mRuby2-WPRE

3. pAAV-TRE3G-dTag-sDrebrinA-mRuby2-WPRE
4, pAAV-TRE3G-mRuby2-Drebrin-dTAG-WPRE
5. pAAV-TRE3G-mRuby2-sDrebrinA-dTAG-WPRE

35



6. pAAV-TRE3G-HaloTag7-sDrebrinA-dTAG-WPRE

7. pAAV-hSyn-dTag-Drebrin-GFP-WPRE

8. pAAV-hSyn-dTag-sDrebrinA-GFP-WPRE

Two other constructs used in this study were pENN-AAV-hSyn-TurboRFP-WPRE-RBG, a gift
from James M. Wilson (Addgene plasmid # 105552 ; http://n2t.net/addgene:105552 ;
RRID:Addgene 105552 and pEGFP-N1 plasmid, which was purchased from the erstwhile
Clontech laboratories. Cloning strategies for the above mentioned plasmids are summarized

below:

1. pAAV-fos-TetON3G-WPRE

Backbone: pAAV-CaMKIla-hM4D(Gi)-mCherry-WPRE was a gift from Bryan Roth (Addgene
plasmid # 50477; http://n2t.net/addgene:50477; RRID: Addgene_50477). CaMKlla-hM4D(Gi)-

mCherry was removed from the backbone using Mlul-HF/EcoRI-HF restriction enzymes.

Insert 1: fos insert was first amplified from pAAV-cFos-tTA-pA, a gift from William Wisden
(Addgene plasmid # 66794 ; http://n2t.net/addgene:66794 ; RRID:Addgene_66794) (Zhang
et al., 2015). It was then inserted into the backbone using the following forward primer:
gagagggagtggccaactccatcactaggggttcctgeggecgeacgegtitagetttcctttaggaacagaggctt and the
following reverse primer:

actttgctcttgtccagtctagacatatcgaattcgatatcgcaagacactggtgggagetgcagageagagetggs.

Insert 2: TetOn3G sequence was amplified from pLVX-Tet3G blasticidin, a gift from Oskar Laur
(Addgene plasmid # 128061; http://n2t.net/addgene:128061; RRID: Addgene_128061) and
cloned into the backbone using the following forward primer:
ccagctctgetctgeagetcccaccagtgtcttgegatatcgaattegatatgtctagactggacaagagcaaagtca and

reverse primer: aattttgtaatccagaggttgattatcgataagcttgaattccgggatccttacccggggagceatgtcaagg.

2. pAAV-TRE3G-dTag-Drebrin-mRuby2-WPRE

Backbone: pAAV-fos-TetON3G-WPRE was packaged into a backbone containing intact AAV2
ITR sites from Vectorbuilder (VB200224). fos-TetOn3G was removed using Xbal/BsrGl-HF

restriction enzymes.
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Insert 1: TRE3G was amplified from pLVX TRE 3G BFP, a gift from Oskar Laur (Addgene
plasmid # 128070; http://n2t.net/addgene:128070; RRID: Addgene_128070) and cloned into
the backbone using the following forward:
gagggagtggccaactccatcactaggggttccttctagacaaacgegtctcetttatcgatgaggecctttegtcttca and
reverse:cgcccgtctectggggagatggtttccacctgeactcccatgetageaagcettaagtataagacaaaagtgtigtggaa

primers.

Insert 2: N- terminus dTAG sequence was amplified from pLEX_305-N-dTAG, a gift from
James Bradner & Behnam Nabet (Addgene plasmid # 91797 ; http://n2t.net/addgene:91797
; RRID:Addgene_91797) (Nabet et al., 2018). It was cloned downstream of TRE3G using the
following forward:
ttccacaacacttttgtcttatacttaagcttgctagcatgggagtgcaggtggaaaccatctccccaggagacgggeg and
reverse: agctccaggeggtggecgetgaagetgacgecggegctecctecgecttccagttttagaagetccacatcgaagacga

primers.

Insert 3: Drebrin sequence was obtained by amplifying it from pEGFP-C1-Drebrin A, a kind
gift from Tomoaki Shirao (Hayashi and Shirao, 1999). It was cloned into the construct with
the following forward:
tcgtcttcgatgtggagcttctaaaactggaaggeggagggagegecggegtcagettcageggecaccgectggaget and
reverse: atattttccttgatcagctcttcgeccttagacacgccagaaccatcaccaccctcgaagecctcttcctcttcaggaa

primers.

Insert 4: mRuby2 sequence was obtained from pAAV-CAG-Flex-mRuby2-GSG-P2A-GCaMP6s-
WPRE-pA (Addgene Plasmid 68717, previously designed by Tobias Rose in this lab (Rose et al.,
2016)). It was cloned into this vector using the following forward:
ttcctgaagaggaagagggcttcgagggtggtgatggtictggcgtgtctaagggcgaagagetgatcaaggaaaatat  and
reverse: atccagaggttgattatcggaattcccactttgtacaagaaagctgggttcacttgtacagcetegtccateccaccacc

primers.

3. pAAV-TRE3G-dTag-s-Drebrin A-mRuby2-WPRE

Backbone: Vectorbuilder (VB200224) plasmid, described above, was used as a backbone. fos-

TetOn3G was removed using Xbal/BsrGI-HF restriction enzymes.
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Insert 1: TRE3G sequence was obtained from the plasmid described above and was cloned
using the following forward:
gagggagtggccaactccatcactaggggttccttctagacaaacgegtctctttatcgatgaggecctttcegtettea and
reverse: cgcecgtctectggggagatggtttccacctgeactcccatgetagcaagettaagtataagacaaaagtgttgtggaa

primers.

Insert 2: N-terminus dTAG sequence was obtained from the plasmid described above and
cloned using the following forward:
ttccacaacacttttgtcttatacttaagcttgctagcatgggagtgcaggtggaaaccatctccccaggagacgggeg and
reverse: agctccaggeggtggecgetgaagetgacgecggegctecctecgecttccagttttagaagetccacatcgaagacga

primers.

Insert 3: s-Drebrin A sequence was amplified from the plasmid described above. The
sequence was obtained from (Jin et al., 2002). It was cloned using the following forward:
tcgtcttcgatgtggagcttctaaaactggaaggeggagggagegeeggegtcagettcageggecaccgectggaget and
reverse:

atattttccttgatcagctcttcgeccttagacacgccagaaccactgcatgggagggaggaagagaggtttgggstgc.

Insert 4: mRuby2 sequence was obtained as described above. It was cloned using the
following forward:
caccccaaacctctcttccteccteccatgeagtggttctggegtgtctaagggcgaagagetgatcaaggaaaatatg and
reverse atccagaggttgattatcggaattcccactttgtacaagaaagctgggttcacttgtacagctcgtccatcccaccacc

primers.

4. pAAV-TRE3G-mRuby2-Drebrin-dTAG-WPRE

Backbone: The plasmid pAAV-TRE3G-mRuby2-s-Drebrin A-dTag-WPRE was digested using

Aarl to remove part of s-Drebrin A.

Insert 1: Drebrin A sequence was obtained as described above and cloned using the
following forward:
ctcttccectccacggactcccttteectatatcacctgecaccgeaccccaaacctctcttectcectceccatgeagt and
reverse: ggaaggtgcgcccgtctcctggggagatggtttccacctgeactecgeteectecgecatcaccaccctcgaagecctc

primers.
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5. pAAV-TRE3G-mRuby2-s-Drebrin A-dTAG-WPRE

Backbone: Vectorbuilder (VB200224) plasmid, described above, was used as a backbone. fos-

TetOn3G was removed using Xbal/BsrGI-HF restriction enzymes.

Insert 1: TRE3G-mRuby2-s-Drebrin A-dTAG was inserted using the following forward:
gagggagtggccaactccatcactaggggttccttctagacaaacgegtctctttatcgatgaggecctttegtcttca and
reverse: ttgattatcggaattcccactttgtacaagaaaggctageggtaccttattccagttttagaagcetccacatcgaagac

primers.
6. pAAV-TRE3G-HaloTag7-s-Drebrin A-dTAG-WPRE

Backbone: dTAG was excised from the pAAV-TRE3G-dTag-s-Drebrin A-mRuby2-WPRE

plasmid using Nhel-HF/ SgrAl restriction enzymes.

Insert 1: HaloTag7 sequence was obtained from pET28a-HaloTag7-Snoopligase, a gift from
Mark Howarth (Addgene plasmid # 105627 ; http://n2t.net/addgene:105627 ;
RRID:Addgene_105627) (Buldun et al., 2018) and was cloned into the backbone using the
following forward:
tggagcaattccacaacacttttgtcttatacttaagcttgctagcatggaaatcggtactggetttccattcgacece and
reverse:
agcagctccaggeggtggecgetgaagetgacgecggegetecctccgecggaaatctccagagtagacagecagegeg

primers.

7. pAAV-hSyn-dTag-Drebrin-GFP-WPRE

Backbone: pAAV-EF1a-F-FLEX- Kir2.1-T2A-tdTomato, a kind gift from Massimo Scanziani
(Addgene plasmid # 60661 ; http://n2t.net/addgene:60661 ; RRID:Addgene _60661) (Xue et

al., 2014) was used as the backbone for this cloning, digested with Bmtl/EcoRV-HF.

Insert 1: N-terminal dTAG sequence was obtained as described above. It was cloned using
the following forward:

tgcctgagagegcagtcgaattcaagetgctagcaagatgggagtgcaggtggaaaccatctecccaggagacgggege and

39



reverse: cggtggccgctgaagetgacgecggecatgeteccteegecttecagttttagaagetccacatcgaagacgagagtgg

primers.

Insert 2: Drebrin sequence was obtained as described above. It was cloned using the
following forward:
ccactctegtcttcgatgtggagettctaaaactggaaggeggagggagceatggecggegtcagettcageggecaccg and
reverse: gtgaacagctcctcgececttgetcacagetcgagatctgagtccggaatcaccaccctegaagecctcttectcttcag

primers.

Insert 3: GFP sequence was obtained from a pEGFP-N1 plasmid described above. It was
cloned using the following forward primer:
ctgaagaggaagagggcttcgagggtggtgattccggactcagatctcgagetgtgagcaagggegaggagetgttcac and
the following reverse primer:

tgtaatccagaggttgattatcgataagcttgatatcgaattacttgtacagctcgtccatgeccgagagtgatcceggc.

8. pAAV-hSyn-dTag-s-Drebrin A-GFP-WPRE

Backbone: Drebrin was excised from pAAV-hSyn-dTAG-Drebrin-GFP-WPRE plasmid using

BsiWI/BspEl restriction enzymes.

Insert 1: s-Drebrin A sequence was obtained as described above. It was inserted into this
plasmid using the forward primer:
agggagcgecggegtcagcettcageggecaccgectggagetgetggeggegtacgaggaggtgatccgggaggagagt and
the reverse primer:

ggtgaacagctcctcgeccttgetcacagetcgagatctgagtccggaactgeatgggagggaggaagagaggtttggs.

2.3 BIOLISTIC TRANSFECTION AND AAV TRANSDUCTION

2.3.1 Gene Gun bullet preparation and transfection

6-8 ug DNA solution per construct was mixed with distilled water to make a 100 ul DNA
solution. DNA solution was added to a vortexed mixture consisting of 7 mg (1.6 um diameter)
gold microcarriers (Bio-Rad Cat. No. 1652264) and 20 pl of 250mM Spermidine (Sigma Aldrich
Cat. No. $2626). 120 ul of 1 M CaCl, was added drop by drop to the DNA-spermidine-gold
mixture and incubated for 10 minutes to precipitate DNA onto the surface of gold

microcarriers. The mixture was then spun down, and supernatant removed. Pellet was
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washed three times with freshly opened, ice cold EtOH. The pellet was resuspended after
every wash. 3 ul Polyvinyl-Pyrrolidone (PVP) (20 mg/ml in EtOH, part of Bio-Rad Gene gun kit
Bio-Rad Cat. No. 1652432) was added to 3 ml EtOH to make an EtOH-PVP solution. The pellet
was resuspended in the EtOH-PVP solution. Tefzel tubing was rotated and air dried with the
flow of N2 at 4 liters/minute for 10 minutes. The DNA-Gold-PVP solution was loaded into the
air dried tefzel tubing and allowed to coat the tubing for 10 minutes, after which, the solution
was slowly removed and discarded. The coated tubing was again rotated and air dried for 10
minutes. Tubing was cut into 1 cm pieces with a Tubing cutter (Bio-Rad Cat. No. 1652422) and
stored with silica gel beads in tightly sealed falcon tubes at 4°Celsius. Before biolistic
transfection, the tubes were brought up to room temperature by letting the sealed falcon

tubes remain at room temperature for at least 30 minutes.

The cut tubes were loaded in a Cartridge Holder (Bio-Rad Cat. No. 1652426). A new nylon
mesh (Klein und Wieler OHG, Kdnigswinter) with 100 um pore size was attached to a barrel
liner (Bio-Rad Cat. No. 1652417), the cartridge holder loaded onto a Helios Gene Gun (Bio-
Rad Cat. No. 1652432) and the constructs aimed at one well of a six well plate containing
Organotypic cultures, and shot under 180 psi Helium pressure. Biolistic transfection was done
under a sterile hood while maintaining sterile conditions. The cultures were returned to the

incubator immediately after biolistic transfection.

2.3.2 AAVs

Three plasmids were packaged into AAVs by VectorBuilder Inc and were formulated in PBS
(pH 7.4) with added 200 mM NaCl and 0.001% pluronic F-68. Their serotypes, pseudotypes,

construct names and titers are listed below.

AAV2/DJ8 fos:TetOn3G-WPRE; 5.36x1013 GC/ml

AAV2/DJ8 TRE3G:dTAG-Drebrin A-mRuby2-WPRE; 3.10x10** GC/ml
AAV2/DJ8 TRE3G:dTAG-sDrebrin A-mRuby2-WPRE; 5.31x10*2 GC/ml

In order to sparsely label CA1 neurons in OHSCs with a structural marker, cultures prepared
from Thy-1 GFP mice were used or the following viruses obtained from the Vector Core facility
of the Gene Therapy Program of University of Pennsylvania were injected in cultures prepared

from C57bl/6 mice:
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AAV2/9 CamKII (0.4)-Cre-SV40; 4.82x10'3 GC/ml
AAV2/1 CAG-flex-EGFP-WPRE; 1.59x10%3 GC/ml

Virus dilutions and injections

AAVs were stored at -80°Celsius. They were briefly thawed on ice and diluted in ice cold
Cortex buffer (125 mM NaCl, 5 mM KCl, 10 mM Glucose dihydrate, 10 mM HEPES, 2 mM
CaCl; dihydrate and 2 mM MgSO4 heptahydrate, pH adjusted to 7.4 with 1 N NaOH) and

mixed together as shown in the table.

AAV Dilution Quantity of the final dilution of the
virus

AAV2/DJ8 fos:TetOn3G-WPRE 1:3 1yl

AAV2/DJ8 TRE3G:dTAG-Drebrin A- | undiluted 2 ul

mRuby2-WPRE
OR

AAV2/DJ8 TRE3G:dTAG-sDrebrin
A-mRuby2-WPRE;

AAV2/9 1:1000 1pl

CamKll (0.4)-Cre-SV40

AAV2/1 CAG-flex-EGFP-WPRE 1:1 1pl

Borosilicate glass capillaries (GC150F-10 Harvard apparatus) were pulled with a pipette puller
(Sutter instruments, P-97) to produce a narrow, fragile and sharp end. The sharp end was
clipped with forceps to create an opening ~10 um in diameter. 3 pl AAV mixture was backfilled

into these capillaries.

Virus was injected under sterile conditions at a virus injection setup consisting of a Pico pump
(Pneumatic PicoPump PV 820; World Precision Instruments), a microscope (Olympus
BX51W1) and a micromanipulator (Luigs and Neumann). Cultures were placed into a well,

bathed in pre-warmed culture medium such that the brain tissue was exposed to the air and
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not submerged in medium. The borosilicate capillary was manipulated to slowly pierce CA1
at an oblique angle and a brief 20 psi pulse led to injection of ~80 um droplet of the AAV
mixture into CA1. One-three sites in CA1 were injected with a single droplet of AAV mixture.
Patency of the capillary was tested by performing a test injection in air and clearing away the
droplet before insertion and injection into CA1. Cultures were then returned to the incubator.

Experiments were started two weeks after virus injection to allow for sufficient expression.
2.4 IMAGING

2.4.1 Epifluorescence Imaging

200 uM Trolox was added to the culture medium and cultures were maintained in Trolox
containing medium starting at least 30 minutes before baseline imaging and throughout the
experiment. One insert containing 4 cultures was transferred to a petri dish containing 500 pl
medium. Cultures were maintained at the air-medium interface and not submerged in the
culture medium. The petri-dish was briefly transferred to an upright Zeiss Axio Imager 2
epifluorescence microscope. Cells (Fig 3.1, 3.2, S5.1) or regions of interest (ROIs) (Fig S5.2)
were identified and imaged with a 10x air objective at the baseline imaging time point.
Cultures with inserts were transferred back to separate petri dishes or 6 well plates and kept
in the incubator. At subsequent imaging timepoints, the same cells or ROls were re-found and

imaged while keeping imaging parameters identical to baseline.
2.4.2 Two Photon Imaging

A custom built two-photon microscope was used for experiments. The microscope was
designed and built by Volker Scheuss. A 60x, 0.9 Numerical Aperture water immersion
objective (Olympus 60x/0.9 LumPlanFL/IR) was used for imaging. Two photon excitation was
provided by a Mai Tai Ti:Sapphire laser (Spectra-Physics Mai Tai HP). Emitted photons were
collected by epi- and trans- photomultiplier tubes (Hamamatsu PMTs). Imaging acquisition
software was custom written in Labview by Max Sperling. 1024*1024 resolution images were
obtained with a 2 second pixel dwell time. Imaging stacks were obtained with a z-step size of
1 um. GFP images were obtained with 920 nm wavelength stimulation, whereas mRuby2 or
tRFP images were obtained with 1020 nm wavelength stimulation. Laser intensity at the

sample was between 5-10 mW.
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In order to chronically image dendritic spines, 200 uM Trolox was added to the culture
medium. 500 pl medium was pipetted onto a petri dish. One well containing four OHSCs was
transferred to the petri dish and cells of interest were identified by brief imaging at an
Epifluorescence microscope. 500 ml ASCF containing 125 mM NacCl, 2.5 mM KCl, 1.25 mM
NaH;P04, 1 mM MgCl, hexahydrate, 26 mM NaHCOs3;, 2 mM CaCl; dihydrate, 25 mM D-
Glucose, dissolved in distilled water was bubbled for 30 minutes with Carbogen (95% (vol/vol)
02 and 5% (vol/vol) CO,) before imaging. One OHSC was transferred to the imaging well of the
two-photon microscope. The imaging well was continuously perfused by fresh ACSF, which
was constantly bubbled with Carbogen and the OHSC was submerged in ACSF. The cell of
interest was identified and a dendritic branch of interest was chosen. Imaging stacks were
acquired. One day later, the same dendritic branch of interest was re-identified, with the help

of an overview z-projection of the same dendritic branch from the baseline imaging session.

2.5 DRUGS, EXPERIMENTAL TIMELINES AND PROCEDURES

2.5.1 Drugs

9-TB-Dox: 9-tert-Butyl DoxycyclineHCl (Echelon Biosciences Cat. No. B-0801) was dissolved in
distilled water to make 1 mg/ml stock solution aliquots. The aliquots were stored at -

20°Celsius. Stock solution was dissolved in culture medium to a final concentration of 1 pg/ml.

Bicuculline: (-)-Bicuculline methiodide (Tocris Cat. No. 2503) was dissolved in distilled water
to make 10 mM stock solution aliquots, which were stored at -20°Celsius. Bicuculline was

dissolved into the culture medium at a final concentration of 30 uM.

Fulvestrant: Fulvestrant (ICI-182780, Selleckchem Cat. No. S1191) was stored at -20°Celsius.
It was freshly dissolved in DMSO and added to the culture medium at a final concentration of

1 M.

Estradiol: B-Estradiol-Water Soluble also known as Cyclodextrin-encapsulated 17p-Estradiol
(Sigma-Aldrich Cat. No. E4389) was freshly dissolved in water and added to the culture

medium at a final concentration of 1 uM.

Forskolin: Forskolin (Tocris Cat. No. 1099) was dissolved in DMSO to make 25 mM aliquots.

Aliquots were stored at -20°Celsius. They were added to ACSF at a final dilution of 25 uM.
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Rolipram: Rolipram (Tocris Cat. No. 0905) was dissolved in DMSO to make 25 mM aliquots.

Rolipram was added to ACSF at a final concentration of 2.5 uM.

HaloPROTAC3: A 50 mM HaloPROTAC3 stock solution (in DMSO) was a kind gift from Craig
Crews (Buckley et al., 2015). The stock solution was stored at -20°Celsius. It was dissolved to

final concentrations of 500 nM or 1 uM in culture medium.

dTAG-v1: A 25 mM dTAG-v1 stock solution (in DMSO) was a kind gift from Behnam Nabet
(Nabet et al., 2020). The stock solution was stored at -20°Celsius. 1 mM aliquots were made
and stored at -20°Celsius. They were dissolved to a final concentration of 100 nM, 500 nM or

1 uM.

dTAG-13: A 25 mM dTAG-13 stock solution (in DMSO) was a kind gift from Behnam Nabet
(Nabet et al., 2018). It was dissolved to a final concentration of 500 nM or 1 uM. dTAG-13
was also obtained from Tocris (Cat. No. 6605). Stock solution/ dTAG-13 solid powder was
dissolved in DMSO to 1 mM aliquots and stored at -20°Celsius. They were dissolved to a final

concentration of 500 nM or 1 uM.

dTAG-13-NEG: dTAG-13-NEG was purchased from Tocris (Cat. No. 6916). 1 mM aliquots were
made and stored at -20°Celsius. They were dissolved to a final concentration of 500 nM in

culture medium.

Trolox:(+)-6-Hydroxy-2,5,7,8-tetramethylchromane-2-carboxylic acid (Sigma-Aldrich Cat. No.
238813) was stored at room temperature. It was freshly prepared on the day of
imaging/addition to the culture medium by sonication until dissolved in DMSO at a
concentration of 200 mM. It was then diluted in ACSF or culture medium at a final

concentration of 200 uM.
2.5.2 Experimental timelines and procedures

2.5.2.1 Epifluorescence screening

Experiments performed in Figure 3.1, 3.2 and Supplementary figure 5.1 were performed with
timelines displayed in Figures 3.1b and 3.2b. Epifluorescence experiments were performed
either by me or by Volker Staiger. In brief, OHSCs were biolistically transfected. After waiting

2-3 days for expression, 1 pg/ml 9-TB-Dox was added to the culture medium.
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24 hours later, 30 uM BIC was added to the 9-TB-Dox containing medium. 45 minutes later,
the medium was exchanged and replaced with fresh 9-TB-Dox containing medium to wash
out BIC. 24 hours later, culture medium was completely changed to 9-TB-Dox free medium.
24 hours later 200 uM Trolox was added to the culture medium and mRuby2 expressing
putative excitatory neurons were imaged at t0. Following imaging, OHSCs were randomly
divided into different experimental groups and drugs added to the medium. 24 hours later,
the medium was exchanged completely with fresh 200 uM Trolox containing medium to wash

out the drugs. Neurons were re-identified and imaged at t24 and again 24 hours later at t48.

The same procedure was followed for imaging bulk fluorescence from AAV injected OHSCs,
except that the baseline imaging session was 24, rather than 48 hours after BIC
administration. This was done to find out if dTAG-13 could deplete rising dTAG-DA levels 24

hours after plasticity induction.

2.5.2.2 dTAG-(s)DA depletion from dendritic branches and non-selective spine elimination

Experimental timelines are depicted in Figures 3.3b, 3.7b and S5.5a. In brief, OHSCs were
biolistically transfected. 24 hours after transfection, 200 uM Trolox was added to the culture
medium and OHSCs were briefly imaged at an epifluorescence microscope to identify
excitatory neurons with bright structural marker (TurboRFP i.e. tRFP) fluorescence. If a bright
tRFP expressing neuron was identified, that neuron was imaged at t0 on the same day.
Otherwise, the same process was repeated over the next two days to identify neurons with
bright tRFP fluorescence. After selecting a neuron for t0 imaging, two photon imaging was
performed as described above. t0 imaged OHSCs were kept on an insert in a new petri dish
containing culture medium with 200 uM Trolox. The same procedure was repeated at t24 and
t48. For imaging dTAG-sDA depletion from dendritic branches, imaging parameters were kept

the same for all imaging sessions.

2.5.2.3 Selective new spine elimination experiments

Two series of experiments were pooled together into the timeline shown in Figure 5.12a and

S5.7a. The separate experimental timelines are shown in Fig 2.1

For both experiments, the day before 9-TB-Dox administration and plasticity induction was

considered as baseline. 24 hours after introduction of the plasticity-inducing agent, the
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imaging session was labeled as d-plasticity, whereas the imaging session conducted 24 hours

after dTAG-13 administration was called d-post.

do d3 Estradiol d4 Estradiol d5 dé
| Fulvestrant | | | |

9-11 days I | 9-tBDox | dTAG-13 | |
Virus injection

d0 Fsk/Roli/ d1 d2
.............................. | oM™ o |
12-14days | 9-TB-Dox | dTAG-13 |
Virus injection
[Baseline]  [d-plasticity] [ d-post |

Figure 2.1: Extended timelines of selective new spine elimination experiments.

The timeline on top is that of the Estradiol experiment, while the one on the bottom is of the
Forskolin/Rolipram experiment. The imaging timepoint on the day before plasticity induction is
Baseline. The imaging timepoint 24 hours after plasticity induction is d-plasticity. The timepoint 24
hours after dTAG-13 administration is called d-post.

For the Estradiol experiment, Fulvestrant or Estradiol were added directly to the culture
medium. For the Forskolin/Rolipram experiment on the other hand, following imaging on d-
plasticity, the OHSCs were perfused with 0 Mg?* ACSF containing 125 mM NaCl, 2.5 mM KCl,
1.25mM NaH;P0O4, 26 mM NaHCOs, 2 mM CaCl; dihydrate, 25 mM D-Glucose, 25 uM
Forskolin, 2.5 uM Rolipram and 1 ug/ml 9-TB-Dox for 17 minutes, before being returned to

the cell culture medium.

2.5.2.4 Immunostainings

All immunostaining and confocal imaging procedures were performed by Volker Staiger.

A two-month-old male Thy1l-GFP mouse was euthanized, brain was removed and fixed in 4%
Paraformaldehyde (PFA) for 1 week at 4°Celsius. PFA was washed out and the brain stored in

30% Sucrose (weight/volume) in Phosphate-Buffered-Saline (PBS) for four days. 50 pm

coronal sections were cut at a freezing microtome and sections were collected in PBS.

Sections were washed three times for ten minutes each in PBS. They were then incubated in

blocking buffer (0.5% Triton X-100, 2% NGS, 1% BSA in PBS) for two hours at room
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temperature. Sections were incubated in a primary antibody-containing blocking buffer for
one hour at room temperature and then overnight on a rocker at 4°Celsius. Sections were
washed three times for twenty minutes each in PBS, incubated in a secondary antibody-
containing blocking buffer for two hours at room temperature. Sections were washed twice
for 30 minutes in PBS and incubated in a DAPI solution for 10 minutes. Sections were washed
three times, ten minutes each in PBS, then mounted on slides and embedded in FluorSave™
Reagent (MercK Millipore Cat. No. 345789) and covered with 1.5H coverslips (Carl Roth Cat.
No. LH26.1). They were sealed with transparent nail polish the next day. Primary antibodies
used were Rabbit Anti-CRBN (ab98992; Abcam 1:100) and Rabbit Anti-Drebrin (ab60933;
Abcam 1:500). Secondary antibodies used were Goat Anti-Rabbit (Alexa 647, Thermo Fisher
A21244, 1:200) and DAPI (Thermo Fisher D3571, 1:1000).

For immunostaining in primary neuronal cultures, YFP-transfected 17-day old primary cortical
cultures were kindly donated by Kerstin Voelkl and Irina Dudanova. The immunostaining
procedure was identical to that described above, except that the primary neuronal cultures
were only incubated in blocking buffer for one, instead of two hours and that they were
incubated in a secondary antibody for one, instead of two hours. Primary antibodies used
were Rabbit Anti-CRBN (ab98992; Abcam 1:100) and Mouse Anti-Drebrin (D029-3; MBL
1:500). Secondary antibodies used were Goat Anti-Rabbit (Alexa 647, Thermo Fisher A21244,
1:200) and Goat Anti-Mouse (Alexa-405, Thermo Fisher A31553, 1:200).

2.5.2.5 Example images

All schematics and illustrations were created with Biorender or Adobe lllustrator. Details of

example images displayed in the thesis are as follows:

1. Figure 3.4, 3.5: Drebrin or Cereblon immunostained Thy-1 GFP brain slices

Brightness and contrast were globally adjusted, maximum intensity z-projections were made,
images were pseudo colored with Look-up tables (LUTs). Insets were median filtered with a
1 pixel radius. Overview and insets were organized on a canvas in Imagel. Scale bars were

added in Adobe lllustrator.
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2. Figure 3.6, S5.3: Immunostained primary neuronal cultures

Maximum z-projection images obtained at two different zoom levels were median filtered
with a 1 pixel radius. Images were pseudo colored with LUTs. Images were annotated in

Adobe Illustrator.

3. Figure 3.8,3.14, 55.6 and S5.8: Example images of chronically imaged dendritic spines

Example dendritic branch segments were cropped out and images pseudo colored with LUTs.
Maximum intensity z-projections were made and images were median filtered with a 2 pixel
radius. A montage was made and all the images were adjusted globally with the same
brightness and contrast settings. No other modifications were made to the raw images.

Annotations were made in Adobe lllustrator.

4. Figure S5.1: Example cells from the epifluorescence screen

Example cells from epifluorescence images were cropped out. Brightness and contrast were
globally adjusted such that the settings were the same for all timepoints for a particular cell.

Images were pseudo colored with “Fire” LUT and annotated in Adobe lllustrator.

5. Figure S5.4: GFP and dTAG-DA-mRuby2 co-expression in OHSCs

Maximum z projections from the red and green channels were obtained, regions of interest
were cropped out from the overview scan and median filtered with a radius of 1 pixel.
Brightness and contrast were globally adjusted and an LUT assigned as described above.
Annotations were done in Adobe lllustrator. The annotated region of interest in the overview

image is an approximation and does not represent exact coordinates of the inset.
2.6 PRE-PROCESSING AND ANALYSIS

2.6.1 Pre-processing and analysis of epifluorescence imaging experiments

Images were processed with the open source image processing software Fiji (Schindelin et al.,
2012). Brightness and contrast were adjusted for better visualization without changing
original pixel values. The polygonal region of interest (ROI) tool was used to draw regions of
interest around identified cells. The same cell was identified at the subsequent imaging time
point and the ROl drawn at baseline was transferred to the new time point. If the cell was out

of focus at any of the timepoints, it was not included in the analysis. Mean pixel values in the
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ROI were measured at all timepoints. After repeating the process for all cells in the
experiment, values were saved as a csv file. The csv files were analyzed using a custom written

code in Python programming language.

For analysis of bulk fluorescence (Fig S5.2), the image was visually inspected and a small ROI
was drawn in an area not containing the injection site to capture background fluorescence.
An ROl was then drawn around the visible bulk fluorescence. The same background and bulk
fluorescence ROIs were transferred to all timepoints and mean fluorescence values were

measured. These values were then analyzed using a custom-written code.

Change in fluorescence compared to baseline (dF/Fo) was calculated by subtracting mean
baseline fluorescence of a cell/ROI from a subsequent time point and dividing it by the

baseline fluorescence and multiplying it by 100.

2.6.2 Spine counting, matching and analysis

Spine counting and matching was done using a custom modified multiple time point ROI
manager (Spine Plugin, Joel Bauer) in Fiji. The ImageJ) ROl manager was modified by Joel Bauer
(Bauer, 2016). Stacks from all timepoints were opened in Fiji. Background noise was
suppressed and edges made more prominent by applying a bandpass fast fourier transform
(FFT) filter to the stack. Low spatial frequencies (larger structures) were filtered down to
40 pixels, while higher spatial frequencies (smaller structures) were filtered up to 3 pixels.
Images were then autoscaled for visualization. FFT filtering was done using the FFT filter

Imagel plugin.

Hyperstacks for all timepoints were made and timepoints arranged sequentially next to each
other. The same zoom was applied to all time points and dendritic segments manually
registered. Spines were identified and, if present at a subsequent time point, were matched
to each other using well established criteria (Holtmaat et al., 2009). If a spine was identified,
it was marked with a “point” ROl and given a unique identifier. The same identifier was used
to mark that spine at different time points. Ultimately, each spine had a unique identifier
along with information about the timepoints where it was identified. This data was further
analyzed by custom written code in Python. Spine counting was done by experienced

counters who were blind to the experimental conditions.
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Spine density was calculated as the total number of spines counted for a particular branch at
a given time point divided by the total number of spines counted for the same branch at

baseline and multiplied by 100.

New spines: Spines which were absent at a previous time point but appear at a subsequent
time point were labeled as new spines. Percent new spine formation was calculated by
dividing the total number of newly formed dendritic spines by the spine density of the

previous time point, multiplied by 100.

Eliminated/lost spines: Spines which were present at one time point but absent at a future

time point were labeled as eliminated/lost spines. Depending on their identity as new or pre-
existing, they were labeled as new or pre-existing eliminated spines. Percent spine loss or
elimination was calculated by dividing the total number of lost spines by the spine density of

the previous time point, multiplied by 100.

Branches with > 10% new spine formation: Branches that generate very few spines can bias

new spine elimination results to extreme values because if one new spine was generated and
lost, the spine elimination rate for that branch is 100%, whereas if that spine survived,
elimination rate for that branch is 0%. If many branches with low spine formation rate are
present in an experimental or control group, the new spine elimination rate can be extremely
biased in that group. To prevent this bias, branches were divided into those with > 10% new
spine formation or those which generated > 2 or > 4 spines. While similar results were
obtained with these methods, in this thesis, the criterion of > 10% new spine formation is
used since it is normalized and provides an equal cut off for branches with low or high spine

density counts.

2.6.3 Spine size measurements

Normalized mean fluorescence of the structural marker in dendritic spines was used as a
proxy for spine sizes (Matsuzaki et al., 2004). Background was subtracted by drawing ROIs in
an area of the image which did not contain a dendritic branch, measuring mean fluorescence

and then subtracting this value from the entire image.

A z-slice where the spine appears brightest was identified, and then an ROl was manually

drawn around the spine. Another ROl was drawn at the base of the dendritic spine. If the
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spine was present at other time points, this procedure was repeated for the spine at that time
point. Identity and matching of spines were annotated using the aforementioned spine
plugin. Normalization, matching and other analysis was done with a custom written code in

Python.

Spine size analysis, non-selective spine elimination (Fig 3.9)

Relative spine sizes for different experimental groups (Fig 3.9a): Relative spine sizes are raw
arbitrary fluorescence values obtained by dividing structural marker fluorescence in dendritic

spines to that at the base of dendritic spines.

Normalized spine sizes (Fig 3.9 b,c,d): Normalized spine sizes are relative spine sizes divided

by their baseline values, multiplied by 100. Stable spines are defined as spines whose
normalized spine size did not change >25% of their baseline value, while expanding spines are
defined as spines whose normalized spine sizes increased >25% of their baseline value and
shrinking spines are defined as spines whose normalized spine sizes decreased >25% of their

baseline value.

Spine size analysis, selective new spine elimination (Fig 3.16, 3.17, S5.11, S5.12)

Normalized spine sizes: Calculation of normalized spine sizes was performed as described

above. Baseline values were either d3 (Fig 3.16) or dO (Fig S5.12).
Expanding, stable or shrinking spines were as defined above.

Changes in spine sizes: Changes in spine sizes on d4 were calculated as the difference between

d4 and d3 spine sizes, divided by their d3 spine sizes and multiplied by 100. Baseline for spine

size calculations was on d3.

Changes in spine sizes on d5 were calculated as the difference between d5 and d4 spine sizes,

divided by their d4 sizes, multiplied by 100. Baseline for spine size calculations was on d3.

2.6.4 Fluorescence measurements in dendritic branches or spines

2.6.4.1 Dendritic branch fluorescence

ROIs were first drawn in areas of the z-slice containing no structures (cells, dendritic branches

or axons) in both the red and green channel and mean background fluorescence measured.
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Background was subtracted from both channels and a summed z-projection was made. Care
was taken to ensure that each timepoint had the same number of z-slices which were

summed into a z-projection.

Fluorescence changes in dendritic branches were measured by drawing an ROl around a
dendritic branch in both the structural channel as well as the dTAG-(s)DA-GFP channel. ROls
were manually drawn around the same dendritic segment at all time points. Mean

fluorescence values were measured.

Fluorescence in both the tRFP and GFP channels was normalized to baseline by dividing mean

baseline fluorescence from mean fluorescence at all time points and multiplying by 100.

2.6.4.2 Approximating relative dTAG-DA levels in dendritic branches

Relative dTAG-DA-GFP levels in dendritic branches expressing hSyn:dTAG-DA-GFP and tRFP
from separate plasmids were approximated by dividing GFP fluorescence by tRFP
fluorescence. Since tRFP and dTAG-DA-GFP were not expressed from the same plasmid, their
expression levels would not be the same in the dendritic branches. Nonetheless, branches
with low dTAG-DA levels would have a lower GFP/tRFP ratio at baseline while branches with
higher dTAG-DA levels would have a higher GFP/tRFP ratio. While it would be impossible to
estimate total dTAG-DA levels in dendritic branches, rough approximations of branches

expressing high or low dTAG-DA-GFP levels at baseline should be possible with this procedure.

2.6.4.3 Relative dTAG-DA-GFP enrichment in Dendritic spines

For calculating dTAG-(s)DA enrichment in dendritic spines (Fig 3.10), ROIs used for measuring
structural marker fluorescence in spines (tRFP fluorescence) were transferred to the GFP
channel. ROIs at the base of the spine were also transferred from the Red to the Green
channel. Mean GFP fluorescence was measured for the spine as well as for the base of the
spine. Relative dTAG-DA-GFP enrichment in spines was calculated by dividing spine GFP by

base of spine GFP fluorescence.

2.6.4.4 TRE3G-dTAG-(s)DA-mRuby2 fluorescence changes, laser power interpolation and fos+ or -

branches

Background subtraction was performed as described in the section above. Since TRE3G-dTAG-

(s)DA were expressed from AAVs, mRuby2 was densely rather than sparsely expressed. This
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made it impossible to draw large ROIls around dendritic branches in z-projected images.
Therefore, ROIs were drawn around 10-12 dendritic spines in individual z-slices in the
structural (green) channel. ROIs were then transferred to the red channel. This process was

repeated for all relevant timepoints.

Since neurons were imaged with different laser powers, estimating relative dTAG-(s)DA-
mRuby?2 levels across neurons was not possible. In order to estimate relative dTAG-(s)DA
levels 24 hours following plasticity, three dTAG-sDA-mRuby2 branches were imaged 24 hours
following 9-TB-Dox and Estradiol administration at three different laser powers (20%, 25% or
30%; these reflect manipulations of laser power outputs by using pockel cells). ROls around
spines were drawn and fluorescence measured as described above. Since fluorescence levels
showed an almost linear relationship with increasing laser powers, linear interpolation was
used to estimate relative fluorescence levels obtained at different laser powers. These values
were then used to estimate relative dTAG-(s)DA-mRuby?2 levels across branches imaged with

different laser powers (Figure 2.2).
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Figure 2.2: Laser power normalization.
a. Actual fluorescence measurements (mean * sd) from three dTAG-sDA branches imaged with three
different laser powers. b. Interpolated mean fluorescence values from intermediate laser powers.

To divide branches into fos+ or fos-, two different methods were attempted. In the first
method, fos+ branches were labeled as all branches which showed > 64.63% i.e. > median
percent fluorescence increase 24 hours after plasticity compared to baseline. In the second
method, fos+ branches were labeled as branches which showed > median relative (> 123.34
arbitrary units) dTAG-(s)DA-mRuby2 levels, obtained through the interpolation technique

described above. Both methods showed almost identical results.
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2.6.5 Statistics

All analysis was done in Python. Jupyter notebooks were used to write code and the following
libraries were used to analyze data and perform statistical tests: Pandas, Numpy (Harris et al.,
2020), Scipy (Virtanen et al., 2020), scikit-posthocs and statsmodels (Seabold and Perktold,
2010).

In the first step, data were tested for normality using the Shapiro test Null hypothesis was
that the data were normally distributed. If this hypothesis was rejected, two groups were
compared using the Mann-Whitney U test while more than two groups were compared with
the Kruskal-Wallis H-test. If means were significantly different following Kruskal-Wallis H-test,
Dunn posthoc test was performed to test for significant differences between two means and

Bonferroni correction was used to adjust for multiple comparisons.

If the null hypothesis for normality was not rejected, two groups were tested with the t-test,
whereas more than two groups were tested with one-way ANOVA test. If means between
groups were significantly different following a one-way ANOVA test, a Tukey’s honest
significance posthoc and multiple comparison adjustment test or a posthoc t-test with

Bonferroni adjustment for multiple comparisons was performed.

For testing correlations, Pearson or Spearman tests were performed for normally, and not
normally distributed data respectively. One or two tailed tests were performed where

appropriate and are explicitly mentioned as such.
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3 RESULTS

3.1 OUTLINE

Are newly formed dendritic spines the storage sites of long-term memories? In this study, |
aimed to build a selective new spine elimination tool which can be used to answer this

fundamental question.

A former postdoctoral research fellow in the Bonhoeffer lab, Dr. Patricio Opazo performed a
spine destabilization screen by overexpressing actin binding or stabilizing proteins tagged
with a photoactivatable free radical generator-KillerRed. He observed that destruction of an
over-expressed actin stabilizing protein, Drebrin A, led to elimination of 40.75% + 12.29%

dendritic spines (Opazo, 2016).

Since free radical production can lead to toxicity and non-specific side effects (Williams et al.,
2013), in the first step of my thesis project, a screen was performed to identify PROTACs that
deplete overexpressed tag-DA or its truncated isoform tag-sDA. Subsequently, tag-(s)DA
depletion was characterized in detail. In the next step, expression of endogenous Drebrin A

and the E3 ligase CRBN was examined.

Subsequently, whether tag-(s)DA depletion results in elimination or shrinkage of dendritic

spines in Organotypic hippocampal and hypothalamic slice cultures was investigated.

Finally in order to selectively eliminate newly formed dendritic spines, tag-(s)DA was acutely
over-expressed during a 24 hour plasticity window. Following acute overexpression, tag-(s)DA

was rapidly depleted. Survival of new and pre-existing dendritic spines was examined.



3.2 A screeN TO IDENTIFY PROTACS THAT DEPLETE OVER-EXPRESSED TAG-SDA

In the first step, a screen was designed to identify PROTACs that deplete tag-sDA. OHSCs were
biolistically transfected with two plasmids: one containing the activity and doxycycline
dependent fos: TetOn3G, and the other containing sDA under control of the TRE3G promoter
(Fig 3.1a). sDA was tagged with mRuby2 on its C- terminus while its N-terminus was tagged
with either HaloTag7 or dTAG (Fig 3.1a). mRuby2 fluorescence was monitored as a proxy for
estimating tag-sDA levels. To induce tag-sDA expression, 9-TB-Dox along with BIC was
administered. Since tag-sDA levels would likely rise for at least 24 hours after BIC and 9-TB-
Dox administration and then gradually stabilize, and since PROTACs might not show an
obvious effect if tag-sDA levels were rapidly rising, the baseline time point (t0) was selected

24 hours after 9-TB Dox removal (Fig 3.1b).

After imaging mRuby?2 fluorescence at t0, cultures were treated with DMSO or a PROTAC for
24 hours, drugs were then washed out and the same neurons were imaged again at t24 and

t48 (Fig 3.1b, c and Fig S5.1).

Three different PROTACs- HaloPROTAC3, dTAG-v1 or dTAG-13 were selected for the screen.
mRuby?2 fluorescence did not bleach over time, but in fact, increased over time in controls
(DMSO treated OHSCs) (Fig 3.1c, Fig S5.1). Administration of 500 nM or 1 uM doses of the
CRBN dependent PROTAC- dTAG-13 led to significant dTAG-sDA depletion compared to
controls at both t24 and t48. Surprisingly, both VHL based PROTACs: dTAG-vl and
HaloPROTAC3 failed to show significant depletion of tag-sDA at t24 or t48 compared to
controls (Fig 3.1c and S5.1).

Since both dTAG-13 doses showed large decreases in dTAG-sDA-mRuby2 at 24 and 48 hours,
this PROTAC was used for subsequent experiments (mean % sd of 10 neurons from OHSCs
treated with 500 nM dTAG-13 at t24 and t48: -45.49% * 7.60% and -59.89% * 14.45%. mean
+ sd of 14 neurons from OHSCs treated with 1 uM dTAG-13 at t24 and t48:-18.24% + 41.40%
and -51.40% * 30.88%).
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Figure 3.1: A screen to identify PROTACs that deplete overexpressed tag-sDA.

a. Constructs used in the experiment. Bic and 9-TB-Dox were administered to allow tag-sDA
expression. b. Experimental timeline. Microscope icons indicate imaging timepoints. c¢. Changes in
HaloTag or dTAG-sDA-mRuby?2 levels at t24 and t48 compared to baseline. Each dot is one cell.
Summary data shown as mean + sd.
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3.3 LONG LASTING DEPLETION OF OVER-EXPRESSED, DTAG-DREBRIN A OR S-DREBRIN A
FOLLOWING DTAG-13 ADMINISTRATION

Having found that dTAG-sDA is depleted following 24 hours treatment with dTAG-13,
depletion of both dTAG-sDA as well as dTAG-DA was next examined in detail. In particular,
could dTAG-13 also deplete dTAG-DA? Is degradation helped or hindered by attaching dTAG
to the N- or C- terminus of DA or sDA? Does dTAG-13 treatment for 10 hours lead to long
lasting dTAG-(s)DA depletion?

In order to answer these questions, an experiment was designed, identical to that in the
previous section, except that the TRE3G plasmid contained four possible combinations, DA or
sDA tagged with dTAG or mRuby2 on either N- or C- terminus (Fig 3.2a) and dTAG-13 was only

administered for 10 hours and then washed out (Fig 3.2b).

For sDA, we found that N-terminus dTAG and 500 nM dTAG-13 led to lower dTAG-sDA-
mRuby?2 fluorescence compared to controls at t10, t24 as well as t48 (22 neurons from OHSCs
transfected with dTAG-sDA-mRuby?2 and treated with 500 nM dTAG-13 showed the following
mean * sd fluorescence levels, normalized to baseline at t10, t24 and t48: -40.53% + 20.91%,
-48.98% * 56.39% and -49.77% * 44.65%) (Fig 3.2c). Similarly, lowest mean fluorescence at
t10, t24 and t48 was obtained for DA with a combination of 500 nM dTAG-13 and N-terminus
dTAG attachment (22 neurons from OHSCs transfected with dTAG-sDA-mRuby?2 and treated
with 500 nM dTAG-13 showed the following mean * sd fluorescence levels, normalized to
baseline at t10, t24 and t48: -40.53% + 20.91%, -48.98% + 56.39% and -49.77% * 44.65%) (Fig
3.2d).

This experiment shows that dTAG-13 can deplete over-expressed sDA as well as DA when
tagged with dTAG. This experiment also suggests that N-terminus dTAG might somehow
facilitate protein degradation or C-terminus dTAG could hinder protein degradation for DA
and sDA. Finally, 500 nM dTAG-13 administered for just 10 hours can persistently lower dTAG-

DA or sDA levels for at least 48 hours.
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Figure 3.2: Long lasting depletion of over-expressed, dTAG-DA and sDA consequent to dTAG-13

administration.

a. Constructs used in this experiment. Two constructs were biolistically transfected per OHSC. A total
of four combinations were possible. DA or sDA tagged with dTAG and mRuby2 on their N- and C-
terminus and vice versa. b. Experimental timeline. Microscope icons indicate imaging timepoints.
c.Changes in sDA (mRuby?2) levels at 10, 24 and 48 hours, compared to baseline. d. Changes in DA
(mRuby?2) levels at 10, 24 and 48 hours, compared to baseline.

Each dot is one cell. Summary data shown as mean + sd.
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Why does 500 nM dTAG-13 lead to higher dTAG-(s)DA depletion compared to 1 uM dTAG-
13? This could be due to a very narrow efficacy window for dTAG-DA depletion with dTAG-
13. Alternatively, while 500 nM dTAG-13 might be more effective than 1 uM dTAG-13 when
dealing with very high dTAG-(s)DA levels, the efficacy window might be broader at lower and
controlled dTAG-(s)DA levels, especially if dTAG-13 is available for >10 hours.

Biolistic transfection can lead to very high albeit variable levels of transfection in different
neurons. In order to achieve lower and more consistent dTAG-DA levels, the CA1 region of
OHSCs was injected with 2 AAVs shown in Fig S5.2a. The experimental timeline was similar to
that in Fig 3.1b, except that the baseline imaging time point was 24 rather than 48 hours after
BIC administration (Fig S5.2a). Following baseline imaging 1, 10, 100, 1000 or 10000 nM dTAG-
13 was administered for 24 hours in OHSCs. Bulk mRuby2 fluorescence was monitored with
an epifluorescence microscope at t0, t24 and t48. All doses except 1 nM dTAG-13 depleted
dTAG-DA to <50% of its t0 value at both t24 and t48 (Fig S5.2c). This suggests that dTAG-13
has a broad efficacy window. Furthermore, since | measured bulk fluorescence, which
contains soma as well as neuropil fluorescence, dTAG-13 likely depleted dTAG-DA-mRuby2

from all the neuronal compartments rather than just the soma.

3.4 DTAG-(S)DA DEPLETION FROM DENDRITIC BRANCHES

To confirm dTAG-(s)DA depletion from dendritic branches in OHSCs following dTAG-13
administration, and to analyze the extent of dTAG-(s)DA depletion from dendritic branches,
OHSCs were biolistically transfected with 2 plasmids: either dTAG-DA-GFP or dTAG-sDA-GFP
driven by the human synapsin (hSyn) promoter along with tRFP also driven by the hSyn

promoter (Fig 3.3a).

After waiting 1-3 days for expression, dendritic branches were imaged at baseline and the
same dendritic branches were re-identified and imaged at t24 and t48 using a two-photon
microscope. After baseline imaging, 500 nM dTAG-13 or DMSO were added to the OHSCs (Fig
3.3b). Since expression of both tRFP and dTAG-(s)DA-GFP was driven by the strong
constitutive hSyn promoter, both GFP and tRFP fluorescence were expected to increase over
48 hours in controls, while in dTAG-13 treated OHSCs, tRFP fluorescence was expected to

increase and GFP fluorescence to decrease. In line with expectations, tRFP fluorescence
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increased in all 3 groups at t24 and t48 compared to t0. Moreover, tRFP fluorescence was not
significantly different between the 3 groups at either t24 or t48 (Fig 3.3c). GFP fluorescence
on the other hand increased over time in controls, but decreased and was significantly lower
than controls in both dTAG-(s)DA branches (Fig 3.3d). Since tRFP and dTAG-(s)DA-GFP were
expressed from two separate plasmids via biolistic transfection, this can lead to variable
expression, therefore, a ratiometric analysis was not attempted, instead tRFP and GFP
fluorescence were separately analyzed. This experiment shows that dTAG-13 can deplete
proteins even in conditions of rising protein levels from dendritic branches. Additionally, it
shows that dTAG-13 depletes proteins without resultant toxicity as shown by rising tRFP

fluorescence and intact dendritic morphology.
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Figure 3.3: dTAG-DA and sDA depletion from dendritic branches.

a. Constructs used in this experiment. b. Experimental timeline. OHSCs were treated with either
500nM dTAG-13 or DMSO (controls) after tO imaging c. TurboRFP (tRFP) fluorescence normalized
to t0 at t0, t24 and t48. d. dTAG-(s)DA-GFP fluorescence normalized to t0 at t0, t24 and t48.

ns: not significant, * = p < 0.05, ** =p <0.01, *** = p < 0.001.

Each dot is one dendritic branch. Summary data shown as mean + sd.
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Before investigating whether dTAG-(s)DA depletion leads to spine elimination, endogenous
CRBN and Drebrin A expression in the brain was examined. In order to eliminate dendritic
spines, both Drebrin A and CRBN need to be present in all spines. Moreover, to eliminate
spines from neurons in different brain areas, these two proteins must be expressed in those
brain regions. Finally, to prevent adverse effects on the axon initial segment or boutons

following dTAG-DA depletion, endogenous Drebrin or dTAG-DA should not localize to axons.

3.5 CEREBLON AND DREBRIN EXPRESSION IN THE BRAIN

To visualize the expression pattern of endogenous Drebrin and CRBN, brain sections made
from an adult GFP-M mouse were immunostained with either anti-Drebrin and DAPI or anti-
CRBN and DAPI antibodies. Both Drebrin and CRBN were detected in all brain regions in the
mouse brain. Drebrin expression pattern was punctate, likely due to enrichment in dendritic

spines, as has been previously noted (Aoki et al., 2005).

DAPI GFP-M Drebrin Overlay

Figure 3.4: Drebrin A expression in the mouse brain.

Thy1-GFP adult male mouse brain sections showing a low magnification overview (middle row), Cortex
and Basolateral Amygdala (top and bottom rows respectively), stained with DAPI (first column), sparse
GFP expression (second column), anti-Drebrin antibody (third column) and an overlay (fourth column).

CRBN expression on the other hand was uniform. Both Drebrin and CRBN show dense
expression patterns and are likely present in all or most neurons in the mouse brain (Fig 3.4,
3.5). Because of dense expression of both proteins, their expression in spines or boutons

could not be examined.
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DAPI GFP-M Cereblon Overlay

Figure 3.5: Cereblon expression in the mouse brain.

Thy1-GFP adult male mouse brain sections showing a low magnification overview (middle row), Cortex
and Basolateral Amygdala (top and bottom rows respectively), stained with DAPI (first column), sparse
GFP expression (second column), anti-Cereblon antibody (third column) and an overlay (fourth
column).

Therefore, YFP transfected primary cortical neuronal cultures were stained with anti-CRBN
and anti-Drebrin antibodies. Both CRBN and Drebrin were detected in all dendritic spines (Fig
3.6). Drebrin is enriched in dendritic spines but absent in axons, as has been previously
reported (Aoki et al., 2005)(Fig S5.3). As will be described in later sections, controlled albeit
high levels of dTAG-DA over-expression in OSHCs recapitulated endogenous Drebrin
expression pattern. Reassuringly, dTAG-DA was not in detected CA1 axons upon controlled

over-expression in GFP-M OHSCs (Fig S5.4).

Drebrin

Overl

Figure 3.6: Cereblon and Drebrin co-expression in primary neural cultures.
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Low (top row) and high (bottom row) magnification images of YFP transfected cortical primary
neuronal cultures showing YFP (first column), anti-CRBN (second column), anti-Drebrin (third
column) and overlay (fourth column). A few spines are indicated by arrows in the top row. The same
spines are magnified in the bottom row and a subset of visible spines are indicated by arrows.

In summary, both Drebrin and CRBN are present in most neurons in the mouse brain.
Endogenous Drebrin is enriched in all dendritic spines but absent from the axonal
compartment. Endogenous CRBN appears to be distributed throughout the neuron and is

detected in all dendritic spines.

Having examined endogenous Drebrin, over-expressed dTAG-DA and endogenous CRBN
expression pattern, the next step was to investigate whether dTAG-(s)DA depletion resulted

in dendritic spine elimination.

3.6 NON-SELECTIVE SPINE ELIMINATION

Does selective depletion of dTAG-(s)DA from OHSC pyramidal neurons lead to spine
elimination? In order to answer this question, dTAG-(s)DA-GFP driven by the strong
constitutive human synapsin promoter along with a structural marker, TurboRFP, were
sparsely expressed in OHSC neurons using biolistic transfection. As controls, GFP alone was
biolistically transfected (Fig 3.7a). After allowing 1-3 days for plasmid expression, the same
dendritic branches were identified and imaged at t0, t24 and t48 using a two-photon
microscope. After imaging branches at t0, 500 nM dTAG-13 was added to all OHSCs for

24 hours (Fig 3.7b). Spines were counted and matched for all 3 imaging timepoints.

Spine loss at t24 (spines present on t0 but absent on t24) and t48 (spines present on t24 but
absent on t48) was quantified. Significantly more spines were eliminated in dTAG-DA and
dTAG-sDA branches compared to GFP at t24 i.e. after dTAG-13 treatment (mean * sd; GFP:
7.78% * 3.35%, dTAG-DA: 20.25% + 12.82%, dTAG-sDA: 21.67% * 9.06%; one-way ANOVA, p-
value = 0.025). However, there was no significant difference in spine loss at t48 i.e. following
no drug treatment between the 3 groups (mean + sd; GFP: 11.92% * 3.59%, dTAG-DA: 15.94%
+ 8.65%, dTAG-sDA: 18.17% + 8.79%; one-way ANOVA, p-value = 0.315). This suggests that
over-expression of dTAG-(s)DA followed by its depletion leads to elimination of a fraction of

dendritic spines (Fig 3.7c, Fig 3.8).
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Biolistic transfection leads to variable levels of plasmid expression. Some neurons rapidly
express a lot of dTAG-DA, others express it more slowly. Therefore, the hypothesis was that
branches expressing higher dTAG-DA levels would have higher concentrations of dTAG-DA in
spines. In these dendritic branches, overexpressed, dTAG-DA would outcompete endogenous
Drebrin A in stabilizing actin in dendritic spines. These branches would be more vulnerable to

spine destabilization and elimination compared to ones with low levels of dTAG-(s)DA.

This hypothesis was tested in dTAG-DA expressing branches. Since branches were imaged
using different imaging parameters, relative dTAG-DA-GFP levels in dendritic branches were
approximated by calculating relative GFP levels compared to tRFP in dendritic branches. This
GFP/tRFP ratio at baseline was correlated with normalized spine loss at t24. Spine loss at t24
showed a statistically significant positive correlation with relative dTAG-DA-GFP levels in
dendritic branches at baseline (Spearman r? = 0.47, one sided p-value = 0.03) (Fig 3.7d). This
correlation was specific i.e. a significant correlation between dTAG-DA-GFP levels at t0 and
spine loss at t48 (Spearman r? = 0.25, one-sided p-value = 0.18) or with spine gain at t24
(Spearman r? =-0.24, one-sided p-value = 0.39) or t48 (Spearman r? =-0.17, one-sided p-value

= 0.55) was not observed.

Significantly higher spine loss is observed in dTAG-(s)DA branches following dTAG-13
treatment. Is spine gain also affected in dTAG-(s)DA branches? Normalized spine gain was not
significantly different between the 3 groups at t24 (mean * sd; GFP: 7.70% + 5.45%, dTAG-DA:
9.27% + 7.21%, dTAG-sDA: 13.79% + 8.07%; one-way ANOVA, p-value = 0.258). At t48
however, dTAG-DA, but not dTAG-sDA branches showed a significantly higher new spine
formation rate compared to GFP only branches (mean * sd; GFP: 5.34% * 4.85%, dTAG-DA:
15.34% + 8.83%, dTAG-sDA: 9.98% * 6.54%; one-way ANOVA, p-value = 0.033). Although the
mean new spine formation rate in dTAG-sDA branches was elevated at both t24 and t48, it
was not significantly different compared to the other two groups at either of these time points

(Fig 3.7e).
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Figure 3.7: Non-selective elimination of a fraction of dendritic spines

a. Constructs used in the experiment. b. Experimental timeline. c. Normalized percent spine loss
from GFP, dTAG-DA or dTAG-sDA expressing branches at 24 and 48 hours. Tukey’s HSD for multiple
comparison of means was performed at t24 following a significantly different one-way ANOVA test
(p =0.025). Tukey’s HSD showed significant differences between GFP vs dTAG-DA branches: p-value
= 0.045, GFP and dTAG-sDA branches: p-value = 0.039, but not between dTAG-DA and dTAG-sDA
branches: p-value = 0.954. d. Correlation between relative dTAG-DA-GFP levels at baseline (t0) and
spine loss after dTAG-13 treatment (t24). Line is a linear regression fit. Slope =4.07, intercept = 12.82.
Shaded area is 95% Confidence interval of linear regression. e. Normalized percent spine gain at 24
and 48 hours. Spine gain is normalized to the spine density. Tukey’s HSD for multiple comparison of
means was performed at t48 following a significantly different one-way ANOVA test. Tukey’s HSD
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showed significant differences between GFP vs dTAG-DA branches: p-value = 0.027 but not between
GFP and dTAG-sDA branches: p-value = 0.466 or dTAG-DA and dTAG-sDA branches: p-value = 0.309.
f. Correlation between percent spine loss at t24 (after dTAG-13) and spine gain 24 hours later (t48)
in dTAG-DA branches. Line is a linear regression fit. Slope = 0.46, intercept = 12.82. Shaded area is
95% Confidence interval of linear regression.

ns: not significant, * = p < 0.05, ** = p < 0.01, *** = p < 0.001. Each dot is one dendritic branch.
Summary data shown as mean + sd.

Is higher new spine growth at t48, but not t24 in dTAG-DA branches a form of homeostatic
plasticity? i.e. would branches with higher spine loss at t24 show higher new spine formation
rate at t48 to compensate for their spine loss? A significant positive correlation between spine
loss at t24 and new spine formation at t48 in dTAG-DA branches was observed (Spearman r?
=0.6242, one-sided p-value = 0.026) (Fig 3.7f). A similar correlation between spine loss at t24
and spine gain at t24 (Spearman r? = 0.1636, one-sided p-value = 0.3257), or between spine
loss at t48 and spine gain at t48 (Spearman r?2 = 0.3153, one-sided p-value = 0.1261) was not

found.

In summary, following dTAG-(s)DA depletion, a fraction of dendritic spines were eliminated.
24 hours after spine elimination in dTAG-DA branches, a rebound increase in spine formation

was observed.

Are these phenomena specific to hippocampal excitatory neurons or can they be generalized
to excitatory neurons in other brain areas? In order to investigate this, dTAG-DA and tRFP or
GFP alone were biolistically transfected in OHySCs. Significantly more spines in dTAG-DA
branches were eliminated 24h after dTAG-13 administration, compared to GFP only branches
(Fig S5.5b, d and Fig S5.6). Interestingly, significantly increased spine gain was observed at t24
in dTAG-DA branches such that 47.41% + 9.17% spine loss was accompanied by 43.03% +
47.67% spine gain (Fig S5.5e).

A fraction of spines can be eliminated from neurons in OHSCs as well as OHySCs. This tool
wherein dTAG-(s)DA over-expression followed by its acute depletion leads to non-selective

elimination of a fraction of spines is labeled Spine Elimination Tool (SET).

The majority of spines in OHSCs remain persistent following SET use. Do these spines shrink,

remain stable or increase in size?

68
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“ Spine which will go on to be eliminated

“ Eliminated spine

Figure 3.8: Non-selective elimination of a fraction of dendritic spines: Example branches.

a. Example dTAG-DA-GFP branch. Top row: dTAG-DA-GFP at t0, t24 and t48. Bottom row: tRFP at t0,
124 and t48. b. Example dTAG-sDA-GFP branch. Top row: dTAG-DA-GFP at t0, t24 and t48. Bottom
row: tRFP at t0, t24 and t48.

Calibration bar shows relative GFP levels. In tRFP images, solid white arrows indicate persistent
spines, filled arrow-heads mark spines which will be eliminated at a future time point and empty
arrow-heads point to the site of an eliminated spine. Only a subset of spines are marked for ease of
visualization.
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3.7 A FRACTION OF DENDRITIC SPINES SHRINK AFTER SET USE

Why are only a fraction of spines eliminated and what is the fate of persistent spines? To
answer these questions, spine sizes were first analyzed. This was followed by analysis of
dTAG-DA enrichment in dendritic spines before and after SET use. Structural marker
fluorescence in spines, normalized to the base of spines, was used as a proxy for measuring

spine sizes (Matsuzaki et al., 2004).

To ensure that spines on dTAG-(s)DA branches are similar to those on GFP-only branches and
that overexpression associated spines are not drastically different at baseline, spine size
distributions for the three experimental groups were compared. No significant differences

between spine size distributions for the three groups were found (Fig 3.9a).

Next, spine sizes on dTAG-DA and GFP branches were compared at t24 and t48. Spines on
dTAG-DA branches were significantly smaller than those on GFP branches at both t24 (mean
* sd: 98 spines on 4 GFP branches: 111.04% + 47.56%, whereas 73 spines on 4 dTAG-DA
branches 72.84% + 39.48%. Mann Whitney U test, p-value = 5.79e ™) and t48 (mean * sd: 93
spines on 4 GFP branches:108.82% + 51.60%, whereas 69 spines on 4 dTAG-DA branches:
75.80% * 47.34%. Mann Whitney U test, p-value = 1.11e°°) (Fig 3.9b).
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Figure 3.9: A large fraction of spines shrink or disappear after SET use.

a. Relative spine size distributions at baseline for spines on GFP, dTAG-DA and dTAG-sDA branches.
Mean = sd for 105 spines on 4 GFP branches: 0.54 + 0.27, compared to 0.62 + 0.35 for 101 spines on
4 dTAG-DA branches and 0.60 * 0.45 for 44 spines on 2 dTAG-sDA branches. Kruskal Wallis test p-
value = 0.369. b. Spine sizes of all persistent (not eliminated) GFP and dTAG-DA spines at t0, t24 and
148, normalized to baseline. ns: not significant, * = p < 0.05, ** = p < 0.01, *** = p < 0.001. Each dot
is one cell. Summary data shown as mean + sd. ¢  Fractions of
Expanding/Stable/Shrinking/Disappearing spines on GFP and dTAG-DA branches. d. Relative spine
sizes on GFP (top), dTAG-DA (middle) and dTAG-sDA (bottom) branches at baseline, classified as
Expanding/Stable/Shrinking/Disappearing according to their fate at t24.

Collectively, this suggests that acute depletion of overexpressed dTAG-DA from dendritic
spines leads to elimination of a fraction of dendritic spines as well as shrinkage of persistent

spines.

Do all persistent spines shrink or only a fraction of them? To answer this question, dendritic
spines at baseline were classified according to their fate at t24, as disappearing (spines
present on t0, but absent on t24), expanding (spines whose normalized fluorescence
increased >25%), shrinking (spines whose normalized fluorescence decreased >25%) and
stable (spines whose normalized fluorescence did not change more than 25%). A majority of
spines on GFP branches were stable (43.81%) or expanding (27.62%), while a minority were
shrinking (21.90%) or disappearing (6.66%). On the other hand, in dTAG-DA branches, a
majority of analyzed spines were shrinking (45.54%) or disappearing (27.72%), while a
minority were stable (19.80%) or expanding (6.93%). However, clearly some spines remained

stable or even expanded despite dTAG-DA depletion (Fig 3.9c).

Are certain types of spines e.g. large or small more or less vulnerable to elimination/shrinkage
following SET use? Even though recent studies suggest that all spine sizes represent a
continuum rather than distinct classes of spines, it is possible that certain spine sizes are more
vulnerable to elimination/shrinkage following SET application (Helm et al., 2021; Ofer et al.,

2021).

To investigate this, spines were plotted at baseline, depending on their fate at t24 i.e. as
expanding/stable/shrinking/disappearing. Spines of all sizes appeared vulnerable to shrink or

be eliminated following dTAG-13 treatment in dTAG-DA branches (Fig 3.9d).
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On a branch-wise basis, spine loss correlates with dTAG-DA levels at baseline i.e. higher the
dTAG-DA levels before dTAG-13 administration, greater is the spine loss after dTAG-DA
depletion (see previous section and Fig 3.7d). However, within a branch, only a fraction of
dendritic spines shrink or are eliminated despite high dTAG-DA levels. Moreover, spines of all

sizes are vulnerable to the effects of NSSET.

Why are some spines spared but not others? Vulnerable spines could have higher dTAG-DA
enrichment at baseline, compared to unaffected spines. Alternatively, more dTAG-DA might

be depleted from vulnerable spines compared to unaffected spines.

dTAG-DA-GFP fluorescence was measured in spines, and similar to tRFP fluorescence, it was
normalized to fluorescence at the base of the spine. dTAG-DA was enriched in all dendritic
spines, in line with the endogenous expression pattern of Drebrin. Furthermore, larger the
dendritic spine, more the amount of dTAG-DA it contained, as has been observed for

endogenous Drebrin A (Kobayashi et al., 2007; Helm et al., 2021).

dTAG-DA was present and was enriched in all dendritic spines at baseline compared to the
structural marker, irrespective of the eventual fate of the spine (Fig 3.10b). No significant
differences in dTAG-DA enrichment in stable/shrinking/disappearing spines were observed at
baseline (20 stable spines from 4 branches had a mean * sd dTAG-DA spine enrichment of
3.88 + 1.24, compared to tRFP, whereas 46 shrinking spines from 4 branches showed a mean
enrichment of 4.12 + 1.26, while 28 disappearing spines from 2 branches had 4.20 + 1.24
dTAG-DA enrichment. One-way ANOVA p-value = 0.667.) dTAG-DA was also enriched in
expanding spines compared to the structural marker (2.81 + 1.18), however less so compared
to other categories of dendritic spines. However, since only 7 expanding spines were observed

in spine size analysis, they were not included in calculating significance (Fig 3.10c).

Finally, is more dTAG-DA eliminated from spines which go on to be eliminated/ which shrink?
dTAG-DA enrichment in spines at baseline, at t24 as well as at t48 was quantified. dTAG-
Drebrin was eliminated from shrinking/stable/expanding spines and was much less enriched

in dendritic spines at t24 compared to baseline in all these types of spines (Fig 3.10d).
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Figure 3.10: Similar dTAG-DA enrichment in Disappearing/Stable/Shrinking spines.

a. dTAG-DA enrichment in dendritic spines at baseline calculated by plotting normalized structural
marker spine fluorescence on the x-axis and normalized dTAG-DA levels in spines on the y-axis. b.
dTAG-DA enrichment in dendritic spines from 10a, color-coded according to the fate of the dendritic
spine at t24. c. dTAG-DA spine enrichment at baseline compared for spines which shrink/ disappear/
remain stable at t24. (Expanding spines not included due to low sample size) d. dTAG-DA depletion
from individual spines and relative dTAG-DA enrichment at t0, t24 and t48 in spines which expand/
remain stable/ shrink or disappear. At t0, mean + sd of relative dTAG-DA enrichment in 20 stable
spines was 3.88 + 1.24, whereas in 46 shrinking spines was 4.12 + 1.26, while in 28 disappearing
spines was 4.20 + 1.24 and in 7 expanding spines was 2.81 + 1.18. At t24, mean = sd relative dTAG-
DA enrichment in 20 stable spines was 2.52 + 0.70, in 46 shrinking spines was 2.99 £ 0.87, while in 7
expanding spines it was 2.19 + 1.06. At t48, mean * sd relative dTAG-DA enrichment in 20 stable
spines was 2.77 £ 0.69, in 42 shrinking spines was 2.73 £ 0.66, while in 7 expanding spines it was 2.34
+1.00.

Each dot is one spine. Summary data shown as mean # sd.

There is a correlation between dTAG-DA levels at baseline and percent spine elimination
following dTAG-DA depletion. Branches containing higher dTAG-DA levels tend to lose more
spines compared to branches with lower dTAG-DA levels. Nonetheless, there appears to be a

limit to the number of spines eliminated even at very high dTAG-DA concentrations, as despite

73



high dTAG-DA enrichment in spines, not all spines are eliminated. On a dendritic branch,
spines which on t24 remain stable/shrink/ are eliminated, have similar dTAG-DA enrichment
at baseline. Moreover, stable/shrinking spines have similar dTAG-DA depletion at t24. Despite
this, some spines are eliminated/ shrink following dTAG-13 administration but not others.
Could this be because in vulnerable spines (spines which shrink or are eliminated) the stable
actin core (Honkura et al., 2008; Mizui et al., 2014) is stabilized chiefly by dTAG-DA but not
the stable/expanding ones? How might this happen? If a spine was born while dTAG-DA was
flooding the cell, the stable actin core might almost entirely be assembled by incorporating
dTAG-DA as its structural anchor. Similarly, if spines spent a large fraction of their lifetime in
dTAG-DA abundance, endogenous Drebrin supporting their stable actin core might slowly be
replaced by dTAG-DA making these spines vulnerable to shrinkage or elimination following
dTAG-13 treatment. However, a spine born before dTAG-DA flooded the cell or spent most of
its lifetime in the absence of dTAG-DA, its stable actin core could be supported by endogenous
Drebrin rather than dTAG-DA. If this hypothesis were true, a selective new spine elimination

strategy could be devised by controlling dTAG-DA expression.

3.8 SELECTIVE NEW SPINE ELIMINATION STRATEGY

If pre-existing spines on a neuron spent most of their lifetime in the absence of dTAG-(s)DA,
their stable actin cores would entirely be supported by endogenous Drebrin. If after plasticity
induction in vitro or learning/experience/activity in vivo, the cell was flooded for a few hours
with dTAG-(s)DA, new spines which form following plasticity could build their stable actin
cores by incorporating dTAG-(s)DA. These new spines would therefore become vulnerable to
elimination following selective dTAG-(s)DA depletion. Pre-existing spines on the other hand
would be less vulnerable or perhaps even protected from elimination or shrinkage because

their stable actin cores would primarily be supported by endogenous Drebrin. (Fig 3.11a).

In order to prevent dTAG-(s)DA expression before a desired time point, the TetOn3G system
was relied on because of the extremely tight and rapid transcriptional control afforded by it
(zhou et al., 2006; Loew et al., 2010). In order to flood the cell with dTAG-(s)DA for a few
hours following plasticity stimuli, the activity dependent fos promoter was used to drive
TetOn3G expression. A combination of the activity dependent promoter fos and the TetOn3G

system allows expression of dTAG-(s)DA for a few hours at high levels (3.11b).
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Figure 3.11: Selective new spine elimination strategy and constructs.
a. Schematic showing selective new spine elimination strategy. b. Constructs for Doxycycline (or 9-
TB-Doxycycline) and activity-dependent dTAG-(s)DA-mRuby2 expression.

It also restricts expression before 9-TB-Dox application and following 9-TB-Dox washout.
dTAG-(s)DA could be allowed to accumulate in new spines for 24 hours, then depleted by
application of dTAG-13 for ~24 hours. By using controlled, activity dependent dTAG-(s)DA
expression, dTAG-(s)DA could potentially be enriched in stable actin cores of new spines
(stable actin cores of pre-existing spines on the other hand would mainly be supported by
endogenous Drebrin). Semi acute depletion of dTAG-(s)DA could then destabilize and
potentially eliminate newly formed dendritic spines (whereas pre-existing spines would be
less vulnerable to elimination because endogenous Drebrin is not affected by dTAG-13

administration) (Fig3.11a).
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3.9 SELECTIVE NEW SPINE ELIMINATION

To test the new spine elimination strategy, AAVs containing constructs shown in Fig 3.11b
were injected in the CA1 region of OHSCs. In order to visualize neuronal structure, OHSCs
made from Thy1l-GFP mice were used or CA1 neurons in OHSCs made from C57/BL6 mice
were sparsely transfected with GFP (see methods section 2.3.2). Fos induction following
plasticity inducing stimuli can be markedly different. Since dTAG-(s)DA expression depends
on the fos promoter, two very different plasticity inducing stimuli were used to test the
efficacy of the selective new spine removal strategy. Either a 17-minute-long strong chemical
LTP (cLTP) protocol (Forskolin/Rolipram/0 Mg?*) or a 24-hour long hormonal treatment

(Estradiol) were used (methods Fig 2.1).

For the first set of analysis, data from these two experiments was pooled together to answer
two questions: 1. How many new spines were eliminated after dTAG-13 treatment (post
dTAG-13 administration i.e. on d-post)? and 2. How many pre-existing spines were eliminated

after dTAG-13 treatment on d-post?

Experimental timeline is shown in Fig 3.12a. Briefly, dendritic branches were imaged at
baseline, 9-TB-Dox along with plasticity-inducing stimulus was added to the culture medium.
24 hours after introduction of the plasticity-inducing stimulus, the same dendritic branches
were re-imaged. This imaging session is conducted following plasticity and since plasticity-
induced changes are imaged on this day, this session is labeled d-plasticity. dTAG-13 or the
control drug dTAG-13-NEG were then added to the medium, and 24 hours later, the same
dendritic branches were re-imaged. Since changes following dTAG-13 or control can be

imaged on this day, this imaging session is labeled as d-post.

Controls consisted of OHSCs treated with 9-TB-Dox but not dTAG-13 (treated instead with an
inactive version of dTAG-13: dTAG-13-NEG) or OHSCs treated with dTAG-13 but not with 9-
TB Dox.

Before investigating the two questions posited above, whether new spine formation is
affected by acute and controlled dTAG-(s)DA overexpression on d-plasticity was examined.
Similar percent new spine formation in all 3 experimental groups were found, leading to the
conclusion that dTAG-(s)DA overexpression did not lead to overgrowth or abnormal percent

new spine formation (16.36% + 13.13% new spine formation in 23 control branches compared
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t0 20.68% + 14.26% in 19 dTAG-DA branches and 14.85% + 9.44% in 10 dTAG-sDA branches.
Kruskal-Wallis, p-value = 0.509) (Fig S5.7b)

What fraction of these newly generated spines are eliminated 24 hours later?

While 31.25% + 29.58% newly formed dendritic spines were eliminated in control branches,
61.29% + 27.0 % were eliminated in the dTAG-DA and 39.99% * 17.58% in dTAG-sDA
branches. Significantly more new spines were eliminated in dTAG-DA branches compared to
controls, but not compared to dTAG-sDA branches (Fig S5.7c, left). On the contrary, pre-
existing spine elimination was similar across all 3 conditions (19.31% * 18.65% pre-existing
spine elimination from control branches, 14.89% + 8.92% from dTAG-DA and 8.08% * 4.02%
from dTAG-sDA branches. Kruskal-Wallis, p-value = 0.061) (Fig S5.7c, right). In absolute
numbers, 39 out of 146 new spines were eliminated in controls compared to 87 out of 137 in
dTAG-DA and 27 out of 63 in dTAG-sDA branches. Meanwhile, 123 out of 797 pre-existing
spines were eliminated in controls compared to 83 out of 620 and 33 out of 417 in dTAG-DA
and dTAG-sDA branches.

However, since branches that generate 1-2 spines can bias spine elimination analysis to
extremes (see methods section "2.6.2 Spine counting, matching and analysis"), branches
which generated 210% new spines were analyzed to determine percent new and pre-existing

spine loss in control, dTAG-DA and dTAG-sDA branches.

While 29.32% + 22.70% new spines were eliminated from 14 control branches that generated
>10% new spines, 67.78% * 19.65% spines were eliminated from 13 dTAG-DA branches,
whereas 44.98% + 7.99% new spines were eliminated from 7 dTAG-sDA branches (Fig 3.12b,
left, one-way ANOVA, p-value = 6.95e%).

Similar percent pre-existing spines were eliminated in all 3 experimental groups (16.51% *
15.26% from control branches, 14.92% + 7.33% from dTAG-DA branches and 9.02% + 4.22%
from dTAG-sDA branches) (Fig 3.12b right, Kruskal-Wallis, p-value = 0.16).

In absolute terms, in branches with > 10% new spine formation: 32 out of 118 new spines
were eliminated in controls compared to 77 out of 117 in dTAG-DA and 23 out of 50 in dTAG-
sDA branches, while 55 out of 417, 52 out of 383 and 25 out of 277 pre-existing spines were
eliminated in controls, dTAG-DA and dTAG-sDA branches respectively.
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Not all neurons undergo plasticity when exposed to plasticity inducing stimuli. Since fos is an
activity-dependent promoter, only neurons which undergo plasticity or intense activity
express high levels of cfos protein and thereby show an increase in dTAG-(s)DA over baseline
(Fig S5.7d). As with non-selective spine elimination, branches with higher dTAG-DA levels
were hypothesized to be more vulnerable to new spine elimination compared to branches
which express lower dTAG-DA levels. The relationship between relative dTAG-DA levels in
spines on d-plasticity (see methods section 2.6.4.4) and new spine elimination on d-post
(following dTAG-DA depletion) in branches that generated > 10% new spines was examined.
A statistically significant correlation (Spearman r2 = 0.608, one sided p-value = 0.0178) was
noted, suggesting that branches with higher dTAG-DA show higher new spine elimination
following dTAG-DA depletion (Fig 3.12c left). Does a similar relationship exist for pre-existing
spines? i.e. would more pre-existing spines be eliminated in branches with higher dTAG-DA
levels? A weak, non-significant correlation between these two conditions was found

(Spearman r2 = 0.259, one sided p-value = 0.207) (Fig 3.12c right).

Since there is a correlation between high dTAG-DA levels and new spine elimination following
dTAG-DA depletion, and since some branches do not show an increase in dTAG-DA levels on
d-plasticity (Fig S5.7d), dTAG-(s)DA branches were broadly divided into fos+ and fos-. A very
low threshold (= median relative dTAG-DA levels on d-plasticity or > median percent
fluorescence increase on d-plasticity compared to baseline: identical results were obtained
with both classification methods) was used to identify fos+ branches. A very lenient criterion
was used to classify fos+ branches to exclude branches which barely increased their dTAG-DA
fluorescence compared to baseline and therefore were unlikely to have undergone plasticity
consequent to cLTP or Estradiol administration. Control branches could not be divided into
fos+ and -, because a fraction of controls were 9-TB-Dox negative (i.e. no 9-TB-Dox was

administered along with Estradiol/Fsk-Roli).

In fos+ dTAG-DA branches, 67.06% * 22.72% new spines from 13 branches were eliminated,
compared to 33.55% + 19.72% from 5 dTAG-sDA branches and 31.25% + 29.58% from 23
control branches (Fig 3.13a, left; Kruskal-Wallis, p-value = 0.002). On the other hand, 13.14%
+ 7.16%, 7.60% * 2.07% and 19.31% + 18.65% pre-existing spines were eliminated in fos+
dTAG-DA, dTAG-sDA and all control branches respectively (Fig 3.13a, right; Kruskal-Wallis, p-
value = 0.18).

78



Baseline d-plasticity d-post
| | |
I o.tBDox | d1AG-13 |

Virus injection

=

ns

100 ns

50 1 I + |

XX

]
S
*

40 @ controls
X dTAG-DA
30 1 § dTAG-sDA

. I

d-post: new spines; d-post: pre-existing spines;
210% new spine formation 210% new spine formation

D
o
1

N
o
1

o
1

% new spine elimination
N
o
——
% pre-existing spine elimination

251

100 - ° %
20

15 1 ®

10 1

% new spine elimination

20 1

% pre-existing spine elimination
o

T T T T T T 0 T T T T T T
100 150 200 250 300 350 100 150 200 250 300 350
rel. dTAG-DA levels d-plasticity rel. dTAG-DA levels d-plasticity

Figure 3.12: Selective new spine elimination.

a. Simplified experimental timeline. Baseline = before plasticity induction. d-plasticity = day of
plasticity i.e. imaging session ~24 hours after 9-TB-Dox and Estradiol/fsk-roli administration. d-post
= day post i.e. imaging session 24 hours after d-plasticity. dTAG-13/dTAG-13-NEG was administered
between d-plasticity and d-post. b. Percent new (left) and pre-existing (right) spine elimination in
branches that generated = 10% new spines. Each dot is one branch. Summary data shown as mean
1 sd. As one-way ANOVA test for new spine elimination was significantly different between the three
groups (p-value of 6.95e%), post hoc t-tests with Bonferroni correction were performed, which
showed significant differences between dTAG-DA and control branches, p-value = 0.0002, as well as
between dTAG-DA and dTAG-sDA branches, p-value = 0.027, but not between dTAG-sDA and control
branches, p-value = 0.28. c. Correlation between relative dTAG-DA levels on d-plasticity and percent
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new (left) or pre-existing (right) spine elimination in branches that generated > 10% new spines. Each
dot is one branch. Line is a linear regression fit. Shaded area shows confidence intervals. Slope and
intercept for new spine elimination are 0.11 and 47.53, while for pre-existing spine elimination are
0.02 and 11.45 respectively.

In absolute numbers, 39 out of 146 new spines were eliminated from all control branches
compared to 71 out of 102 new spines in fos+ dTAG-DA branches and 13 of 34 in fos+ dTAG-
sDA branches.

Next, fos+ dTAG-(s)DA and all control branches in which > 10% new spines were generated
were examined. An even higher new spine elimination rate of 75.52% + 14.69% from 10 dTAG-
DA branches compared to 41.94% + 7.04% from 4 dTAG-sDA branches and 29.32% + 22.70%
from 14 control branches was found (Fig 3.13b, left; one-way ANOVA, p-value = 1.49e-05).
Pre-existing spine elimination on the other hand was 15.39% + 15.26%, 7.17% * 2.13% and
16.51% + 15.26% from dTAG-DA, dTAG-sDA and control branches respectively (Fig 3.13b,
right; Kruskal-Wallis, p-value = 0.078).

In absolute values, 32/118 new spines were eliminated from control branches which
generated = 10% new spines, compared to 65/88 new spine elimination from fos+ dTAG-DA
branches which generated > 10% new spines and 13/30 in fos+ dTAG-sDA branches which

generated > 10% new spines.

Finally, if the new spine elimination strategy worked to selectively eliminate a large fraction
of new spines from all branches, similar results should be seen when branches from the same
cell are concatenated and cell-wise as opposed to branch-wise new and pre-existing spine
elimination is analyzed. Comparably large increases in new but not pre-existing spine
elimination in dTAG-DA but not control cells were discovered. dTAG-sDA cells showed slightly
higher new spine elimination compared to controls but not significantly different from them

(Fig $5.9).
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Figure 3.13: Selective new spine elimination in fos+ branches.

a. Percent new (left) and pre-existing (right) spine elimination in fos+ dTAG-(s)DA branches and all
controls. As Kruskal-Wallis test for new spine elimination showed significant differences between
the three groups (p = 0.002), a Dunn post hoc test with Bonferroni correction was performed, which
showed significant differences between dTAG-DA and control branches, p-value = 0.0025, but not
between dTAG-DA and dTAG-sDA, p-value =0.23, or dTAG-sDA and controls, p-value = 1.0) b. Percent
new (left) and pre-existing (right) spine elimination in fos+ dTAG-(s)DA branches and all controls, but
only in branches with 2 10% new spine formation. Since the one-way ANOVA test significantly
differed for new spine elimination (p = 1.49e™), post hoc t-tests with Bonferroni corrections were
done, which showed significant differences between dTAG-DA and control branches, p-value =
0.000035, as well as between dTAG-DA and dTAG-sDA branches, p-value = 0.0031, but not between
dTAG-sDA and control branches, p-value = 0.89.

Each dot is one branch. Summary data shown as mean = sd

3.10 SELECTIVE ELIMINATION OF TARGETED NEW SPINES IN THE ESTRADIOL EXPERIMENT

Acute, controlled dTAG-DA (but not dTAG-sDA) overexpression followed by its elimination
leads to selective new spine elimination (example images: Fig 3.14, S5.8). This is a novel,
selective New Spine Elimination Tool (N-SET). How selective is new spine elimination with N-

SET?
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Figure 3.14: Selective new spine elimination: Example branches.

a. Example fos+ dTAG-DA branch showing dTAG-DA-mRuby2 expression (top row) and GFP
expression. (bottom row) b. Example control branch. No 9-TB-Dox was administered between
Baseline and d-plasticity, but dTAG-13 was administered between d-plasticity and d-post. Therefore,
dTAG-DA-mRuby2 expression is not shown here.

A subset of spines are marked with arrows or arrowheads. White solid arrows show persistent pre-
existing spines while white empty arrows show transient pre-existing spines. White solid arrowheads
show new, persistent spines while white empty arrowheads show transient, new spines. Scale
bar = 2 um. Calibration bar = relative arbitrary fluorescence.

In order to examine new spine selectivity, the estradiol experiment was analyzed in detail. In
this experiment, Estrogen receptors are depleted by administering the drug Fulvestrant for 3
days (dO to d3). Estradiol is then administered for a total of 48 hours (Fig 3.15a). 24 hours
after Estradiol administration (d4), increased spine formation can be observed. New spines
are also formed on d3 and d5. However, in this experiment only the new spines which appear
on d4 but not d3 or d5 are targeted for elimination. This is because dTAG-DA is only expressed
at high levels between d3 and d4 as Estradiol as well as 9-TB-Dox are administered in this time
window. dTAG-DA is depleted between d4 and d5. Therefore, only d4 new spines are

vulnerable to elimination with N-SET, whereas d3 and d5 new spines are not.
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If N-SET is selective as well as efficacious, elimination of targeted new spines (d4 new spines)
should be higher than controls. Elimination of non-targeted new spines (d3 and d5 new
spines) however, should be similar to controls. Furthermore, elimination of pre-existing

spines should not be affected on either “targeted” or “non-targeted” days.

First, spine densities across 6 days of the experiment were examined, and while spine density
on d5 was lower in dTAG-DA branches, on all other days, spine densities were similar across
all 3 conditions (Fig 3.15b). Whether new spine formation on “targeted” and “non-targeted”
days was different between controls and dTAG-(s)DA branches was examined next. New spine
formation was similar in dTAG-DA and control branches on all 3 days although percent new

spine formation rate was lower in dTAG-sDA branches. (Fig 3.15c).

Is there a difference between percent new spine elimination on “targeted” (d4 new spine
elimination i.e. d4 N-E) and “non-targeted” (d3 N-E and d5 N-E) days? New spine elimination
was significantly higher for dTAG-DA branches compared to controls on d4 and was higher
but not significantly different compared to controls for dTAG-sDA branches (29.01% + 25.94%
d4 new spine elimination from 13 control branches, compared to 64.26% + 27.36% from 10
dTAG-DA branches and 41.42% + 19.59% from 10 dTAG-sDA branches, Kuskal-Wallis, p-value
= 0.0103). No significant difference for d3 N-E (13 control branches: 27.26% + 17.78%, 10
dTAG-DA branches: 27.81% + 18.11%, 10 dTAG-sDA branches: 21.72% * 20.01%. Kruskal-
Wallis, p-value = 0.63) or for d5 N-E (8 control branches: 33.33% + 22.46%, 10 dTAG-DA
branches: 35.55% + 28.47%, 10 dTAG-sDA branches: 29.76% * 26.26%. Kruskal-Wallis, p-value
= 0.89) was detected for the 3 experimental groups (Fig 3.15d left). Neither were significant
differences in pre-existing spine elimination between the 3 groups on any of the days
detected (Fig 3.15d right, Kruskal-Wallis, p-values on d3 =0.13,ond4 =0.82 and on d5=0.12).
Therefore, using N-SET, new spines formed on a particular day can be targeted for elimination

without affecting the survival of new spines formed on other days, or of pre-existing spines.

Targeted and non-targeted new spine elimination in fos+ dTAG-DA and dTAG-sDA to all
control branches was next compared. Similar results were obtained: the only two large
differences detected were higher new spine elimination in dTAG-DA branches, but only for
“targeted” new spines formed on d4 and lower spine density on d5 compared to controls. No
differences could be seen for non-targeted new spines or for pre-existing spines elimination

(Fig $5.10).
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Figure 3.15: Selective elimination of targeted new spines in the Estradiol experiment.

a. Timeline of the estradiol experiment. b. Normalized spine density across all days of the Estradiol
experiment. c. Percent new spine formation across all branches on d3, 4 and 5. New spine formation
on d3 in control branches was 17.00% * 6.73%, while in dTAG-DA branches was 21.69% * 9.52%, and
in dTAG-sDA branches was 14.95% + 9.57%. On d4, new spine formation in control branches was
24.03% + 13.25%, in dTAG-DA branches was 22.03% * 12.27%, and in dTAG-sDA branches was
14.85% + 9.44%. On d5, new spine formation in control branches was 12.28% + 11.21%, in dTAG-DA
branches was 13.00% * 11.32%, while in dTAG-sDA branches was 6.11% + 3.04%. d. Percent
elimination of new (left) or pre-existing (right) d3/4/5 spines. Only d4 new spines are targeted since
dTAG-(s)DA is expressed only between d3 and d4 and dTAG-13 is administered between d4 and d5.
Since the only significantly different statistic was noted for d4 new spine elimination (Kuskal-Wallis
p-value = 0.0103), a Dunn post hoc test with Bonferroni correction was performed, which showed a
significant difference between dTAG-DA and control branches, p-value = 0.0078, but not between
dTAG-DA and dTAG-sDA branches (p-value = 0.547) or between dTAG-sDA and control branches (p-
value = 0.334).

ns: not significant, * = p < 0.05, ** = p <0.01, *** = p < 0.001

Each dot is one branch. Summary data shown as mean = sd.
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In summary, new spines formed within a 24-hour time window can be targeted for elimination
without affecting the survival of pre-existing spines or new spines formed on other (non-
targeted) days. While no differences in pre-existing spine elimination between dTAG-DA and
control branches were observed, do pre-existing spines on dTAG-DA branches shrink after N-
SET application? Moreover, structural plasticity consists of two components: 1. Growth of

new spines and 2. Expansion, or structural potentiation of some pre-existing dendritic spines.

Are structurally potentiated pre-existing spines affected after N-SET application?

3.11 PRE-EXISTING SPINE SIZES, ESTRADIOL EXPERIMENT

Following non-selective spine elimination with SET, 27.72% spines are eliminated, 45.54%

spines shrink while 19.80% remain stable and 6.93% expand.

Does selective new spine elimination consequent to N-SET application result in shrinkage of

a fraction of pre-existing dendritic spines?

In order to analyze this, dendritic spines that remained persistent from d3 to d5 were
normalized to their d3 baseline and spine sizes on dTAG-DA and control branches were
compared (Fig 3.16a). While there were no significant differences in average spine sizes on
d4 i.e. before dTAG-DA depletion (spine sizes of 61 spines on control branches: 116.89% +
57.99% of their d3 baseline, compared to 51 spines on dTAG-DA branches: 114.79% + 42.41%.
Mann-Whitney U test, p-value = 0.682), spines on dTAG-DA branches were significantly
smaller compared to spines on control branches on d5 (spine sizes of 61 spines on control
branches: 131.24% * 67.18% of their d3 baseline, compared to 51 spines on dTAG-DA
branches: 116.74% + 82.97%. Mann-Whitney U test, p-value = 0.016) (Fig 3.16b).

Estradiol, the plasticity inducing agent, is administered between d3 and d4. Persistent pre-
existing spines likely contain spines which underwent structural potentiation after Estradiol
treatment (spines that grow >25% on d4 compared to d3), spines which remained stable
(spines that remained within + 25% of their d3 size on d4), or spines which shrink (spines that

shrink >25% on d4 compared to d3).
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Figure 3.16: Stable but not expanding pre-existing spines shrink after NSET use in the Estradiol
experiment.

a. Experimental timeline of the estradiol experiment. Grey rectangle shows the days of the
experiment from which pre-existing spine size data was analyzed. d3 is highlighted in a blue square
because pre-existing spines were normalized to their d3 baseline. b. Normalized pre-existing spine
sizes followed on d3/4/5. c. Normalized pre-existing spine sizes of spines which expand (undergo
structural potentiation) on d4 i.e. expanding pre-existing spines on d3/4/5 (left) and normalized pre-
existing spine sizes of spines which remain stable (do not undergo structural plasticity) on d4 i.e.
stable spines on d3/4/5 (right).

ns: not significant, * = p < 0.05, ** = p <0.01, *** =p < 0.001.

Each dot is one spine. Summary data shown as mean # sd.

Pre-existing d3 spines were divided into 3 categories based on their fate on d4: shrinking,
expanding or stable. Decrease in spine sizes on d5, following N-SET use could be because of
the following three reasons: Expanding spines could shrink as a result of N-SET application or

stable spines could shrink as a result of N-SET use. Or a combination of the two.

A similar fraction of spines reduced in size after Estradiol treatment: 8 out of 51 shrinking
spines in dTAG-DA group and 13 out of 61 in controls. These were excluded from analysis and
analysis was restricted to expanding and stable spines following Estradiol treatment.
Surprisingly, spines that grew larger on d4 consequent to Estradiol treatment, did not
significantly differ in size between dTAG-DA and controls following dTAG-13 treatment. (Fig
3.16c) (22 control and 17 dTAG-DA spines underwent structural plasticity and were 177.57%
+54.19% and 166.13% + 26.46% on d4, compared to their d3 size respectively, Mann-Whitney

U test p-value = 0.74. Following dTAG-13 treatment i.e. on d5, their mean sizes were 170.43%
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+ 89.25% and 170.07% + 111.69% respectively. Mann-Whitney U test p-value = 0.47). Spines
that remained stable following Estradiol, were smaller in size compared to controls following
dTAG-13 treatment in dTAG-DA branches (Fig 3.16d) (26 control and 16 dTAG-DA spines
remained stable after Estradiol treatment and were 93.29% + 12.19% and 96.51% + 14.01%
on d4, compared to their d3 size respectively, Mann-Whitney U test, p-value = 0.39. Following
dTAG-13 treatment i.e. on d5, their mean sizes were 112.63% * 36.40% and 94.52% * 49.36%
respectively. Mann-Whitney U test, p-value = 0.028). Therefore, decrease in pre-existing spine
sizes on d5 in dTAG-DA spines appears to be driven largely by shrinkage of stable spines and
not due to shrinkage of spines which underwent structural plasticity and grew larger following

estradiol administration.

Another approach was used to explore the effect on spine sizes. Rather than comparing
normalized spine sizes across branches, changes in spine sizes were computed and compared

between spines on dTAG-DA and control branches.

Changes in spine sizes between d3 and d4 (i.e. before dTAG-13 application) and from d4->d5
(i.e. after dTAG-13 application) were compared between dTAG-DA and control spines. While
no significant differences were detected in spine size changes on d4 (Fig 3.17a, left, spine sizes
of 61 spines on control branches increased 16.89% + 57.99%, while 51 dTAG-DA spines
increased 14.79% + 42.41%. Mann-Whitney U test, p-value = 0.682), a statistically significant
decrease in average spine size changes was detected in dTAG-DA spines compared to controls
on d5 (Fig 3.17a, right, Spine sizes of 61 spines on control branches increased 22.28% +
53.13%, while 51 dTAG-DA spines increased only 1.89% * 53.21%. Mann-Whitney U test, p-
value = 0.0043). This effect was again driven by a decrease in the size of stable spines between
d4 and d5 (Fig 3.17b, left) (changes in 26 control and 26 dTAG-DA stable spine sizes between
d4->d5: controls: 22.18% + 41.52%, dTAG-DA: -2.46% + 46.49%. Mann-Whitney U test, p-
value = 0.016), since no significant difference between changes in control and dTAG-DA
expanding pre-existing spine sizes could be detected (Fig 3.17b, right) (changes in 26 control
and 26 dTAG-DA stable spine sizes between d4->d5: controls: 22.18% + 41.52%, dTAG-DA: -
2.46% + 46.49%. Mann-Whitney U test, p-value = 0.016). Furthermore, this effect of
significant difference in stable spine size changes was specific to d5, since we could not detect

a difference in stable spine size changes on d4 (Mann-Whitney U test, p-value = 0.394).
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Figure 3.17: Change in pre-existing spine sizes on d4 and d5.

a. Change in all pre-existing spine sizes on d4 (between d3->d4 i.e. After Estradiol treatment).
b. Change in all pre-existing spine sizes on d5 (between d4->d5 i.e. After dTAG-13 treatment). c.
Change in spine sizes on d5 of spines which expanded (underwent structural potentiation) following
Estradiol treatment. d. Change in spine sizes on d5 of spines which remained stable (did not undergo
structural potentiation) following Estradiol treatment.

*=p<0.05 **=p<0.01, ¥** =p < 0.001

Each dot is one spine. Summary data shown as mean # sd.

In summary, pre-existing dTAG-DA spines are 14.5% smaller than control spines following N-
SET use. However, pre-existing spines which undergo structural plasticity do not reduce in
size following N-SET application, but spines which remain stable after plasticity induction are

smaller on dTAG-DA compared to control branches.

Therefore, using N-SET, a large fraction of newly formed dendritic spines can be eliminated
without affecting survival of pre-existing spines. Use of this tool also leads to shrinkage of
stable pre-existing spines without affecting pre-existing spines which underwent structural

potentiation.
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4 DISCUSSION

4.1 SUMMARY OF RESULTS

In this study, a selective new spine elimination tool (N-SET) was developed in organotypic

hippocampal slice cultures.

In the first step, a PROTAC screen was performed to ascertain PROTACs that could deplete
over-expressed dTAG-sDA. 24-hour application of dTAG-13 led to depletion of dTAG-sDA to
45.49% + 7.60% of its baseline levels. 10 hours of dTAG-13 administration was enough to lead
to long lasting (lasting at least until 38 hours after washing out dTAG-13) dTAG-sDA as well as
dTAG-DA depletion.

dTAG-DA overexpression followed by its acute depletion led to elimination of 20.25% +
12.82% spines compared to 7.78% * 3.35% spine elimination from control branches, 24 hours
after dTAG-13 administration. A large fraction of dendritic spines which persisted despite
dTAG-DA depletion, reduced in size compared to their baseline value, while a smaller fraction

remained stable or expanded.

Finally, dTAG-(s)DA were expressed during a 24 hour “plasticity window” - during and after
plasticity induction. 24 hours after plasticity induction, dTAG-(s)DA were rapidly depleted
using dTAG-13. With controlled, restricted dTAG-DA expression followed by its depletion, up
to 75.52% + 14.69% newly formed dendritic spines could be eliminated, compared to 29.32%
+ 22.70% new spine elimination from control branches. Highest new spine elimination
following controlled, restricted dTAG-sDA expression followed by its acute depletion that
could be achieved was 41.94% + 7.04%; higher than, but not significantly different from

controls. Pre-existing spine elimination was similar in dTAG-(s)DA as well as control branches.

Average spine sizes of pre-existing spines on dTAG-DA and control branches were similar
before dTAG-13 administration, but were 14.5% smaller in dTAG-DA, compared to control
branches 24 hours after dTAG-13 administration. This decrease in spine sizes was driven by
shrinkage of spines which remained stable (did not undergo structural potentiation after
plasticity induction) in dTAG-DA branches. Spines which underwent structural potentiation
(expanded) after plasticity induction were not affected by dTAG-13 treatment and were

similar in dTAG-DA and control branches. Time restricted rapid dTAG-DA expression, followed



by its acute depletion is a novel tool to selectively eliminate newly formed dendritic spines,

while keeping spines which underwent structural potentiation intact.

4.2 THE NEED FOR A SELECTIVE NEW SPINE ELIMINATION TOOL

Several studies have established a correlation between long lasting-LTP or long term memory
formation and the generation of newly formed dendritic spines (see Introduction Section 1.2)
(HGbener and Bonhoeffer, 2010; Caroni et al., 2012). A correlation between persistence of
newly grown dendritic spines and performance on a learned task or persistence of experience
driven functional or physiological change is well established (Hofer et al., 2009; Xu et al., 2009;
Fu et al., 2012). The importance of a subset of recently active and potentiated spines in the
persistence of memory has been recently demonstrated (Hayashi-Takagi et al., 2015; Moda-

Sava et al., 2019).

In spite of the evidence connecting new spines growth and long-term memory formation, the
causal role of new spines in long-term memory storage has not yet been demonstrated. New
spines could play several different roles, while still explaining the strong correlation observed

with long term memory formation or experience dependent plasticity as outlined below.

4.2.1 Scenario 1: New spines store new long-term memories

Learning or experience could cause new spines to be formed. New spines could change the
strength of connections within a circuit or could lead to entirely new connections between
previously unconnected neurons. As a result of this shift in synaptic weights, firing properties
of the neurons could change e.g. lowering the threshold of firing to certain stimuli or a change
in neuronal tuning. Long-term memory could be stored in these changed synaptic weights. In
such a scenario, there could be a causal relationship between newly formed dendritic spines
and long-term memory storage. Eliminating newly formed dendritic spines using N-SET would
lead to abolition of memory.

4.2.2 Scenario 2: Long term memories are stored by potentiated pre-existing and new
spines

A second scenario can be imagined where three neurons A, B and C are connected such that
B is postsynaptic to A and C. Neuron A provides important learning relevant information to
neuron B and the near simultaneous and repeated firing of neuron A and B during learning

strengthens pre-existing synapses between neuron A and B (Hebb, 1949). In addition, new
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spines grow between neuron A and B. New spines could contribute to a 50% increase in the
strength of connection between A and B, but they could also contribute just 10%. In a scenario
where, pre-existing spines contribute to 90% of the connection strength, but new spines
contribute to 10%, minor or no changes in the animal’s behavioral repertoire following
selective new spine elimination would be seen. On the other hand, if new spines contribute
to 50% or more of the connection strength, long term memory could be destabilized or even

abolished.

4.2.3 Scenario 3: Potentiated pre-existing spines initially store long term memories, new
spines “take over” this role over several days- weeks.

New spines are initially small, many are transient and only a fraction of newly grown spines
persist (Knott et al., 2006; Xu et al., 2009; Fu et al., 2012; Hedrick et al., 2022). Moreover, not
all pre-existing spines are stable. Pre-existing spines are eliminated at different rates in
different parts of the brain (Hofer et al., 2009; Holtmaat et al., 2009; Xu et al., 2009; Yang et
al., 2009; Attardo et al., 2015). A mechanism could be imagined wherein new spines
strengthen potentiated pre-existing connections and make these connections more robust to
the loss of pre-existing spines. In such a scenario, new spines could initially contribute very
little to the potentiated connection (for e.g. 2%), while potentiated pre-existing spines
account almost entirely (for e.g. 98%) for the strengthened synaptic weights. Over time (days,
weeks or months), new spines could “take over” the role of maintaining potentiated
connections and could be responsible for maintaining altered synaptic weights. In this
scenario, erasing new spines using N-SET ~48 hours after learning, would not affect long term
memory initially, but memory might be weakened or erased a few days or weeks later.

4.2.4 Scenario 4: New spines are necessary for the expression of memory, but the memory
trace is stored elsewhere.

A schema could be imagined wherein learning and long-term memory formation induce new
spine formation. In addition, learning and long-term memory formation induce other changes
in the cell, writing the memory in the chromatin and/gene expression changes in the nucleus.
In this scenario, new spines and thereby new or strengthened connections establish circuit or
neuronal tuning changes crucial for the expression of long-term memory. The connection
strengths and memory however are stored not in spines but in the nucleus, such that removal

of new spines could temporarily disrupt expression of memory, however, following strong
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artificial circuit reactivation or priming stimuli, the connection strength or connectivity
patterns are reinstated by homeostatic plasticity, and memory restored days after spine
elimination. Evidence for this hypothesis stems from experiments in mice as well as Aplysia.
Ryan et al., 2015 trained mice to associate a context with a footshock. Following encoding of
this memory, they prevented memory consolidation by injecting anisomycin (a protein
synthesis inhibitor) into the hippocampus. In anisomycin injected mice, fos+ neurons did not
show synaptic potentiation or increased spine density. In saline injected controls on the other
hand, fos+ neurons showed signatures of synaptic potentiation and increased spine density.
Saline, but not anisomycin injected mice displayed freezing behavior upon re-exposure to the
context. However, when fos+ neurons were optogenetically activated in a different context,
even Anisomycin-treated mice demonstrated freezing behavior in the new context. Therefore
the “lost memory” was reinstated in a new context, despite absence of synaptic plasticity
(Ryan et al., 2015). The authors hypothesize that synaptic plasticity is essential for encoding
and expression of memory but not storage of memory. They hypothesize that long term
memories are stored in the pre-existing connectivity patterns of fos+ cells (Tonegawa et al.,

2015).

In a different study in Aplysia, Chen et al., 2014 showed that Anisomycin treatment in Aplysia
following long-term sensitization led to a reduction in the number of pre-existing boutons and
reduced the growth of new boutons compared to controls. Long-term sensitization memory
in Anisomycin treated Aplysia was erased. However, additional training which does not lead
to long-term sensitization in naive Aplysia led to long lasting sensitization in previously trained
but protein synthesis inhibited Aplysia. The authors argue that a "covert" long-term memory
trace persists despite reversal of a large fraction of structural synaptic changes following

protein synthesis inhibition (Chen et al., 2014).

While these studies have sparked interest in exploring non-synaptic memory traces, causal
evidence is still lacking. If the hypothesis of new spines being necessary for encoding or
expression, but not storage of memory was true, new spine elimination using N-SET would
lead to memory eradication, however, subtle training or priming stimuli or artificial circuit re-

activation would lead to reinstatement of long-term memory.
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4.2.5 Possibility 5: Circuits change their function after learning, but not due to new spine
formation

Finally, learning could alter circuit function or neuronal tuning properties, however structural
changes might play no role in this functional alteration. Perhaps new spines could provide a
way for the neuron to expand its future coding capacity (Bailey et al., 2015). Decades of work,
particularly from the Marder lab has shown that the same functional changes in a circuit can
arise in a variety of ways, without structural plasticity (Bargmann and Marder, 2013). In the
mammalian brain, parallel and seemingly redundant circuits exist (Smith and Hausser, 2010;
Hong et al., 2018). Functional circuit changes following learning could therefore result from
changes in the firing set point or properties of hub neurons in circuits or by changes in firing
properties of several neurons such that the end result is a change in circuit dynamics
(Bargmann and Marder, 2013). Such changes could arise as a result of changes in axon initial
segment, gene expression changes, insertion of ion channels, facilitation of synaptic
transmission, etc. — all of which are correlated with long term memory formation (Poo et al.,

2016; Wefelmeyer et al., 2016).

In this scenario, erasing new spines would not affect the circuits and would therefore leave

memory intact.

In summary, despite the well-established correlation between long-term memory formation
and new spine growth, the role of new spines in memory storage is still unclear. One way to
answer this question is to use N-SET in vivo in the mouse brain following long term memory

formation and to test the persistence of long-term memory following new spine elimination.

However, this is not the only way to probe the link between new spines and long-term
memory storage. Neither would this tool answer all the open questions about the role of new
spines and long-term memory. In the next section, diverse ways of probing the question of
whether new spines store long-term memories, along with an explanation of what different

approaches can reveal.
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4.3 ALTERNATIVE WAYS OF PROBING THE NEW SPINE-NEW LONG-TERM MEMORY STORAGE
HYPOTHESIS

Martin et al., 2000 proposed four criteria to elucidate the link between synaptic plasticity and
memory. | will hijack these four formal criteria to devise experiments to probe the connection

between new spines and long-term memory storage instead.

Box 4.1: Four criteria to study the new spine, long-term memory storage hypothesis

Detectability:

When an animal forms a new memory, new spines should be detected in behaviorally
relevant brain areas. Collective strength of newly formed dendritic spines should drive the

change in a neuron’s tuning properties.
Mimicry:

Artificially inducing new spines to grow between specific neuronal connections should drive

recall of memory, even though no such memory was formed in the mouse.
Anterograde alteration:

Preventing new spine formation should obstruct long term memory formation without

affecting learning or short-term memory.
Retrograde alteration:

Selective removal of all or a large fraction of newly grown dendritic spines should delete a

recent but not remote long-term memory.

4.3.1 Detectability experiments

Studies showing a correlation between long term memory formation or LTP and new spine

growth have been described in Introduction section 1.2.

Recent technological developments have allowed the detection of calcium activity within
spines (functional spine activation with high temporal precision) (lacaruso et al., 2017; Scholl

et al.,, 2021) or detect increases in the excitatory neurotransmitter glutamate in close
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proximity of a spine (Aggarwal et al., 2022). Technologies to detect voltage fluctuations in

spines have also made strides (Cornejo et al., 2022).

A dream experiment would be to chronically image dendritic spines as a mouse learns or
undergoes experience-dependent plasticity and to observe if changes in the cell’s tuning are

driven by the tuning of newly grown synapses (Hibener and Bonhoeffer, 2010).

Hedrick et al., 2022 took the first strides in this direction. They imaged glutamatergic
activation of dendritic spines decorating apical dendritic tufts of motor neurons as well as
somatic calcium activity as mice learned a motor task. They found that new spines grew after
learning this motor task. Not only were new spines responsive to motor activity, they were
also co-active with nearby potentiated motor responsive spines. Using correlative electron
microscopy, they showed that new spines formed novel connections rather than

strengthening existing connections (Hedrick et al., 2022).

Qiao et al., 2022 imaged calcium activity in spines as mice learnt and performed a motor task.
They found that new spines grew >1 hour after learning and these new spines were
functionally active. New spines showed task selective motor activity and new spine activity
was in sync with task selective dendritic and somatic activity, thus hypothesizing that the
activity of new spines makes neurons task selective. In other words, changes in neuronal

tuning correlate with activity of new task selective spines (Qiao et al., 2022).

While several technological hurdles still need to be overcome (functionally imaging hundreds
rather than a handful of new dendritic spines at the same time), hopefully many more studies
examining the activity of new spines in various learning or experience induced plasticity
protocols will be done in the near future. These studies will help elucidate the role of new

dendritic spines in determining a neuron’s tuning change following learning.

4.3.2 Mimicry

Artificially and repeatedly activating a pathway connecting the auditory thalamus and the
lateral amygdala, while the mouse receives a footshock leads the mouse to freeze on hearing
a tone, even though the mouse never learnt to associate a tone with a footshock (Nabavi et
al., 2014). If new functional synapses connecting the auditory thalamus - lateral amygdala
pathway could artificially be made to grow following a tone-only or shock-only exposure,

could the mouse develop a long-term auditory fear memory? Suzuki et al., 2020 developed a
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tool to artificially build new excitatory synapses in vivo. Novel tools might in future be
developed to build new spines on neurons connecting with specific axons. However, these
experiments remain challenging because not only do functional synapses between specific
pathways need to be built, identity of pathways that need to be strengthened in different

learning and memory paradigms needs to be known.

4.3.3 Anterograde alterations

Following monocular deprivation, binocular neurons in the primary visual cortex (V1) undergo
an experience dependent shift and respond more strongly to inputs from the non-deprived
than from the deprived eye (Wiesel and Hubel, 1963; Rose et al., 2016). This shift in neuronal
tuning correlates with new spine formation in binocular V1 (Hofer et al., 2009). If new spine
generation on binocular neurons could be selectively blocked, would a shift in neuronal tuning
no longer occur? Would this lead to a lack of experience dependent shift in neuronal

responses following monocular deprivation?

Moreover, if new spine generation following auditory fear conditioning was blocked, would
learning and short-term memory remain intact, but memory consolidation and long-term

memory formation no longer occur?

Hiibener and Bonhoeffer suggested tools for blocking new spine growth or for blocking
formation of new spine growth until the application of light or chemical stimuli could help
perform such anterograde alterations (Hibener and Bonhoeffer, 2010). Such tools could be

within the realm of possibility in the near future.

4.3.4 Retrograde alterations

The N-SET tool falls in this category. Would N-SET application lead to elimination of a recently
formed long-term memory? | will discuss the utility of N-SET in detail in section 4.8 and its
limitations in section 4.10. However, | will briefly talk about the utility of retrograde

alterations in general here.
The most well-known retrograde alterations in neuroscience are lesion experiments.

Lesion experiments have often been our first port of entry into understanding brain function.
Patient H.M.’s bilateral hippocampal lesions told us about the importance of hippocampus in

storing new declarative memories. Experiments by Brenda Milner showed that even though
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the hippocampus is vital for storing declarative memories, procedural memories can form and
be recalled without the hippocampus. Remote episodic memories were also independent of
the hippocampus (Milner et al., 1998). Patient S.M.’s lack of the ability to feel fear or to learn
to associate certain stimuli as harbingers of danger following bilateral amygdala lesions
clarified the role of amygdala in fear and threat expression and learning (Feinstein et al.,
2011). Lesion experiments therefore can be a window into brain function. Interpretation of
lesion experiments however, is not always trivial. Karl Lashley performed a series of lesion
experiments throughout the rat cortex with the hope of locating areas essential for storing
food-place association memories. Unfortunately, after decades of research, he could not
localize an area of the cortex essential for memory storage. His results showed that the extent
of lesions correlated with the extent of amnesia in rodents. So not “where” but “how large”
the lesion was, affected memories. Lashley’s inability to locate a cortical area responsible for
memory storage informed us that memory circuits are distributed throughout the cortex (and
that some memories may not be stored in the cortex but in subcortical areas) (Josselyn et al.,
2017). Therefore, despite the difficulty and pitfalls of interpreting lesion experiments, they

often offer a starting point for us to understand brain functions.

As Hibener and Bonhoeffer note, a selective new spine elimination tool is a “refined lesion
experiment”, not without pitfalls, but a good starting point in understanding the role of newly

formed dendritic spines in long term memory storage (Hiilbener and Bonhoeffer, 2010).

Why focus on dendritic spines at all? Learning or plasticity correlates with a plethora of
changes in the brain, ranging from changes in the grey matter (consisting mainly of the
somato-dendritic compartments) and white matter (consisting mainly of axonal tracts) at the
macroscopic level (Quallo et al., 2009) to changes in DNA methylation (Yamada et al., 2019;
Chen et al., 2022) at the submicroscopic level. Several reasons make dendritic spines special.
Firstly, almost all glutamatergic inputs on excitatory neurons impinge on dendritic spines in
mammals (Loomba et al., 2022). Excitatory neurons are the predominant computational and
output units of the mammalian cortex (Spruston, 2008). Since dendritic spines contain
synaptic contacts that an excitatory neuron receives, loss or gain of spines changes the
connectivity of an excitatory neuron. In addition to housing a synapse, dendritic spines can
form an independent, isolated computational unit on a neuron (Yuste and Denk, 1995;

Cornejo et al., 2022). A thick layer 5 rat pyramidal neuron contains ~14000 spines (Larkman,
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1991). An addition of ~10% dendritic spines (a fraction commonly gained after long term
memory formation or plasticity) would lead to addition of ~1400 spines on L5 neurons. This
could dramatically alter the connectivity and computations of this neuron. In addition to
individual spines acting as independent computational units, several spines together can
influence local dendritic plasticity, therefore further enhancing the computational capacity of
a neuron (Spruston, 2008). Dendritic spines could therefore allow a limited number of
neurons to dramatically increase the amount of memories they store, thus making spines an

attractive candidate for long-term memory storage.

Having discussed the need for a new spine elimination tool and alternative ways to explore
the role of new spines in long-term memory storage, the next sections will focus on discussion

of the data presented in this thesis as well as applications of the tools developed in this study.

4.4 bTAG-(s)DREBRIN A DEPLETION BY DTAG-13

dTAG-13 rapidly and potently depleted over-expressed dTAG-sDA, while dTAG-vl and
HaloPROTACS3 failed to deplete dTAG or HaloTag-sDA in OHSCs. dTAG-13 and dTAG-v1 both
have the same FKBP™® (dTAG) binding moiety but different E3 ligase binding molecules.
dTAG-13 engages the E3 ligase Cereblon while dTAG-v1 binds the E3 ligase Von-Hippel-Lindau
protein (VHL). HaloPROTAC3 binds HaloTag and the E3 ligase VHL. That both Cereblon (Fig
3.5, 3.6) and VHL (data not shown) are expressed in neurons was confirmed. All three
PROTACs are designed to bind a tag and not sDA. All 3 PROTACs should be able to bind both
the tag and the E3 ligase in neurons. Why then does the Cereblon binding PROTAC work better
compared to the VHL binding PROTACs? Nabet et al., 2020 found that a protein dTAG-EWS/FLI
could only be depleted with dTAG-v1 but not dTAG-13. Therefore, despite binding to a tag,
protein depletion efficacies of different PROTACs might vary for different proteins.
Furthermore, it has become clear through several studies that despite binding to a protein of
interest and an E3 ligase, a ternary complex may not form and therefore a protein may not
be efficiently degraded (Pettersson and Crews, 2019; Verma et al., 2020; Garber, 2022). Or a
complex may form but ubiquitination may not occur. PROTACs designed with the same
binding sites but different linker lengths can have very different protein degradation
efficacies. Therefore, several factors can contribute to determining whether a protein is
efficiently depleted following PROTAC administration (Pettersson and Crews, 2019; Verma et
al., 2020; Garber, 2022).
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dTAG-13 also efficiently depleted dTAG-DA. dTAG-13 depleted both dTAG-sDA as well as
dTAG-DA from all dendritic spines. Even though HaloPROTAC3 did not deplete high levels of
HaloTag-Drebrin from neuronal soma in the epifluorescence PROTAC screen, HaloPROTAC3
could deplete HaloTag-(s)DA from dendritic spines when expressed at lower levels (data not

shown).

Very high PROTAC concentrations can prevent ternary complex formation and consequently
degradation. This is thought to be the case, because at very high concentrations, binding sites
on the E3 ligase and POI are occupied by separate PROTAC molecules, rather than the same
PROTAC molecule forming a ternary complex. This is known as "hook effect" and has been
observed with several PROTACs including dTAG-13 (Buckley et al., 2015; Pettersson and
Crews, 2019; Nabet et al., 2020; Verma et al., 2020). At high dTAG-(s)DA levels, dTAG-13
appeared to have a modest efficacy window- depletion was higher at 500 nM compared to
1 uM doses. Whether this is due to the hook effect is unclear. However, when dTAG-DA was
expressed at lower levels, dTAG-13 depleted dTAG-DA even at doses as high as 10000 nM.
This suggests that at low dTAG-DA levels, dTAG-13 does not have a narrow efficacy window.
Thus, dTAG-13 efficacy windows could vary depending on protein levels and
counterintuitively, higher dTAG-13 doses might not be more effective at depleting higher
dTAG-POI levels.

dTAG-13 shows almost complete elimination of several knock-in or over-expressed and
dTAG’d proteins within 1-4 hours in cell culture. dTAG-13 reduced levels of luciferase-dTAG
in vivo in the mouse within 4 hours (Nabet et al., 2018, 2020). In this study, modest dTAG-
(s)DA depletion was observed starting 10 hours after dTAG-13 administration and maximal
depletion was observed 24 hours after administration. What could be the reason for this
discrepancy? Firstly, depletion kinetics could be slower in neurons compared to other cells.
Furthermore, depletion kinetics in OHSCs, which are 200-300 uM thick and where the drug
has to traverse through a membrane barrier and then wade through layers of neurons and
glia to reach upper neuronal layers, might be even slower. Finally, endogenous Drebrin Ais a
long-lived protein with a half-life of ~3 days (Puente, 2016; Kreis et al., 2019). Drebrin A is
present in a tight complex with Actin and other proteins in spines (Mikati et al., 2013). These
factors might make dTAG-DA a particularly difficult protein to deplete, and thereby account

for slower depletion kinetics with dTAG-13.
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| also show that N-terminal dTAG attachment leads to better depletion compared to a C-
terminal tag for both DA as well as sDA. This could be because ternary complex formation or
proximity dependent ubiquitination is hindered when dTAG is attached to the C terminal of
Drebrin. This suggests that it might be important to screen exogenously expressed proteins
with both N- and C- terminal dTAGs not only to examine whether the POI tolerates the tag,
but also to examine whether dTAG-13 depletes the protein (in separate sets of experiments,
| verified whether depletion with dTAG-v1 or HaloPROTAC3 could be improved by changing
the tag from N- to C- terminus, however, | did not detect an improvement in degradation.

(data not shown)).

dTAG-(s)DA depletion by dTAG-13 is long lasting. Administration of dTAG-13 for just 10 hours
leads to a decrease in dTAG-(s)DA levels in the soma as well as dendritic branches lasting at
least 38 hours after removal of dTAG-13. Depletion can be seen in soma as well as dendritic
branches, including individual spines. This long-lasting depletion is likely due to the catalytic
nature of PROTACs. Following ternary complex formation and proteolytic destruction of the
POI, PROTACs form new ternary complexes and deplete yet more POl molecules (Pettersson

and Crews, 2019).

How specific is depletion with dTAG-13? Nabet and colleagues showed that dTAG-13 binds
specifically to FKBP™® and not to the cell’s endogenous FKBP. They also showed that protein
depletion with dTAG-13 is dependent on Cereblon binding and the Ubiquitin proteasome
machinery. Proteomic assays showed that depletion is selective to dTAG’d proteins (Nabet et
al., 2018). Our data shows that dTAG-13 treatment depletes dTAG-(s)DA without affecting the
levels of a structural marker, either TurboRFP or GFP. Furthermore, | did not observe any

toxicity even after administering doses as high as 10000 nM.

Finally, dTAG-13 has been used in vivo in mice. No toxicity was observed even with 35 mg/kg
intraperitoneal injections (Nabet et al., 2018, 2020; Abuhashem and Hadjantonakis, 2021).
Although dTAG-v1 and likely dTAG-13 do not cross the blood brain barrier, a direct infusion
into a brain region or into the ventricle could circumvent this problem (Abuhashem and
Hadjantonakis, 2021). dTAG-13 could potentially be used to deplete dTAG-DA and thereby
eliminate spines in vivo. In summary, dTAG-13 depletes exogenously expressed dTAG-(s)DA
from soma as well as dendritic branches from neurons in organotypic hippocampal as well as

hypothalamic cultures. dTAG-13 could potentially be used in vivo to deplete dTAG-DA.
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4.5 NON-SELECTIVE SPINE ELIMINATION

dTAG-(s)DA overexpression followed by its depletion led to elimination of ~20% dendritic
spines. Following acute (~24 hours) dTAG-(s)DA depletion, proportion of spines eliminated or
shrunk was much higher (~73%) than in controls (~28%). Only ~27% spines remain stable or
expand in size following dTAG-(s)DA depletion compared to ~71% in controls. We label dTAG-
(s)DA over-expression followed by its acute depletion to eliminate a fraction of dendritic

spines a non-selective Spine Elimination Tool (SET)

4.5.1 Why are a majority of spines reduced in size or eliminated following SET use?

Endogenous Drebrin A stabilizes actin in dendritic spines (Koganezawa et al., 2017). Actin is
essential for the stability of dendritic spines (Fischer et al., 1998). Exogenously expressed
Drebrin Ais enriched in dendritic spines and stabilizes actin in dendritic spines (Hayashi et al.,
1996; Ivanov et al.,, 2009). Acute depletion of exogenously expressed dTAG-(s)DA likely

destabilizes actin cytoskeleton in spines leading to spine elimination.

Application of SET leads to elimination of ~47% dendritic spines in Organotypic hypothalamic
slice cultures, compared to ~31% in controls. Therefore, SET can be applied to eliminate
dendritic spines from neurons in different brain areas and is not restricted to spine

elimination from hippocampal pyramidal neurons.

4.5.2 Why are some, but not all spines eliminated or reduced in size following SET use?

We found that spines of all sizes are vulnerable to elimination or shrinkage, speaking against
the SET only being effective in certain classes of dendritic spines e.g. (thin, stubby, or

mushroom) or only weak (small in size) or strong (large in size) dendritic spines.

We found that overexpressed dTAG-DA enrichment in dendritic spines correlated with the
size of dendritic spines, as previously reported (Kobayashi et al., 2007). We did not find
selective dTAG-DA enrichment in spines which go on to be eliminated or which shrink
following dTAG-13 administration. Moreover, dTAG-DA was depleted from all spines

irrespective of whether the spine reduced in size or remained stable.

Drebrin Ais a long-lasting protein (half-life of ~3 days) (Puente, 2016; Kreis et al., 2019). Spines
that spend most of their lifetime stabilized by endogenous Drebrin A decorated F-actin and

which are only exposed to exogenous over-expressed dTAG-DA for 1-3 days of their lifetime
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might be less vulnerable to elimination or shrinkage compared to recently born spines where
most Actin is likely to be stabilized by dTAG-DA. These recently born spines could be more

vulnerable to the destabilizing effects of acute dTAG-DA removal.

4.6 POTENTIAL APPLICATIONS OF THE SET

4.6.1 Understanding mechanisms of rebound spine growth

24 hours after dTAG-DA depletion and increased spine loss, we observe a twofold increase in
spine formation in OHSCs: ~20% spine loss is followed by ~15% spine gain 24 hours later.
There is a strong correlation between spine elimination and addition of new spines 24 hours
later. In OHySCs on the other hand, we observe nearly 47% spine loss following dTAG-13

administration, accompanied by ~43% spine gain on the same day.
Is this a form of rapid homeostatic plasticity?

Synaptic potentiation, if unchecked, can lead to runaway excitation and reverberating
feedforward loops of activity. This type of abnormal high excitation and reverberating
network activity is seen in pathological conditions like epilepsy (Staley, 2015; Wefelmeyer et

al., 2016).

To allow for plasticity without detrimental consequences of over-excitation, neurons have
evolved mechanisms to keep their firing rate within a certain range (Turrigiano, 2012).
Neurons have various tools in their arsenal to achieve this (Wefelmeyer et al., 2016). LTP,
leading to an increase in size of some spines is accompanied by a decrease in size of other
spines/ loss of some pre-existing spines possibly preventing excessive neuronal excitability
(Bourne and Harris, 2011). Homeostatic plasticity changing the number as well as size of
synapses has been observed in vivo. For example, three days following a retinal lesion, density
of inhibitory synapses decreases ~30% in the area of V1 which receives input from the
lesioned retina (lesion projection zone), seemingly to prevent the consequences of markedly
reduced excitability within a cell (Keck et al., 2011). Dendritic spines, on the other hand,
increase in size on pyramidal neurons in the lesion projection zone within two days after
lesions. Decreased activity in the lesion projection zone is renormalized by two days. There is
therefore a correlation between renormalization of neuronal activity and structural synaptic
changes following retinal lesions (Keck et al., 2013). Chronically increased or decreased

neuronal activation can also lead to activity renormalization by changes in neuronal output,
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chiefly by increasing or decreasing the size of the axon initial segment or by movement of the
axon initial segment towards or away from the somato-dendritic compartment (Grubb and
Burrone, 2010). The neuron can therefore achieve firing homeostasis by adjusting weights of

excitatory inputs, tuning inhibition or by adjusting its output (Wefelmeyer et al., 2016).

Could rebound gain of new spines seen after spine elimination with SET be a rapid form of
homeostatic plasticity to renormalize excitatory inputs onto a cell? While rapid homeostatic
changes in spine size have been described (Bourne and Harris, 2011; Keck et al., 2017), such

rapid rebound new spine gain has not been described to the best of my knowledge.

SET could be employed to study this form of rebound spine growth, which is likely to be a
form of homeostatic plasticity. Does this rebound spine growth occur because of rapid dTAG-
DA loss or because of rapid spine loss? This question could be probed by depleting other over-
expressed actin binding or stabilizing proteins and observing whether this leads to spine loss

as well as rebound spine gain.

While the growth and elimination of spines has been studied in great detail, we still do not
understand the signals driving spine formation and stabilization (Siidhof, 2017). Rebound
spine gain can be used as a starting point to understand signals driving spine formation. What

signals: intrinsic and extrinsic to a neuron drive the formation of these “rebound new spines”?

Do they make up for loss of eliminated spines by connecting to the same presynaptic partners
as the lost spines or do they randomly sample and connect to presynaptic partners? Why is
rebound spine formation slower in organotypic hippocampal slice cultures but so much faster
in organotypic hypothalamic slice cultures? Why don’t we see rebound new spine formation
in pathological conditions like Alzheimer’s disease where excitatory cells lose a large fraction

of dendritic spines (Hamos et al., 1989).

4.6.2 Using SET in epileptic tissue

Studies from human patients and animal models of temporal lobe epilepsy have reported
decreased spine density on hippocampal pyramidal cells. In addition, these spines are large
and abnormal (Wong and Guo, 2013). Could elimination of a fraction of these abnormal spines
disrupt the pathological circuit? Would the rebound new spines that grow improve and
perhaps stabilize the circuit? While this is pure speculation, this hypothesis could be tested

by using the SET in OHSCs treated with epileptogenic drugs. Furthermore, a CRISPR knock-in
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of single neurons from epileptogenic OHSCs could be attempted (Willems et al., 2020) to tag
endogenous Drebrin A (or other actin stabilizing proteins) with dTAG and then deplete
endogenous Drebrin A to perhaps obtain an even higher spine elimination efficacy and to

prevent overexpression artifacts.

4.6.3 Limitations of SET and the potential for new tool development

The major limitation of SET is that dTAG-DA has to be chronically overexpressed to achieve
large spine loss, leading to rebound spine gain. Chronic overexpression of actin stabilizing
proteins can lead to artifacts as well as a change in neuronal excitability (lvanov et al., 2009).
New tools could be potentially developed to tackle this problem, by tagging endogenous actin
stabilizing proteins with CRISPR knock-ins or by using a mouse line with tagged endogenous
Actin stabilizing proteins, or by obtaining a Drebrin Knockout mouse line (Willmes et al., 2017)

and then exogenously expressing dTAG-DA using a weak promoter.

Moreover, master regulators of spine formation or stability tagged with dTAG could be
exogenously overexpressed and then eliminated to obtain even greater spine loss and study
rebound spine formation. Such a tool could also be used to study whether loss of a large
fraction of spines in fos+ neurons leads to loss of long-term memories or instinctive behaviors
and also whether memories or instinctive behaviors make a resurgence following rebound

spine gain.

In summary, SET could be used to understand rebound spine formation following acute spine

loss. It could also help us unravel the molecular mechanisms underlying new spine growth.

4.7 SELECTIVE NEW SPINE ELIMINATION

| found that selectively expressing dTAG-DA during a ~24-hour plasticity window and then
rapidly depleting it led to elimination of a large fraction of newly formed dendritic spines.
Preexisting spine loss on the other hand was not increased compared to controls. Selective
over-expression of dTAG-sDA followed by its depletion resulted in higher but not significantly
higher new spine elimination compared to controls. | could achieve up to 75.52% * 14.69%
new spine elimination in dTAG-DA branches compared to 41.94% + 14.69% in dTAG-sDA
branches and 29.32% + 22.70% in control branches.
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| also found that pre-existing spines on dTAG-DA branches were 14.5% smaller than spines on
control branches following dTAG-13 treatment. This effect was driven by a reduction in size
of spines which remained stable, and did not undergo structural potentiation following
Estradiol treatment. Spines which underwent structural potentiation and therefore increased
in size after Estradiol treatment did not shrink following dTAG-DA depletion and were not

significantly different compared to controls.

| label this approach of controlled dTAG-DA overexpression followed by its acute elimination

with dTAG-13: New Spine Elimination Tool (N-SET)

4.7.1 Why are new but not pre-existing spines eliminated?

My hypothesis is that actin in preexisting spines is mainly supported by endogenous Drebrin
A, whereas new spines born in dTAG-DA abundance are supported by dTAG-DA decorated
actin. This makes new spines much more vulnerable to the destabilizing effects of acute dTAG-
DA removal, while preexisting spines are resistant. High dTAG-DA levels following plasticity
correlate with higher new spine elimination. There is a weak correlation between high dTAG-
DA levels and increased preexisting spine elimination. Perhaps at very high dTAG-DA levels,
endogenous Drebrin A is rapidly replaced by dTAG-DA which floods the spines. Endogenous
Drebrin A is also likely to be replaced by dTAG-DA if we allow dTAG-DA expression for several
days.

Therefore, new spine selectivity hinges on selective expression and accumulation of dTAG-DA
for 24 hours. If we allowed dTAG-DA to express for much longer, we would probably observe

non-selective spine elimination.

4.7.2 Why aren’t all new spines eliminated?

We imaged dendritic branches at 24-hour intervals. New spines likely start forming 20-30
minutes after plasticity induction (Engert and Bonhoeffer, 1999; Maletic-Savatic et al., 1999;
Xu et al., 2009). A few spines probably also form quite late after plasticity, probably just a few
hours before imaging on d-post (24 hours following plasticity induction and dTAG-13
administration). Spines formed a few hours before imaging on d-post likely contain low dTAG-
DA concentration. This is because they are born several hours after c-fos protein stopped
being produced and therefore long after active production of dTAG-DA. These new spines

might be less vulnerable to destabilization and elimination. Although most new spines form
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20-30 minutes after plasticity induction, there are reports of new spines being formed within
a few minutes after plasticity induction (Kwon and Sabatini, 2011; Coneva, 2015). Since c-fos
production and consequent dTAG-DA manufacture takes at least 15 minutes (Kovacs, 2008),
new spines born within 15 minutes after plasticity induction are probably stabilized by
endogenous Drebrin A. Similar to preexisting dendritic spines, only a few actin molecules in
these dendritic spines might be stabilized by dTAG-DA, making them less vulnerable to
elimination following dTAG-DA depletion.

4.7.3 Why do stable pre-existing spines shrink in dTAG-DA branches following dTAG-13
treatment?

| hypothesize that while most stable F-actin is bound by endogenous DA in preexisting spines,
some F-actin is likely to be stabilized by dTAG-DA. Removal of dTAG-DA likely leads to
destabilization of some F-actin fibers, but is not enough to collapse the entire actin
cytoskeleton in the spine. Collapse of a few actin fibers probably results in shrinkage of

dendritic spines by 14.5% more than controls.

4.7.4 Why aren’t potentiated dendritic spines affected by dTAG-DA depletion?

Structural potentiation of pre-existing dendritic spines starts within minutes of plasticity
induction and peaks 10 minutes after LTP (Matsuzaki et al., 2004; Honkura et al., 2008; Mizui
et al., 2014). Actin in potentiated spines consists of a dynamic, stable and enlargement pool.
The stable and enlargement pool is responsible for maintenance of structural potentiation
(Honkura et al., 2008). Both these pools form within minutes after LTP induction and remain
stable in the spine as well as at the base of the spine (Honkura et al., 2008). These pools are
likely to be supported by endogenous Drebrin A, again making these spines less vulnerable to
the destabilizing effects of dTAG-DA depletion. This is likely to be the case because, as
mentioned previously, dTAG-DA expression is driven by the fos promoter. Since the product
of the fos gene: c-fos protein only starts being expressed 15 minutes after plasticity induction
and peaks 60 minutes after plasticity (Kovacs, 2008), dTAG-DA is unlikely to be present during

structural potentiation of pre-existing spines.

4.7.5 Why doesn’t controlled dTAG-sDA overexpression followed by rapid elimination
result in new spine elimination comparable to dTAG-DA overexpression and elimination?

Constitutive dTAG-DA and sDA expression for 2-3 days followed by their depletion results in

~20% spine loss. | could only achieve ~41% new spine loss with controlled, restricted dTAG-
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sDA over-expression followed by its elimination. The same controlled over-expression and
depletion approach with dTAG-DA resulted in ~75% new spine elimination. dTAG-sDA
contains the N-terminal putative actin binding domain, but not the unstructured C-terminal
region which is important for protein-protein interaction in spines (Jin et al., 2002). Little is
known about the role of dTAG-sDA in building new spines. Both dTAG-DA and sDA clearly play
an important role in spine stability, since depletion of either results in ~20% spine loss,
however, perhaps dTAG-DA plays an exceptionally important role in new spine formation,

while dTAG-sDA doesn’t.

Mechanistic evidence for selective spine elimination is lacking. In order to obtain mechanistic
proof, imaging experiments would need to be done to examine the quantity of stable F-actin
fibers decorated by endogenous Drebrin A versus dTAG-DA in new and pre-existing spines.
Similarly, proportion of endogenous Drebrin A versus dTAG-DA in pre-existing potentiated
spines would need to be examined. Furthermore, dynamics of actin, endogenous Drebrin A
and dTAG-DA would need to be imaged following dTAG-13 administration. This could be done
by labeling endogenous DA, dTAG-DA and actin with different fluorophores and visualizing
them with super resolution microscopy (Nagerl et al., 2008; Urban et al., 2011). These
experiments are challenging and time consuming. We decided not to pursue these
experiments at present. The main objective of this thesis was to build a selective new spine
elimination tool. Many useful tools and drugs have been developed whose mechanism of
action only became clear many years or even decades after development (Glickstein, 2006;

Verma et al., 2020; Schreiber, 2021).

4.8 POTENTIAL APPLICATIONS OF N-SET

In this section a few fundamental open questions which can be probed with the use of N-SET

will be highlighted.

1) Arelong-term memories stored in newly formed dendritic spines?

2) Using N-SET to dissect neuronal circuits underlying learning and memory

3) Are changes in innate behaviors following production of hormones or certain
environmental stimuli a consequence of new spine formation?

4) Is drug seeking behavior encoded in spines that grow anew following consumption of

addictive drugs?
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4.8.1 Are long term memories stored in newly formed dendritic spines?

N-SET could potentially be used to investigate whether new spines store long term memories
by using several different learning and memory paradigms; as long as learning leading to long-
term memory formation can take place within a 24 hour window. Examples of such paradigms
include Conditioned Taste Aversion (Berman and Dudai, 2001), motor learning tasks like
rotarod (Yang et al., 2009) or beam balance (Hayashi-Takagi et al., 2015) or reaching tasks (Xu
et al., 2009), or place or context association memories like Morris water maze (Morris et al.,

1986), contextual fear conditioning (Liu et al., 2012), etc.

| will however illustrate an approach that we are actively pursuing in collaboration with the
Lathi lab. While we are still optimizing the tool in vivo (construct expression, ensuring
adequate dTAG-DA levels after learning, ensuring that dTAG-13 depletes dTAG-DA in vivo),
here | describe experiments we are planning to perform to explore the link between new

spines and long-term memory storage.

One of the simplest and most well studied long term memories in mammals is auditory fear
conditioning (AFC) (Tovote et al., 2015) . As described in section 1.2.3 of the Introduction, if a
neutral tone (CS) is repeatedly paired with a footshock (US), the mouse displays fearful and
defensive reactions such as freezing, pupil dilation, increase in respiratory and heart rate in
response to subsequent presentations of the tone in the absence of footshocks (Tovote et al.,
2015). AFC can be learned within less than an hour and the memory can last several weeks

(Phelps and LeDoux, 2005).

New spine formation has been extensively studied in the PFC, auditory cortex and motor
cortex following AFC (Introduction section "1.2.3 In vivo evidence for new spine growth
consequent to plasticity"). While this is clearly a distributed memory stored in several brain
regions, one of the key nodes in this network is the basolateral amygdala (BLA) (Wilensky et
al., 1999; Phelps and LeDoux, 2005; Reijmers et al., 2007; Grewe et al., 2017). Amygdala
lesions prevent long term AFC memories from forming. Lesioning or inhibiting the BLA
following AFC prevents recall (Wilensky et al., 1999; Feinstein et al., 2011). Pairing auditory
thalamus = BLA projection optogenetic stimulations with a footshock leads to robust AFC to
a tone that the mouse has never previously heard. Optically inducing LTD in this projection

led to fear extinction (Nabavi et al., 2014). While new spine formation in the BLA following
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AFC has not yet been confirmed, several studies have shown that synaptic plasticity in the
BLA is essential for long lasting AFC memory storage (Rogan et al., 1997; Schafe and LeDoux,
2000; Nabavi et al., 2014). We therefore chose auditory fear conditioning as our memory
paradigm and decided to target the BLA as our brain region of interest. While several
experiments and controls need to be performed to probe the link between new spines and
AFC long-term memory storage in the BLA, below | highlight four key experiments that need

to be performed:

4.8.1.1 Experiment #1: Does new spine elimination eliminate long-term memory recall?
AAVs containing fos:TetOn3G (or rather a modified fos:d2TetOn3G: see section "4.9.1
Changing the promoter") and TRE3G dependent dTAG-DA would be injected bilaterally in the

AFC Recall Session 1 Recall Session 2
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Figure 4.1: Schematic of Experiment #1

In experiment #1, 9-TB-Dox is administered on the day of AFC in mice injected with AAVs containing
N-SET constructs, so that new spines formed consequent to AFC are enriched in dTAG-DA. 24 hours
after AFC, recall session 1 is performed, followed by dTAG-13 infusion. 24 hours after dTAG-13 infusion,
recall session 2 is performed. If new spines store long-term memories, freezing should be abolished in
recall session 2.

BLA in mice.

Bilateral cannulas would be implanted above the BLA to allow for drug infusion. After allowing
2 weeks for virus expression, 9-TB-Dox or saline (controls) would be intraperitoneally injected.
Mice would then be trained to associate a tone (Conditioned Stimulus or CS) with a footshock
(unconditioned stimulus or US). 24 hours later, we would perform recall session 1 (RS1) to
test whether long-term CS-US association has been formed by measuring freezing in response
to CS presentations. Following RS1, all mice would be briefly anesthetized and dTAG-13
infused directly into the through the infusion cannulas. 24 hours after RS1, we would perform

RS2 to test whether freezing behavior is affected in mice in the experimental cohort. If new
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spines are necessary for long-term AFC memory storage, we would expect that freezing in

experimental cohort mice is abolished or substantially reduced.

4.8.1.2 Experiment #2: Is the observed behavioral effect due to new spine elimination or due to
rapid dTAG-DA depletion or pre-existing spine shrinkage?

If we observe a reduction in freezing to the CS following N-SET application, it could be due to
disruption of memory storage as a result of new spine elimination. However, it could also
result from shrinkage of pre-existing dendritic spines or due to rapid depletion of dTAG-DA
from neurons. In order to distinguish between these possibilities, experiment #2 has been

designed.

AFC Recall Session 1 Recall Session 2 Recall Session 3
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Figure 4.2: Schematic of Experiment #2

In experiment #2, 9-TB-Dox is administered on the day of recall session 1. Fos+ neurons on recall
session 1 would express dTAG-DA. 24 hours later, dTAG-13 would be infused and dTAG-DA depleted.
24 hours later, recall session 3 would be performed. If new spines formed following AFC store long-
term memories, freezing should be unaffected in the third recall session compared to controls.

Neurons which express fos following learning also express it during recall (Reijmers et al.,
2007; Liu et al., 2012; Ryan et al., 2015). Therefore, if we applied N-SET during recall, rather
than during learning, dTAG-DA would be expressed in learning and memory related neurons,
and following dTAG-13 administration, dTAG-DA would be depleted. Since new spine
formation increases following learning, but not following recall, N-SET should not eliminate
new spines. However, pre-existing dendritic spines would shrink by ~14.5%. If behavioral
results in experiment #1 are due to rapid dTAG-DA depletion or mild shrinkage of stable pre-
existing spines rather than new spine elimination, we would expect freezing to be affected in
this experiment also. On the other hand, if behavioral results in experiment #1 are due to new

spine elimination, we would see no effect on freezing behavior in this experiment.
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In experiment #2, we would administer 9-TB-Dox prior to RS1 and test freezing behavior in
mice. 24 hours later following RS2, mice would be briefly anesthetized and dTAG-13 or saline
infused in the BLA. Freezing behavior would be tested again in RS3, 24 hours after dTAG-13
administration. In this experiment, dTAG-DA should increase between RS1 and RS2. It should
be rapidly depleted between RS2 and RS3. Therefore, in RS3, we can assess whether shrinkage
of pre-existing spines or depletion of over-expressed dTAG-DA can destabilize a long-term

memory.

4.8.1.3 Experiment #3: Do new spines specifically store new long-term memories?
If we were to train mice on two memories: one recent and one remote, and we specifically
delete new spines following the recently learned memory, would only the recent memory be

erased, leaving the remote memory intact?

We would first train mice to develop an AFC memory to a tone CS1. ~72 hours later,

administer 9-TB-Dox, test freezing behavior in RS1 and train mice to develop a second AFC
memory to a new tone CS2. 24 hours later, we would administer dTAG-13. One day after

dTAG-13 administration, we would test freezing behavior of mice in response to CS1 and CS2.
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Figure 4.3: Schematic of Experiment #3

Mouse is trained on AFC1 and three days later 9-TB-Dox will be administered. AFC1 recall will be
tested in a recall session. On the same day, the mouse is trained to associate a second tone with a
footshock (AFC2). New spines formed consequent to AFC2, but not AFC1 would be built with dTAG-
DA and would be vulnerable to deletion, following dTAG-DA depletion. If new spines store new long-
term memories, in recall session 3, freezing to AFC2 tone, but not AFC1 tone should be abolished.

If new spines store recent, but not remote long-term memories, freezing to CS2 would be
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abolished, while freezing to CS1 would remain intact. Furthermore, if a remote memory is
recalled and a new memory learnt within a six-hour time window, the same neurons which
store the remote memory are likely to store the new memory (Rashid et al., 2016). Thus,
eliminating new spines from neurons which store a recent and a remote memory can tell us
whether the same neuron stores a recent memory in new spines.

4.8.1.4 Experiment #4: Imaging new spine formation and elimination in vivo

Finally, we would implant a grin lens over the amygdala and perform AFC to observe whether
new spines grow in the BLA, with the use of a two-photon microscope which can be attached

to the grin lens objective. We would then apply N-SET and observe whether newly formed

but not pre-existing spines in vivo in the BLA are eliminated.

4.8.2 Using N-SET to dissect neuronal circuits underlying learning and memory
If N-SET indeed selectively eliminates newly formed dendritic spines in the BLA, and if new
spine elimination disrupts long term memory storage, the next steps would involve using N-

SET in combination with other tools to understand the neuronal circuits underlying AFC.

4.8.2.1 Which BLA neurons undergo plasticity leading to new spine formation?

While fos+ neurons in the BLA are essential for long term AFC memory storage (Gore et al.,
2015; Kim et al., 2016), it is likely that only a subset of fos+ neurons generate new spines and
store long-term memories. Do new spines grow to strengthen specific pathways or do new
spines represent the formation of entirely new pathways is currently unknown. Whether

certain molecular classes of BLA neurons store long-term AFC memories is also not clear.

Two viruses containing N-SET constructs can be packaged into antero- and retrograde viruses
and targeted to BLA neurons receiving projections from specific brain areas or projecting to
specific brain areas or BLA neurons receiving specific projections as well as projecting to
specific brain regions. Similarly, intersectional strategies can be used to limit virus expression
to specific molecular cell types in the BLA (Luo et al.,, 2018). The ultimate aim of these
experiments being the identification of specific BLA neurons which grow new spines following
AFC. These neurons can then be targeted to understand how their connections change and
what physiological and anatomical changes occur in these neurons following learning and
consolidation. Finally, these neurons can be targeted for functional imaging to understand

how learning and consolidation occurs.
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4.8.2.2 Is there a causal relationship between structural and functional changes?

Imaging studies have demonstrated that following AFC, population responses to CS and US
converge such that previously distinct CS and US responses now appear similar. Following
extinction on the other hand, CS, US responses diverge. Furthermore, several neurons change
their tuning by newly becoming responsive to CS or becoming more or less responsive to CS
or US following learning (Grewe et al., 2017). Are new spines responsible for all or some of
these changes? Are these changes responsible for making the mouse respond to the CS similar

to the way it responds to the US; i.e. by freezing?

Functional imaging of BLA neurons before AFC, after AFC and after new spine elimination

could be performed to gain insight into these fundamental questions.

4.8.2.3 Understanding distributed networks involved in memory storage

As described in Introduction section 1.2.3, new spines grow or pre-existing spines are
eliminated following auditory fear conditioning or extinction in a variety of different areas.
And these are just a small selection of cortical areas selected by researchers for imaging
experiments. Following contextual fear conditioning, fos+ cells were found in a wide variety
of cortical and subcortical brain regions, suggestive of a distributed, brain-wide memory
network (Roy et al., 2022). If spine elimination in the BLA leads to deletion of AFC memory,
what happens to this distributed network? The distributed network can be imaged (Macé et
al.,, 2011; Demas et al., 2021) or investigated electrophysiologically (Steinmetz et al., 2021)

following AFC, before or after new spine elimination in the BLA.

A variety of questions in different learning/experience-dependent paradigms could be
investigated by using the N-SET tool as a starting point. Here, using a few examples, | have
highlighted how the N-SET tool in combination with other tools for molecular and cellular
circuit investigation could be used to understand the cellular and circuit basis of memory

storage.

4.8.3 Are changes in innate behaviors following production of hormones or experience
with certain environmental conditions encoded in newly formed dendritic spines?
Behavioral changes or physiological changes occur not only following learning and memory

but also following certain internal (e.g. hormonal changes following parturition leading to pup

care and maternal behaviors) or external stimuli (environmental stimuli triggering
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hibernation) or a combination of the two (eg. song learning in birds) (Wei et al., 2021). | will
highlight a couple of innate yet plastic behaviors or physiological changes during the estrous
cycle in mice, where N-SET could be deployed to understand the role of newly formed
dendritic spines in behavioral plasticity. Since experimental timelines and designs similar to
those described in 4.8.1 can be utilized to elucidate the role of new spines in innate, albeit
plastic behaviors, | will not repeat them here, but focus instead on posing a couple of
fundamental questions to be answered. If new spines play a causal role in the plasticity of
innate behaviors, underlying neural circuits can be dissected using N-SET along with other

tools as described in section 4.8.2.

4.8.3.1 Behavioral plasticity during the estrous cycle

During the estrous cycle in female mice, large cyclical changes in dendritic spine density in the
hippocampus and hypothalamus have been reported (Frankfurt et al., 1990; Gould et al.,
1990; Woolley and McEwen, 1994). Female mice are receptive to male mice during the
estrous, but not pre-estrous phase of the cycle. Bouton density of hypothalamic Pvl neurons
projecting to the AVPV nucleus of the hypothalamus (HypothPVI=AVPV) is three times higher
during the estrous compared to the pre-estrous phase (Inoue et al., 2019). HypothPVI=AVPV
stimulation leads female mice to adopt lordosis posture to be receptive to male mice; but
only during the estrous phase. Stimulation of the same pathway in pre-estrous leads to no
behavioral response (Inoue et al., 2019). Do AVPV neurons grow new dendritic spines during
the estrous phase? Are these newly formed spines lost during pre-estrus? Would accelerated
new spine elimination using N-SET no longer make the female mouse adopt lordosis posture

when presented with a male mouse during the estrous phase of the cycle?

4.8.3.2 Generation of different phases of the estrous cycle

An even more fundamental question is whether phases of the estrous cycle are determined
by changes in connections due to loss or gain on spines in critical circuits? Rising estrogen
levels stimulate Gonadotropin-Releasing Hormone (GnRH) neurons in the posterior pituitary
to release the hormone GnRH, which leads to a surge in Luteinizing Hormone (LH) and Follicle
Stimulating Hormone (FSH) production, which then leads to ovulation (Chan et al., 2011).
Chan et al., 2011 showed that there was a 60% increase in dendritic spine density on GnRH
neurons in the preovulatory period. Does this increase in new spine formation change GnRH

neuron inputs, driving GnRH neurons to release GnRH and thereby induce ovulation? Would
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new spine elimination using N-SET prevent an increase in GnRH and consequently prevent

ovulation?

Changes in spine density or hallmarks of synaptic plasticity have been reported in various
brain regions consequent to starvation (Ameroso et al., 2022), obesity (Bocarsly et al., 2015),
hibernation (Popov et al., 1992), parenting (Kozorovitskiy et al., 2006), stress (Moda-Sava et
al., 2019), aggression (Stagkourakis et al., 2020) and several other innate behaviors (Wei et
al., 2021). N-SET could be used along with other tools to understand the cellular and circuit
basis of these innate or experience dependent behaviors and to understand whether there
are similarities between long-term memory storage and plasticity in innate behaviors or even
plasticity underlying physiological processes.

4.8.4 Is drug seeking behavior encoded in spines that grow anew following consumption
of drugs of abuse?

There is a strong correlation between exposure to drugs of abuse and new spine growth (see
below). Moreover, there is evidence of synaptic plasticity following administration of
addictive drugs (Kauer and Malenka, 2007). Is drug seeking behavior encoded in newly formed
dendritic spines? Again, causal evidence is lacking. N-SET provides an opportunity to answer
this fundamental question. Below, | describe some of the evidence linking exposure to
addictive drugs and new spine growth and then pose a few important questions which could

be answered with N-SET.

Cocaine place preference correlates with the rapid growth of new dendritic spines in the
frontal cortex (Mufoz-Cuevas et al., 2013). Cocaine administration is also associated with
growth of new spines in the nucleus accumbens (NAc) (Lee et al., 2006) psilocybin (Shao et
al., 2021) or ketamine (Moda-Sava et al., 2019) administration increases new spine formation
in the frontal cortex. Is longing or craving for these drugs stored in new spines formed
following administration of these drugs. Would elimination of newly formed dendritic spines

in the frontal cortex or NAc reverse cocaine seeking behavior?

Finally, stress or depression is associated with spine loss (Popoli et al., 2011). Ketamine,
psilocybin or anti-depressants are correlated with new spine growth, typically in the frontal
cortex (Hajszan et al., 2005; Moda-Sava et al., 2019; Shao et al., 2021). Would elimination of

newly formed dendritic spines reverse antidepressant actions of these drugs? N-SET can help
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answer these questions and to understand the cellular and circuit basis of drug seeking

behavior, stress and depression.

4.9 MODIFICATIONS TO THE N-SET

While N-SET is an efficacious tool to eliminate newly formed dendritic spines in OHSCs, a few

modifications to the tool can be envisioned to make it a powerful tool for in vivo application.

4.9.1 Changing the promoter

Expression of dTAG-DA in our N-SET is dependent on the immediate early gene fos. Unlike in
organotypic hippocampal cultures, fos:TetOn3G expression in vivo can be less easily
controlled. 9-TB-Dox has to be injected i.p a few hours before learning to achieve sufficiently
high 9-TB-Dox levels in the brain. 9-TB-Dox binds to proteins in the serum and is slowly
metabolized and excreted (Zhu et al., 2007). This could cause high background fos:TetOn3G
expression, leading to dTAG-DA accumulation outside the plasticity window. Furthermore, fos
expression can be variable in different brain regions and in different learning and memory
paradigms (Sheng and Greenberg, 1990; Luckman et al., 1994; Kovacs, 2008). Too low fos
expression would lead to low dTAG-DA availability in the neuron. This could lead to new
spines being stabilized by endogenous Drebrin A and therefore less vulnerable to elimination
following dTAG-13 administration. However, too high fos and thereby dTAG-DA levels could

lead to over-expression artifacts or poor depletion following dTAG-13 administration.

To prevent low dTAG-DA levels, we are modifying the robust activity marking system (pRAM),
which consists of an artificial immediate early gene promoter driving a destabilized tTA
(Sgrensen et al., 2016). We take this artificial immediate early gene promoter and use it to
drive a destabilized TetOn3G. We label this construct RAM:d2TetOn3G. pRAM has been
reported to induce reporter gene expression several fold higher than fos, therefore this
system might prove useful to drive dTAG-DA expression in brain areas where fos expression

tends to be low.

A major concern in vivo is however the opposite i.e too high fos levels leading to very high
dTAG-DA levels. Induction with fos and amplification with the Tet system can lead to very high
expression lasting several weeks (Liu et al., 2012; Kitamura et al., 2017). Furthermore, even
though learning may only occur for one or two hours, fos expressed during this time can

accumulate and drive TetOn3G, which can lead to TRE3G dependent dTAG-DA expression for
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several hours or days following plasticity (Kitamura et al., 2017). In order to circumvent this
issue, we are testing a construct in which fos drives a destabilized TetOn3G. The
destabilization domain was obtained from the original pRAM construct (Sgrensen et al.,
2016). We label this system as fos:d2TetOn3G. This system can be used in brain areas or

learning and memory paradigms where fos induction or background levels tend to be high.

4.9.2 Restricting fos expression to subsets of neurons

In future, we might need to restrict expression of dTAG-DA to a subset of neurons. We are
therefore testing constructs in which TetOn3G is floxed and can only express in presence of

the site specific recombinase Cre (Tsien et al., 1996).

In the future, more modifications can be made to N-SET constructs to allow for selective
expression in specific cell types (Fenno et al., 2014). Furthermore, N-SET constructs can be
packaged into antero- and retrograde AAVs to allow for expression in neurons projecting to

or receiving projections from certain brain regions (Luo et al., 2018).

4.9.3 mAID2 system to deplete mAID2-Drebrin

Two options of depleting exogenous tagged DA could be very useful since depletion kinetics
and dynamics in vivo could be very different from those in vitro. Recent modifications to the
Auxin Inducible Degron (AID) system have made it an attractive protein degradation system

for use in vivo in mice (Yesbolatova et al., 2020).

The plant growth hormone Auxin (indole-3-acetic acid or IAA is the main Auxin in many plant
species) is released in response to sunlight and other stimuli. IAA binds to a specific Auxin
inducible degron sequence on several transcription repressors which inhibit plant growth and
stabilizes their association with TIR1, an F-box E3 ligase protein. TIR1 E3 ligase in association
with SCF complex proteins ubiquitinates and depletes transcription repressor proteins,
releasing plants from growth inhibition and leading to plant growth. (Natsume and Kanemaki,

2017)

Kohei Nishimura and colleagues from the Kanemaki laboratory developed the Auxin inducible
degron system for use in animal cells. In this system, they fused the Auxin inducible degron
(AID) to a POl and also provided TIR E3 ligase in trans since TIR protein is only present in plant

species. Animal cells contain the SCF complex and an exogenously supplied TIR protein can
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associate with endogenous SCF to ubiquitinate and rapidly deplete AID-POI (Nishimura et al.,
2009). While multiple improvements were made to this system since its first description, it’s
in vivo use so far was hampered by the requirement of very high IAA doses for efficacious AID-
POI depletion (Natsume and Kanemaki, 2017). However, recent development of the AID2
system: consisting of a mutant TIR1 and an IAA analogue, has made the application of this
remarkably fast and effective molecular glue in vivo in the mouse a distinct possibility
(Yesbolatova et al., 2020). A study also reported that tagging 3x AlIDs to a POI can significantly
increase depletion following IAA administration (Kubota et al., 2013). We are in the process

of testing mAID or 3x-mAID-DA fusions for depletion with the mAID2 system.

4.9.4 Making N-SET available in other vertebrates

Currently, we use rat Drebrin A in N-SET. While we have shown that we can eliminate newly
formed dendritic spines in rat as well as mouse OHSCs, whether this system will work in other
vertebrates is unknown. While we are currently not designing constructs containing Drebrin
A from other species, this could potentially be done to make the system available for use in

other vertebrates.

4.10 LiMmITATIONS OF N-SET

Limited to new spine elimination in learning and memory paradigms lasting less than one day

New spine selectivity with N-SET hinges on expression of dTAG-DA for a short plasticity
window lasting a few hours. Allowing dTAG-DA expression for long periods would likely lead
to pre-existing spine elimination. It could also lead to overexpression artifacts. Due to these
reasons, N-SET is limited to learning/memory or other paradigms which last less than one day.
Many rodent learning paradigms last several days or even weeks (Hofer et al., 2006; Peters et
al., 2014; Reinert et al., 2021). How new spines contribute to long-term memory storage in
these tasks cannot be easily answered using N-SET. No modifications can currently be
imagined which would allow the current version of N-SET to be used in paradigms lasting

longer than a day.

Dependent on immediate activity gene expression

dTAG-DA expression in N-SET is dependent on the immediate early gene fos. While cells

expressing fos are necessary and sufficient for learning and long-term memory storage (Liu et
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al., 2012; Gore et al., 2015; Kitamura et al., 2017; Roy et al., 2022), it is possible that cells not

expressing fos at high levels also play a role in long term memory storage.

It has been shown that cells expressing fos at high levels following learning undergo synaptic
plasticity and these cells tend to show higher new spine formation following long-term
memory formation compared to fos- cells. (Ryan et al., 2015; Kitamura et al., 2017; Hwang et

al., 2022). However, this might differ in different brain regions and for different paradigms.

Furthermore, sufficient dTAG-DA expression levels would be required for new spines
elimination, pilot experiments would be needed to determine whether fos:TetOn3G induces

adequate dTAG-DA expression in a particular brain region.

Shrinkage of pre-existing dendritic spines

In addition to new spine elimination, we observe that pre-existing spines shrink by 14.5%
compared to controls. This is driven by the shrinkage of stable pre-existing spines, as
potentiated pre-existing spines do not reduce in size compared to controls. This is an
unintended consequence of N-SET use. This would need to be controlled for. One way of
controlling for this is to use N-SET during recall as explained in a previous section ("4.8.1.2
Experiment #2: Is the observed behavioral effect due to new spine elimination or due to rapid
dTAG-DA depletion or pre-existing spine shrinkage?"). Nonetheless, shrinkage of stable pre-

existing spines remains a side effect of N-SET.

Eliminated new spines may not be learning related

With N-SET, we eliminate a large fraction of new spines formed in the previous 24 hours.
While we expect most of these new spines to be learning or experience-dependent, N-SET
cannot distinguish between learning related spines versus spines generated as a consequence

of homeostatic plasticity or daily turnover.

Pathway specific spine elimination is not possible

We can restrict expression of N-SET constructs to neurons projecting to specific brain areas
or to neurons receiving certain projections. However, a large fraction of new spines formed
by those neurons consequent to learning will be eliminated. Using N-SET, we cannot

specifically eliminate new spines which connect to specific presynaptic partners.
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Functional consequences are unknown

While we aim to study the functional consequences of new spine elimination from neurons,
we have not yet tested them. We therefore do not know the functional consequences of new

spine elimination as well as shrinkage of stable pre-existing dendritic spines.

Pilot experiments need to be performed for optimization

Finally, since pilot experiments need to be performed to verify dTAG-DA expression levels, a
cannula needs to inserted to infuse dTAG-13 and since depletion of dTAG-DA with dTAG-13
as well as new spine elimination in different brain regions needs to verified, this makes N-SET

a bit cumbersome rather than plug and play.

While it is important to keep these limitations in mind, we believe that N-SET can be used to

answer some of the questions outlined in section 4.8.

4.11 DEVELOPMENT OF NEW TOOLS IN THE FUTURE

Finally, one advantage of developing N-SET is to kickstart the use of PROTACs and acute
protein degradation in neuroscience research. In addition, hopefully similar tools to answer
fundamental questions in neuroscience can be designed. While several tools can be imagined,

| highlight only a couple of examples below:

Elimination of newly formed inhibitory synapses

Like excitatory synapses, inhibitory synapses are also plastic (Hennequin et al., 2017). For
example, motor learning leads to an increase in perisomatic inhibitory synapse formation and
increased loss of inhibitory synapses from distal dendrites (Chen et al., 2015). Another study
showed that fear extinction correlates with the gain of new inhibitory synapses (Trouche et
al., 2013; Mendez et al., 2018). What is the role of new inhibitory synapses in plastic behaviors

and what are the functional consequences of acute new inhibitory synapse elimination?

To answer these questions, a tool to selectively eliminate newly formed inhibitory synapses
could be developed by overexpressing exogenous inhibitory synapse stabilizing proteins and
then acutely depleting them using dTAG-13. Whether new synapses would selectively be
eliminated cannot be predicted, but nonetheless, such a tool would be valuable to understand

the functional consequences of elimination of a subset of inhibitory synapses.

120



Elimination of newly formed axonal boutons

Similar strategies could be used to attempt to develop tools to selectively eliminate newly
formed axonal boutons. The advantage of such a tool would be that we could investigate the

role of synaptic plasticity in specific projections.

4.12 SUMMARY

Long-term memory formation or experience dependent plasticity correlates with the growth
of new dendritic spines in relevant brain areas. Are these newly formed dendritic spines the
storage sites of long-term memories? One way to answer this question is to build a tool to

selectively eliminate all or a large fraction of newly formed dendritic spines.

Using a combination of time-restricted over-expression of a tagged actin stabilizing protein,
dTAG-Drebrin A during and a few hours after plasticity followed by its rapid depletion using a
PROTAC-dTAG-13, we can achieve up to 75.52% + 14.69% new spine elimination, without
affecting the survival of pre-existing dendritic spines. This tool called N-SET (new spine
elimination tool) can be applied to a variety of learning or experience dependent paradigms
to understand whether newly formed dendritic spines are the storage sites of long-term
memories. In other words, to find out whether spines (or excitatory synapses) are the smallest

unit of information storage in the brain.
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SUPPLEMENTARY FIGURES

t0 t24 t48

DMSO

dTAG-v1; 500nM

dTAG-13; 500nM

HaloPROTAC3; 500nM

Figure S5.1: sDA PROTAC Screen: example cells

Example cells expressing constructs shown in Figure 1a, treated with DMSO (top row), dTAG-v1
500nM (second row), dTAG-13 500nM (third row) or HaloPROTAC3 (fourth row) and imaged at t0,
124 and t48. Calibration bar shows relative fluorescence levels. Experimental timeline is shown in
Figure 1b.
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Figure S5.2: Different dTAG-13 doses can effectively deplete controlled levels of dTAG-Drebrin
from OHSCs.

a. Experimental timeline. Microscope icons indicate imaging timepoints. b. AAVs injected in the CA1
region of OHSCs in the experiment. c. Change in bulk dTAG-DA-mRuby2 fluorescence at 24 and
48 hours compared to baseline in OHSCs treated with different dTAG-13 doses.

Each dot is one OHSC. Summary data shown as mean = sd.

Summary statistics (number of OHSCs, mean + sd at 24h and 48h) are as follows:

1nM: 3 OHSCs, 34.14C £ 17.28% and -12.19% + 12.98%

10nM: 4 OHSCs, -51.71% + 6.36% and -64.96% + 4.03%

100nM: 4 OHSCs, -69.41% + 4.79% and -73.33% + 5.30%

1000nM: 3 OHSCs, -69.28% + 4.19% and -75.01% + 5.06%

10000nM: 3 OHSCs, -65.82% * 2.13% and -69.55% * 2.67%
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Cereblon Drebrin

Overlay

Figure S5.3: Endogenous Drebrin is expressed in soma and dendritic branches but not axons.

YFP transfected (first column) primary neuronal cultures stained with anti-CRBN (second column),
anti-Drebrin (third column). Overlay is shown in the fourth column. Arrows point to a dendritic
branch. Open arrowheads point to a traversing axon.
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GFP dTAG-Drebrin-mRuby2 Overlay

Figure S5.4: Over-expressed dTAG-DA is expressed in the soma and dendritic branches but not in
axons

CA1 region of GFP-M OHSCs injected with AAVs described in Fig S2a. After waiting 12-14 days for
virus expression, OHSCs were treated with 9-TB-Dox and Bicuculline. 24 hours after treatment,
OHSCs were fixed and imaged.

Top panel consists of a low magnification overview showing sparse GFP-M expression and less sparse
dTAG-DA expression. We selected a neuron with overlapping GFP and high dTAG-DA expression
(lower panel). Arrows point to dendritic branches where both GFP and dTAG-DA expression can be
seen. Open arrowheads point to an axon from the same neuron: GFP expression is clearly seen, but
not dTAG-DA expression.
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Figure S5.5: Non-selective elimination of a fraction of dendritic spines in OHySCs

a. Experimental timeline. b. Normalized percent spine loss of pre-existing (t0) spines at t24 and t48.
We only calculated baseline spine loss in OHySCs because of high spine turnover and possible rebound
new spine formation at t24 (see e). At t24, 31.40% + 18.44% spines were eliminated from four GFP
branches, compared to 47.41% + 9.17% spine elimination from dTAG-DA branches. One sided t test
p-value = 0.033. Whereas, at t48, 23.30% + 20.11% spines from GFP branches were eliminated,
compared to 29.59% + 11.31% from dTAG-DA branches. One sided t test p-value = 0.247. c.
Normalized (to t0) percent spine gain at 24 and 48 hours. At t24, 26.96% + 19.53% spine gain was
observed in GFP branches, compared to 43.03% + 47.67% in dTAG-DA branches. One sided t test p-
value = 0.269. At t48 on the other hand, 12.07% + 10.71% spines were gained in GFP branches,
compared to 17.11% + 9.68% in dTAG-DA branches. One sided t test p-value = 0.215. d. Normalized
percent total spine loss (% total t0 spines lost on either t24 or t48) for individual dendritic branches.
[ mean + sd: GFP = 46.99% + 19.25%; dTAG-DA = 62.62% + 10.03%)], (one sided t test statistic = -
1.89266, p-value = 0.044) e. Correlation between spine loss at t24 and spine gain at t24 (spearman r?
= 0.40, one sided p-value = 0.15). Line is a linear regression fit. Slope = 3.22, intercept = -109.91.
Shaded area is 95% Confidence interval of linear regression. On the other hand, correlation between
spine loss at t24 and spine gain at t48 was spearman r2 =-0.24 and one-sided p-value = 0.71 (plot not
shown).

ns: not significant, * = p < 0.05, ** =p <0.01, *** =p < 0.001

Each dot is one branch. Summary data shown as mean = sd.
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a. t0 dTAG-13 t24 48

GFP

b.

dTAG-DA-GFP
tRFP

Persistent spine

u Spine which will go on to be eliminated

u Eliminated spine

Figure S5.6: Non-selective elimination of a fraction of dendritic spines in OHySCs: Example branches
a. Control branch expressing GFP at t0, t24 and t48. b. Branch expressing dTAG-DA-GFP (top row) and
TurboRFP (bottom row). c. Calibration bar in the dTAG-DA-GFP branch shows relative GFP levels.

In images with the structural marker (GFP in controls, tRFP in dTAG-DA-GFP branches), solid white
arrows indicate persistent spines, filled arrow-heads mark spines which will be eliminated at a future
time point and empty arrow-heads points to the location of an eliminated dendritic spine. Only a
subset of spines are marked for ease of visualization.
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Figure S5.7: Selective new spine elimination in all branches

a. Simplified experimental timeline. b. Percent new spines formed on d-plasticity. c. Percent new
spines (left) and percent pre-existing spines eliminated on d-post. Following a significant (p = 0.0022)
Kruskal-Wallis test, Dunn posthoc test with Bonferroni correction was performed, which showed
significant differences between control and dTAG-DA branches p = 0.0018, but not between control
and dTAG-sDA (p = 0.775) or dTAG-DA and dTAG-sDA branches (p = 0.314). d. Relative fluorescence
levels in dTAG-DA branches at baseline, d-plasticity and d-post. Summary data shown as box plots.
Individual lines show fluorescence changes in individual branches.

ns: not significant, * = p < 0.05, ** = p <0.01, *** = p < 0.001

Each dot is one branch. Summary data shown as mean + sd (except for S7, d)
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a. dTAG-DA example branch 2

Pre-existing persistent spine
Pre-existing transient spine
n New persistent spine

n New transient spine

Figure S5.8: Selective new spine elimination: more examples

dTAG-DA example branches in a. and b. Control branch in c.

A subset of spines are marked with arrows or arrowheads. White solid arrows show persistent pre-
existing spines while white empty arrows show transient pre-existing spines. White solid arrowheads
show new persistent spines while white empty arrowheads show transient new spines. Scale
bar=2 um.
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Figure S5.9: Selective new spine elimination in cells rather than branches

a. Cellwise percent new (left) and pre-existing (right) spine elimination. 33.38% + 26.72% (39 out of
146) new spine elimination from 13 control cells was observed, compared to 62.51% + 20.88%
(87/137) from 11 dTAG-DA cells and 42.45% * 8.16% (27/63) from 5 dTAG-sDA cells. Pre-existing
spine elimination on the other hand was 16.93% + 16.78% (123/797), 14.52% * 10.54% (83/620)
and 8.14% + 3.75% (33/417) from control, dTAG-DA and dTAG-sDA cells respectively. b. Percent
new (left) and pre-existing (right) spine elimination in cells with > 10% new spine formation. New
spine elimination from 8 control, 8 dTAG-DA and 4 dTAG-sDA cells was 29.01% + 19.99% (32/123),
66.16% + 20.04% (82/127) and 41.96% * 9.33% (23/54) respectively. Pre-existing spine elimination
from 8 control, 8 dTAG-DA and 4 dTAG-sDA cells was 16.30% + 20.66% (69/472), 12.81% + 8.04%
(59/473) and 9.15% + 3.47% (29/320) respectively. c. Correlation between relative dTAG-DA levels
on d-plasticity and % new (left) or pre-existing (right) spine elimination on d-post in cells with > 10%
new spine formation.Each dot is one branch. Line is a linear regression fit. Shaded area represents
confidence intervals. Spearmanr? and one-sided p-value for new spine elimination are 0.78 and
0.018, whereas for pre-existing spine elimination are 0.14 and 0.37 respectively. Slope and intercept
of linear regression for new spine elimination are 0.13 and 43.36, and for pre-existing spine
elimination are 0.017 and 11.09 respectively.

For a. and b., Each dot is one cell. Summary data shown as mean = sd.
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Figure S5.10: Selective elimination of targeted new spines in fos+ branches in the Estradiol
experiment

a. Percent new (left) and pre-existing (right) spine elimination in fos+ dTAG-(s)DA branches and all
controls. New spine elimination on d3 from 13 control branches was 27.26% + 17.78%, compared
t029.32% + 18.54% from 9 dTAG-DA branches and 27.33% + 24.28% from 5 dTAG-sDA branches.
New spine elimination on d4 was 29.01% + 25.94% from 13 control branches, 67.13% + 27.39%
from 9 dTAG-DA and 31.88% * 20.09% from 5 dTAG-sDA branches. New spine elimination on d5
from 8 control branches was 33.33% + 22.46%, from 9 dTAG-DA branches was 35.80% * 30.18%
and from 5 dTAG-sDA branches was 21.66% * 21.73%. Pre-existing spine elimination on d3:
controls: 10.31% + 8.27%, dTAG-DA: 17.22% + 10.79%, dTAG-sDA: 4.47% *+ 2.91%. On d4: controls:
7.39% + 6.41%, dTAG-DA: 7.60% + 7.13%, dTAG-sDA: 4.86% % 2.87%. On d5: controls: 6.81%
2.82%, dTAG-DA: 3.90% * 3.91% and dTAG-sDA: 3.83% + 2.54%.

Each dot is one branch. Summary data shown as mean * sd.
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Figure S5.11: Targeted new spines are not dissimilar from non-targeted new spines

a. Spine sizes of spines classified according to their fate 24 hours later and according to whether
they were targeted or not. b. New spine size distributions of targeted (d4 new in dTAG-DA
branches) and non-targeted new spines (all other new spines). Cumulative distribution on the left
and summary data on the right. 48 non-targeted spines showed relative spine sizes of 0.40 £ 0.25
compared to 27 targeted spines with relative spine sizes of 0.31 + 0.17. Mann-Whitney U test, p-
value = 0.146

ns: not significant, * = p < 0.05, ** = p < 0.01, *** =p < 0.001

Each dot is one spine. Summary data shown as mean  sd.
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Figure S5.12: Pre-existing spine sizes in the estradiol experiment normalized to their dO value

a. Experimental timeline of the estradiol experiment. Grey rectangle shows the days of the
experiment from which pre-existing spine size data was analyzed. d0 is highlighted in a blue square
because pre-existing spines were normalized to their dO baseline. b. Normalized pre-existing spine
sizes followed on d0/3/4/5. 52 control and 46 dTAG-DA pre-existing spine sizes were followed from
d0 - d5. Controls d3: 109.72% + 47.88%, dTAG-DA d3: 117.00% * 64.07%. Mann-Whitney U test,
d3 p-value =0.92. Controls d4:112.91% + 51.15%, dTAG-DA d4: 124.81% + 65.74%. Mann-Whitney
U test, d4 p-value = 0.514. Controls d5: 126.65% + 58.01%, dTAG-DA d5: 116.32% + 76.23%. Mann-
Whitney U test, d5 p-value = 0.075.

Each dot is one spine. Summary data shown as mean  sd.
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