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Zusammenfassung

Diese Arbeit beschreibt den ersten Forschungsabschnitt der laserbasierten Beschleu-
nigung von Ionenstrahlen in Plasmen am Centre for Advanced Laser Applications
in Garching bei München. Das laserbasierte Ionenbeschleunigungssystem basiert auf
dem gechirpten Pulsverstärkersystem ’Advanced-Titanium:Saphire-Laser’ (ATLAS),
das in naher Zukunft in der Lage sein wird, Femtosekundenpulse mit mehr als 1
Petawatt Spitzenleistung zu liefern. Die hier vorgestellten Ergebnisse basieren auf Be-
strahlungsstudien von nanometerdünnen Filmen mit reduzierter Spitzenleistung von
bis zu 300 TW. Auf dieser Grundlage wurde die Laser-Ionen-Beschleunigungsbeamline
(LION) entwickelt und in Betrieb genommen, die nun eine reproduzierbare Proto-
nenbeschleunigung auf kinetische Energien von bis zu 23 MeV ermöglicht.

Eine neuartige Technik der quantitativen Ionenspektrometrie (QIS) wurde entwi-
ckelt, um absolute differentielle Energiespektralinformationen der beschleunigten Io-
nen zu erhalten. Es wird gezeigt, wie ein pixelierter Siliziumdetektor nur unter der
Berücksichtigung der statistischen Natur des Energieverlustes von Teilchen in der dün-
nen Dektorschicht für Protonen und Kohlenstoffionen kalibriert werden kann. Dieser
Ansatz wird um die Verteilung der Teilchen auf einzelne Pixel erweitert, was die Be-
stimmung der absoluten Teilchenzahl ohne vorherige detaillierte Kenntnis des Sensors
ermöglicht. Simulationen zeigen, dass diese Methode in einem Bereich zwischen sehr
niedrigem Teilchenfluss (Einzelteilchen) und sehr hohem Teilchenfluss (nahe Sättigung)
am besten funktioniert. Daher kann QIS das eminente Problem der quantitativen De-
tektorkalibrierung lösen, sogar nach einer Experimentkampagne.

Die QIS-Methode wurde zur quantitativen Auswertung der Protonen- und Kohlen-
stoffionendaten von 42 ausgewählten Laserschüssen auf 400 nm-Targets verwendet.
Das Hauptaugenmerk lag auf der Stabilität der Protonenteilchenzahl bei Energien
von 12, 15 und 18 MeV. Es wurden zwei Arten von Variationen identifiziert. Wir
beobachten einenWinkelbereich von 2◦ innerhalb des emittierten Strahls und beobachten
Teilchenzahlschwankungen um bis zu einem Faktor zwei innerhalb einzelner Schüsse.
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Über mehrere Schüsse hinweg divergiert die winkelgemittelte Teilchenzahl um bis zu
drei Größenordnungen, was einem An-Aus-Verhalten ähnelt, das vor allem in der Nähe
der maximalen Protonenenergie zu beobachten ist. Die Schuss-zu-Schuss-Fluktuationen
der Protonenausbeute gingen bei 7 MeV auf eine Größenordnung zurück. Gelegentlich
wurde beobachtet, dass Kohlenstoffionen effizient mit Protonen mitbeschleunigt wur-
den und kinetische Energien von 23 MeV/u erreichten.

Diese Arbeit lieferte die Grundlage für Anwendungsexperimente bei moderater
Teilchenenergie, insbesondere durch die Einrichtung einer Strahlführung für den Trans-
port von laserbeschleunigten Protonen zu einer Plattform an Luft. Erste Demonstra-
tionsexperimente umfassen Fokussierung von Protonen, Detektortests und eine Proto-
nenradiographie.



Abstract

This work describes the first research period of laser-based acceleration of ion beams in
plasmas at the Centre for Advanced Laser Applications in Garching near Munich. The
laser-driven ion acceleration system relies on the chirped pulse amplification Advanced-
Titanium:Saphire-Laser (ATLAS) system, which will be able to deliver femtosecond
pulses with more than 1 Petawatt peak power in the near future. Findings presented
here rely on irradiation studies of nanometer-thin films with reduced peak power of up
to 300 TW. On this basis, the laser-ion (LION) acceleration experimental beamline was
developed and put into operation and now enables reproducible proton acceleration to
kinetic energies of up to 23 MeV.

A novel Quantitative Ion Spectrometry (QIS) technique was developed to obtain
absolute differential energy spectral information of the accelerated ions. It is shown
how a pixelated silicon detector can be calibrated for protons and carbon ions only
by considering the statistical nature of the energy loss of particles in the thin detector
layer. This approach is extended to include the distribution of particles over individual
pixels, which allows the absolute number of detected particles to be determined without
prior detailed knowledge of the sensor. Simulations show that this method works best
in a range between very low particle flux (single particles) and very high particle
flux (near saturation). Therefore, QIS can solve the eminent problem of quantitative
detector calibration, even posterior of experimental campaigns.

The QIS method was used to evaluate quantitatively the proton and carbon ion
data of 42 selected laser shots on 400 nm targets. Main focus was on the stability of
the proton particle number at energies of 12, 15, and 18 MeV. Two kinds of variations
were identified. We access an angular range of 2◦ within the emitted beam and ob-
serve particle number fluctuations by up to a factor of two within individual shots.
Over multiple shots, angle-averaged particle numbers diverge by up to three orders of
magnitude, resembling an on-off behavior that is mostly observed near the maximum
proton energy. The shot-to-shot fluctuations of the proton yield reduced to one order
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of magnitude at 7 MeV. It was occasionally observed that carbon ions were efficiently
co-accelerated with protons and reached kinetic energies of 23 MeV/u.

The work provided the basis for application experiments at moderate particle en-
ergy, in particular by establishing a beamline for transporting laser-accelerated protons
to a platform in air. First demonstration experiments include proton focusing, detector
tests and a proton radiography.



Chapter 1

Introduction

The groundbreaking work in nuclear physics at the beginning of the 20th century
was fueled by experiments with moving particles. The understanding of a nucleus as
concentrated charge in the center of the atom was derived from scattering experiments
of Rutherford, Geiger and Marsden [1]. These experiments used the natural α-decay
of radioactive Radium as their particle source which limited their kinetic energy and
particle flux. It took Rutherford two days of irradiating a glass tube with α-particles
to demonstrate that these are in fact charged Helium nuclei [2]. However, such results
sparked interest in increasing the kinetic energy and flux of the irradiation particles,
and the idea of an artificial source, a particle accelerator, developed.

A charged particle is attracted by its opposite charge. If placed inside a charged
capacitor with an applied voltage potential, it will drift along the electric field towards
the plate with opposite charge whilst gaining kinetic energy. Decreasing the width of
the capacitor gap, as well as increasing the charge on its plates will increase the electric
field strength. The limitation of such constant field accelerators soon became apparent,
but the main concept remains also for alternating fields. The linear accelerator is based
on the same principle and its first demonstration was done by Wideröe [3]. It consisted
of a tube shaped vacuum vessel, which had a thermal emission tube on one end, and
two adjacent metal tubes, separated by a narrow gap. Opposite charges where applied
to these tubes by an alternating voltage source. Slowly moving particles from thermal
emission were attracted towards the entrance of the first tube, and entered it. Inside the
tube the potential was shielded, and the particle continued ballistically with constant
speed. The alternating voltage source was adjusted such that it could finish a complete
charge reversal while the particle was still inside the tube. As it arrived at the gap
between the tubes, it was accelerated again by the potential in the gap between the



2 1. Introduction

first and second tube [3].

Additional tubes will accelerate the particle further to higher speeds, but also
enlarge the device. This can be countered by reducing the drift tube length. Increased
particle speed and shorter tubes result in less time to switch the voltage, thus demand
higher frequencies for the voltage source. Current radio-frequency cavity structures
operate at MHz to GHz and generate fields on the order of megavolts per meter.

Particles with MeV kinetic energies are of great interest for research and industry.
These would ideally be accelerated by small, maybe even mobile, machines on the
laboratory table. Recently, a radio-frequency structure operating at 750 MHz has
demonstrated the acceleration from incident keV protons to 5 MeV, bunching to 250 µs

duration and focusing to a 1 mm diameter spot. It has been optimized to be used
for non-destructive in-situ analysis of cultural heritage using Proton Induced X-ray
Emission (PIXE). This accelerator has been designed to be movable and compact,
with a length of 2 m [4].

Reducing the accelerator size further by increasing field strength is limited by
discharges at high voltages, increasing the driver frequency above tens of GHz is com-
plicated by the current lack of efficient and powerful sources of electromagnetic fields.
Lasers, however, operate at tens of THz frequency. They can achieve high peak power
using the concept of Chirped-Pulse Amplification (CPA) [5], for which Strickland and
Mourou received the Nobel Prize in 2018. Continuous development of CPA lasers en-
abled petawatt laser pulse peak power. In a laser focus, the coherent nature of laser
light results in strong peak fields, and thus high acceleration potential, allowing field
gradients to the order of teravolt per meter.

Employing these high fields for acceleration requires to rethink the accelerator
design. The related light intensities above 1018 W cm−2 in the laser focal spot are well
above ionization thresholds for all matter. Thus, the matter in the volume in which the
acceleration field is present is almost instantly converted into a plasma state and the
target material has to be replaced for the next ’laser shot’. Particle motion inside this
plasma primarily is governed by the electromagnetic field of the laser pulse and can lead
to plasma fields due to collective motion. Based on the idea of coherent acceleration
by Veksler [6], Tajima theoretically examined laser-driven particle acceleration in a
plasma. In his theoretical work, a laser pulse with an intensity of 1018 W cm−2 traversed
the plasma and accelerated electrons in its wake [7]. This process is now referred to as
’laser wakefield acceleration’ and has made tremendous progress in developing towards
a laser-plasma accelerator [8].
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The laser-plasma source can also accelerate heavier charged particles, such as ions.
The irradiation of a 100 µm thick foil with the first available petawatt pulse resulted in
protons with kinetic energies up to 58 MeV in 2000 [9]. This sparked interest into laser-
driven acceleration of ions and started many investigations into their improvements.
Yet, in contrast to electrons, even nowadays available laser intensities are insufficient to
accelerate ions to relativistic speed in a well structured acceleration potential. Instead,
the laser-driven source is a microscopic high-energy-density plasma much like a (very
hot) emission anode, but with a variety of unique features: Ions, electrons and photons
are co-emitted simultaneously from the same spot, which can be controlled to some
extent by target composition and treatment. Ions originate from a micrometer small
volume with a divergence half angle between a few to a few tens of degrees. The emitted
ions obey a broad exponentially decaying spectrum which can be characterized by a
maximum energy Emax. The initial ion-bunch duration is on the order of the laser
pulse duration, but increases during propagation due to dispersion. Laser-accelerated
solid-state density ion bunches are a key element to the fission-fusion reaction process
which can improve the insight on nuclear astrophysical processes [10]. The laser-driven
source also offers the unique availability of synchronized laser pulses that can be used
as probes [11].

In particular this availability of synchronized particle bunches and photon pulses
offers many possibilities. For example, plasmas can be probed by accelerated protons
[11]. The laser can drive strong currents to induce magnetic fields, which can be
measured by protons [12]. Laser-driven plasmas can serve as Gabor lenses for electrons
[13] and protons [14]. The multi-modal simultaneous emission of protons and x-rays
has also been used for combined imaging [15]. The large angular emission allows for
analyzing larger surface areas in material analysis, such as PIXE [16]. Converting the
short ion bunch into a short neutron bunch allows for good time resolution in time-of-
flight-based material analysis [17]. The laser-driven source enables energy deposition
of fast protons in water on a pico-second scale and, combined with a synchronized laser
probe pulse, allows to investigate the ultrafast mechanisms in proton water radiolysis
[18] [19].

However, establishing the basis for exploring new application possibilities or consid-
ering the plasma as a source for further acceleration (a photo anode) requires quanti-
tative knowledge of the parameters of the emitted bunch. While the maximum energy
Emax is a useful performance parameter, applications require information of particle
numbers within a certain energy interval. Extracting this data from a very large va-
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riety of experimental campaigns is not yet standardized and requires partly laborious
calibration effort. Typically cross-calibration employs single-use CR-39 detectors [20].
CR-39 is a transparent plastic in which single-ion impacts become visible under a mi-
croscope after a laborious etching process, which of course has to be repeated for every
exposed CR-39 plate.

Once the source is quantified, tailored beamlines are required to relay and prepare
the ion bunch for applications. Magnetic dipole fields introduce angular dispersion
based on the incident particle charge to mass ratio and speed. This can be used
for particle detection [21] [22] or for narrowing the energy spread [23] [24]. Magnetic
quadrupole fields allow to focus or de-focus an ion-bunch spatially and pulsed solenoids
[25] as well as permanent magnets [26] [27] have been demonstrated. Such ion-beam
transport devices are essential for applications, such as the proton beam based tumor
treatment [28]. A phase space rotator can recover the initial short bunch duration
for an energy range at the application, and has been successfully demonstrated for
9.55 MeV and 500 ps duration proton bunches focused to a focal spot size of 1.1 x 1.2
mm [29]. Important steps have been made towards biological and medical application,
in particular the recent demonstration of a suitable stable setup for small animal
irradiation with ≈ 20 MeV protons [30] and consequently the first mouse irradiation
study has been performed [28]. Demonstrated maximum kinetic proton energies do not
increase significantly, although ≈ 90 MeV have meanwhile been demonstrated [31] [32]
with laser systems smaller than the first petawatt machine. It is still debated whether
human proton therapy treatment, which requires around 200 MeV proton energy [33],
can be performed on the basis of laser-driven acceleration.

Developing laser-driven particle acceleration for providing new tools for medical
physics, in particular diagnostics and therapy, has been one research area of the
Munich-Centre for Advanced Photonics (MAP) [34]. This excellence cluster provided
the basis for developments at LMU and the Max-Planck Institute for Quantum Optics
(MPQ) from 2006 to 2019. Up to 2014 Laser-driven ION (LION) experiments have
been carried out at the Advanced Titanium Saphire Laser (ATLAS)-10 (10 TW peak
power) operated at MPQ. The laser was then moved to the Laboratory of Extreme
(LEX) Photonics, in Garching near Munich, upgraded to 300 terawatt peak power in
2014. Regular LEX-LION experiments at this ATLAS-300 system during 2015 and
2016 have been investigating diverse branches of laser-driven sources. The setup has
been used to demonstrate a high-repetition rate target system [35], ion-bunch trans-
port [27], first detection of laser-driven protons with water [36] and the first irradiation
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of zebrafish embryos with laser-driven protons [37]. Research into the spatial distribu-
tion of the laser focus [38] and plasma development [39] as well as experiments with
pulse cleaning [40] added new insights in laser-plasma dynamics. Further information
on the work done during this time can be found in [41] [42].

Irradiation experiments in LEX-LION have been limited by proton Emax ≈ 8 MeV,
mainly due to two detrimental pre-pulses that originated from the regenerative ampli-
fier in the laser chain [41].

LEX Photonics has since been extended into a larger laboratory, the Centre for
Advanced Laser Applications (CALA), which is depicted schematically in figure 1.1.

Figure 1.1: Overview of the Centre for Advanced Laser Applications (CALA). The
left third of the building (CALA minor) containing LEX-LION has already been used
for experiments in 2015-2016. The extension of the building (CALA major) has been
finished in late 2016.

This thesis work has begun in February 2017, right after the construction work of
the CALA building [43] had been completed.

While the laser as well as experiments had previously been restricted to the room
marked as ’LEX-LION’, the extension allowed for significant upgrades, in particular
increasing the ATLAS peak power by a factor of ten to 3 PW. The upgrade also
included a replacement of the regenerative amplifier with a ring-cavity design, which
eliminated detrimental pre-pulses.

Five different Experimental BeamLines (EBL) situated in their respective radiation
protection caves can be supplied with laser pulses. Three are considered for electron
acceleration and related generation of radiation: The Laser-driven Undulator X-Ray
Source (LUX), the Electron and Thomson Test Facility (ETTF), and the Source for
Powerful Energetic Compact Thomson Radiation Experiments (SPECTRE). The High
Field (HF) Physics EBL is designated to fundamental research, in particular in the
commissioning for heavy ion-acceleration as a tool for investigating the r-process via
ultra-fast fission-fusion processes in dense plasmas [10]. The LION EBL currently
concentrates on the acceleration of proton and carbon bunches. Its design relies on
the experiences and developments made in LEX Photonics and before. Its practical
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setup and the realization of the design constituted a major part of this thesis work.

Thesis contents This thesis reports on the first two years of ion acceleration at the
LION EBL in CALA, based on the ATLAS system with laser pulses up to 300 TW

peak power. Up to 400 shots per venting cycle have been achieved and ion energy dis-
tributions spectra extended up to Emax ≈ 23 MeV proton and up to Emax ≈ 22 MeV/u

for carbon ions. The integrated ion-bunch transport system demonstrated proton foci
with diameters down to several hundred micrometer. This setup is the basis for future
applications of which some have been already tested. The main focus was on quanti-
fying the ion source performance, and for doing so, a new approach for quantitatively
evaluating pixelated thin-film detectors has been developed and investigated in depth.
Using the single-proton sensibility of the RadEye1 detector, this method does only rely
on basic physical principles and does not require a cumbersome reference calibration
from a known particle source. The new method compares well to to an older evaluation
approach based on calibrated detectors, though raising the question of ground truth.

Chapter 2 explains the experimental equipment. The generation of high-intensity
laser pulses by ATLAS and their transport to the experiment is explained. Setup and
integration of the LION laser-plasma interaction chamber are described. The main
focus is on the ion diagnostic setup.

Chapter 3 will provide physical background and theoretical concepts for evaluat-
ing the presented experimental data. First, laser-driven ion acceleration will be framed
to highlight the properties of emitted particle bunches and associated diagnostic tools.
Particular emphasis in this thesis setup is on the deflection by a magnetic dipole with
in-homogeneous field, for which the amount of deflection with respect to kinetic energy
is modeled. The working principle of the employed silicon detector is explained. The
amount of deposited energy in thin layers will be explained, as well as their statistical
distribution. This feature is important for understanding the core of our evaluation
method dubbed Signal Distribution Function (SDF). Finally, simulations show the
performance of this new method and introduce validity constraints.

Chapter 4 describes the new approach of our Quantitative Ion Spectrometry
(QIS). It is based on the statistical response of pixelated detectors on protons and
carbon ions with energies up to 23 MeV/u. Combined with the theoretical under-
standing of the expected energy loss distribution of particles, the number of ions on
the detector surface is calculated. This enables evaluation of the differential kinetic
energy distribution. Current limits for application to higher proton energies at low
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signal levels as well as potential causes and improvements are discussed. The new
calibration method is compared to the single calibration factor that was used as of
now.

Chapter 5 presents recent results obtained at LION and their evaluation in the
framework of QIS. The achieved performance enabled proton bunch transport with
magnetic quadrupoles and a simple demonstration of proton imaging.

Chapter 6 discusses the results, in particular the relevance of QIS in light of
higher ion energies that are expected for increased laser power, and puts the LION
performance in broader context to laser ion acceleration results achieved in other lab-
oratories.



8 1. Introduction



Chapter 2

LION at CALA

We will start this chapter with a recap of the timeline from 2017 to 2022. Then we
will describe the setup of the ATLAS 3000 laser which drives the high-intensity laser-
plasma experiments in CALA. We will explain how laser pulses are distributed via
the Laser Beamline Delivery (LBD). Finally, the LION experiment and its diagnostics
relevant for this work will be presented.

2.1 History and Development

Figure 2.1: Setup of the LION experiment at CALA over the course of this thesis.
The CALA building was finished in 2016, frames for the vacuum chambers arrived in
2017. First ions could be demonstrated in June 2019. Picture from [41].

This thesis started right after the previous LION experiment at the LEX Photonics
laboratory had been disassembled. The images in figure 2.1 are representative for the
progress since then. One of the first tasks has been moving experiment devices from
LEX Photonics to CALA. These new laboratories had to be prepared by setting up



10 2. LION at CALA

basic infrastructure such as power, telephones and local area network access. The lab-
oratory was equipped with cupboards and workbenches. We have planned diagnostic
and testing setups and ordered their respective parts, such as oscilloscopes, computers
and software, etc.

With the arrival of the vacuum chambers in late 2017 first tests could be done.
Tightness of the vacuum chambers without and with planned feedthroughs was con-
firmed. Quadrupole mass spectrometers allowed repeated measurements of total and
partial pressures associated with hydrocarbons confirmed that the system stayed within
the specified defined upper limits. Dose rates from primary and secondary radiation of
the experiment have been calculated using FLUKA [44][45] simulations [46]. Based on
these calculations, a composite beamdump has been designed, ordered and installed.
It is positioned adjacent to the vacuum chamber, on axis with the main propagation
direction for the laser-accelerated ion beams. The simulations have been summarized
and prepared for submission to obtain the operation permit for the experiments. This
permit has been granted in 2018.

Meanwhile, preparations for the experimental setup progressed as well. All motor-
ized mirror mounts where custom made to fit the substrates for the 28 cm diameter
laser beam. After their manufacturing these had to be cleaned, assembled, tested with
dummy weights and revised for a second design iteration. The LBD is a network of
mirrors inside vacuum tubes that connects the laser-hall and the EBL. First, two par-
allel pilot beams, spaced 28 cm apart, have been used to confirm that a full aperture
laser beam can propagate through the LBD. Then, a centered pilot beam was sent
from through the LBD to measured position jitter at its destination. This allowed to
pin point several vibrational coupling issues within the LBD and resulted in moving
vacuum pumps to different locations and identifying problems with malfunctioning
decouplings. The remaining jitter of this pilot beam focus was on the order of one
focal spot. For ease of use and alignment the difference between the system state
’full vacuum’ and ’on air’ should be as small as possible. During vacuum tests it was
noticed that the mirror holder in the last LBD vacuum chamber, designated ’W1’, was
moving too much to be tolerable. This movement has been sufficiently suppressed with
additional reinforcements of the breadboard holder, fixing it tightly to the buildings
base plate.

As the experiment is completely enclosed in the vacuum chamber, all devices re-
quiring fine adjustment had to be motorized connected via manufactured vacuum
compatible cables. Cables from the previous setup have been tested and refurbished
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before re-usage. Cable feedthroughs are required to bridge cables between air and vac-
uum side. These had to be tested for electrical conductivity and for vacuum leakage.
With increasing complexity of the setup, the number of cables also increases, which
can make troubleshooting electrical issues very complicated. Due to bad experiences
with rapid cable growth in the previous setup, a plan had been devised for cabling.
A secondary framework of aluminum construction profiles have been installed inside
the framework of the vacuum chambers. This allowed to easily mount a variety of
equipment. Two large cable channels have been installed in the framework of the vac-
uum chamber, spanning its complete length: One designated for 230 V power supply
cables, and the other for device control and signal cables. Several 230 V distributors
had been fixed along the framework to shorten power cable lengths. These were each
connected to separate outlets of the building, distributing the power load over several
fuses. Three motor controls, each controlling between five and ten motor axis, have
been distributed along the chamber length to allow for short cable runs. They have
been fixed into the aluminum framework as well. Additional devices and controllers
that are part of the general experimental setup are also fixed inside this frame. Most of
these controllers can either be directly connected via Ethernet, or require a connection
to a computer, which in turn is connected to the local area network. Two 16 port
network switches deliver just enough ports for these connections. A smaller 8 port
switch is dedicated to general setup cameras. The two main switches are connected
to the building network via two separate LAN lines from the next largest hub. For
cabling in general it is important to enforce these structures with an expanding setup.
This allows for increased reliability and simplified troubleshooting.

The software infrastructure was built on an Ethernet bus system, TANGO Con-
trols [47]. It is an open-source framework bus-system that has been established for
particle accelerator control. Based on a code already in use during the LEX Photonics
experiments, this had been expanded to incorporate most devices in the setup. The
benefits are best explained with the motor control example. In the previous setup,
one computer had been directly connected with a motor controller. All movement
requests had to be made through this specific computer, as well as all requests on
motor status, such as position. With TANGO, a general device server is instanced for
every motor controller. This device server controls all detailed settings related to the
controller and its respective axis. It can translate simple user input into the actual
motor movement command and can also be expanded to incorporate safety features
or storing favorite positions. A user can then request motor movement from anywhere
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within the TANGO system, and even recall information such as motor position or
favorite settings. Access from multiple machines at the same time is possible as well.
This greatly decreases complexity of programs incorporating several motors, and also
makes them easier to service, as basic motor features are confined within the TANGO
device server. If the controller itself has to be replaced with a different one, only the
device server has to be reprogrammed, and not all user code using motor movement.
Many devices are directly Ethernet enabled, and thus several TANGO device servers
run on a single virtual machine, which improves maintainability. These benefits justify
the choice of TANGO for incorporating all diagnostic controls in the future.

The mirror holders to mount the chamber mirrors have been ready for cleaning
and installation by 2018. During this time an alignment strategy for the elements of
the chamber was devised and tested, allowing to focus first full-aperture pilot laser
light in the LION EBL. An Off-Axis-Parabolic mirror (OAP) with high optical quality
allows close to diffraction limited focusing. However, first laser foci with this setup
had unsatisfactory laser focus quality. After some investigation it was confirmed that
the quality of the OAP was insufficient due to surface deformations degrading the
wavefront. A full aperture beam size adaptive mirror in the LBD beam path, which
became operational in December 2018 did not solve these problems [48]. A setup to
test the focus quality of OAPs has been developed and set up to investigate this issue
further. After some months of investigation it was concluded that five of the OAPs
(made of copper) that were delivered had surface deformations. The most severe
deformations came from mounting threads in their bulk material, that approached
close to the mirrors surface. With the test setup we could confirm that tightening
or loosening the screws had an impact on the focus shape. It was decided that these
OAPs had to be refurbished by the manufacturer. In the first step the manufacturer
refurbished the surface, and in the second revision a new holder that did not exert
tension on the mirror substrate was introduced. After testing this tedious process on
one OAP, this is in use now since end of 2021. This problem delayed laser-plasma
experiments in LION until the delivery of a coated glass OAP with focal length f

= 150 cm, 20◦ off-axis angle, mounted in a holder designed not to apply tension on
the substrate. The first run in the test setup showed that it was performing within
specifications, and was suitable for experiments.

First ATLAS pulses were sent to LION in March 2019, and after installation of the
glass OAP in April 2019, a high quality ATLAS focus in the LION EBL has then been
demonstrated in May 2019. With this, the last missing piece of the experiment had
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been installed. The first laser-plasma experiment in CALA was performed on the 8th of
May 2019 with a laser pulse energy < 100 mJ on target. This did not yield any proton
signal. On 26th of June the laser pulse energy could be increased to 2 J on target and
the first laser-driven particles - protons - have been detected in CALA. This marked
the start of the LION commissioning phase. Regular experiments, often on a weekly
basis, led to identification and fixing of remaining issues of hard- and software. Based
on the thorough preparations, quick progress has been made to demonstrate the same
stage of extension of the setup as in LEX Photonics. Reproducible proton acceleration
with kinetic energies > 12 MeV allowed to use the permanent quadrupole ion beamline
setup from LEX Photonics. A first proton focus was demonstrated on 28th of Octo-
ber 2019. With this, the setup of the LION-LEX experiment had been reproduced
with significantly increased proton energy and particle number, as well as stability.
Experiments continued in a reduced manner during the 2020 restrictions. A proof of
principle proton radiography experiment has been carried out in October 2020 and
presents a notable first milestone (see A.0.1). Protons with kinetic energies > 15 MeV

were available on a day to day basis, and these energies have been achieved in most
shots during a beamtime. Although the proton energy distribution has remained fluc-
tuating, the setup was stable enough for first applications of laser-driven ion bunches.
Three master thesis projects have investigated parameters of laser-driven ion bunches
at the LION experiment during that time. These were further contributions to the
setup to prepare it for more advanced applications. One thesis designed and tested
the Foil-electrode Ionization chambeR For Laser-driven Ions (FIREFLI), a very small
gap ionization gas chamber for proton bunch measurements. The small gap minimizes
energy loss, and thus makes it a perfect detector to be used in transmission, ideally
right be fore the irradiation object [49]. The second work concerned light scattered or
emitted by the laser-plasma interaction. This may yield additional information on the
acceleration process and could provide a complementary, non-invasive diagnostic for
the ion source. During this work, the light-based laser-plasma metrology was installed
on top of the LION vacuum chamber [50]. The effect of field- and alignment errors on
the proton focus shape of the permanent magnet quadrupole doublet has been inves-
tigated in a third thesis project. The required ion beam optical elements have to be
pre-aligned precisely for minimizing the required shots for in-beam optimization. The
acquired experience and knowledge now allows to optimize the proton focus in only a
handful of shots [51].
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2.2 The ATLAS Infrastructure at CALA

Zentrale Steuerung A central control system is overseeing the laser and accelera-
tion operation in CALA. This Zentrale Steuerung (ZS) is the main control system in
CALA. It consists of a programmable logic controller with sensors incorporated in the
building and experimental infrastructure. Sensors are installed to monitor the status
of, for example, radiation safety doors and other safety devices, target positions and
the state of the laser system. A high-level interface allows direct communication and
information such as operation mode is shared with the laser system. The ZS can also
trigger an instant laser shutdown as a safety interlock. The LBD can communicate
with the ZS as well. For example, the selected laser beam path (the positioning of
mirrors) is monitored to ensure that pulses reach their designated target. Another
important system is the vacuum control system, which sends information on residual
gas pressures in the various vacuum sections to the ZS. The ZS oversees all subsystems
and ensures defined operating conditions. High peak power experiments, for example,
require closed radiation protection doors of the EBL, correct LBD mirror positions and
low residual pressure in the vacuum system. Building infrastructure does also provide
data for the ZS, such as temperature or humidity in the ATLAS laser hall. The ZS
system can be accessed from two desktop computers in the experiment control room.
The ZS operation mode and warnings, for example too high humidity or temperature,
are distributed to status monitors in CALA, for example next to the EBL doors or in
the ATLAS laser hall.

In order to conduct a laser-plasma experiment in LION, the experimentalist has
to switch the ZS into ’Full operation CAVE’ mode. The software will list all the
requirements to achieve that mode. It will also send a request to move all LBD
mirrors to the desired configuration. As soon as the ZS has the confirmation that all
requirements are satisfied, for example the mirrors have been moved into the right
positions, ’Full operation CAVE’ mode is set.

Radiation shielding calculation The laser-plasma interaction accelerates particles
that are energetic enough to produce significant amounts of secondary radiation when
interacting with material, such as the vacuum chamber walls. Prior to obtaining an
official permit to operate a particle accelerator, the dose rate in and adjacent to the
particle beam had to be evaluated by simulations. These simulations showed that the
EBL walls were not sufficient to restrict radiation in unsupervised areas adjacent to
the cave, and an additional local beam dump was required, as already expected from
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Figure 2.2: Top view of a LION EBL radiation protection simulation indicating the
expected dose rate distributions in colour from an optimized 12C source at -500 cm
on the horizontal axis. The LION Cave extends horizontally from -1000 to +900
cm, vertically from -200 to 200 cm. Walls as well as vacuum chamber elements are
schematically drawn with black lines. This distribution is a slice on target height.
Additional scoring areas are positioned at critical dose rate areas and indicated with
their abbreviations. The composite beamdump is located at -100 cm horizontally.
Figure from [46].

the planning-phase. A thorough compilation on these simulations for CALA has been
published by Englbrecht et al. [46].

Dose rates have been calculated for the case of optimized laser-driven ion accelera-
tion, the case with the highest expected dose rates. Monte Carlo simulations have been
carried out using FLUKA. The source terms for these simulations have been based on
recent publications and have been extrapolated optimistically to model ion acceler-
ation at optimal CALA parameters. Separate simulations for a proton and carbon
beam have been evaluated, each including the same electron source. The distribution
of the case with highest dose rates - which is optimized carbon ion acceleration - is
shown in figure 2.2. Inside the LION cave dose rates ranging from 10 µSv h−1 to over
1000 µSv h−1 are reached at working areas. The radiation is contained by the walls
made of a magnetite aggregate and magnetite concrete, ranging in thickness between
100 cm and 200 cm. The cave roof consists of three steel roof bar layers, also filled with
magnetite aggregate [52].

Areas where the expected dose is lower than 6 mSv/a do not require laboratory
personnel to be equipped with dosimeters. This equals an average dose rate of 3 µSv h−1

over the expected operating time of 2000 h per year. Since access to the LION cave
is prohibited during accelerator operation, and the dose rates outside of the cave are
below the self-set limit of 2.5 µSv h−1, personal dosimeters are not necessary in CALA.

Even though the cave walls are good radiation shields, the accelerated ions require
special treatment and are sent towards a beamdump, where a majority of radiation
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can be contained. As they hit the beamdump, the primary (ion) radiation is converted
to secondary radiation (e.g. photons or neutrons). Initial dose-rate simulations by Nu-
clear Technologies suggested an iron beamdump weighing 28 t at 60 cm distance from
the ion source. With this design, they could achieve dose rates lower than the dosime-
ter threshold. This design would have been impractical though. The close distance to
the ion source would have made many application experiments impossible, and mo-
tivated a redesign. G. Dedes and F. Englbrecht have first reproduced the NT data
in-house successfully, and provided additional simulations where a novel beamdump
design could be investigated.

This improved beamdump is a water - concrete hybrid. A cubic box with 49 cm

width made of Plexiglas and filled with ultra clean water is surrounded by reworked
concrete blocks from the previous setup at LEX Photonics. The total weight of this
design is 12 t. Simulations confirmed that this design was effectively containing radia-
tion (keeping radiation outside LION below 2.5 µSv h−1), even placed at a distance of
2.3 m from the source. This enabled a 50 cm gap between the LION vacuum chamber
and the beamdump, which allows for on-air irradiation experiments.

ATLAS is a Chirped Pulse Amplification (CPA) system that has been operated
since late 1990s and dubbed Advanced Titanium:Saphire LAser System. It is mean-
while operated in the ATLAS 3000 hall (see figure 2.3). We will review the main
improvements that were made during the last upgrade phase to enable laser-ion ac-
celeration experiments in LION. Figure 2.4 shows the most important components in
this context.

Figure 2.3: ATLAS 3000 hall during the commissioning phase in 2020. The first stages
(’front-end’) are seen in the left picture. The right picture shows the components and
size of the final two amplifiers, which are covered by red lids.

The spectrum of ATLAS pulses ranges from λL = 750 nm to 850 nm. It can pro-
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duce pulses as short as τL = 20 fs FWHM duration, though during the commissioning
phase a typical pulse length has been τL = 32 fs (12th of May 2021). The system is
designed to deliver up to EL = 60 J after compression in a single pulse. The peak
performance values promise to reach P0 = 3 PW peak power, but the pulse energies
during commissioning remained below 10 J on target. The final beam diameter of
ATLAS is dL = 28 cm.

Intense light can also travel ’up-stream’, thus the opposite direction, from the laser-
plasma experiment towards the oscillator. These photons are created or scattered back
during the laser-plasma interaction, and are re-collimated by the final focusing optics.
As they travel further up-stream, they pass through the final laser-amplifier crystals.
The amplifier crystals may still have some remaining pump energy stored in form of
inversion, so that up-stream photons can be multiplied. The back-ward propagating
pulse can thus be amplified, and finally damage components inside the laser. Therefore
these pulses, or ’backreflected light’, have to be suppressed. In ATLAS a Large Pockels
Cell (LPC) for a 6 cm diameter beam has been installed for this purpose, as well as
two photo-diodes that measure the amount of backreflected light. A passive protection
(Faraday isolator) has been installed as well. We shall now follow an ATLAS seed pulse

Figure 2.4: ATLAS 3000 schematic. Laser pulses are generated by the Oscillator in
the top left. The red line is indicating the path of the seed pulses, which is travelling
towards the Laser-Beamline-Delivery.

through the amplification chain, as shown in figure 2.4.
The actively mode locked oscillator generates fs-short pulses with 80 MHz repetition

rate and a pulse energy of nJ. A Pockels cell is then picking pulses with 10 Hz.
These are sent in to a multi-pass amplifier called ’Booster’, the first amplification
stage. The following grating stretcher increases the pulse length to 1 ns. The following
’Dazzler’ [53], an acousto-optic programmable dispersive filter, allows to introduce a
desired group delay for each spectral component of the pulse. It can pre-compensate
dispersion that is produced before or after this element in the laser chain, allowing to
nearly perfectly re-compress the pulses after amplification. The next amplifier stage
is a regenerative amplifier, referred to as ’Regen’. Its purpose is to smoothen energy
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fluctuations from the prior stages, and to shape the spectrum with a ’Mazzler’ [54].
This device is an acousto-optic programmable gain filter. The following multi-pass
stage is called ’Regen multi-pass’.

The next element is a pulse-picker Pockels cell (PC2). It has a very fast rise-time
< 1 ns, and operates at 1 Hz repetition rate. The fast rise-time is critical to reduce
the duration of the ns-long Amplified Spontaneous Emission (ASE) preceding the seed
pulse. Prior to an experiment, the timing of this Pockels cell is adjusted in 100 ps steps
to move the rising edge as close to the pulse as possible.

After that, the pulse passes through a Faraday isolator, which is acting like an
optical diode. Pulses traveling down-stream can pass, up-stream pulses are deflected
out of the beam path. The following multi-pass amplifier ’Propulse’ amplifies up to
300 mJ. Within this stage, the ’main shutter’ is installed. It is a small motorized plate
that can either block the laser-seed path, or allow pulses to pass. After the following
’Titan’ multi-pass amplifier, pulses contain up to 1 J of energy. A deformable mirror
(DM1) is correcting for potential wavefront errors, before the pulse is sent to the final
two large multi-pass amplifiers ’Thales 1’ and ’Thales 2’, which allow pulses to be
amplified up to 90 J. For commissioning, we mostly operated at reduced pumping
power yielding around 20 J. The following adaptive mirror (DM2) is compensating
wave-front errors.

The pulses then enter a vacuum chamber and after the final telescope and spatial
filter are re-compressed in time by a grating compressor.

After compression, the beam can be coupled out of the vacuum towards a diag-
nostics setup. A third order auto-correlator ’Tundra’ [55] allows to scan laser contrast
on a 2 ns delay range with typically 11 orders of magnitude dynamic contrast (Figure
3.1 shows an example trace). A frequency-resolved-optical-gating (FROG [56]) device
estimates the exact pulse duration. A ’Wizzler’ [57] can also estimate the group-delay
of the pulse spectral components. This information is then used for a feed-back loop
to the Dazzler (at the stretcher). This loop allows to optimize for the shortest laser
pulse duration. More details on ATLAS are available at [58].

For alignment purposes and as a pilot beam, a diode laser can be coupled into
the beampath after ’Thales 1’. A switchable beam expander enables operation of two
beam sizes in the LBD, 3 cm or full aperture 28 cm diameter beam.

Laser-beam-delivery LBD The Laser-Beamline Delivery (LBD) connects the laser
(currently ATLAS 3000) with five EBL. The complete system is below ground level.
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Figure 2.5: Screenshot of the LBD control software showing a map of the LBD vacuum
boxes and their respective names. A route from ATLAS 3000 towards LION has been
selected incorporating DM3 in the box UT2. Laser pulses will be sent along the red
line. This is the setup used during the experiments.

The building floor is 100 cm below the false floor height. Thus, the laser beam passes a
periscope at the entrance and exit of the LBD. The complete LBD system is on vacuum
and consists of 16 vacuum chambers connected by tubes with 32 cm aperture. Each
vacuum chamber contains a motorized mirror-holder that can be remotely controlled
by the LBD control software (screenshot of the user-interface in figure 2.5). Each
mirror holder can adjust its tip and tilt. Switch boxes (labeled SB) have an additional
’move’ axis. It can move the holder out of the beam path completely, or for parallel
tubes, into the adjacent tube.

Each mirror holder contains a 30 x 42 x 8 cm3 mirror substrate. On the side facing
the laser beam, they have a high reflectivity (HR) coating for the ATLAS spectral
range, which is specified to a minimal reflectivity Rmin ≥ 99% at the extremes of
the reflection band [740 - 860 nm] for an incidence angle of 45◦. Reflecting a laser
beam over six such mirrors already has a total reflectivity - or ’transmission’ - of
94%. The pulses propagating parallel to the ground through the LBD are s-polarized,
on the lower periscope mirrors the beam is p-polarized with respect to the mirror
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surface. Reflectivity has been measured for each mirror in both polarizations and
their installation point has been selected to allow for maximum transmission through
the LBD for all EBL.

Figure 2.6: SB2 camera image illuminated with a full aperture beam. AMP1 and
AMP2 have been turned off for capturing this picture. The large illuminated ellipsoid
in the center is laser light scattered off the reflective mirror surface. Left and right
of it the mirror holder is slightly illuminated. The dark spot in the center of the
laser beam is an indication of a decreased reflection performance, likely due to carbon
contaminants.

Vacuum compatible cameras are installed to monitor each mirror in the LBD. This
is required to confirm the position of the laser beam during alignment. Additionally,
it can give information on the beam fluence distribution and potential problems or
clips. An example image is shown in figure 2.6. In this image, the bright ellipsoid
beam is visible. The darkened spot in the beam center is indicating degradation of the
HR-coating, which results in reduced transmission through the LBD.

A deformable mirror (DM3) is installed in LBD chamber ’UT2’. This allows wave-
front correction introduced by the compressor gratings and LBD mirrors, hence opti-
mizing the final focus.

Upon selecting an experiment route in the ZS, the LBD will adjust the mirror-move
axis accordingly such that laser pulses from ATLAS arrive at the desired EBL. The
route from ATLAS to LION incorporates six mirrors.
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2.3 LION

Figure 2.7: Schematic of the LION setup in side view. It consists of three major parts,
the vacuum chamber, the application platform, and the beamdump. Laser pulses,
red color, enter the chamber from the LBD. The laser focal spot is in the target
plane of the nano-Foil Target Positioning System (nFTPS). There, the laser-plasma
interaction accelerates particles. Accelerated ions, blue color, propagate in positive z
direction along the dashed line. A 50 x 50 cm breadboard adjacent to the chamber
rear allows to position experiments that use the accelerated proton bunch. It has been
named ’A Laser-driven Proton-ACcelerator Applications-platform’ (ALPACA).

Figure 2.8: LION EBL vacuum chamber interior at the end of 2020, same perspective
as figure 2.7. Onset of rapid cable growth is visible. Picture by M. Speicher and
including L. Doyle.

The LION EBL is designed to deliver protons with kinetic energies up to 100 MeV,
and carbon ions with kinetic energies up to 400 MeV/u for applications.
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Figure 2.9: LION interior, view from chamber 4 to 3.

We explain the components of the laser-plasma experiment setup and all diagnos-
tics relevant for this thesis. The schematic in figure 2.7, and the picture in figure
2.8 represent the setup from late 2019 to mid 2021. We will refer to experimental
components with the annotations of the schematic. First, we follow laser propagation
towards the laser-plasma interaction. We will explain the determination of the laser



2.3 LION 23

fluence distribution and related peak intensity, the recording of scattered/transmitted
light, the target positioning system and the magnetic deflection and detection of ions.

Laser propagation Laser pulses from the LBD enter the LION vacuum chamber
through the periscope between the last LBD mirror (W1) and first LION turning-
mirror (TM1). TM1 incorporates a special dielectric coating, allowing 1% of the
incident light to transmit. This light then passes through ’Leak 1’. It is sent to
the ’incoming light’ diagnostic, where the incident laser pulse energy as well as focus
quality and spectrum can be recorded. An example use is a diagnostic that records
the focus position drift at this port [59]. Note that ’Leak 1’ has an aperture of 12 cm,
thus does not allow to sample the complete beam. Light recollimated from the laser-
plasma interaction is sent through the ’backscatter’ diagnostic positioned at ’Leak 2’.
This window is large enough to allow the full aperture 28 cm beam to pass through,
however, the mirror holder of TM1 clips a few cm of the beam. At the backscatter
diagnostic, a spectrometer is set up as well as an equivalent-plane-monitor [50].

The second turning-mirror (TM2) is silver coated. It is designed to have high-
reflectivity for the two planned OAP angles. First, an angle of 45◦ - to be used to
reflect the beam on to a 90◦ OAP - or second 10◦ - for a 20◦ OAP. To accommodate
this, it has a longer tilt axis then TM1.

As explained in section 2.1, a glass OAP has provided the best focus. This OAP
has a focal length of fL = 1.5 m, and an off-axis angle of 20◦ and reflects and focuses
the beam to focal spot sizes approaching the resolution limit. The focal spot position
in the target chamber is referred to as Target-Chamber-Center (TCC).

Vacuum microscope The focal spot is measured by recording a fluence distribu-
tion of the attenuated laser beam with a vacuum compatible microscope [60]. It is
mounted on a motorized stage and can be moved, either allowing it to monitor TCC
or be retracted towards the vacuum chamber wall, out of the laser beam or ion-bunch
path. Light from TCC is collimated by a microscope objective, and distributed via
beamsplitters to four vacuum-compatible cameras. The attenuator reduces the laser
pulse energy by eight orders of magnitude and is inserted into the beam path prior com-
pression. Additional filters inside the microscope reduce the pulse energy by another
six orders of magnitude.

The microscope is mounted on three motorized stages. 50 cm travel along the x-
axis allow to move the microscope far away from the laser-plasma interaction during
the experiment. A rotational stage adjusts the viewing angle in the horizontal x-



24 2. LION at CALA

100 50 0 50 100
m

100

75

50

25

0

25

50

75

100

m

50% Encl. energy r = 2.48 m
1/e Encl. energy r = 2.90 m
1/e² Encl. energy r = 4.02 m

4

3

2

1

0

lo
g 1

0(
Fl

ue
nc

e)

60 40 20 0 20 40 60
m

60

40

20

0

20

40

60

m

fluence > 50% r = 2.45 m energy = 40.11%
fluence > 1/e r = 2.93 m energy = 50.12%
fluence > 1/e² r = 3.92 m energy = 64.35%

0

1

2

3

4

5

lo
g 1

0(
Fl

ue
nc

e)

Figure 2.10: LION EBL laser-focus images. Single-shot low-dynamic range laser flu-
ence on the left, high-dynamic range laser fluence on the right. Both recorded on the
12th of May 2021.

z plane. The light has to enter perpendicular to the microscope objective’s front
surface to reduce imaging aberration, which must be confirmed regularly. To allow the
microscope to inspect the laser beam, currently incident at 6.8◦ with respect to the
chamber z-axis, and targets, which are at 0◦ with respect to the chamber z-axis, the
microscope incorporates a rotational stage. As this rotation is off-center, two additional
stages compensate for the shift in x- and z-direction during rotation. Parallel to the
microscope objective, a white-light distance sensor is mounted, which works on the
basis of a chromatic confocal setup. The sensor has a working range of 10 mm and a
sub-µm accuracy. It is used for automated target alignment.

The microscope is equipped with a Mitutoyo APO NIR 20x objective [61] with a
long working distance of 20 mm. It collimates the light from the focal plane. Directly
behind the objective mount, the incident light is split by a beamsplitter. The horizontal
path uses a short 3 cm focal length tube lens to re-image the focus to realize a 1.3 times
magnification (Low-Mag). It features a larger field of view, which is helpful for focus
and target alignment. The other beampath is then split again by a beamsplitter. One
arm is sent to the High-Mag camera, which features a 20 cm focal length tube lens to
achieve the designed 20 x magnification of the objective. The focus images of figure ??
have been recorded with this camera, and it is also used for target plane fine alignment.
By definition, the plane that is focused on this camera, is the TCC plane where the
laser focus is overlapped with the target. The second beampath in this arm is used
to illuminate the target surface by an infrared LED. The last arm hosts a telescope
to image a plane in close vicinity to DM3, the deformable mirror in the LBD. The
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resulting near-field is split again onto one camera imaging the near-field. Clips in
the beamline and artifacts from incorrectly illuminating the OAP can be identified
with this camera. The replica is sent through a micro-lens array, and then onto the
Wavefront-Sensor camera. A tilted wavefront will shift the foci of the micro-lenses. By
comparing their shifts to a reference image, obtained with a 2 µm pinhole in focus, the
wavefront shift can be calculated. This is fed back and driving adjustments on DM3
in the LBD, enabling the adaptive optics loop. Thus, in this setup, DM3 can optimize
the focus of the experiment, though only with strongly attenuated pulses and filters
inserted [48].

The laser focus fluence has been evaluated from images recorded with the high-
dynamic-range stacking technique: The cameras of the microscope have a dynamic
range of 10-bit. The beam is filtered such that it exploits this dynamic range of the
camera, and the resulting image is saved (Low-Dynamic-Range LDR, example in figure
2.10 a). By consecutively recording a series of images with decreasing filter strength, an
increasing number of pixels will saturate. Light that has not been detected in the first
picture (at the edges of the focus distribution of the first picture) will become visible.
A program stacks these images by replacing saturated pixels with unsaturated ones
from a recording with more filters, and the result is shown in figure 2.10 b). During
this process, the filter ratio between the acquisitions is considered. This extends the
dynamic range in our case by two orders of magnitude [38].

For the LDR image, the focal spot is confined to the center, and noise is visible.
The HDR image shows a much larger distribution of laser light, despite some artifacts
from the stacking process. The intensity distribution of the collimated beam in the
LBD and on the OAP is approximately flat-top. As such, the focus images show
centered circular ripples. These are expected, as the beam profile on the LBD mirrors
approximates a flat-top distribution. We have calculated the peak intensity from this
image to be 1.07 · 1021W cm−2 (see C).

nano-Foil-Target-Positioning-System The target system is responsible to pro-
vide and replace the targets for each laser shot during the experiment. The system
ideally is easy to use for the experimentalist and thus has a high degree of automation.
Additionally, target-replacement at the same speed as laser pulse repetition rate is
desirable. The nano-Foil-Target-Positioning-System (nFTPS) consists of a wheel with
19 windows for target holders. One target holder is a 500 µm thick steel plate with
40 holes in an area of 1.7 x 2.8 cm2, over which the target foil has been attached.
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Figure 2.11: Side view of the target system. The microscope assembly is on the left.
The white target wheel is on the right side.

This allows a variety of foil-target materials to be used, such as aluminum, gold and
plastic foils with thicknesses from tens of nm to few µm. The wheel can easily be
extracted and re-mounted, and target holders are replaced on the workbench. The
previous version of this system has successfully been used in LEX-LION [35]. Since
then, its hardware and software have been improved.

To achieve the highest intensity in the interaction, the target has to be positioned
along the z-axis with an accuracy much smaller than the Rayleigh length, in which
the intensity decreases by a factor of two. In case of the obtained focus from the 1.5 m

focal length OAP, the Rayleigh length is 60 µm, which is significantly larger then the
nFTPS accuracy of 5 µm.

In the revised design used in this thesis the heavy aluminum wheel was replaced
by a lightweight non-conductive plastic (Polyoxymethylen) to reduce weight on the
mechanics and decrease EMP generation from the assembly. Figure 2.11 shows a pic-
ture taken in the LION EBL. The target hole diameter has been increased from 0.5 to
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1.5 mm. The mounting process was changed to an easier accessible magnetic clip-on
for each target holder. The plastic wheel with the magnetic mounts has significantly
higher mounting tolerances compared to the previous version, which had to be com-
pensated by a new routine allowing for a much larger spatial fine correction than in
the first version.

Figure 2.12: Screenshot of the advanced nFTPS control software. In the upper left a
schematic of a target holder gives visual feedback on the state of each hole and allows
target selection. Below are the microscope positions and filtering as well as object
illumination controls. The center section of the program allows to switch between au-
tomated scan, manual scan and the shooting operation mode. The right side provides
information on the current motor stage status. A preview window provides a live-feed
of the Low-Mag during the scanning routine, and switches to a preview of scanned
targets upon switching into shooting mode.

Over the course of this thesis, the nFTPS control software has been re-coded in
python. A screenshot of the user interface can be seen in figure 2.12. This software
was designed around the new TANGO based interfaces, such as the motor control
device servers. Additionally, the grade of automation could be increased with a novel
completely automated search mode: The rotation of the target-wheel will be referenced
first, which has to be done after target holders have been replaced on the workbench
and the wheel is re-mounted. Then, the following routine is repeated for each target
holder separately. The position corrections obtained by previous steps are always used
in the next steps. Target holder tip/tilt is adjusted by scanning with the white-light
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sensor the distance of two points 2 cm apart for the x- and y-dimensions, allowing
to calculate the required compensation angles for each dimension. After correcting
these with the six-axis hexapod the target holder is perpendicular to the microscope
objective. Then, the target holder is moved into the TCC x-y-plane by measuring the
distance at the target holder center, and compensating accordingly. Second, a back-
illumination laser is switched on and three targets at the edges of the target holder are
monitored with the low-magnification microscope camera. The center of brightness of
the respective target image is calculated and used to estimate the required correction
in the x-y-plane by the hexapod. Each correction step is only driving 90 % of the
calculated offset, and the routine repeated until the positioning criterium, currently
40 µm, is achieved. As the target holder is a solid structure with a defined geometry,
this alignment is good enough to derive the x-y-offset corrections for all remaining
targets on this holder. Third, the white-light sensor records and compensates twice
the distance for each hole, as this is the most critical alignment along the z-axis.
Fourth and last, a picture is recorded by the low-mag camera for every hole using the
illumination LED installed in the microscope. Thin transparent plastic foils will reflect
much less than gold foils for example. These images are highly useful to determine
the foil quality during and after the experiment for each shot. Excluding significantly
damaged foils has been beneficial to reduce shots with high laser-light transmission and
made the ion-bunch acceleration more robust. The presented routine scans without
manual corrections all 19 target holders with 40 holes each, 760 targets in total, within
4 hours.

Laser-plasma scatter diagnostic A 20 cm by 20 cm sanded glass screen (Screen
2) at a distance of 90 cm from TCC is positioned such that the full near-field of the
laser pulse transmitted through TCC is collected. The camera has been set up in an
EMP safe housing. Scattered light passes three filters by Thorlabs, which are, in the
order of the incident light: FELH0700, NE40A-B, NE10A-B. This setting ensures good
illumination without saturation from an empty shot from a laser pulse with 3.5 J in the
chamber and provides the reference for calculating the transmission through the target
in a real shot. A typical image obtained from the camera monitoring this screen, also
referred to as transmission screen, is shown in figure 2.13. A similar diagnostic has
been set up in reverse direction (Screen 1). This is referred to as backscatter screen.

Permanent-quadrupole (PMQ) doublet Permanent quadrupole lenses can be
inserted to transport the ions from the target to the application platform (QP1 in
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Figure 2.13: Image obtained by the camera monitoring transmission from an empty
shot with an energy low enough that it does not saturate any of the pixels. The screen
is divided into two parts spaced about 2 cm apart allowing the accelerated ions to pass
through. Most of the light is hitting the screen in the left part of the image, but some
is transmitted through the slit and reflected by the magnet in the right half. The
evaluated area is enclosed by a white line.

figure 2.7). Details of this setup and its performance have been described by Rösch
[27] [62].
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Chapter 3

Physical Backgrounds and Theoretical
Framework

The following chapter will give the physicals context for this thesis work. Laser-
driven ion acceleration theory will be explained in appropriate depth of this work.
Theoretical calculations of the dispersion of proton bunches with broad energy spread
by inhomogeneous magnetic dipole fields is explained in detail as well as the basis for
the new Quantitative Ion Spectrometry (QIS). The basic process of energy deposition
in silicon detectors and their read-out are described. It is estimated how much energy
a particle deposits in the active layer of the detector and with which probability.
This understanding is essential for interpreting the raw signal histograms, which are
generated from two dimensional signal distributions of the pixelated detector. Finally,
the statistical model for QIS is explained. Its validity and performance is demonstrated
on the basis of simulated histograms.

3.1 Laser-driven Ion Acceleration

Currently available laser intensities are well beyond 1018 W cm−2, the relativistic
threshold of optical radiation. The current work was performed with laser pulse en-
ergies between 0.1 and 9.9 J on target, and pulse durations of 32 fs focussed up to
intensities of IL = 1.07 · 1021 W cm−2 (calculation see C). Thin formvar foils with
thicknesses between 20 and 600 nm were irradiated. Consequently, this section gives
a crude overview of most relevant knowledge on laser-ion acceleration in this intensity
and target thickness regime. For a complete study of this topic, it is recommended to
consult Gibbon [63].
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Figure 3.1: ATLAS temporal intensity (’temporal contrast’) scaled to IL = 1.07 · 1021

W cm−2. Multiphoton ionization (MPI) sets in at IL > 1010 W cm−2, tunnel ionization
at IL > 1014 W cm−2. Electrons become relativistic at IL > 1018 W cm−2.

Consider for the sake of the argument the electron in the ground state of a hydro-
gen atom. The electron is bound to the proton by an electric field of approximately
0.5 TV m−1. An incident laser pulse provides an electromagnetic field that is superim-
posed to the atomic field. At laser intensities Ia > 3.5× 1016 W cm−2 the laser field
strength is higher then the field of the bound hydrogen electron. A laser peak intensity
of IL = 1.1 · 1021 W cm−2 (to which the auto correlation trace of the ATLAS pulse in
figure 3.1 was scaled) has a field strength of 89.8 TV m−1, which dramatically exceeds
the intra-atomic field. The laser field will cause atomic electrons to leave their binding
potential and result in ionization of the atom. This is a strongly simplified picture and
often referred to as barrier suppression ionization. It is sufficient to understand that
with the intensities at play, the laser will interact with a plasma, and in particular
with the electrons. Unless one is interested in understanding the ionization dynamics
in detail (which can be important for estimating the expansion of the plasma due to
pre-pulses), it is sufficient for our purposes.
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Acceleration

A typical ATLAS 3000 laser pulse used for laser-driven ion acceleration has a temporal
full-width-half-maximum (FWHM) of 25 to 32 fs, but is far from perfectly Gaussian. A
typical temporal evolution of a laser pulse over 2 ns is recorded by high dynamic range
(third order) auto-correlation, as exemplary is shown in figure 3.1. Imperfections
in the generation of such pulses lead to a ns-long pre-pedestal and a ps-long steep
increase just before the peak intensity is reached at t = 0. Sometimes a copy of the
main pulse can appear ps before the laser pulse peak is reached. This is called a
pre-pulse, one is visible in our measurement at t = -112 ps. In our case the pedestal
has an intensity of 1012 W cm−2, which is already sufficient for triggering substantial
multiphoton ionization (MPI) events [64].

The short pre-pulse has an intensity of 7 · 1013 W cm−2 and is sufficiently intense
for tunneling ionization or even barrier suppression [65], both processes that ionize the
target ps before the laser pulse peak interacts with the target. 10s of ps before the
laser pulse reaches its maximum, the intensity rises above ionization levels. Target
foils with thicknesses ranging from few nano- to micro-meters, are hence transformed
into a plasma long before the laser pulse peak and the generated plasma will expand,
either due to fs pre-pulses [66], due to the ns-long pedestal [67] or due to the latest
rising edge, typically due to a combination of all. In experiments it is ensured that the
plasma remains dense enough for ion acceleration by choosing appropriate minimal
target thickness, or employing methods for pre-pulse suppression, such as plasma-
mirrors [68] [69] or second harmonic generation [70].

Laser-plasma interaction We must now understand how the plasma can absorb
incident laser light. This absorption is important, as it determines the energy transfer
from the electromagnetic wave to electrons. For this, we have to consider the effect of
the electron density ne on laser pulse propagation in the plasma. The laser wavelength
shall be λ, speed of light in vacuum c. Laser propagation in the plasma is possible
as long as λ is larger than the plasma wavelength. From this condition we derive
the critical electron density nc = (πγmec

2)/(λ2e2), with e the elementary charge,
γ = 1/

√
1− (vel/c)2 with vel electron velocity andme electron mass [71]. The majority

of laser ion acceleration is performed with over-critical ( ne > nc) or (relativistically)
near-critical ( ne ≈ nc) electron density, because there the absorption into electrons is
very high [72].

At low intensity 1012 − 1017 W cm−2, the absorption is dominated by inverse
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bremsstrahlung, where incident photons are absorbed by free electrons or resonant
absorption. In the latter an electromagnetic wave obliquely incident on a plasma,
polarized in the plane of incidence, is absorbed resonantly into an electron plasma
wave [73]. At higher intensities and very sharp gradients vacuum heating or Brunel
absorption is important. In this process, electrons are dragged out of the plasma into
the vacuum by the laser field, upon which they are accelerated and pushed back into
the overdense plasma [74]. Gentle gradients lead to effective j ×B heating where the
oscillatory component of the laser-light pressure becomes important [75]. Via these
processes a substantial fraction of laser pulse energy is absorbed into electrons, which
move ballistically or even collectively, but are not driven by the laser fields. These
electrons are called ’thermal’ or ’hot’.

On the other hand, one can recall that motion of a single electron is governed by
the Lorentz force

−→
FL = e · ( ~E + ~v × ~B). For light intensities > 1.037 · 1018 [µm/λL]2

W cm−2 a significant number of electrons is accelerated to relativistic speeds within
a few laser cycles [76]. Then,

∣∣∣~v × ~B
∣∣∣ > ∣∣∣ ~E∣∣∣, and the electrons are primarily pushed

forward along laser propagation direction. Let us consider that the laser can act on
a bunch of electrons in the same way. The much more inert ions hardly respond and
charge-separation fields are forming between displaced electrons and the ions. These
ions provide a counter force to the light pressure (~v × ~B) and in turn are accelerated.
This later process is the basic idea of light-sail acceleration, where electrons are the
’sail’ and ions the ’freight’ [77]. Keep in mind that there are two populations of
electrons, which are not easily distinguishable. One is the ’hot’ electron population,
and the other is ’coherently driven by the laser’.

Based on these considerations, one can distinguish two major cases for laser-driven
ion acceleration, depending on target thickness: The most investigated and studied
case for laser-driven ion acceleration is laser-plasma interaction with targets of > µm

thickness. The interaction of the laser pulse with the plasma in this case generates
a dense hot electron stream that spreads through the target and eventually reaches
the rear side. When this electron cloud exits into the vacuum, a very strong sheath
electrostatic field at the target surface is established. Some electrons escape this glob-
ally binding field, but the majority of electrons remains macroscopically bound. They
bounce back into the target and spread transversely. Ions are then accelerated by this
sheath field that points predominantly normal to the target rear side. In this pro-
cess, protons are accelerated from the target rear (non-irradiated) surface [78]. This
acceleration mechanism is referred to as Target-Normal Sheath Acceleration (TNSA).
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It yields a very broad exponentially decaying energy spectrum, with a characteristic
maximum ion energy Emax.

When pre-pulses of the laser are suppressed, nm thin targets can remain overdense
up until the main pulse interaction. Then, the laser can indeed act on a large portion
of the electrons within the focal volume and a highly efficient acceleration mechanism
can take over, in particular when generation of ’hot’ electrons is suppressed. Ions can
then be dragged along and accelerated more efficiently. This process is referred to as
’laser-piston’ or ’Radiation-Pressure-Acceleration’ (RPA) regime [79], which has the
advantage of a reduced divergence angle that is constant over the spectrum [80].

There are also descriptions of acceleration mechanisms that operate between these
two extremes. In the Break-Out-Afterburner (BOA) regime, the interaction of a laser
with peak intensity of 1021W cm−2 with 30 nm foils, for example, can first initiate
TNSA. At an intermediate stage, when the plasma becomes (relativistically) under-
dense, the laser-electron energy transfer increases and allows to heat all electrons of
the interaction regions effectively. This allows strong acceleration fields, which result
in significantly higher maximum ion energies then expected from pure TNSA [81].

For laser-driven ion acceleration at intensities of 1020 W cm−2 from 100s of nm thick
foils we expect a dominance of TNSA, while relativistic transparency can already play
a role.

In view of the complexity of the processes, there is no exact estimate of the ex-
pected energies. However, there are theoretical models that calculate a maximum
kinetic proton energy, based on laser and target parameters, for example [82] [83] [84].
Additionally, studies have investigated a magnitude of results and tried to find empir-
ical models based on experimental data [84] [85] [86]. A conclusive description of the
expected differential energy spectrum, however, is not available yet.

It is therefore instructive to review such spectra obtained from experiments with
a wide variety of parameters [88] [87]. Regardless of the specific acceleration mecha-
nisms at play, progress was driven by technological improvements in targets and laser
pulse quality. Figure 3.2 shows such spectra over a range of laser pulse energy. Glass
laser systems typically have temporal FWHM pulse widths > 500 fs, whereas Tita-
nium:Sapphire laser systems have pulse widths of tens of fs. It is evident that higher
laser energy leads to the observation of higher kinetic ion energies. For applications,
the number of particles accelerated to a certain energy is equally, if not more impor-
tant. This number increases as well with higher laser pulse energies.

Next we explain a typical diagnostic approach that is based on magnetic spectrom-
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Figure 3.2: Differential proton kinetic energy spectra from Glass (dashed) and Titan-
tium:Sapphire (solid) laser systems. Laser energy on target is represented by the color
bar, target thickness is noted in the plot. Figure from [87].

eters for sampling a small portion of the ion bunch emitted from the plasma. This
simple approach is widely used and delivers fast insight. Quantitative analysis, how-
ever, requires typically cumbersome calibration procedure. Although rather simple,
it is important to understand the concept of spectrometry as a basis of the new QIS
method that will be presented in chapter 4 and circumvents these problems.

3.2 Deflection by a Wide-gap Magnetic Dipole

Moving charged particles are deflected by magnetic fields. The acceleration perpen-
dicular to the propagation of particles is proportional to the charge-to-mass ratio and
momentum. This section contains a calculation of the spatial kinetic energy dispersion
of a particle bunch propagating through a spatially inhomogeneous magnetic field. Fig-
ure 3.3 shows a typical experimental setting of a particle spectrometer that is strictly
correct only for homogeneous fields. The magnetic field is inhomogeneous along the
propagation direction z, but this has little influence on our argumentation, because the
actual displacement within the magnet is small. It is also inhomogeneous in direction
x, that is along the entrance slit. In the following, the main component of the mag-
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Figure 3.3: Schematic of dipole deflection. Particles from the point source A propagate
through a slit and enter the dipole field B. After deflection they drift towards detector
C. The trajectory is shown for a positively charged particle with defined kinetic energy.

netic field Bx(x) represents an z-averaged value that obeys Bx(x) =
∫
Bx(x, z)dz/zm.

Particles are propagating in positive z-direction, and magnetic field lines are parallel
to the x-axis (and the entrance slit), facing towards the reader. We will derive the
amount of deflection in the y-axis yd and the x-axis xd at the detector plane for particle
kinetic energy Ekin = (γ − 1)m0c

2. With the detectors spatial resolution, we can then
relate spatial positions to particle energy xd(E) and yd(E).

The magnetic field is inhomogeneous along x because in typical setups of wide-angle
spectrometers (WASP) [22] the gap width is of the same order as the length of the
magnetic field. An approximation for this functional behaviour has been studied in the
Bachelor’s thesis of P. Kühnemann [89]. It was found that the following approximation
can be made for the magnetic dipole field:

Bx(x) = a(x− d)4 + b(x− d)2 + c (3.1)

Second, the y-deflection of the magnet relative to straight propagation of particles
along the z-axis can be calculated as follows:
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yd = y1 + y2 (3.2)

y1 is the offset after propagating through the magnet. The magnetic field lines are
perpendicular to the ion-bunch propagation axis, and its deflection can be calculated
with the Lamor radius

R =
mvz(Ekin)

qBx

=
βzγm0c

qBx

(3.3)

The angle α is given by the Lamor radius and length of dipole via sin(α) = zm
R

and results in y1 = R(1−
√

1− sin2α) and y2 = zd ∗ tan(α). Hence

yd = R

(
1−

√
1− (

zm
R

)2
)

+
zdzm

R
√

1− ( zm
R

)2
(3.4)

The setup of this thesis allows to consider zm
R
<< 1. Thus, we can approximate

yd ≈
( zm

2
+ zd)zm

R
(3.5)

Then we get

yd =
( zm

2
+ zd) · zmqBx

γβm0c
(3.6)

With ζ = ( zm
2

+ zd)zmq/(m0c) and m0 the particle mass, q the particle charge, c
speed of light in vacuum, we rearrange for the normalized particle momentum γβ

γβ(x, yd) =
Bx(x)

yd
· ( zm

2
+ zd) · zmq
m0c

=:
Bx(x)

yd
· ζ (3.7)

Then, with Ekin = m0c
2(γ − 1) we obtain

yd(Ekin, x) =
ErBxζ√

E2
kin + 2ErEkin

(3.8)

In the following we will drop the index d, and refer to this deflection as y instead
of yd.

3.3 Wide Angle SPectrometer (WASP)

The Wide-Angle Spectrometer (WASP) is the main ion-diagnostic in CALA LION,
and the ion data of this thesis have been recorded with this setup. The ion beam cone
from the laser-target interaction, the target chamber centre (TCC), is passing through
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Figure 3.4: Schematic dipole and wide-angle spectrometer picture. A is the ion source.
B is the dipole magnet with slit aperture. C is the detector covered by the aluminum
phantom ’PABLONE’.

a w = 200 µm slit aperture made of 3 mm thick aluminum. The slit is 5 cm wide and
parallel to the x-axis. This aperture is right at the entrance of a dipole magnet with
a 10 cm wide gap at z1 = 83 cm distance from TCC. The magnetic field is zm = 10 cm

long. Afterwards, the ions drift zd = 68 cm towards the detector housing, which is
covered with an aluminum phantom (PABLONE) and contains the Radeye1 detector.

The RadEye1 is a complementary metal-oxide-semiconductor (CMOS). A detailed
description of the setup and operation including the software called ’CamOuflage’
has been done by W. Draxinger [90]. S. Reinhard successfully demonstrated the use
of this detector for detection of laser-driven protons and found that the detector is
single-proton sensitive, responds linearly to particle number and has no noticeable
cross talk between pixels [91] [92]. Since then the detector has been continuously used
for laser-driven ion as well as electron detection [93] [94]. The basic function of the
silicon detector is relevant for the newly introduced QIS method and will therefore be
captured in more detail in section 3.5.

A single RadEye1 element has the size of 5 x 2.5 cm with 1024 x 512 pixels, where
each pixel is 48 x 48 µm2. The pixels are read out in Analog to Digital Units (ADU)
and have a dynamic range of 12 bit, thus ranging from 0 to 4095 ADU. Up to four
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elements can be controlled by a single read-out unit. We positioned these elements side
by side, yielding a total active area of 5 x 10 cm with 1024 x 2048 pixels. A ≈ 2 µm

thick silicon oxide protective layer is covering the active ≈ 2 µm thick silicon layer.
These thicknesses have been provided by the manufacturer in private communication
and are not exact or published. Further specifications and measurements are available
in the data sheet [95]. The operation details and improvements to the software and
readout are described in appendix A.1.

Using a magnet with a wide aperture allows to sample a larger solid angle of the
emitted ions in a single shot [22]. We use the large irradiated surface on the detector
to calibrate the magnetic deflection for our evaluation, which is particularly important
because the wide gap requires to consider an inhomogeneous magnetic field for particle
deflection.

Figure 3.5: RadEye1 and PABLONE image

The aluminum phantom, named ’PABLONE’, consists of adjacent vertical alu-
minum stripes, that cover the complete detector active area. An image of the current
iteration is shown in figure 3.5 b). The thicknesses of all stripes are known. In the
detector coordinate frame, the thickest stripe, 4112 µm thickness, is at x = 0. Propa-
gating towards positive x-direction, we find 8 stripes which are decreasing in thickness
along increasing x position. The thinnest stripe is 112 µm thick. Adjacent to those, the
same 8 thicknesses appear in the same decreasing order again. Thus two stripes of the
same thickness are spaced apart. In total, 17 stripes cover the detector. PABLONE is
positioned directly in front of detector C in figure 3.4.

The aluminum thicknesses have been chosen such, that their respective proton cut-
off energies are dispersed approximately equidistant on the detector surface. Table 3.1
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xCenter Aluminum [µm] Ecutproton [MeV] Ecutcarbon [MeV/u] Overlapping elements
1080 112 3.67 6.7 yes
2015 112 3.67 6.7
920 142 4.22 7.8
1911 142 4.22 7.8
751 202 5.2 9.6
1790 202 5.2 9.6
634 292 6.5 12.0
1650 292 6.5 12.0
516 512 8.9 16.5 yes
1530 512 8.9 16.5 yes
410 892 12.3 22.7
1440 892 12.3 22.7
310 1472 16.3 30.0
1321 1472 16.3 30.0
190 2202 20.5 37.7
1220 2202 20.5 37.7
90 4112 29.1 53.4

Table 3.1: List of detector aluminum phantom stripes, their positions, their thicknesses
and respective proton and carbon cut-off energies. Three stripes overlap two detectors.

is listing the used aluminum thicknesses with their respective cut-off energies, as well
as ’xCenter’, which is the x-Axis coordinate in detector pixels, and used to name the
evaluated area of the detector.

3.4 Differential Energy Spectrum

The slit in front of the magnet truncates the emitted ion ’spray’ into a fan-beam. We
aim at determining the differential energy spectrum in a small solid angle dΩ around
the target normal direction.

The differential energy distribution, that is the number of ions per energy interval
and solid angle as function of energy for one selected angle to target normal, typically
close to 0◦, is

dN

dEkin
(Ekin)

1

∆Ω
=
dN

dy
(Ekin)

dy

dEkin
(Ekin)

1

∆Ω
(3.9)
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and with equation (3.8)

dy(Ekin, x)

dEkin
= −ErBxζ(2Ekin + 2Er)

2(E2
kin + 2ErEkin)3/2

(3.10)

Note that
∣∣∣dy(Ekin,x)

dEkin

∣∣∣ decreases with increasing Ekin. For a detector with a fixed spatial
resolution this translates to decreasing energy resolution for faster particles. Now
consider the setup in figure 3.4. The cone emitted from the target (A) is truncated by
the slit. The remaining ’fan’-beam is dispersed in the magnetic field (B) before hitting
the detector (C). We consider the dimensions x and y separately. The slit width w

defines the extent in y-dimension. The pixel size xsize of the detector defines the solid
angle in the x-dimension. The projection of w onto detector (C) is:

ysize = w(1 +
zd + zm
z1

) (3.11)

Therefore, the solid angle is

∆Ω =
xsize · ysize

(z1 + zd + zm)2
(3.12)

The term dN
dy

equals the number of particles dN that impact the detector in a region
y(Ekin)± dy/2. dy is associated with the projected ysize and restricts also the energy
resolution.

dN is the particle number within the evaluated detector segment. It can be ob-
tained when the response of the detector to the particle energy loss is known.

3.5 Silicon Particle Detectors

If n- and p-type semiconductors are joined, electrons will diffuse from n to p until an
equilibrium state establishes. This results in an intrinsic potential difference at their
border Vbi. Charge carriers are drawn from this ’junction’ region, which significantly
increases electrical resistance. This effect can be increased by applying a potential,
called reverse bias Vb, with positive polarity on the n-side and negative on the p-
side. Such a ’pn-junction’ can be used as a silicon particle detector [96]. A particle
passing through the active layer deposits an energy ∆ inside the junction. This creates
electron-hole pairs if ∆ is larger than the Ionization energy Ei (3.6 eV for silicon). The
potential of the pn-region then separates these pairs, resulting in a current. Integrating
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this current over time yields the charge Qs

Qs =
E

Ei
e (3.13)

Thermal excitations can promote electrons across the band gap, therefore the junc-
tion is not a perfect insulator, and allows some ’dark current’ to flow even without
ionization events. This reverse bias current depends on the energy required to cross
the band gap Eg (1.12 eV for silicon), and on temperature T :

IR ∝ T 2exp(− Eg
2kbT

) (3.14)

with Boltzmann constant kb. To reduce this background contribution it is favorable
to cool the detector.

The integrated current (charge) is first amplified by a pre-amplifier, digitized by an
analog-to-digital converter and stored by a computer. The resulting values are refered
to as Analog to Digital Units (ADU). The RadEye1 detector used for this work has
shown to have a linear response, thus ADU are proportional to energy deposited in
the active layer [91].

Irradiation of the detector can damage the pn-junction and degrade its perfor-
mance. This is called radiation damage. Displacement of electron-hole concentrations
result in higher dark current for damaged pixels. Dark images start to have visible
’imprints’ in areas that have been irradiated regularly. The data discussed in this work
has been recorded with previously unused detector elements, and radiation damage has
not been observed.

In order to reduce high leakage currents at the device edges, which would lower
the devices performance, guard ring structures surround each pixel. They isolate the
junction from the edges and define an electrical device boundary. They also introduce
dead detector areas which can not be used for particle detection. The presented method
does not take these restraints into consideration, and rather assumes the complete pixel
to be sensitive.
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3.6 Energy-loss of Charged Particles in Matter

3.6.1 Average and most probable energy loss

The description in these sections follows closely the work "Passage of particles through
matter" by Groom et al. [97] from which relevant informations for this thesis have
been extracted. This includes considering the relevant parameter range, which allows
some simplifications.

As fast charged particles traverse through matter, they will interact with this ’tar-
get’ material predominantly via electronic interaction mediated by the Coulomb force.
The collisional energy loss divides into two contributions: The dominating "soft" col-
lisions with energy transfers from zero to an intermediate energy W0 and "hard" colli-
sions with energy transfers fromW0 to the maximumWmax [98]. For point-like particles
with mass M >> me

Wmax =
2mec

2β2γ2

1 + 2γme/M + (me/M)2
(3.15)

M = 938.265 MeV/c2 is the rest mass of a proton, and me = 511.004 keV/c2 the rest
mass of an electron. The contribution of (me

M
)2 is negligible and was dropped for the

evaluation calculations to stay coherent with [99]. These electronic interactions occur
in single collisions, with energy losses W leading to ionization and atomic or collective
excitation. The few collisions that take place in thin absorbers will show a large
variance, as discussed later in this section. Particles with an initial kinetic energy of
E0 passing through a target lose the energy ∆ = E0−E1. E1 is the remaining kinetic
energy of the particle when exiting the material. Below the cut-off energy Ecut the
particle’s kinetic energy will be insufficient to leave the target material and it is stopped
within. Based on the assumption of interactions with free electrons, Bethe has derived
a differential energy loss based on a first-order Born approximation. At βγ < 0.1 the
projectile speed is comparable to those of bound electrons, and requires a more refined
treatment. Radiative effects become relevant at βγ ≈ 1000. Within these limits, the
mean rate of energy loss

〈
dE
dz

〉
is given by the Bethe-Bloch equation [97]〈

−dE
dz

〉
= Kz2e

Z

A

1

β2

[
1

2
ln

2mec
2β2γ2Wmax

I2
− β2 − δ(βγ)

2

]
(3.16)

In this definition, it is the mass stopping power in units of MeV cm2 g−1. Z is the
atomic number and A the atomic mass number of the target. Projectile charge in
units of elementary charge e is given by ze. Constants have been summarized by
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K = 4πNAr
2
emec

2 ≈ 0.307 MeV cm2 mol−1, where NA is Avogradro’s number and re

the classical electron radius. For silicon the mean excitation energy is I = 173 eV

[97], and density ρ = 2.329 g cm−3 [100]. β = v
c
and γ = (1 − β2)−

1
2 are velocity and

relativistic gamma-factor of the incident particle. Density correction δ is negligible for
the relevant protons with energy E0 < 100 MeV.

3.6.2 Ionization Energy Loss of Fast Particles in Thin Layers

The energy loss probability for layers of material with moderate thickness with respect
to the range of incident particles is adequately described by the highly skewed Landau-
Vavilov distributions. Landau has first undertaken the derivation of the energy loss
distribution for electrons in thin layers of matter [101]. The resulting function is highly
skewed, such that the most probable energy loss ∆p is significantly smaller than the
average energy loss ∆E obtained from Bethe-Bloch. This shift is due to the weight of
rare events in which a large energy transfer can happen.

For his derivation, Landau considered fast particles with an incident energy E0

traversing a thin layer of matter such that the total energy loss ∆ = E0 − E << E0.
The unknown distribution function f(∆z,∆) shall then be the normalized probability
that a particle with initial energy E0 loses an amount of energy ∆ < W < ∆+d∆ while
traversing a layer ∆z. The total energy loss ∆ shall be small compared to the initial
energy E0, such that the probability of energy loss per unit length may be considered
independent of the final energy E1.

Landau introduced the scaling variable:

ξ =
K

2

z2eZ

Aβ2
τ (3.17)

with τ = ρ∆z as the absorber thickness in g cm−2 [102].
Vavilov has extended the approach for heavier particles, such as protons [103].

Based on Landaus work, he introduced κ = ξ
Wmax

(referred to as Vavilov parameter),
which is the ratio of the energy loss scaling variable to the maximum possible en-
ergy transfer in a single collision. For κ < 0.01 the energy loss distribution function
approaches the one derived by Landau, the Landau distribution. For κ > 10 it ap-
proaches a Gaussian shape. Vavilovs result describes the distribution shapes of energy
loss in between these extreme cases. We refer to these functions as Landau-Vavilov
distributions.

κ for the relevant range for this thesis is shown in figure 3.6. These curves are
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Figure 3.6: κ versus kinetic energy E1, with which the particles enter a 2 µm thick sil-
icon layer. For κ>10 a Gaussian approximation and for κ<0.01 a Landau distribution
may be used to model the energy loss distribution.

calculated for energy loss in 2 µm thick silicon, which represents the detector active
layer thickness to the best of our knowledge, for incident kinetic energies E1 for protons
(H+) and carbon ions (C6+). Protons with E1 in the range from 1 to 28 MeV and
carbon ions with E1>5.3 MeV/u are within 0.01 < κ < 10. Thus, for our region of
interest, we expect an energy loss given by Landau-Vavilov distributions.

The ROOT library [104] offers a fast computational implementation of these dis-
tribution functions. Vavilov distributions are available as VavilovFast [105], which
is implemented as described by Rotondi [99]. Input parameters are β2 of the incident
particle, κ as described above and the Landau variable λ which is related to energy-loss
∆ as given by Rotondi:

λ =
∆

ξ
− 1 + CEM − β2 + lnκ (3.18)

where CEM ≈ 0.5772 is the Euler-Mascheroni constant.
Energy loss distributions calculated with ROOT are shown in figure 3.7 for protons

with kinetic energies E1 of 6, 7 and 15 MeV as an example. The change of the
distribution function shape is significant.



3.6 Energy-loss of Charged Particles in Matter 47

−0.02 −0.01 0.00 0.01 0.02 0.03 0.04
∆− ∆p [a.u.]

0.0

0.2

0.4

0.6

0.8

1.0
f(

∆
)

E1 = 2 [MeV], κ = 1.9e + 00
E1 = 7 [MeV], κ = 1.6e− 01
E1 = 15 [MeV], κ = 3.5e− 02

Figure 3.7: Exemplary normalized Landau-Vavilov distributions, centered at the most
probable energy loss ∆p. They correspond to the expected energy-loss distribution of
protons inside a 2 µm thick silicon layer.

The most probable energy loss ∆p is [106]:

∆p = ξ

[
ln

2mec
2β2γ2

I
+ ln

ξ

I
+ 0.200− β2 − δ(βγ)

]
(3.19)

This equation appears similar to the energy loss by Bethe eq. (3.16) multiplied by
thickness ∆z (ξ is an energy and contains the same pre-factors as in the Bethe-Bloch
equation). The dependence on material thickness ∆z is different, however.

This introduces a discrepancy in the deposited energy ∆, which can be calculated
with both equations. Figure 3.8 shows the energy loss for protons with incident kinetic
energy E1 in a 2 µm thick silicon layer and has been calculated with equations (3.16)
and (3.19). Within the relevant E1 range, the ’Evaluation Range’, their penetration
depth is larger than the silicon layer thickness, so that E1 > ∆. In this figure, the
mass stopping power given by Bethe and the tabulated data have been scaled with
silicon material parameters ρ = 2.329 g cm−3 [100] and ∆z = 2 µm to compare with
the most probable energy loss given by ∆p. This includes the assumption that dE/dz
does not vary significantly inside a 2 µm thick layer. The Bethe mean energy loss is
in good agreement with stopping power data from SRIM [107], but differs from the
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Figure 3.8: a) Energy loss ∆ in silicon. ’Bethe’ is calculated via equation (3.16) and
agrees well with SRIM stopping power tables. The most probable energy loss ∆p has
been calculated as in equation (3.19). b) Wmax versus incident energy on detector E1.

most probable energy loss ∆p. This is important to note, and due to events in which
incident particles lose considerable energy. These rare but important contributions
shift the energy loss towards higher values. The discrepancy increases towards larger
E1.

The lower boundary of the evaluation range is given by the lowest evaluated energies
Emin(202µm) = 2.96 MeV, Emin(292µm) = 3.15 MeV, which correspond to βγ ≈ 0.08.
The upper boundary of the evaluation range is ≈ 30 MeV and βγ ≈ 0.25.

In section 3.4 we derived that for a detector with finite spatial resolution, the
energy resolution decreases towards higher energies. We can still select areas with
similar energy loss in these cases, as d∆p/dEkin and dκ/dEkin are decreasing towards
higher Ekin as well. Therefore, we can treat small enough detector segments as areas
which have been irradiated with a proton bunch, of which all particles have the same
energy loss distribution. This availability of sub-samples of a larger section is key to
the statistical evaluation of the detector signals in the context of QIS (chapter 4).
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3.7 Statistical Analysis

The detector used for this thesis is sensitive to energy loss by single protons [91]. It
has Ntotal = 1024 x 2048 pixels which are read out simultaneously. The detector can
be divided into areas much larger than the single pixel size and still cover very similar
kinetic energy given by the dispersion of the magnetic field (section 3.2). These macro-
regions (or macro-pixels) will be referred to as mono-energetic regions. They typically
contain n = 549 pixels, which is an a priori number for now. The mono-energetic
feature is important because ∆p and the shape of the energy loss distribution f(∆)

vary with incident E1.
The energy loss distribution of the incident protons determines the energy loss

of every single proton passing through the detector, as explained in the last section.
We can examine all energy loss events by generating a histogram of all pixel values
inside a mono-energetic area. As such, the histogram will also follow the energy loss
distribution f(∆). For a single proton, we expect a Landau-Vavilov distribution.
Additionally, there is a significant chance for multiple protons passing through a single
pixel and the consequences of these multiple hits have to be considered. Also, real
world detectors have background distributions, which have an impact on signal shape.

We present these three contributions separately and explain how they contribute to
the complete raw data histogram. We refer to the raw data histogram as ’histogram’,
which is considering measured data only. The expected distribution shape will be
called Signal Distribution Function (SDF) and is a continuous function, a model of
our data.

We will start with the probability distribution of multiple hits per pixel. Then, we
take the knowledge of the single proton energy loss distribution and explain its impact
on the signal. We describe how background contributions change this shape. Finally,
we derive the complete description of the detector histogram, the SDF, and explain
how it is used to determine particle numbers in specific mono-energetic regions.

3.7.1 Signal Distribution Function

Binomial Distribution We shall derive the probability of k protons passing through
a single pixel: In a single read-out, we haveN protons, which can pass through n pixels.
There is an equal chance for a single incident proton to hit any of these n pixels,
because the detector opening angle for a single mono-energetic area is small. Thus the
probability p to hit a pixel is distributed uniformly p = 1/n. For this situation, the
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Figure 3.9: The Binomial distribution B(k|p,N) represents the probability of k proton
hit events in a single pixel. The area of evaluation contains n = 549 pixels. Different
lines correspond to the increasing number of incident protons N , which also increases
the probability for multiple proton hit events.

binomial distribution applies:

B(k|p,N) =

(
N

k

)
pk(1− p)N−k (3.20)

B(k|p,N) is the probability to get k successes with N trials. In our case that is the
probability of events, where pixels have been hit by k protons, given that we know
that our analyzed area consists of n pixels and was irradiated by N protons. Thus,
B(k|p,N) is the probability of multiple protons hitting a single pixel (the chance for a
’k proton hit’) inside our mono-energetic area. Example distributions for this thesis’
parameters are plotted in figure 3.9.

Zero protons hitting the detector result in a zero probability of detecting k > 0 hits
per pixel. This is an important case because then only background signals would be
measured. N = 500 protons already have a significant contribution not only of single,
but also double proton hits, and at N = 5000 protons the chance of finding any pixel
without proton signal B(0|p,N) is approaching 0.

Multiple proton hits are therefore not only non-negligible, and have to be taken
in consideration, but offer a new interpretation for the understanding of energy loss
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data obtained from a single mono-energetic region. Consider each of the N protons
contributing a constant value to the signal (and no other contribution such as back-
ground would be present), then the binomial distribution would be identical to the
SDF. Therefore, the binomial distribution can be understood as an envelope of the
SDF on large scale.

Ion Signal In section 3.6.2 we have learned that the energy loss (for our case)
is governed by Landau-Vavilov distributions f(∆). For mono-energetic areas every
incident proton is governed by the same f(∆). The shape of this distribution becomes
apparent only if single proton hit events dominate and no background is present.
Because we assume that proton hits are uncorrelated, the energy loss of two protons
will be a convolution of its Landau-Vavilov distribution f(∆) with itself. For this we
introduce the notation gk(∆) with k noting the number of protons

g2(∆) = f(∆) ∗ f(∆) (3.21)

Additional protons passing through this pixel are uncorrelated as well, and their energy
loss is calculated by convoluting the k − 1 distribution with an additional proton hit:

gk(∆, k) = gk−1(∆) ∗ f(∆) (3.22)

Unless noted otherwise, gk is normalized to its peak height. The Landau-Vavilov
f(∆) functions have been obtained from ROOT, as explained in the last section.

Background Our statistical treatment of data enables direct consideration of the
background distribution. From data we know that histograms of pure background can
be modeled by a Landau distribution, convoluted with a Gaussian, which will be refered
to as ’Langau’. We used the pylandau package [108] to calculate these functions, and
will refer to the background distributions as bg(∆). For all simulations a background
with the following values of the Langau distribution has been assumed: mpv = 65, η
= 3.7 and σ = 3.6. Background is always present, and considered uncorrelated with
protons passing through the detector. Therefore, the measured energy loss distribution
of single proton events is

g1(∆) = f(∆) ∗ bg(∆) (3.23)

A k proton event is then
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gk(∆) =

bg(∆) if k=0

gk−1(∆) ∗ f(∆) if k>0
(3.24)
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Figure 3.10: gk for k = 0 ... 19, calculated for protons with an artificial most probable
energy loss ∆p = 160 ADU. Each gk is normalized to its integral.

Examples are shown in figure 3.10. As one might expect, the most probable energy
loss shifts to higher values with increasing k, and the asymmetry of the convolution
functions leads to a small shift of the peak. The distributions become broader and
more symmetric towards higher k.

Background, Signal and Binomial Distribution Be reminded that the proba-
bility of k proton hits is binomially distributed. The complete SDF versus energy loss
∆ for N protons distributed in a specific mono-energetic area is:

SDF (N,∆) =
∞∑
k=0

B(k|p,N) · gk(∆) (3.25)

In summary, if we know the background distribution bg(∆) and the distribution
function of single proton energy loss f(∆), which peaks at the most probable energy
loss ∆p(E1), the only unkown parameter in our mono-energetic region (corresponding
to energy E1) is the number of protons N(E1). This important result is the key to the
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QIS approach.

Fit-Method We have implemented equation (3.25) into a python code: Using python’s
integrated 1-D curve fitting (scipy.optimize), N is varied until the SDF approaches our
histogram most closely. It has been found that adding an additional free parameter
to scale the complete function yields a better overlap between normalized data and a
SDF. As such, we have

SDFscale(A,N,∆) = A · SDF (N,∆) (3.26)

Sum-Method refers to the typical approach, which is used to extract particle num-
bers from detector signals. There, the background value bg is obtained by averag-
ing over a background image or region. This background value is subtracted from
the pixel values pvi and all values within the evaluation region are summed to yield
PVtotal =

∑n
i=1 pvi − bg. The sum is then divided by the most probable energy loss of

the particle at this energy in units of pixel values ∆pv and the result is the number of
protons

Nsum = PVtotal/∆pv (3.27)

Both of these methods require the knowledge of the energy dependent most proba-
ble energy loss ∆p(E1). For the sum method, this must be determined in a calibration.
We will show in chapter 4, that the statistical evaluation QIS can directly yield this
calibration factor by simply treating it as an additional fit parameter.

3.7.2 Fit Performance with Simulated SDF

We have generated artificial SDFs for a range of proton numbers N and artificial
most probable energy loss ∆p and evaluated them with the Fit-Method. The particle
number obtained with the Fit-Method Nfit is compared to the number of protons of
the simulation Nsim.

The histogram data is generated with the following method: First, the background
is simulated by drawing as many as simulated pixels (n) values from a typical beam-
induced background distribution bg(∆) which peaks at pixel values of around 65, and
storing these into an array where each element represents a simulated pixel. Then,
the energy loss of each proton is simulated by obtaining Nsim energy losses weighted
by f(∆). In the next step, each energy loss value is added to a randomly chosen
pixel. The histogram of this array is then our artificial SDF. Exemplary histogram
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Figure 3.11: Exemplary simulated SDF. Solid lines represent simulated data and the
functions obtained with the Fit-Method. Dashed lines indicate the first contributions
from gk, k ∈ [0, 1, 2, 3] Insets a) and b) correspond to ∆p = 64 ADU (E1 ≈ 2 MeV
proton kinetic energy), and c) and d) to ∆p = 11 ADU (E1 ≈ 13 MeV proton kinetic
energy). Nsim = 50 in a) and c), Nsim = 500 for b) and d). n = 549 pixels have been
simulated.

data generated from such simulation are shown in figure 3.11. Each simulation is fitted
with equation (3.26). The plot insets note the number of Nsim and Nfit. We chose
∆p = 64 ADU which is, as we will see later, representative for E1 = 2 MeV protons
passing through the sensitive layer of the detector for figure 3.11 a) and b). a) shows
a large contribution of background at ∆ ≈ 65 ADU and a small hump at ≈ 110 ADU.
This signature is due to the Nsim = 50 protons. The histogram data is then evaluated
with the Fit-Method, and the green line represents the best fit. It follows the envelope
of the data quite well. This fit corresponds to Nfit = 39 which is smaller than Nsim.
In b) we have a more distinct peak structure. The first peak is due to background,
and the additional peaks are the proton signature. In this example the k = 1, 2, 3

proton hits (per pixel) are visible. Their probability is decreasing towards higher k, as
expected from the binomial distribution B(k|p,N). The distance between subsequent
peaks equals the most probable energy loss values ∆p. Figures c) and d) are signals
expected from 13 MeV protons (∆p = 11 ADU), which deposit less energy in the
detector. Their signal signature appears to merge with the background contribution,
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especially in c), where only 50 protons have been simulated. The Fit-Method, however,
can still produce a best fit, the orange line, which approximates the data well, and
can retrieve Nfit, this time larger than Nsim. To investigate the performance further,
we have performed a number of simulations within the range of proton numbers and
energies (with respective ∆p values) relevant for this work.
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Figure 3.12: Method performance tested on simulated histograms for n = 549 pixels.
∆p, the most probable energy deposition of a single proton in the detector, has been
chosen to resemble kinetic proton energies from 2 to 29 MeV. Dashed lines indicate
Nsim, ranging from 5 to 20000 protons. The solid lines with the same color are values
obtained with either method, Nfit in a), and Nsum in b). For them, each data point
represents an average value, obtained from 1000 simulations of the same parameters
Nsim and ∆p. Each simulation generated a histogram, with the method explained
above, which has then been evaluated with the Fit- and Sum-Method, respectively.

The performance of applying the Fit- and Sum-Methods to simulated histograms
of an n = 549 pixel mono-energetic area is plotted in figure 3.12. Over the complete
∆p range (resembling expected values for proton E1 between 2 and 29 MeV) Nfit can
reproduce Nsim reasonably well and is typically underestimating the particle number.

At lower proton numbers Nsim < 50 Nfit starts to differ significantly and the error
bars increase. This indicates that the histogram does not contain sufficient samples
to represent the SDF well enough, and the fit fails. This is expected because the
statistical treatment requires a sufficiently large number of trials (protons) to resemble
the continuous distribution functions.
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Between a most likely single proton energy loss of 10 < ∆p < 80 ADU, the ratio
between estimated and simulated particle number is nearly constant. For Nsim > 50,
Nfit agrees with Nsim within a factor of 2. At large particle numbers Nsim >1000 and
energy loss ∆p > 40 ADU Nfit is overestimating the number of protons. This may be
due to the broadening of gk towards higher k values. If this method is to be translated
to other sizes of mono-energetic areas, it is interesting to compare the number of pixels
n with Nsim. In the presented configuration, the Fit-Method appears to work best for
0.1 · n < Nsim < 2 · n.

Nsum is performing well for high energy deposition ∆p>40 ADU at large particle
numbers Nsim > 1000. This has several reasons. The broadening of gk with increasing
k, shown in figure 3.10, yields more symmetrical distributions. With more symme-
try, the difference between average and most probable energy loss value becomes less
relevant. Therefore, the proton number can be estimated more accurately by this
method. High particle numbers also increase statistics, which also increases accuracy
for calculating the mean only. Further, in this method the weight of the background
contribution is reduced towards higher energy loss values. However, the Sum-Method
overestimates particle numbers at Nsim < 1000, that is Nsim ≈ 2n, especially for low
values of ∆p, which correspond to higher E1. This divergence is due to the background
contribution, and the highly skewed energy loss distributions f(∆). Single events with
large energy deposition ∆ have a large impact on the pixel sum.

From this result we come to the conclusion that the Fit-Method is a valid approach
to the particle number evaluation for our setup, in particular when the resultant proton
numbers are between 0.1 ·n and 2 ·n. It reproduces the incident particle numbers more
accurately over a wider range than the Sum-Method, and in particular in regions where
the Sum-Method fails.



Chapter 4

Quantitative Ion Spectrometry (QIS)

The goal of QIS is the evaluation and conversion of the ion signal on the detector
into an ion kinetic energy distribution, the spectrum. Consider the WASP setup
picture in figure 3.4. In the detector x-y plane, consider the x-dimension as an angular
distribution (and for now homogeneous). The y-dimension is governed by magnetic
deflection, hence energy selection. Deflection depends on the kinetic energy E0 of
the particle. With the energy selection, we define macro-pixels with incident energy
E0 which have been irradiated by an unknown number of protons N . We obtain
histograms of all pixel values in these macro pixels f(ADU).

For calibration, we extend SDF by an additional fit parameter mpvADU , the most
probable energy loss for a single proton. We calibrate only with histograms showing a
distinct peak structure, allowing to check mpvADU with visual inspection. From these
we obtain our detector calibration. For particle number evaluation, we generate SDF
as in section 3.7.1 to f(ADU), using mpvADU .

In this chapter, we first map an incident kinetic energy E0 to every detector pixel.
With this map, we can select our macro-pixels and obtain raw data histograms. We will
then explain how we calibrated the detector quantitatively for protons, and for carbons.
We then discuss our choice of background distribution and our investigations into its
behavior. Finally, we present how to use the QIS method to obtain particle numbers
for differential energy spectra. We will use E0 to denote the initial kinetic energy of
the particle, which governs the dipole dispersion, and E1 < E0 as the kinetic energy
after passing through the aluminum phantom PABLONE, with which the particles
enter the active layer of the detector.
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4.1 Energy Map on Detector

Measuring or simulating a magnetic field distribution and then tracking particles is of-
ten done to calibrate magnetic spectrometers. The tracking requires precise knowledge
of the magnetic field and the distances of objects in the setup. This process yields a
map of kinetic energy in the detector plane Ekin(x, y) and requires simulation knowl-
edge, time and appropriate software, most importantly through tedious measurements
(or simulations) of the magnetic field distribution. An example of using this approach
is described by Lindner for protons [93] and electrons [94].

Here we present a method that does not rely on any additional information. It is
solely based on fitting an analytical magnetic field model to support points provided
by the raw data image. The routine is completely implemented in python.
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Figure 4.1: Typical image from the RadEye1 detector after subtraction of a non-
irradiated image. The dash-dotted lines indicate the borders between the four detector
elements. Dashed lines correspond to the borders between different aluminum thick-
nesses in front of the detector. The corresponding proton cut-off energies Eco in MeV
are noted below and carbon cut-off energies in MeV/u above the upper canvas frame
line. 20% c is Ekin ≈ 20 MeV/u.

Visual inspection of raw-image A typical raw image from the detector in a WASP
setup is shown in figure 4.1. Four sets of step-like features are visible. The steps at y-
axis > 1.8 cm fit the expected deflection of protons within the expected energy range,
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whereas the steps at y-axis < 1.8 cm can be attributed to fully ionized carbon ions
(C6+). The step feature is the result from the particles passing through PABLONE.
The first of its two identical sets of aluminum stripes is visible in this image between
0.7 and 5.6 cm, the second set between 5.6 and 10 cm. An additional thicker stripe
is located between 0 and 0.7 cm. Ion signal can only be present at an x-position, if
E0 > Eco, with Eco being the cut-off energy of the respective aluminum thickness. (A
lower limit of Emax can be estimated qualitatively by visual inspection of the raw-data:
In figure 4.1, protons with kinetic energies with Emax > 20 MeV and carbon ions (C6+)
with kinetic energies Emax > 16.5 MeV/u are visible.)

Signal edge detection For a given x-coordinate, we can scan along the y-axis and
determine the largest y-coordinate y with signal. We have implemented a signal edge
detection routine that returns the largest y pixel coordinate containing signal for a
given x pixel coordinate (typically xCenters). The edge detection routine will first
apply a median filter to the image with a bin size of six pixels. It will then cut-out a
five pixel wide vertical area centered around xCenter. These are averaged along the
x-axis. Figure 4.2 shows such arrays for three different xCenters. The average and
standard deviation of pixel values without signal at xCenter are calculated from pixels
y = 0 to 50 (where we do not expect any signal). We define this average plus six
times standard deviation as threshold (factor six has been identified as best match
from visual inspection of many samples). The algorithm then identifies the largest y-
coordinate where the pixel value is larger than the threshold. Examples of the obtained
y-coordinates are plotted as vertical dash-dotted lines in figure 4.2.

Thus, we have found a coordinate with known kinetic energy Eco(x, y), and can
repeat this edge detection for additional xCenters. Note that the edge-detection routine
requires raw data with sufficiently good ion performance, such that the signal edges
for the selected xCenters are clearly detectable by the algorithm.

Fit to dipole dispersion model In our implemented code, we fit our dipole dis-
persion model in units of the normalized relativistic momentum, as these values are
close to 1, compared to particle kinetic energies in J. We calculate the normalized
relativistic momentum

γβco(x, y) =

√
(
Eco
m0c2

+ 1)2 − 1 (4.1)
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Figure 4.2: Solid lines as used in the signal edge detection algorithm for three different
xCenters. Dash-dotted vertical lines are the largest y-coordinates with values over
threshold, the detected signal edge.

and use our γβco(x, y) as support points to fit the modeled dipole dispersion from
equation (3.7):

γβ(x, y) =
Bx(x)

y + e
· ζ (4.2)

The new fit parameter e in the equation allows for shifts in the setup along the y-
axis. This function contains four more fit parameters in Bx (introduced in section
3.2). As we have five fit parameters we require at least five support points, which
are best distributed as far as possible on the detector surface (example values for the
fit parameters for the setup in CALA LION are noted in appendix B.4). With the
determination of the fit parameters, this equation maps normalized momentum to each
detector pixel. After the fit, we calculate the related kinetic energy for each pixel, and
thus obtain a map of kinetic energy E0(x, y).
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Figure 4.3: Equi-energy lines on a raw detector image. The ’x’ mark support points,
obtained by the edge detection method. Solid lines correspond to protons with kinetic
energy Eco, dotted lines to carbon ions (C6+) Eco. Each line has a number which
corresponds to the kinetic energy E0 in MeV/u.

By visual inspection of the fitted parameters, via the equi-energy lines, we have
found that more than five support points which are distributed on the detector’s active
area result in best performance. The support points obtained for this work are marked
as ’x’ in figure 4.3. We have calculated equi-lines (figure 4.3 solid lines) corresponding
to protons with kinetic energy Eco for each aluminum stripe of PABLONE. The lines
show very good agreement of the fit to experimental data. We use the same dispersion
model fit parameters that we have obtained from protons to calculate equi-energy lines
for C6+ ions (figure 4.3 dotted lines). They too show very good agreement between
fitted data and Eco (for carbon).

Energy resolution The slit aperture in front of the dipole magnet has a width of
200 µm. The fan ion-beam emitted from the (almost) point-sized laser-driven source
projects this width onto the detector. In section 3.4 we have introduced this projection.
For CALA LION (distances noted in B.4) it is ysize = 9 pixel. Energies which end
up closer than ysize to each other can not be resolved. This corresponds to an energy
range, or energy bin. The smallest possible energy bins are calculated by dividing
E0(x, y) along y-axis into 9 pixel segements. These have an upper E0up and lower
E0lo kinetic energy boundary. We will refer to these bins by their center energy E0 =

(E0up + E0lo)/2.
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Figure 4.4: Detector energy resolution ∆E0(E0). The resolution changes along the
x-axis due to the inhomogeneous dipole field.

Figure 4.4 shows the resulting energy bin size between two adjacent energy bins
E01 and E02, where we define E02 > E01, and ∆E0(E0) = E01 − E02. The spacing
between adjacent energy bins increases towards higher energies due to the decreasing
dispersion by the dipole. ∆E0 depends slightly on the x position, as the dipole field
strength increases towards the edges.

Raw data histograms Macro-pixels or areas of mono-energetic irradiation are ob-
tained by selecting ysize = 9 pixels along y-dimension (smallest energy bin), and thick-
ness of an aluminum strip, typically xsize = 61 pixel along x-dimension. The boundaries
of these areas follow the curvature of equi-energy lines, but do not subdivide pixels.
These areas contain 9 · 61 = 549 pixels. We convert all pixel values into a histogram.
These are our histograms of areas with mono-energetic irradiation at center kinetic
energy E0 and center x-coordinate xCenter. Figure 4.5a shows an example for protons
with a kinetic energy of E0 = 9.1 MeV. The data exhibits distinct, equi-distant peaks.
The peak at 65 ADU is mainly due to pixels which have not been hit by protons (k =
0). The peak at 100 ADU is due to the most probable energy loss of a single proton
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Figure 4.5: Histograms of areas with mono-energetic irradiation at xCenter=634.
Green solid lines are data, normalized to peak. Dash-dotted lines are SDFcalib with
respective mpvADU fitted to the data. Blue ’x’ follow the binomial distributionwith
fitted particle number Nfit for n = 549 pixels, and are spaced apart by k ·mpvADU .

hit (k = 1). The two and three proton hit contribution peaks are not spaced exactly
at k · mpvADU and have a broader peak, k > 4 proton hits do not show clear peaks
anymore. This is due to the increasing number of convolutions as defined in equation
(3.24).

4.2 Calibration

For detector calibration we have to consider E1, the kinetic energy of the particle as
it enters the detector. The calibration routine pre-selects histograms to only those
whose peaks can be identified by eye (to allow visual inspection of the fit later), such
as the examples in figure 4.5. For the algorithm we make the following modifications
to the SDF introduced in section 3.7.1. We shift the theoretically obtained energy loss
distribution functions f(∆) to have their most probable value at 0. We refer to the
resulting convolutions as g′k. We introduce the most probable background in detector
units ADU as bgADU , and the most probable energy loss for a proton with kinetic
energy E1 in detector units ADU as mpvADU . The peaks in the histogram must then
be at ADU(k) = bgADU + k · mpvADU and the complete SDF used for calibration is
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then:

SDFcalib(N,mpvADU , A,ADU) = A ·
∞∑
k=0

B(k|p,N) · g′k(ADU + k ·mpvADU) (4.3)

A is scaling the function to work best with data normalized to peak values.
Figure 4.5a shows the fit of SDFcalib (dash-dotted line) to histogram data (solid

line) for E0 = 9.1 MeV, yielding mpvADU = 34.96. Figure 4.5b, E0 = 10.3 MeV,
yields mpvADU = 26.42. We can see that the faster particles deposit less energy in the
detector.

4.2.1 Proton Calibration

We have run the calibration routine over energy bins along four xCenters. The resulting
mpvADU are plotted as blue ’x’ in figure 4.6. The configurations will be referred to by
their figure 4.6 inset names a), b), c) and d). Insets a) and c) are on detector element
2, insets b) and d) are on detector element 4. 292 µm thick aluminum is covering a)
and b), 202 µm thick aluminum is covering c) and d).

Calibration with power law The range R0 of protons impinging on the detector
with a kinetic energy E1 (in units of MeV) can be calculated using the continuously
slowing down approximation (CSDA)[109]:

R0 = φ · Ep
1 (4.4)

R0 is in units of m, φ in m MeV−p and p is unitless. φ and p are material and ion-species
dependent constants.

Consider a single ’representative’ material (in our case the silicon layer of the
detector) with φ and p. Then the energy as a function of depth z in the material is

E(E1, z) = (
φEp

1 − z
φ

)1/p (4.5)

where E1 is the representative particle energy for the mono energetic region after
passage through the aluminum phantom. Then the energy loss in the active layer
(with thickness d) ∆ is:

∆(E1, d) = E1 − E(E1, d) = E1 − (
φEp

1 − d
φ

)1/p (4.6)



4.2 Calibration 65

101m
pv

A
D

U
[A

D
U

]

a) xCenter = 751

∆′p: α = 1.48

S: C · a = 220.24 q = -1.12
Data

b) xCenter = 1790

∆′p: α = 1.14

S: C · a = 114.25 q = -0.88
Data

1013× 1004× 100 6× 100

E1 [MeV]

101m
pv

A
D

U
[A

D
U

]

c) xCenter = 634

∆′p: α = 1.51

S: C · a = 232.73 q = -1.13
Data

1013× 1004× 100 6× 100

E1 [MeV]

d) xCenter = 1650

∆′p: α = 1.11

S: C · a = 136.43 q = -0.98
Data

Figure 4.6: Detector calibration data from protons. Insets a) and b) are behind 202 µm,
c) and d) behind 292 µm aluminum. Insets a) and c) correspond to a detector element
on the left side, b) and d) to an element on the right side of the raw image (figure
4.1). Blue crosses are data from raw histograms. Red lines are ∆′p = α ·∆p(Si,2 µm).
α is the detector calibration in ADU/keV. The dashed blue line is the power law fit.
Table 4.1 summarizes the fit parameters.

For small d << φ · Ep
1 a Taylor expansion to first order yields

∆(E1, d) ≈ d

pφ

E1

Ep
1

=
d

pφ
E1−p

1 (4.7)

which is a power law. The signal S is proportional to the energy loss and hence

S(E1) = C · a · Eq
1 (4.8)

where a = d
pφ

in units of MeVp, q = 1 − p, and C is a proportionality constant in
units of ADU/MeV. We see that a contains the detector thickness d and material and
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particle specific constants p and φ, but we do not require distinct knowledge about
these values to count particles. We fit this power law to our data. These fits are dashed
lines in figure 4.6. The fit parameters are listed in table 4.1.

This is an important and interesting result. First, it shows that the analysis method
yields a physically valid and reasonable result, because ∆p(E1) as fit parameter in the
fit-method results in the expected power law (which can be noted also in figure 3.8).
Second, the detector is now calibrated. Note that this procedure does not require
knowledge of detector thickness d nor its exact material parameters p and φ. There is
even no need to know the proportionality constant C separately. The considerable dif-
ference of C ·a and q between detector elements underlines the importance to calibrate
each detector element individually. Different aluminum thicknesses do not influence
the calibration factors within error margins, because it depends solely on the number
of charge pairs that are generated.

xCenter Inset Detector element C · a [ADU/MeVq] q α [ADU/keV]
751 a) 2 220.24± 9.84 −1.12± 0.03 1.48± 0.02
1790 b) 4 114.25± 4.62 −0.88± 0.02 1.14± 0.01
634 c) 2 232.73± 12.49 −1.13± 0.03 1.51± 0.03
1650 d) 4 136.43± 6.42 −0.98± 0.03 1.11± 0.02

Table 4.1: Proton calibration values for evaluated xCenters. Noted are fit errors of the
respective fit parameter. Inset refers to figure 4.6.

Fit to ∆p It is, however, still interesting to compare our calibration result with the
MeV to ADU calibration measurement of S. Reinhardt [91]. There, it was assumed
that d = 2 µm and the calibration factor was found to be 1.09± 0.12 ADU/keV. With
equation (3.19) we introduce the calibration scaling factor:

α =
∆′p
∆p

(Si, 2µm) (4.9)

α for all insets in figure 4.6 are listed in table 4.1. From the difference between the
α we obtained, we argue that the value obtained by Reinhardt [91] (who was using
another detector element) is within expected fluctuations for the different detector
elements. This shows that our result lies within the margins of the earlier calibration
measurement and if calibration is required, it must be performed for each element
individually.
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4.2.2 Carbon Calibration

With the same argumentation we made for protons so far, we can extend our calibration
to carbon ions as well. We use the carbon C6+ ion signal present in our data set, which
is for example visible in figure 4.1. We calculated κ for our signal energy range to be in
the Landau-Vavilov region (see figure 3.6). We use the extension of the energy map on
our detector to C6+ to select areas of mono-energetic irradiation, as we did for protons.
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Figure 4.7: Carbon raw data histograms at xCenter=920. Inset a) does have prominent
peaked energy loss, whereas the histogram in inset b) is background only.

Two example histograms of areas of mono-energetic irradiation for C6+ are pre-
sented in figure 4.7. Figure 4.7 a) is showing significantly larger energy loss per carbon
ion compared to protons. Also, the statistics are significantly lower. However, a
grouped structure is visible, peaks are k = 1, 2, 3 ion hits, respectively. We can esti-
mate by eye that already the k = 5 peak, 5 carbon ions hitting a single pixel, would be
expected at 4279 ADU and thus saturate the detector. Figure 4.7 b) is an example of
a histogram of an area where no ion signal is present. We conclude three things from
these examples. First, with lower statistics mpvADU is retrieved with reduced accu-
racy from a single histogram. Second, the low fluence will make it harder to retrieve
actual particle numbers from a histogram. And third, the energy loss per particle is
large compared to the extend of the background distribution. Thus, although this
calibration suffers from inaccuracies, the differentiation between signal and no-signal
in a histogram can be detected clearly. We are thus confident that our determination
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yields the correct values of Emax for C6+.
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Figure 4.8: Detector calibration data for C6+. Figures a) and b) are behind 142 µm alu-
minum, but on different detector elements. Blue crosses are data from raw histograms.
Red lines are ∆′p = α ·∆p(Si,2 µm). α is the detector calibration in ADU/keV. The
dashed blue line is the power law fit. Table 4.2 summarizes the fit parameters.

xCenter Inset Detector element C · a [ADU/MeVq] q α [ADU/keV]
920 a) 2 78910.43± 25589.35 −0.90± 0.07 1.60± 0.02
1911 b) 4 81665.32± 19484.88 −0.95± 0.05 1.31± 0.01

Table 4.2: Overview of the calibration values for carbons. Noted are fit errors of the
respective fit parameter. Inset refers to figure 4.8.

We fit SDFcalib functions to suitable histograms in our C6+ data set. The resulting
data is shown in figure 4.8. Inset a) is data at xCenter = 920 pixel, b) is data at xCenter
= 1911 pixel. These are two different RadEye1 detector elements, both covered by
142 µm thick aluminum. The ’x’ are mpvADU at respective values of E1. Their error
bars are the mpvADU value errors from the fit routine.

We treat these points like we did for protons. From the power law fit (see table 4.2
for fit parameters), we clearly see the impact of the different particle species on C · a
and q. However, by obtaining these, our detector is calibrated for carbon ions as well.
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The fit of ∆′p yields the values of α in table 4.2. These are not the same values
within our error margins as for protons, but still very close. We again see the need to
calibrate every detector element separately. Note that for carbons and for protons α
of detector element 4 is smaller than for element 2.

The discrepancy of α values for protons and carbon ions may be reduced by assum-
ing a different detector thickness. It is also possible that the energy map Ekin(x, y)

is not positioned correctly for carbons. Visual confirmation of the equi-energy lines
for carbon does appear correct, however, carbons are dispersed significantly less then
protons due to their larger mass. Small spatial inaccuracies in the energy grid, may
result in an inaccurate relationship between E1 and energy loss.

4.3 Background

The fit-method does not contain any prior subtraction of a background value or image
- background is part of the SDF. Note that up to this point we have just defined a
background distribution. In this section we will explain how we obtain it. We have
found two main contributions to background, which can be obtained independently:

Empty shot contribution There is signal present even if the detector is being
read-out without prior irradiation (by firing the laser without a target in place). This
signal is also refered to as ’dark current’ (see section 3.5). Data recorded under this
condition is named ’empty shot’. The dark current contribution is always present,
and thus leads to a fixed offset in the signal. Histograms of three areas (on the same
detector element) of an empty shot are shown in figure 4.9 b). They all follow the
same gaussian distribution with mpvbg = 58.7 ADU and σ = 1.8.

We have further plotted all empty shot acquisitions, which are made just before
the signal data in SCR read-out mode, to show the temporal evolution of dark current
(for SCR mode) over a complete beamtime in figure 4.10. This proves that empty-shot
background is indeed stable.

On-beam contribution We have a complex background contribution that is only
present with a laser-irradiated target, but is not due to the protons. This contribution
is referred to as ’on-beam’ or ’beam-induced’ background. Example histograms, ob-
tained from non-empty shots, are shown in figure 4.9 c). Only the 4 to 4.8 MeV and
100 to 400 MeV ranges overlap, and the 23 to 25 MeV region has a larger mpvbg value,
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Figure 4.9: Background distributions at xCenter=1790. Solid lines are raw data his-
tograms from regions where no proton signal is expected. An area above the signal
corresponds to protons with kinetic energies between 100 and 400 MeV, an area below
to 4-4.8MeV. a) is showing data from an empty shot where no laser-plasma interaction
happened. b) is showing an empty shot readout at the same regions as c), which is
showing the beam-induced background for a shot with good ion signal. The original
idea of taking background is displayed by the 4-4.8 and 100-400 MeV signal, which
is fitted by Langau Original. If the background is evaluated from the 23-25 MeV re-
gion, it is designated as ’Strong’ background, which even may already include higher
energetic proton signals.

and its distribution is broader. All distributions have an asymmetric shape, with a
tail towards larger ADU values. mpvbg is larger than for the empty shot histograms.
A proton kinetic energy of at least 5.2 MeV is required to penetrate through 202 µm

aluminum, and we expect less then 100 MeV from our laser-driven source. Originally
we intended to use these regions on the detector as background, therefore we chose
the 4 to 4.8 MeV and 100 to 400 MeV regions to be representative for the background.
We refer to background obtained from these regions as ’original background’. As these
two distributions are very similar, we concluded that background for the region in
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Figure 4.10: Temporal background evolution at xCenter = 634. Data points are values
of mpvbg of the Gaussian fit and error bars are determined by the corresponding σ.
The data was evaluated for all background images recorded right before an actual shot
image, therefore the first data points are at the beginning and the last ones from the
end of the experiment. Histograms of the regions shown in figure 4.9 are fitted with a
Gaussian.

between, the signal region, is similar as well. We have found by visual inspection that
the shape of this background distribution matches a Landau distribution convoluted
with a Gaussian distribution (we refer to this convolution as ’Langau’, we have calcu-
lated these distributions using the pylandau package[108]). For the presented example
fitting a Langau distribution yields mpvADU = 85.1 ADU, η = 4.7 and σ = 3.9.

For reasons that will become clear at the end of this chapter, we have chosen a
second region much closer to the expection proton signal, 23 to 25 MeV, as ’strong
background’ region. This shape, also shown in figure 4.9 c), has been fitted by a Langau
distribution as well with the following fit values mpvADU = 101.8 ADU, η = 6.0 and
σ = 10.6. On-beam background increases for decreasing aluminum thickness, as shown
exemplary in figure 4.11.

Therefore, background must be obtained for each aluminum thickness separately.
And, due to the different response of each element, for each element as well. We have
found that the on-beam background shape changes in between shots, but for the origi-
nal backgrounds, mpvADU and shape are always very similar for both regions, whereas
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Figure 4.11: Radeye raw data with a reduced colormap to emphasize exemplary back-
ground. The detector housing is covering the active surface from y=0 to y=125. The
signal at 125<y<250 is background, which is increasing from left to right. In between
400<y<500 the background is higher. Aluminum thickness is decreasing from 4.1 mm
at x=0 to 112 µm at x≈1100, and similar for the right half of the detector. The borders
of the four different detector modules are visible due to their different dark currents,
especially from the far left one to the second at x=512.

strong background is always broader and has a larger mpvADU . Shots with similar
ion performance have comparable background distributions. For larger maximum ki-
netic energies, the on-beam background distribution tends to be broader and centered
around a higher ADU value. In the case of lower Emax and lower signal on the detector
in general, it is narrower and closer to the empty-shot contribution.

The Langau fitted to on-beam background is bg(ADU) in the SDF.

Slit up-down study A test has been carried out to study if the on-beam background
changes with entrance slit aperture position (it is in front of the dipole magnet, see
setup figure 3.4). The slit has been motorized with a linear stage to control its position
along the chamber’s y-axis (which is the height dimension). Visual comparison of
consecutive shots with increasing slit position, see figure 4.12, gives inconclusive results.
Of course the ion signal shifts as expected for this setup for a point-like source, but
no obvious change of the background contribution was observed when moving the slit.
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Figure 4.12: Raw data of slit up-down study. The insets are showing the area marked
in red from figure 4.11. Each inset is corresponding to a shot with a different slit
position. The inset number is referring to its linear stage motor position, which is
the slit height. 4000 has been the standard value. The signal strength varies over
the different shots, but its signature does move upwards whereas no change beyond
expected shot-to-shot fluctuations in the background is obvious.

The shot-to-shot fluctuations may very well explain the small difference in background
strength for the different images.

Thus, we conclude that the on-beam background is not originating from charged
particles travelling from the source through the dipole field onto the detector. X-rays
from the target are also unlikely, because they would not be deflected in the magnetic
field and one would observe a projection of the slit onto the detector. However, elec-
trons emitted from the laser-plasma interaction are large in number and are distributed
over a broad energy range extending well above MeV. These electrons enter the dipole
field through the slit and are deflected upwards. For energies < 0.5 MeV they can even
turn by 180◦ in the 0.2 T field of this magnet [94]. Then they hit the dipole iron yoke,
or the inside of the slit. These impacts can generate bremsstrahlung that might be
sufficiently energetic to penetrate the aluminum phantom in front of the detector. A
more detailed study would be most interesting.
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Electron hole pairs With equation (3.13) we can calculate the number of electron-
hole pairs per ADU for α = 1.5 ADU/keV to be npairs = E

Ei
= 103eV

1.5·3.6eV ADU ≈ 185 /ADU,
for α = 1.1 ADU/keV: npairs ≈ 253 /ADU. With this we can calculate the number of
dark current electron-hole pairs per second: The empty shot mean dark current of the
left detector element in figure 4.9 is 58.7 ADU, obtained from a constant read out at
0.5 Hz. This yields ≈ 21700 pairs at 185 /ADU. The empty shot mean dark current for
the right detector relement is 63.3 ADU which results in ≈ 32000 pairs at 253 /ADU

flowing per second. This is much larger than the 4000 electrons per second obtained
at room temperature [95]. Figure 6 in [95] provides the dark current as a function of
temperature and 30000 electrons per second correspond to 45 ℃. However, this value
should be seen with caution, as this paper does not report on differences between
detector elements, but the order of magnitude might remain the same. However,
cooling the detector elements may reduce the dark current significantly, and has helped
with CCD cameras in vacuum [60].

4.4 SDF for Particle Number Retrieval

For particle number retrieval, we modify SDFcalib slightly to include our calibration.
mpvADU has been determined in section 4.2. Thus we only have two remaining fit
parameters, particle number N and function height scaling A:

SDFeval(N,A,ADU) = A ·
∞∑
k=0

B(k|p,N) · g′k(ADU + k ·mpvADU) (4.10)

The particle number retrieval routine then follows these steps for a selected xCenter:
We first retrieve on-beam background distributions bg(ADU). We obtain raw data
histograms of all areas of mono-energetic irradiation for our evaluation kinetic energy
range. For protons, this is 6 < E0 < 30 MeV, for carbon ions 10 < E0 < 30 MeV/u.
These each span a kinetic energy range of E0range = E0up − E0lo.

Then we fit SDFeval functions to each histogram, which yields the fitted particle
number for this histogram Nfit.

With these, we can obtain the differential energy spectrum (see section 3.4). Nfit =

dN and E0range = dEkin. The solid angle ∆Ω is calculated from the respective pro-
jections onto the detector ysize = 9 pixel, xsize = 62 pixel (the width of an aluminum
phantom stripe). For our data, z1 = 83 cm, zm = 12 cm and zd = 68.2 cm. With this,
we can generate a differential energy spectrum for a single shot for each calibrated



4.4 SDF for Particle Number Retrieval 75

xCenter position on the detector.
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Figure 4.13: Proton differential energy spectrum obtained from shot 103, using ’Orig-
inal Background’. The dashed line corresponds to 50 protons, the noise threshold.
Raw data (inset a) is indicating an Emax ≈ < 12 MeV. The 4 solid lines are spectra
evaluated at the marked areas of the same color in inset a). The evaluation claims
Emax> 30 MeV.

Figure 4.13 is an example differential energy spectrum obtained from the above
described procedure, where we have used the ’Original Background’. Proton numbers
have been evaluated in four different regions on the detector. Two of them are behind
202 µm, the other two behind 292 µm thick aluminum, and each thickness is represented
on both evaluated detector elements. ’xCenter’ is their respective pixel x-coordinate
for reference. From the investigation with artificial histograms in section 3.7.2 we have
deduced that the QIS method requires at least 50 protons per mono-energetic region.
The raw data inset, figure 4.13 a), shows data from the detector, from which a proton
Emax = 8.9 MeV can be infered by visual inspection.

In contrast, the evaluated spectra with the QIS method, however, do extend up to
the last evaluated energy bin at 30 MeV with significant particle numbers. Also, we
have never observed energies above 23 MeV, even when employing alternate methods
and focusing with permanent quadrupole doublets and RCF film stacks. We therefore
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conclude that the background approach described so far is not including all contribu-
tions and has to be refined. The raw data in figure 4.13 a) also indicates that there
may be more background in the center region of the detector. We have therefore de-
cided to change the region where the background is obtained to an area much closer to,
and maybe even overlapping the expected signal area, namely the 23-25 MeV proton
region, which we have already introduced as ’strong background’. This is not a perfect
solution as it relies on visually choosing the maximum proton energy from the raw
signal. On the other hand, most (if not all) other methods determine the maximum
energy just in this way.

The strong background has been used as bg(ADU) for the following evaluations.
Compared to the original approach, the evaluated spectra then drop into the noise
floor approximately at energies that are in agreement with the visual inspection of
the data. The proton numbers obtained with this background approach are likely
underestimating the actual numbers.



Chapter 5

Ion Beams at CALA LION

In this chapter, we use the QIS method to quantifiy the ion beam performance of the
laser-driven ion source. We show exemplary data of distinct experimental results in
more detail, and present an application. Particle energies in this chapter are kinetic
energies E0 unless noted otherwise.

5.1 Source Monitoring

We have evaluated 42 shots from a beamtime at CALA LION on 12th of May 2021. The
setup of this study is shown in figure 5.1. On this day, the following laser parameters
were available: Laser-pulse energy (on target) up to EL = 9.9 J, laser-pulse width
(measured with FROG) τL = 32 fs (laser contrast measured prior to this campaign is
shown in figure 3.1). The focal spot had been optimized with DM3, the focal spot
diameter was dFHWM = 4.9 µm. The laser-peak intensity has been IL = 1 · 1021

W cm−2 (calculation see C). We prepared 10 target holders with 400 nm and 9 holders
with 600 nm thick plastic (Formvar) foils. We have recorded images of backscattered
(Screen 1) and transmitted light (Screen 2). The WASP was set up with the following

xCenter [px] θ [◦] Color Ion
634 -0.90 orange H+

751 -0.70 blue H+

920 -0.42 gray C6+

1650 0.81 magenta H+

1790 1.05 red H+

1991 1.39 black C6+

Table 5.1: List of detector evaluation stripes’ angles to target normal.
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Figure 5.1: Source monitoring study with WASP. An incident laser (red) accelerates
ions from targets in the nFTPS. From the laser-plasma interaction, light is backscat-
tered onto ’Screen 1’ and transmitted on ’Screen 2’, which are monitored by cameras.
Accelerated ions drift through the WASP and hit the RadEye1 detector. The RadEye1
raw image shows the position of evaluated stripes at respective xCenters, which are
color-coded throughout the following figures. The angle between xCenter and target
normal θ is in the x-z plane.

distances z1 = 85 cm, zm = 10 cm and zd = 68.2 cm (see figure 3.4). We have used a
fresh set of RadEye1 detector elements, and operated the system in SCR mode (see
Appendix A.1). The detector elements had been covered by the aluminum phantom
PABLONE (as described in table 3.1).

We have analyzed ion spectra at six different x-positions on the detector. Four
xCenters have been evaluated for protons within an angle to target normal ranging
from θ =-0.90◦ to +1.05◦. Two xCenters have been evaluated for C6+ within an angle
to target normal ranging from θ =-0.42◦ to +1.39◦. We have color coded the evaluation
angles in the following plots, table 5.1 summarizes this coding. For each stripe (angle),
we can extract the maximum energy Emax and particle number per energy and cone
angle.

In figure 5.2 proton numbers per 1%Ekin and msr are plotted for energies of 12
MeV (circle), 15 MeV (triangle) and 18 MeV (square) for 27 shots. A carbon ion signal
has not been present on all shots of this series, therefore we only discuss proton kinetic
energies and related particle numbers in the following. Dark green lines are per shot
averages over all solid angles for 12 MeV (solid line, circles), 15 MeV (dash-dotted
line, triangles) and 18 (MeV dotted line, square). The 27 shots are all from 12th of
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Figure 5.2: Proton source monitoring at three energies for 27 shots. EL = 9.9 J,
plastic targets with 400 or 600 nm thickness. Proton number is given at four different
xCenters (colors) for 12 MeV (circle), 15 MeV (triangle) and 18 MeV (square). Green
lines represent angle-averaged values for 12 MeV (dotted), 15 MeV (dash-dotted) and
18 MeV (solid). Figure 5.3 shows spectra of bold shot numbers in more detail. Data
from 12th of May 2021.

May 2021 and all shots had EL = 9.9 J on target. Plastic targets with 400 or 600 nm

thickness have been used.

Let us take a closer look at particle numbers for shot 9 and 149 which are exemplary
for the angular particle number fluctuation: For shot 9 the particle number at 12 MeV
(circles) vary between 1.4 · 106 #protons

1%Ekin·msr
(blue) and 2.1 · 106 #protons

1%Ekin·msr
(red), thus, by

a factor of 1.5. The particle number at 15 MeV (triangles) is lower and has a similar
variety over angle, ranging from 7.5 · 105 #protons

1%Ekin·msr
(orange) to 1.2 · 106 #protons

1%Ekin·msr
(red),

variation is within a factor of 1.6 and at 18 MeV (squares) numbers vary between
3.4 · 105 #protons

1%Ekin·msr
(blue) and 4.2 · 105 #protons

1%Ekin·msr
(orange), this yields a factor of 1.2.

For shot 149 the particle number at 12 MeV (circles) is between 6.7 · 105 #protons
1%Ekin·msr

(blue) and 1.1 · 106 #protons
1%Ekin·msr

(magenta). The particle number at 15 MeV (triangles) is
lower, ranging from 3.4·105 #protons

1%Ekin·msr
(magenta) to 4.2·105 #protons

1%Ekin·msr
(red). At 18 MeV

(squares) the number ranges from 0 (blue, magenta) to 3.8 · 105 #protons
1%Ekin·msr

(red). Thus,
if particles have been detected, the angular particle number fluctuation is a factor of
≈ 2.

Shot 9 is an example for low, and shot 149 for large angular distribution. To guide
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the eye over several shots, the mean over all evaluated angles has been calculated for
each shot and plotted for the three chosen energy values (12, 15, 18 MeV) as dark-green
lines in figure 5.2. In the following, we investigate the minimum and maximum particle
numbers of this ’angular mean’ for the presented shots. For shots 7, 11, 146, 147, 148
and 150 Emax < 12 MeV, therefore their particle number is zero. In the following we
want to consider only shots with Emax > 12 MeV. Among these selected shots, the
proton numbers vary between 3.3 · 103 and 107 #protons

1%Ekin·msr
.

This shows that if we exclude all shots with Emax < 12 MeV we still have particle
number deviations in the range of three orders of magnitude for the investigated en-
ergies 12, 15 and 18 MeV, but for most shots, the numbers are smaller the higher the
evaluated energy, i.e. the spectrum monotonically decreases.

This is observed for most of the presented shots and is expected from our laser-
driven source. An exception is shot 104, which exhibits a very flat spectrum from 12
to 18 MeV, or shot 103, where the particle number at 12 MeV is lower than at 15 MeV.

Finally, consider the occurence of particles at a certain angle for the example en-
ergies 12, 15 or 18 MeV. In figure 5.2 we find 21 shots with Emax > 12 MeV, and we
have evaluated 4 angles per shot, thus a total of 84 evaluated angles. Emax > 12 MeV
has been detected on 79 of these, Emax > 15 MeV on 69 angles and Emax > 18 MeV
on 45 angles. This shows qualitatively that the reliability of the proton yield increases
with decreasing energy demand.

Example proton spectra

Figure 5.3 shows four exemplary shots of this beamtime. The figure contains differen-
tial energy spectra for protons and carbon ions for the evaluated energy range from 6
to 30 MeV/u. We used the QIS-Method for particle number evaluation. For protons,
we employed the ’strong background’ and therefore signals are expected to dip into
noise at E0 >23 MeV. The method still yields outliers in the energy range beyond 23
MeV, which we do not consider as signal. For carbon ions we used the ’original back-
ground’. Two laser-plasma light diagnostics are shown for each shot as well. Screen
1 represents light that has been reflected from the target surface, Screen 2 contains
light that has been transmitted through the laser-plasma interaction. For a perfect
reflection at the target surface we expect a vertical beam diameter of 5 cm at Screen
1, for a perfect transmission we expect a beam diameter of 13 cm at Screen 2. Note
that the carbon ion signal at E0 < 11 MeV/u is often saturated. Saturated regions
have not been evaluated, and thus do not appear as data points in these plots. If we
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Figure 5.3: Proton and carbon spectra from 12th of May 2021. Note: Saturated carbon
signal areas (typically at E0 < 11 MeV/u) do not appear in this plot. Screen 1 shows
reflected, Screen 2 transmitted light. The white bars show the expected vertical beam
diameter for perfect reflection (Screen 1, 5 cm) or transmission (Screen 2, 13 cm).

talk about particle numbers in the following, we will drop units of #particles
1%Ekin·msr

, for the
sake of simplified reading.
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Shot 9 The proton spectrum decays exponentially from 8 · 106 particles at 7 MeV

to its Emax = 23 MeV. At 11.5 MeV blue detects only 3.6 · 105 particles, whereas the
other three evaluation stripes detect 2 · 1e6 particles. A similar deviation happens at
15.5 MeV of lowest 2.4 · 105 particles (orange) compared to 1.1 · 106 particles (red).
Within these deviations, this spectrum is independent of angle. The carbon spectrum
decays exponentially as well, from 2.2 · 105 at 10 MeV/u to its Emax = 12.8 MeV/u.
However, except for these outliers at specific proton energies, particle numbers are
within a factor of two constant. We refer to this again as constant over solid angle.
The reflected light on Screen 1 shows a distinct ring structure with a bright spot in
the center. Screen 2 shows no visible transmitted light.

Shot 12 For protons, the particle number at 7 MeV ranges from 1.5 ·105 to 5 ·105. At
10 MeV the particle number difference is smaller than a factor of two. From 14 MeV
towards larger E0, orange and blue (θ < 0) and red and magenta (θ > 0) differ, for
example between 105 and 4·105 at 17 MeV. For this shot Emax has angular dependence,
as Emax = 20 MeV for θ > 0 and Emax = 21.5 MeV at θ < 0. This shot shows also no
carbon signal. On Screen 1 we see a distinct ring structure with a bright spot in the
center. Screen 2 shows transmitted light, but with no distinct profile.

Shot 103 The proton spectra from this shot are exponentially decaying from 106

particles at 7 MeV, to 5.8 · 105 particles at 9.5 MeV, followed by a plateau at 1.2 · 105

particles up to E0 = 10.5 MeV for θ < 0. In the blue spectrum (θ = −0.7◦), we observe
a single data point at Emax = 14.6 MeV. For θ > 0, Emax = 23 MeV with no signal
between 12.7 and 18.5 MeV is visible. The carbon spectrum exhibits a slight drop
from 10.6 MeV/u and 6.5 · 104 particles to Emax = 13.7 MeV/u and 2.3 · 104 particles.
In Screen 1 the outer ring feature that was visible in shot 9 and 12 is barely visible
and there is no bright spot in the center. Screen 2 shows no visible transmission.

Shot 150 The proton spectra are similar over solid angle and decay from 4 · 106

particles at 7 MeV to Emax = 10.4 MeV. Carbons are detected between 11.6 and 12.2
MeV/u, and between 16 and 19 MeV/u. Screen 1 shows a sharp outer ring structure,
and a small and bright central dot. Screen 2 shows no visible transmission.

Discussion These examples show that the particle numbers deviated along the mea-
sured angle at all energies. There is a trend that for protons with E0 < 10 MeV the
spectra are more uniform than at larger kinetic energies, and are within one order of
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magnitude at 7 MeV. Carbon ion numbers are within a factor of 3 over the evaluated
kinetic energy range. Emax strongly depends on the solid angle. Interpreting the im-
ages of Screen 1 and Screen 2 is difficult. The presence or absence of features in Screen
1, such as the bright center spot and its relation to ion spectra is interesting and might
give further insights in future studies.

5.2 Proton Focus

Figure 5.4: Setup quadrupole focus.

The permanent quadrupole (QP) doublet in CALA LION has been investigated in
great detail in the work of Rösch [62]. Figure 5.4 shows the setup used to record proton
foci. The quadrupole doublet has been positioned to focus a design energy, in our case
12 MeV, to a spot on a scintillator 1.8 m downstream of the source. Protons leave the
vacuum chamber through a 50 µm thick Kapton window. An additional 12 µm thick
aluminum foil blocks stray laser light leaking through the Kapton window and is taped
to the vacuum exit window. A camera is monitoring the scintillator via a 45◦ mirror.
Additional information can be found in [62].

Figure 5.5 shows scintillator images of 12 consecutive shots from 22nd of October
2021. The design energy has been E0 = 12 MeV, which is the lowest due to physical
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Figure 5.5: Scintillator images of 12 consecutive proton foci. Design energy has been
E0 = 12 MeV. The white square has 1 mm side length.

constraints of the setup. The scintillation is dependent on the number of incident
protons. The impact of the shot-to-shot fluctuations from the source is clearly visible.
The sum over all pixels, after a background image has been subtracted, will be our
’brightness’. The darkest image has a brightness of 1.7 ·108, and the brightest image of
1.6 · 109, which is one order of magnitude difference. This fluctuation is likely related
to the yield fluctuation reported in figure 5.1.

Although the QP focus shape in figure 5.5 does not change notably, there are
fluctuations in the brightness distribution, thus proton number distribution, of the
foci. The QP have an opening angle of ±0.86◦ in the x-z plane, which is comparable
to our WASP opening angle θ that ranges from −0.9◦ to 1.05◦. We have discussed in
the previous section that the WASP measurements indicate increasing angular particle
number spread with larger kinetic energy. Thus we know that the QP proton focus
shape will fluctuate more towards increasing design energies.



Chapter 6

Summary, Perspectives, Closing
Remarks

6.1 Summary

This work documents the establishment of the laser-driven ion source at the Centre
for Advanced Laser Applications, in particular the technological challenges that were
successively tackled.

The integration of a composite water-concrete beamdump eliminated the necessity
of personal dosimeters for laboratory personnel, and was an important step towards
the acceleration operation permit for LION. The laser upgrade to ATLAS 3000 con-
tained two major improvements. Adding additional amplifier stages increased max-
imum laser-pulse energy and replacing the REGEN amplifier stage eliminated two
pre-pulses that have been detrimental to laser-driven ion acceleration. The LBD hard-
and software has been tested and improved to transport laser pulses to the EBL with a
user friendly interface. The LBD contains a large aperture deformable mirror which is
used to optimize the laser focus in the experiment. Thorough tests at the ZS ensured
that it was working properly before first accelerator operation.

The LION EBL vacuum chamber setup currently uses an OAP with focal length
of 1.5 m and produces a very good laser focus that enabled first ion acceleration
experiments, with proton kinetic energies of up to 23 MeV. The automation of the
nFTPS has been significantly increased with new control software which includes a
better TANGO system integration. The redesign with a plastic wheel and magnetic
mounting of target holders with increased hole size has increased usability and reduced
target collateral damage. Light transmitted (A.2) through the laser-plasma and light
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reflected (A.3) has been monitored with a screen and camera each. This allowed to
have two permanently installed non-invasive diagnostics that can yield complementary
information on the laser-plasma interaction in the future. The permanent quadrupole
doublet for transporting proton bunches to the application platform on air has been
integrated and yielded first results. A wide-angle-spectrometer allowed to analyze ion
spectra over a spatial angle ≈ ±1◦ degree in the x-z plane. The aluminum phantom
PABLONE enables now inferring the maximum proton energy and the presence of
carbon ions by visual inspection of raw data directly after the shot. A model of
magnetic dipole dispersion has been derived, and fitted to support points on a raw data
image, creating an energy map on the detector without the need of exact knowledge
of the magnetic field distribution and particle tracking.

It was demonstrated that histograms of signal values in areas of mono-energetic
irradiation can be used to calibrate the detector for protons and carbon ions without
requiring prior knowledge of the detector thickness or detector response (a similar
approach can also be used to calibrate microchannel plate detectors to gold ions [110]).
Based on the most-probable energy loss theory, we have derived a response factor for
two separate detector elements with two particle species and found between 1.11 and
1.60 ADU/keV, in good agreement with the previously obtained calibration factor 1.09
ADU/keV. We have also found that calibration is required for each element separately.

The theory of energy loss distributions in thin layers provides the basics for the
signal distribution function and is convoluted with a binomial distribution to account
for multiple hits per pixel. This SDF models our histograms well, and is fitted with only
two fit parameters: a height scale and particle number. A study with simulated raw
data yielded that this method works best if the particle number is between one tenth
and ten times the number of pixels in the evaluated macro pixel. We have explained
two separate sources of background and how we treat those during evaluation. This
novel evaluation method yields the quantitative ion spectra (QIS).

For a data set of 42 shots, we have extracted particle numbers at three different
kinetic energies and four solid angles for protons. The particle numbers are fluctuating,
but the general trend is that particle numbers at lower energies are larger and fluctuate
less. However, we identified significant fluctuations in particle number and maximum
energies over small angles. These observations are described on the basis of the proton
and carbon spectra obtained in four exemplary shots. The angular fluctuations likely
impact the QP proton focal shape (see 5.2).
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6.2 Perspectives

The general setup in CALA can be further improved. The ZS, for example, should
receive a separate mode for laser-diode beam alignment. Current operation modes
allow laser light to propagate from the ATLAS hall to the EBL only under the consid-
eration of radiation generation, thus having several requirements on the state of the
LBD, vacuum system and EBL sensors. Diode operation does not pose any risk of
radiation, thus these restrictions are unnecessary. An adapted mode would increase
user-friendliness for diode operation. Fluctuations in the ATLAS pulse energy, com-
pression, wavefront and contrast have direct impact on laser-driven ion acceleration.
The ATLAS pulse energy can be increased further, but this is currently not considered
useful due to the limiting temporal contrast. The next urgent improvement concerns
identification of the 112 ps pre- and 118 ps post-pulses as well as the suppression of
the coherent pedestal that starts ≈ 50-100 ps before the peak.

The LION operation can also be improved further. The 50 cm focal length copper
OAP, provided it can yield a similar quality as the 150 cm glass OAP, allows for a
reduction of the focal spot diameter by a factor of three and an increase of peak
intensity by a factor of 9. This is expected to yield considerably higher proton and
carbon energies, given the temporal contrast can be restricted further. Continuous and
stable data acquisition of incoming and backscatter diagnostics monitoring the EBL
would be desirable to further investigate the reason of the shot-to-shot fluctuations.

The WASP currently covers a rather small angular range (up to ± 1.75◦). Extend-
ing this range would benefit studying the angular variation of the emission character-
istics in more detail.

The RadEye1 detector element’s dark current, which is currently around 58 ADU,
can be significantly reduced by cooling, thus potentially increasing the dynamic range.
This would likely increase the sensitivity at higher proton energies. The production
of RadEye1 detectors has ended, and CM49 has been introduced as its successor. It
consists only of a single detector element, which covers the same 10 x 5 cm2 as four
RadEye1 elements. However, the connector system has changed, and the read-out
electronic has to be close to the detector element, thus in vacuum, suffering from
high risk of radiation damage. First studies using CM49 have been promising. Its
suitability to detect protons has been demonstrated at conventional accelerators [111],
and the detector element as well as read-out electronics have been shown to be vacuum
compatible. A qualitative study showed that it can work close to a laser-driven source
too, but CM49 has not been used as the main ion diagnostic in a laser-driven ion
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experiment so far.
We have introduced QIS and SDF for ion detection, and have demonstrated this

method for light ions. With the same considerations, QIS can be used for other ion
species as well. For heavier ions, a clearer signal to noise distinction can be made.
Most interesting would be a consideration of SDF of other particles, such as electrons.

On-beam background in the detector signal has been observed in this thesis, and
should be investigated further. If the suppression renders impossible, an advanced
model could aim at modeling the on-beam background with a background SDF (likely
based on X-rays).

6.3 Closing Remarks

The general laser-driven ion acceleration performance presented in this work can be put
in perspective to results obtained in other laboratories. With almost 10 J laser energy
on target, the maximum proton energies of just above 20 MeV have remained low.
This translates to only 2 MeV J−1, whereas an empirical study comparing published
acceleration results found that the maximum proton energy scales with 8.6 MeV J−1

[112, 64]. As we are limited by contrast and did not focus to the smallest possible spot
yet, it is likely that we have not exploited the full potential yet.

Interestingly, we observe significant carbon acceleration to likewise significant ki-
netic energies, that is up to 20 MeV/u. Such co-emission has been recently reported
in [113], where maximum carbon kinetic energies of 33 MeV/u and proton energies of
18 MeV were observed simultaneously with 6 J of laser energy on target, but from much
thinner foils (15 nm) and by the aid of a plasma mirror-enhanced temporal contrast
from circularly polarized laser pulses.

Another worthwhile comparison can be drawn to results at GIST in Korea, where
ion acceleration with contrast enhancement has been studied with laser energies up to
9.2 J [114]. There, maximum proton energies reached 22 MeV, carbon energies reached
15 MeV/u from 20 nm thick targets, and up to 57 MeV proton and 48 MeV/u maximum
carbon energies from an advanced target design.

In conclusion, the loose focusing in LION might limit the achievable maximum
energy. But this pragmatic choice simplified day to day operation and resulted in
relatively predictable performance. This provided the basis for first dedicated devel-
opments towards proton bunch transport, as mentioned in section 5.2 and detailed
in the thesis work of Rösch [62], and related iono-acoustic measurements in water as
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currently pursued in a thesis work [115].
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Figure 6.1: Scintillator images of a 12 MeV proton beam. Proton phantom provided
by M. Würl. a) is showing the raw 12 MeV proton focus, b) is with a 12 µm scatter
foil in the beam at about 80 cm distance from TCC. c) is a shot with an LMU logo
shaped phantom inserted in the scattered beam right in front of the scintilliator.

As a glimpse into the near term potential of the setup, we have transformed the
proton bunch transport line into a proton radiography setup by inserting a scatter
foil shortly behind the quadrupole magnets. Consequently, the proton spot on the
scintillator with no scatter foil in the beam (figure 6.1 a) smears out over ≈ 2 cm
(figure 6.1 b), and an object (here the LMU logo 3d printed out of AR-M2 [116]) can
be radiographed with a single proton bunch (figure 6.1 c). Establishing this status quo
has been an educative adventure, and is now ready for exploitation.
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Appendix A

LION diagnostics

A.0.1 Radiography with Ion Beamline

Figure A.1: Schematic radiography setup. The height of the letters is 3.7 mm. The
width of the bar is 10 mm, bar height is 1.4 mm.

The proton focusing setup can be easily changed into a radiography setup by in-
serting a scatter foil shortly after the quadrupoles, as shown in figures A.1 and A.2.

To demonstrate this, we employed an "LMU" phantom. The phantom had been
3d-printed with the material AR-M2, which allows layer thicknesses of 15 µm by rad-
pidobject [116]. M. Würl calculated the water-equivalent-thickness to be WET =
1.096 mm. The complete phantom was 1 mm thick and could be penetrated by proton
kinetic energies larger than 9 MeV. The depths of the grooves were L: 40 µm, M: 80 µm,
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Figure A.2: Picture of radiography setup. After the ion beam has been focused by the
QP, it propagates through the scatter foil next to the dipole magnet (at the position
marked by the green alignment laser). It then propagates through the ion window,
where it hits the LMU phantom and the scintillator. Note that the RadEye1 detec-
tor is on a motorized stage, and has been moved away from the beam path for the
radiography.

U: 120 µm and the bar beneath: 60 µm. The shape is clearly recognized in the raw
scintillator images, shown in figure 6.1.
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A.1 RadEye1 Details

Signal strength per pixel is digitized with 12 bit resolution in Analog to Digital Units
(ADU). RadEye1 has two available trigger inputs, of which either can be programmed
to initiate a read out cycle. An initiated read-out process retrieves the pixel values in
a row-sequential format. The read-out mode used in this work drains the accumulated
charge from the pixel. However, it has been found that a single read out does not
drain saturated pixels completely. This is visible as signal in a following read out.
This effect can not be used to increase the dynamic range for proton detection with a
following read-out, and stacking like HDR focus images [117]. Saturated pixels return
to their typical dark current value after two to three consecutive read outs. A single
read-out completes in 375 ms. An alternative rapid-read out mode, designated ’clear’,
only reads the first six pixels of every row and is completed within 12.5 ms. It is
advertised to be suitable for rapid dark current reset prior to image aquisition.

Five clears followed by an image acquisition (and storage) read-out has been the
typical operation during experiments. Its performance of background suppression was
unsatisfiying for the method presented in this thesis. It appeared that even repeating
’clear’ several times in a row is not sufficient if the detector has not been read out within
the last ≈ five minutes, which can happen regularly during an experiment. Therefore,
a new read out cycle called Synchronized-Continous Readout mode (SCR) has been
implemented for operation at the 1 Hz ATLAS3000 laser system: On the first trigger
input a continuous 1 Hz pulse from the laser hall is initiating two read-outs spaced
500 ms apart. The actual trigger pulse indicating a laser-plasma interaction is sent to
the second input, and initiates the saving routine. It saves the exposure containing
the laser-plasma interaction (signal image), as well as the empty exposure right before
(dark image). The dark image can also be used to monitor pixel deterioration induced
by radiation damage during the experiment. The presented data has been obtained
with a fresh set of detector elements on the 12th of May 2021. Note that they had no
previous exposure to radiation.

A.2 Cut-off Energy versus Transmitted Light

On the 12th of May 2021 we have varied the laser-energy on target by pumping AMP1
with two to four GAIA lasers. We have shot 400 nm and 600 nm thick Formvar plastic
foils, and recorded the transmitted light. Figure A.3 shows recorded during this study.
The cut-off energies vary for each shot between the four evaluated cut-off stripes. On
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Figure A.3: Transmitted light relative to the incident laser energy in solid green on
the logarithmic left y-axis. X-axis represents different shots, sorted for increasing light
transmission. On the right linear y-axis target thickness in 100 nm, laser-energy on
target in J and cut-off energies for four aluminum stripes in MeV.

the far left, where the relative transmission is around 10−4 the proton performance
suffers, and on the far right, where transmission is above 10−1 no proton signal has
been detected. If transmission is between these values, acceleration of protons to
energies above 15 MeV is routinely achievable, although not stable. The influence of
a target thickness between 400 nm and 600 nm is not observed. The laser-energy has
been above 5 J for the better performing shots.

A.3 Back-scattered Light

The back-scattered light diagnostic is of major interest, because it is non-invasive to
the ion-bunch and it is placed on the laser-irradiated side of the target. As such it is
still functional, even if an application or, as in our case, the first quadrupole magnet
is too close to the target that light can not reach the transmitted light diagnostic, as
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Figure A.4: Transmitted light relative to the few non-saturated backscattered light
images. Shots=5 represents shot number 140 and shots=0 represents shot number
103. Data from 20210512.

it is blocked by the first quadrupole. The scatter screen has been placed where the
direct target surface reflection of the laser is expected. Example raw data images are
shown as insets b) of the spectra presented in the last sections. For the evaluated
beamtime the filter setting in front of this diagnostic was too low, and most of the
retrieved images are saturated in the region of interest. Summing over the area of
interest was therefore only meaningful for the handful of shots which have not been
saturated. These have been plotted together with transmission and p+ cut-off data
in figure A.4. With increasing transmitted light the back-scattered light decreases,
and at the cross-over point ion-acceleration is reduced below detection level as well.
Comments on the shape of the images per shot have been presented in the section
containing the strong background spectrum evaluations.
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Appendix B

Operating the recording and
evaluation software

B.1 Data recording

It is important to use the synchronized continuous read-out mode compatible Camou-
Flage software:

"project/cala_lion/Software/Radeye/StoreOnTango/
CamCouflage_20210426_2109_VersionWithNoClearsFlexible2ndreadout.exe"

Set all four detector elements to record. Set 2nd Readout start to 705 ms. Press
Apply. If the ATLAS oscillator is running, the synchronized 1 Hz trigger will already
update the preview section of the software every 500 ms.

Choose the target directory, typically "project/cala_lion/Experiments/beamtimedate/RadeyeIons".
Check "Automatic Timestamp from Tango Server" to automatically receive the correct
shot number from the tango system. Press "Record Images".

Two images will be stored per shot event, which is a trigger signal on input2. First,
an empty image, which is read-out 500 ms before the also recorded shot image. Both
will have the same shot, but different incremental number.

B.2 How to use pyRadeyePabloneEvaluation

The complete program is available on the LMU physik gitlab repository:
"https://gitlab.physik.uni-muenchen.de/cala/lion/pyradeyepabloneevaluation"
Clone the currently most advanced branch (pxCountBranch2). It has been devel-

oped using Anaconda Spyder. Users may use this program for evaluating their data.
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makePablone.py This is the most fundamental program. All imporant parameters
such as beamtime date, setup distances or x-coordinates of the aluminum stripes are
set here. Example values are presented in B.4. It contains the code to generate the
Ekin(x, y) map (arrEgrid) on the detector, and creates three nice plots for visual
confirmation of its performance. This program is imported and run in many of the
following routines.

zTest20210514_evalSaveHistogramsOfInterestingAreas.py Extracts histograms
of mono-energetic incident from raw data based on arrEgrid and stores them as .npy
files.

fitToHistograms.py Fits SDF to .npy histograms. These are the initial fits for
calibration of the detectors. This calibration has been done per alu-cutoff per detector
element. However, this thesis indicates that it may be enough to do this calibration
per detector element. The fitted data is stored as .npy.

makePlotEnergyCalibrations.py Plots the calibration data based on fitToHistro-
grams.py and their fit with the simple power law approach. Allows for visual check of
the calibration performance. Plots are stored as .png and .pdf.

fitEnergyLossModel.py Works with the more advanced multi-cutoff calibration,
but is deprecated to the new δp approach. Could be the basis of recording material
dependent properties however. Interesting to look at.

evaluateRadeye_fitApproach.py Current particle evaluation routine. Incorpo-
rates loading power-law based calibration curves, they are fit during runtime. Allows
for three different background regions: "StrongBackground", "OrigBackground", and
"" which equals weak background. Stores data as .npy files. Can generate spectra plot
per evaluated alu-stripe.

B.3 Energy Map Edge Detection

The combination of aluminum stripes and the energy dispersion by the magnet results
in the steps seen in figure 4.1. For each aluminum thickness, which is available at a
certain range of x-coordinates, and defined by its ’xCenter’, there is a y-coordinate for
which the ion signal starts to appear. This position is directly related to the cut-off
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Figure B.1: TRIM simulations of the ratio of transmitted particles. Figure a) is
showing simulated data (dots) and respective sigmoid fits (dashed lines) for incident
protons around kinetic energies E1. Green is showing an energy range around E0 =
3.7 MeV passing through 112 µm thick aluminum. Red is showing an energy range
around E0 = 12.3 MeV passing through 892 µm thick aluminum. Figure b) shows the
slope steepness for proton kinetic energies E0 at their respective aluminum thickness
Ecutoff .

energy, so we can infer Ekin(x, y) on this coordinate. We can do this for example at
all the ’x’ marked positions in figure 4.3. These points are important for generating a
map of Ekin(x, y) over the complete detector, which is further discussed in section 4.1.

For a certain x-coordinate, starting from the highest y-values and sliding towards
the y zero position is similar to a multi-energetic proton beam scan for an object
with a fixed thickness. The ratio of transmitted particles versus incidence particles,
or ’Transmittance’, can be estimated via TRIM simulations, as shown in figure B.1
a). This plot shows that the slope of Transmittance is decreasing for higher energies,
yielding a less defined edge, likely due to straggling effects at these borders. The effect
on the presented method has not been studied in detail, as the decreasing energy
dispersion of the dipole leads to a spatial compression of the higher kinetic energies.
From these studies we should remember that the signal border detection is easier at
lower energies, where the energetic dispersion is stronger as well. Due to the mechanism
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of acceleration in this setup, there are also a lot more protons present at lower energies,
which increases the signal and allows for easier edge detection.

B.4 Cala LION Fit Parameters

This section notes the used setup parameters and the parameters obtained from the
magnetic field fit for future reference.

Listing B.1: Setup configuration

1 ’beamtimeDate ’: ’20210512 ’,

2 ’tccToMagnet ’: 83, #z1

3 ’jochThickness ’: 2,

4 ’lengthMagneticField ’: 10, #zd

5 ’magnetToDetector ’: 68.2, #zm

6 ’slitHeight ’: 2e-2,##units are cm!

7 ’slitWidth ’: 5 #cm , entrance aperture of

dipole

8 }

Listing B.2: Files and arrPunkte

1 signalFileName = ’0006

_20210512_170140284_20210512_170143_firstRun_001363

-A.raw’

2 signalFileName2 = ’0006

_20210512_170140284_20210512_170143_firstRun_001363

-A.raw’

3
4 backgroundFile2 = ’0006

_20210512_170140284_20210512_170142_firstRun_001362

-A.raw’

5 backgroundFile = ’0007

_20210512_170232492_20210512_170234_firstRun_001466

-A.raw’

6 numRadeye =4

7 arrPunkte = np.array( #for pablone since 20210101

8 [



B.4 Cala LION Fit Parameters 101

9 [3.67, 1085, 702],

10 [4.22, 915, 634],

11 [4.22, 1900, 1010],#new

12 [5.20, 1820, 616],

13 [5.20, 761, 548],

14 [6.46, 640, 490],

15 [8.935 , 490, 397],

16 [12.29 , 1420, 277],

17 ])

B.1 demonstrates how to use waspConfig . Configuration of files and of the
positions of the support points arrPunkte in listing B.2.

These parameters make up the input. If the fit fails, parameters may have to be
adjusted in the sub-routine fit_equienergylines_sub.

Listing B.3: Magnet model function

1 def magnetModel20210118(self ,data , a, b, c, d, e):

2 x = data [0]

3 y = data [1]

4 return self.FixedFactor * (a * (x - d)**4 + b

5 * (x-d)**2 + c) / (y + e)

The function currently used for fitting is in B.3. The presented data results in the
following fit parameters:

• a = −1.66541866e− 05 T/cm4

• b = 1.92619591e− 03 T/cm2

• c = 1.62761890e− 01 T

• d = 5.68214228e+ 00 cm

• e = −2.99049606e− 01 cm
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Appendix C

Calculations

Kinetic Energy of Relativistic Particles

The relationship between kinetic energy Ekin and normalized momentum γβ, with
E0 = m0c

2

Ekin = (γ − 1)m0c
2 (C.1)

γ =
Ekin
m0c2

+ 1 =
1√

1− β2
(C.2)

γβ =
√
γ2 − 1 (C.3)

γβ =

√
(
Ekin
m0c2

+ 1)2 − 1 (C.4)

Also useful β(Ekin)

β(Ekin) =

√
1− E2

0

(Ekin + E0)2
(C.5)

The relativistic relationship between Ekin and v

Ekin = (γ − 1)E0 (C.6)

γ =
Ekin
E0

+ 1 (C.7)

1− β2 = (
1

Ekin

E0
+ 1

) (C.8)
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v = c

√
1− (

1
Ekin

E0
+ 1

)2 (C.9)

Laser-peak Intensity

Laser-peak intensity contains the measured quantities of laser-pulse energy EL, laser
pulse temporal full width at half maximum intensity duration τL and laser focus area in
terms of full width at half maximum intensity diameter in x- and y-dimension dFWHM .
EL contains the complete pulse energy. τL and dFWHM , however, are Full-Width-Half-
Maximum (FWHM) values. We assume a Gaussian distribution for τL and dFWHM .

A Gaussian distribution normalized to area and centered around x = 0 is

f(x, σ) =
1√

2πσ2
exp(− x2

2σ2
) (C.10)

Sigma is related to Full-Width-Half-Maximum (FWHM) with

σ =
FWHM

2
√

2ln(2)
(C.11)

The peak of the Gaussian is then

f(0, FWHM) = 2

√
ln(2)

π

1

FWHM
(C.12)

Peak-intensity is then

IL =

(
2

√
ln(2)

π

)3
EL

τL · d2FWHM

≈ 0.83EL
τL · d2FWHM

(C.13)



List of Abbreviations

Abbreviation Explanation
ADU Analog to Digital Units
ALPACA A Laser-driven Proton-ACcelerator Applications-platform
ASE Amplified Spontaneous Emission
ATLAS Advanced Titanium Saphire Laser
BOA Break-Out-Afterburner
CALA Centre for Advanced Laser Applications
CMOS Complementary Metal-Oxide-Semiconductor
CPA Chirped Pulse Amplification
DM Deformable Mirror
EBL Experimental Beam Lines
ETTF Electron and Thomson Test Facility
FIREFLI Foil-electrode Ionization chambeR For Laser-driven Ions
FROG Frequency-Resolved-Optical-Gating
HF High Field
LAN Local Area Network
Langau Landau distribution convoluted with a Gaussian distribution
LBD Laser Beamline Delivery
LEX Photonics Laboratory of Extreme Photonics
LION Laser-driven ION
LUX Laser-driven Undulator X-RaySource
MAP Munich-Centre for Advanced Photonics
MPQ Max-Planck Institute for Quantum optics
nFTPS nano-Foil-Target-Positioning-System
OAP Off-Axis-Parabolic mirror
PIXE Proton Induced X-ray Emission
PMQ Permanent magnetic quadrupole
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Abbreviation Explanation
QIS Quantitative Ion Spectrometry
QP Quadrupole
RPA Radiation-Pressure-Acceleration
SCR Synchronized-Continuous Readout
SDF Signal Distribution Function
SPECTRE Source for Powerful Energetic Compact Thomson Radiation Experiments
TCC Target-Chamber-Center
TM Turning-Mirror
TNSA Target-Normal Sheath Acceleration
WASP Wide Angle SPectrometer
ZS Zentrale Steuerung
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