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Summary 

Over the last decades, the rapid advances in the field of mass spectrometry (MS)-based 

proteomics have turned it into one of the most powerful technologies available for studying 

biological systems. This technology has led to the identification and quantification of 

thousands of different proteins and their modifications under various biological conditions. 

The recent introduction of trapped ion mobility spectrometry in proteomics – exemplified by 

the timsTOF instrument and providing an additional dimension of ion separation - has 

further extended capabilities, making it even more high-throughput and sensitive. As a 

result, this ‘next-generation proteomics’ is generating huge amounts of data on a daily basis 

that provide information to study complex biological problems, such as mechanisms 

controlling cell signalling or cellular heterogeneity in health and disease. However, the 

visualization and further exploration of this big data has not kept pace with its generation, 

which has posed problems in critically validating and interpreting the data. I therefore 

address this challenge in my thesis. 

Looking through the course of my PhD studies in chronological order, when I started 

working in the group there were no software tools to efficiently access and visualize 

timsTOF data. The slow and inconvenient access to the extremely large timsTOF 

proteomics data was at that time a major limitation and also a foundation for my further 

projects. The next step was therefore the joint development of a software tool called 

AlphaTims, which efficiently indexed the next-generation proteomics data and drastically 

accelerated the data access (Article 4). This project, like many of the following ones, was 

based on the development in our department of a novel open-source Python-based 

framework for efficient processing of large scale, high-resolution MS data sets called 

AlphaPept (Article 5). This framework has become an ‘ecosystem’ for proteomics software 

development, not only providing the necessary functionality, but also incorporating the 

basis of scientific software development standards, such as high-quality code, extensive 

documentation, automated testing, and continuous integration. As a next step, I co-

developed a tool called AlphaMap to facilitate the visual inspection of the peptide-level 

proteomics data with post-translational modifications (PTMs) (Article 3). Finally, to simplify 

the validation of the next-generation proteomics data acquired on the timsTOF instrument, 

I developed AlphaViz, an open-source Python-based visualization tool that allows the user 

to examine the validity of peptide identification and quantification by visually comparing 

them to the signal presented in the raw timsTOF data (Article 2).  

Deviating from standard scientific software development, during my PhD studies I also had 

the opportunity to participate in collaborative projects covering areas such as method 
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development and deep learning prediction of peptide properties. Early in my PhD I 

contributed to the implementation of a novel diaPASEF scanning mode on the timsTOF 

instrument, where we demonstrated up to 100% ion utilization for fragmentation and 

achieved deep proteome coverage of more than 7,000 proteins in only two-hour HeLa runs 

(Article 6). Two years later, we were able to refine this method, now quite favored in the 

field, by optimally positioning the quadrupole isolation windows and gaining 14% coverage 

of the peptide population and almost 60% for phosphopeptides (Article 7). The ability to 

acquire very large timsTOF data sets with collisional cross section (CCS) values, enabled 

us to investigate for the first time the general nature of CCS values for peptides. We then 

trained a deep learning model that predicts them with high accuracy (median deviation of 

1.4%) (Article 8). We found that CCS values correlate with known physical peptide 

properties, such as mass and bulkiness, but have large variance depending on the specific 

context in the peptide sequence. A year after that, we introduced a new highly modular 

deep learning system called AlphaPeptDeep, which allows us to predict with very high 

confidence all sequence related peptide properties using the same system, and to easily 

build and train custom deep learning models for any project in just a few lines of code 

(Article 9).  

Altogether, the work represented in this thesis focuses on the exploration of different 

aspects of ‘next-generation proteomics’ timsTOF data, ranging from the development of 

scientific software to access, process or visualize this new type of complex 

multidimensional MS proteomics data, through MS-proteomics method development and 

finally the application of emerging artificial intelligence technologies, such as deep learning, 

in proteomics.  
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1. Introduction 

1.1. Mass spectrometry-based proteomics 

Proteins are key components of all living organisms. They provide structure, transport 

other molecules, catalyze reactions, transmit signals and, in fact, execute or at least 

participate in every biological process. Although all cells within an organism generally 

contain the same genotype throughout their life cycle, their phenotype changes over 

time and between cells, tissues and organs. These alterations occur as a result of gene 

regulation, the process of protein translation, protein modification and localization as 

well as interaction between proteins in protein complexes. For the analysis of proteins 

on a global level, the term proteomics was coined several decades ago by M. Wilkins to 

describe the entire complement of proteins expressed in a specific state of a cell 

population, a tissue, an organ or an organism (1). It was used in analogy to other terms, 

such as genomics and transcriptomics, that already exist in the field, to refer to the 

sequencing of the complete deoxyribonucleic acid (DNA) and ribonucleic acid (RNA) 

repertoires, respectively. 

However, to compete with the speed and efficacy of analytical methods used for 

oligonucleotide sequences, accurate large-scale proteomics had to evolve from the 

qualitative analysis of a single isolated protein towards the robust high-throughput 

quantitative analysis of complex protein mixtures containing thousands of proteins. Note 

that proteomics is here taken to mean mass spectrometry (MS)-based proteomics and 

not large-scale antibody-based methods. Three milestone inventions played a major role 

even before and then in this transformation process (2, 3). Firstly, Joseph Thomson is 

considered the father of MS for his work in the discovery of the electron, which earned 

him the Nobel Prize in 1906, as well as for building the first mass spectrometer (3). The 

second was the discovery of the quadrupole and the three-dimensional ion trap by 

Wolfgang Paul who won a share of the physics Nobel Prize in 1989. His first device was 

the ancestor of many of the commercial mass spectrometers available today. The third 

was the almost simultaneous invention of two key soft ionization methods, electrospray 

ionization (ESI) by the team of John Fenn and matrix-assisted laser desorption ionization 

(MALDI) by two different groups. These two technologies were awarded part of the 

chemistry Nobel Prize in 2012 (4–6). They allowed biological macromolecules to be 

transferred from the liquid or solid matrix, respectively, to the gas phase for further 

analysis by mass spectrometry (MS). These advances have extended the application of 

MS to large molecules and opened up a new field to study biological systems and 

gradually made it the preferred method of proteomics analysis.  
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From these early days to the time when the complete proteomes of many species could 

be analyzed in a qualitative and quantitative manner (7), a huge number of discoveries 

and developments related to the various steps of the proteomics workflow had to take 

place. These ranged from the standardization and miniaturization of sample preparation 

protocols (8, 9), innovative columns and liquid chromatography systems (10), to new 

acquisition schemes (11–15), next-generation mass spectrometer types (16, 17) and 

software development (18–22). 

In order to streamline the description of the methods that follow, I next introduce some 

important MS concepts and terminology that will be used in this thesis. 

1.1.1. Bottom-up proteomics 

MS-based proteomics can use different types of input material, ranging from cell lines, 

tissues and organs to entire microorganisms. First cells from the sample are lysed, 

proteins extracted and alkylated. Then they are enzymatically digested to peptides using 

sequence-specific enzymes such as trypsin, and are then further analyzed by a 

combination of analytical techniques (Fig. 1A). This approach, based on the digestion of 

proteins to peptides for further analysis, is referred to as “bottom-up” or “shotgun” 

proteomics, in contrast to the “top-down” protein-based approach, which aims at the 

analysis of entire proteins without prior digestion (23). The resulting peptide mixture is 

further separated by an aqueous/organic solvent gradient in the liquid chromatography 

(LC) step and ionized via ESI (Fig. 1B). Coordinated with the elution from the column, 

the mass spectrometer scans the entire mass range (MS1 level) every few seconds and, 

based on the preferred acquisition strategy, isolates and fragments only a list of pre-

selected peptides (targeted approach) (24), the topN most intense precursors (data-

dependent acquisition, or DDA) or all peptides falling within a certain m/z window (data-

independent acquisition, or DIA) (25). This fragmentation process is called tandem MS 

(MS/MS). The information of the peptide masses together with their fragment masses is 

used for peptide identification and quantification by database searching (Fig. 1C). In the 

final step, the identified peptide sequences are assembled into a set of proteins while 

solving the protein inference problem (26). The three main steps of the classical bottom-

up MS-based proteomics workflow, comprising sample preparation (A), LC-MS/MS 

analysis (B), and data analysis (C), shown in Figure 1 (27), are described in more detail 

in the following sections. 
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Figure 1: Shotgun or bottom-up proteomics workflow. (A) Sample preparation. In this step, proteins 

are extracted from cells or tissue and enzymatically digested into peptides. Additional enrichment and 

fractionation steps can be applied at the protein or peptide level to increase proteome coverage. (B) Liquid 

chromatography – mass spectrometry. Peptides are separated by a high-performance liquid 

chromatography (HPLC) system and ionized by electrospray (ESI) for subsequent mass spectrometry (MS) 

analysis. Here a typical topN data dependent acquisition scheme is depicted where a full MS scan (MS1) is 

followed by n MS2 scans of the n most intense precursors at MS1 level. (C) Data analysis. Information from 

the full MS and MS2 spectra is used by proteomics workflows to search a database containing the sequence 

of all potential proteins in the sample. Figure by Hein et al. (27) 

1.1.2. Sample preparation 

As described earlier, bottom-up proteomics requires a specific sample preparation 

process that includes enzymatic digestion of proteins to short MS-accessible peptides 

and removal of any other agents that should not be introduced into the mass 

spectrometer. Various sample preparation protocols have been developed over the 

years, dependent on the type of samples (cell culture, tissue, organ, organism), the 

amount of sample material or even the type of biological questions to be answered. 

Regardless of the protocol used, the efficiency of protein extraction and isolation directly 

influences the quality of the subsequent MS analysis as well as the accuracy and 
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reliability of the results obtained. In the following, the main steps of sample preparation 

are described. 

Cell lysis. The first step in efficient protein extraction is the disruption of cellular 

structures. Depending on the type of scientific question, the lysis of biological material 

can be performed either mechanically, e.g. by bead-milling, blending and grinding, 

physically, using heat or sonication, or chemically, by using various chemicals or 

enzymes (28). Usually native protein folding is undesirable and an additional 

denaturation step can be carried out to unfold all proteins and inhibit any enzymes to 

avoid modifications related to sample preparation or non-specific proteolysis. This 

includes the use of detergents such as sodium dodecyl sulfate (SDS) and sodium 

deoxycholate (SDC), emulsifiers or surfactants. 

Reduction and alkylation. Next, the stable disulfide bonds of isolated proteins are 

reduced and alkylated to disrupt the disulfide bridges and prevent their possible 

reforming. Typical reducing agents in proteomics are dithiothreitol (DTT) or tris(2-

carboxyethyl)phosphine (TCEP) (29), while the most commonly used alkylating agents 

are iodoacetamide (IAA) or chloroacetamide (CAA) (30). 

Digestion. Different sequence-specific enzymes are employed for proteolytic digestion 

of proteins. Note that the choice of protease significantly affects the outcome of the 

experiment. The enzyme must be active in the presence of denaturants, highly 

sequence-specific and generate multiply-charged peptides of a certain average length. 

Considering all these aspects, trypsin is the most common protease in proteomics, often 

used in combination with the enzyme LysC. Trypsin cleaves C-terminally to lysine and 

arginine, whilst LysC – only to lysine residues (31). In special cases, chymotrypsin 

(cleaves C-terminally to aromatic residues), Asp-N, Lys-N, Lys-C, Arg-C, or Glu-C can 

be employed in shotgun proteomics to increase the overall protein sequence coverage 

or to generate peptides with different properties (32). 

Sample clean-up. Before proceeding to the chromatographic separation, most 

protocols include a final clean-up step to remove all chemicals like detergents and salt 

remnants that could potentially damage the LC or MS setup as well as suppress 

ionization in ESI. This challenge has been successfully addressed by developing 

different techniques like ’Filter-Aided Sample Preparation’ (FASP) or ’Stop and Go 

Extraction tips’ (StageTips) that combine some or all of the afore-mentioned steps in a 

single reaction chamber (33–35). These approaches have greatly reduced the risk of 

loss or contamination of biological material, making it easier to automate the entire 

sample preparation step and have become routine in proteomics (7, 36). 
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In some specific cases, additional steps may be performed prior to the LC-MS analysis. 

Post-translational modification (PTM) studies typically involve additional enrichment 

steps to overcome sensitivity and complexity problems in the detection of low abundant 

and sub-stoichiometrically modified peptides (as will be discussed in Section 1.3 below) 

(37). In the case of deep proteomic measurements, fractionation techniques are often 

applied to reduce peptide sample complexity by dividing one peptide sample into several 

less complex ones (38). However, it is always necessary to be aware of the trade-offs 

between an increase in proteome depth and sequence coverage versus an increase in 

number of sample preparation steps, sample amount and measurement time. 

1.1.3. Liquid chromatography – mass spectrometry (LC-MS) 

The separation of peptides in time and space is essential for high quality and 

reproducible results. This is particularly important for complex proteome samples, which 

exceed the scan capacities of even modern mass spectrometers (39). Historically, 

peptides were separated in the front end of the mass spectrometer using different 

coupled units (40). But nowadays, after digestion, the peptide mixture is further 

subjected to separation on columns of a liquid chromatography (LC) system coupled to 

the mass spectrometer. 

Liquid chromatography. In reverse-phase chromatography in proteomics the 

separation of peptides is based on different hydrophobic interactions with a stationary 

phase, typically C18-silica phase. A gradient with a linearly increasing percentage of 

organic solvent, such as acetonitrile, in aqueous buffers gradually elutes peptides from 

the reversed-phase column. Using high-pressure pumps to ensure constant flow 

through the LC column, proteomics typically uses long columns with a small inner 

diameter, filled with small particle size to achieve better chromatographic resolution and 

lower numbers of co-eluting peptides concentrated into small volumes. 

The EASY-nLC instrument of Thermo Fisher and the Evosep system were used for the 

projects in this thesis. The EASY-nLC system provides a well-established low-flow rate 

setup that enables optimal ionization of peptides and achieves high sensitivity in 

proteomics experiments (41). The recently introduced LC system called Evosep is 

beneficial for high throughput projects where short gradients are required (10). 

Mass spectrometry. As the peptides elute from the chromatographic column, they are 

ionized via ESI and the resulting charged ions are passed through an ion transfer tube 

into the vacuum region of the MS instrument. The mass spectrometer continuously 

scans the peptide mass range and assigns masses, or more precisely mass-to-charge 

ratios (m/z), and intensities to the eluting peptides. As peptide mass alone is not 
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sufficient for identification, a second MS step, called tandem MS, MS/MS or MS2, is 

employed. In this step the peptides selected for fragmentation are isolated and 

subsequently fragmented by collision with neutral gas molecules, such as nitrogen, 

helium or argon. Different peptide fragmentation methods are used in tandem MS, 

including collision-induced dissociation (CID), its variant higher-energy collisional 

dissociation (HCD) and electron-transfer dissociation (ETD) (42–44). All these 

dissociation strategies differ in the generation of distinctive fragmentation patterns in 

MS2 scans. CID or HCD techniques almost exclusively result in the formation of b- (N-

terminal part) and y-ions (C-terminal part) (45), whereas ETD predominantly produces 

c- and z-ions with a small number of y-ions (Fig. 2). Although HCD is the most widely 

used dissociation strategy in proteomics, the choice of using other fragmentation 

techniques may depend on the purpose of the experiment. For example, ETD is widely 

used to study labile PTMs and results in better fragmentation of long, multiply-charged 

or modified peptides (46). 

 

Figure 2: Fragmentation scheme. (A) Different fragmentation strategies applied to the peptide with 

four amino acids lead to the formation of different ion species. CID and HCD dissociation techniques 

generate mainly b- and y-ions, whilst ETD generates c- and z-ions. Adapted from (45). (B) Example of an 

HCD-type MS2 spectrum. A typical HCD fragmentation spectrum demonstrates a partial series of b-ions 

(red) and an almost complete series of y-ions (blue), which is a known characteristic of HCD. Below the 

spectrum, the identified ions are shown on the amino acid peptide sequence (Figure from Article 1). 
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1.1.4. Proteomics data analysis 

Nowadays, high-resolution MS-based proteomics produces an enormous amount of 

data. For instance, a single two-hour gradient run of a digested HeLa lysate contains 

around 90,000 spectra with a raw file size of several gigabytes. Therefore, efficient data 

analysis software has been developed to analyze and interpret these data. In our 

department, a freely available software package called MaxQuant was developed 

almost a decade and a half ago (22). Over the years, it has become a standard in the 

community due to its convenient all-in-one package solution and accurate quantification. 

However, in the era of open science, the need for transparency in research as well as 

opportunities for collaboration within the community have become an intrinsic part of 

software development (this will be discussed in Section 1.4).  In Article 5, we show a 

new joint effort of our group to develop a new open and super-fast proteomics 

framework, called AlphaPept, maintaining high software standards with the integration 

of state-of-the-art machine learning and deep learning technologies. Based on the 

bioinformatics workflow employed in these software tools, the entire process of data 

analysis in proteomics can be divided into several parts (Fig. 3). 

Feature detection. In the first step, the peptide features have to be detected in the full 

scans in a multidimensional space (retention time, m/z, intensity and optionally ion 

mobility as discussed in Section 1.2) and assembled into isotope patterns by deisotoping 

the spectrum (47). For each MS1 feature detected, the m/z and intensity of a possible 

peptide precursor are determined. To increase accuracy and achieve consistency 

across all measured data dimension, an additional recalibration step is suggested (48, 

49). 

Peptide identification. For peptide identification, known precursor masses derived 

from assembled isotope patterns are assigned to corresponding MS2 fragmentation 

spectra. There are several approaches to how this information can be used to determine 

the peptide sequence, mainly de novo sequencing or database searching. In de novo 

sequencing, the mass difference between all peaks in the MS2 spectrum is calculated 

and, if possible, assigned to the (un)modified amino acid (50). In principle, this should 

lead to a complete peptide sequence, even allowing the identification of new peptides 

and proteins not described in the available databases, but is still not sufficiently sensitive 

due to the effects of missing fragment ion peaks and spectral noise on accuracy (51). 

Conversely, database searching uses all known information about the precursor to 

compare this against theoretical spectra derived from in-silico digestion of a reference 

organism database containing all known or possibly be produced protein sequences 
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(26). However, some substantial improvements have already been made by introducing 

deep learning into de novo peptide sequencing (52, 53). Peptides are identified by 

scoring each measured fragmentation spectrum against all theoretical fragmentation 

spectra in the database within a specified peptide mass tolerance to find the highest 

scoring peptide-spectrum match (PSM). Various approaches have been developed to 

prevent false identifications, including the target-decoy approach and different machine 

learning algorithms (54). 

Protein assembly. The next step is to solve the “protein inference problem” by 

assembling the identified peptides into proteins. This task is not trivial, as many peptides 

are non-unique and can be assigned to different proteins, especially in the case of 

proteoforms (26). As one possible solution, the concept of ‘protein grouping’ is 

introduced, which allows proteins to be assigned to the same group if they share one or 

more peptides and have no uniquely distinguishable peptides (55). Similar to the peptide 

identification level, false protein identifications should also be controlled at this level (56). 

Protein quantification. The aim of every proteomics experiment is not only to identify 

proteins, but also to obtain information on the amount of proteins. Quantitative 

proteomics approaches can be divided into absolute and relative (57, 58). Absolute 

quantification uses different labelling techniques to measure the absolute amount of 

protein in a sample. In standard label-based methods, the intensity of differentially 

labeled peptides is compared within the same LC-MS/MS run at MS1 level (stable 

isotope labeling with SILAC or dimethyl) or at MS2 level (isobaric labeling with TMT or 

iTRAQ). In contrast to this, relative quantification uses no labeling and compares the 

relative amounts of protein between different samples to derive their relative 

concentration changes. 
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Figure 3: Proteomics data analysis workflow. (A) Feature detection. The detection of MS1 peptide 

features in a three-dimensional m/z-retention time-intensity space and assembling them into isotope 

patterns. Additional mass and retention time recalibration steps are applied. (B) Peptide identification by 

database search. Experimental MS2 spectra are scored against theoretical spectra from an in-silico 

digested sequence database. Using the target-decoy approach, true identifications are distinguished from 

false identifications at a defined false discovery rate (FDR) threshold. (C) Protein identification. By solving 

the ‘protein inference’ problem, peptides are assembled into proteins and additional FDR filtering is applied 

at this level to avoid protein false identifications. (D) Protein quantification. Quantification of peptides and 

proteins within the run based on stable-isotope labeling and across multiple runs based on the label-free 

quantification. Figure by Hein et al. (27). 
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1.2. Ion mobility spectrometry in proteomics 

Ion mobility spectrometry (IMS) has advanced considerably in recent decades as an 

analytical technique for the analysis of ionized chemical substances on the basis of their 

velocity in the gas phase under the influence of an electric field. IMS, together with MS, 

traces its origins back to the late 1890s when scientists first studied the separation of 

charged particles in electric and magnetic fields (59). However, relative to the rapidly 

developing MS field, for quite a long time, IMS remained a stand-alone method with 

limited applications, e.g. for the detection of explosives, drugs, and chemical warfare 

agents (60). In the early 1960s, several groups showed in parallel the advantage of 

different configurations of hybrid IMS with MS analyzers, separating ions based on their 

ion mobility (IM), which takes into account their size, shape and charge, and m/z 

information (61–63). All this, together with many critical developments in MS, such as 

soft ionization, has extended the application of IMS and enabled the analysis of complex 

samples, which has found use in various fields, including proteomics (64–66). 

Several IM technologies have been developed over the last decades, each having its 

own operating principle, design and already commercially released devices. According 

to the classification by May and McLean, all IM techniques can be categorized into three 

groups based on their underlying separation concepts, namely (i) time-dispersive 

methods, (ii) space-dispersive methods, and (iii) confinement, or trapping, and selective 

release methods (67). Time-dispersive IM methods generate an arrival time spectrum 

in which all ions drift along with the gas flow and include such methods as drift tube ion 

mobility spectrometry (DTIMS) and traveling wave ion mobility spectrometry (TWIMS), 

which have been commercialized by Agilent and Waters, respectively. Space-dispersive 

methods, which include field asymmetric waveform ion mobility spectrometry (FAIMS) 

and have been commercialized by Thermo and SCIEX, respectively, separate ions 

along different drift paths based on their IM differences. The latter group, which applies 

ion trapping followed by selective release, traps ions within a specific region and 

selectively releases them for further analysis based upon the differences in IM. It 

includes the trapped ion mobility spectrometry (TIMS) method recently introduced by 

Park and co-workers from Bruker Daltonics (68, 69).  

The basic idea behind TIMS is the reverse concept of the classical DTIMS. Instead of 

driving ions through a stationary gas, TIMS holds ions stationary in a moving gas 

column. This allowed the size of the analyzer to be significantly reduced (down to 5-10 

cm) as it has to be large enough to hold ions stationary. Since first publication, TIMS 

has become an efficient alternative to other IM techniques, providing high resolving 

power (up to R ∼ 300), duty cycle (100%), and efficiency (∼80%) (70). The small size of 
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the TIMS device and its rapid ion separation have opened up new perspectives when 

coupled to modern high-resolution mass analyzers, such as time-of-flight (TOF) 

instruments, which efficiently transmits ions and achieves mass accuracy from low to 

sub-ppm (71). Combined upfront with an LC system, the LC-TIMS-TOF instrument, 

nested within analytical time scales based on the separation speed, allows the 

separation of complex biological mixtures in 4 dimensions of separation, such as a 

retention time – ion mobility – m/z – intensity. 

Almost all of the projects described in this thesis use completely or partially data 

acquired on the Bruker timsTOF Pro mass spectrometer using different acquisition 

strategies in the PASEF scanning mode. All of these aspects are therefore covered in 

the following chapters. 

1.2.1. The TIMS-TOF instrument 

A hybrid analytical instrument employing both TIMS and TOF techniques called the 

timsTOF Pro has garnered much attention since its introduction by Bruker Daltonics 

(Fig. 4A). Since then, further advances have made the timsTOF popular due to its wide 

dynamic range, high sequence coverage and very high sensitivity, enabling it to reach 

even the single cell level (72). 

After separating the peptides by LC and ionizing them via ESI, they enter the mass 

spectrometer. They are pushed through a glass capillary, are deflected by 90 degrees 

and focused using several focusing lenses. This prevents uncharged contaminants from 

entering the ion path and makes the instrument more robust. The long TIMS tunnel is 

divided into three separate sections (dual TIMS setup and transfer region) that are 

responsible for different processes (Fig. 4B). The trapping section accumulates and 

holds ions in an electrodynamic tunnel through which a constant gas flow (vg) is directed 

from the entrance funnel to the exit funnel and which is counteracted by an increasing 

electric field gradient (E) along the tunnel. Based on these two forces, the ions entering 

the TIMS tunnel occupy a position in the flow in which the drag forces are 

counterbalanced by the electric (E) forces separating the ion based on their IM values 

along the TIMS tunnel. For all peptide ions, IM values account for their size, shape and 

charge, and have an inverse correlation with collision cross sections (CCS). Since low-

mobility ions with larger CCS need higher E forces to counterbalance their high drag 

forces, they end up closer to the exit, whilst high-mobility ions with smaller CCS are 

located closer to the tunnel entrance. After an accumulation time of 100 ms, all trapped 

ions are transferred in a single step to the TIMS analyzer through the transfer region 

within 1-3 ms. In the analyzer, a gradual linear decrease in the voltage gradient (TIMS 
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ramp time) releases ions as a function of their ion mobility within 100 ms, which is the 

so called TIMS ‘frame’. In parallel, the trapping section starts filling up again with the 

next batch of ions. As a result, compared to the standard continuous acquisition mode, 

no ions need to be discarded with this approach, and it allows the duty cycle to be 

increased up to 100%. 

At the exit of the dual TIMS device, ions pass through the ion transfer multipole into the 

quadrupole mass analyzer (73). As the name implies, it consists of four parallel 

cylindrical metal rods. A direct current and oscillating radio-frequency voltage are 

applied to the rods, which sets up the electric field in the quadrupole. This field forces 

ions traveling down the quadrupole between the rods to follow a trajectory that oscillates 

around the central axis. Ions with certain m/z values, called resonant ions, reach the 

detector, while other ions, or non-resonant ions, collide with the rods and become 

neutralized. The constant variation of the applied voltage tunes the quadrupole to 

different m/z values. After the filtering step all the ions are transferred to the collision 

cell. There, they collide with a low pressure of an inert gases, such as helium, argon or 

dinitrogen, causing them to break apart and form fragments. 

It the last step, either intact peptides or fragment ions enter a second mass analyzer, 

which here is represented by a time-of-flight (TOF) analyzer. The basic principle of these 

analyzers is that they separate ions with different m/z by measuring the time it takes 

them to pass through a field-free region. The instrument first uses an electric field to 

accelerate the ions to the same potential. The accelerated ions fly orthogonally along 

the flight tube until they are reflected in the reflectron, which increases the flight time 

without increasing the length of the tube, while correcting for initial differences in kinetic 

energy. Finally, the ions are detected by the microchannel plate detector, where the 

measured time of flight depends on the m/z values of the ions. Lighter ions arrive before 

the heavier ones. The time during which the ions remain in flight is converted by the 

detector into an accurate arrival time. 

When describing the composition of the LC-TIMS-Q-TOF hybrid instrument, it is 

important to remember that all analytical separation techniques used can only be 

combined due to their different time scales (Fig. 4C). Typically, the first separation of 

peptides occurs on the LC column in the range of minutes or hours with peak widths of 

several seconds, followed by accumulation and separation on the TIMS device and the 

quadrupole filtration within milliseconds. Further coupling with the fast TOF instrument 

is on the microsecond time scale, while detector operates even faster within 

picoseconds. All these dimensions exhibit an offset of one or more orders of magnitude 

in time, resulting in complete mass resolved MS1 or MS2 spectra. 
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Figure 4: Architecture of the timsTOF instrument. (A) Main components of the instrument. High 

performance liquid chromatography (HPLC) separates the peptide mixture, which is ionized via 

electrospray. The peptide ions are then accumulated and separated in a TIMS device. After a quadrupole 

selection step, the ions are fragmented in a collision cell and finally analyzed by a TOF mass analyzer. 

Adapted from (74). (B) Structure and principle of work of the dual TIMS device. The entire TIMS tunnel 

consists of three parts: (i) the trap where ions are accumulated and trapped, (ii) the transfer region, and (iii) 

the analyzer which elutes trapped ions into the downstream mass analyzer by lowering the electrical field. 

Adapted from (70). (C) Analytical time scales of the timsTOF pro instrument. Each dimension of 

separation is approximated on the time scale in seconds. Adapted from (67). 

1.2.2. PASEF principle 

A new scanning mode on the timsTOF Pro instrument, termed Parallel Accumulation – 

SErial Fragmentation (PASEF), was recently introduced by our group and has become 

a valuable addition to the instrument for many workflows including proteomics (75–77). 

In conventional MS/MS experiments on the TIMS-Q-TOF mass spectrometer, first the 

ions are accumulated and subsequent separated by IM. Downstream the quadrupole 

mass filter selects only one precursor ion from the ion beam for further analysis, whereas 

all other ions eluting from the TIMS device are discarded (Fig. 5A). In PASEF mode, the 

selection of precursor ions in the quadrupole occurs serially. Synchronized with the dual 

TIMS device elution, the quadrupole sequentially adjusts its position to select multiple 

precursor ions for further analysis within a single TIMS scan. These selected co-eluting 

precursor ions are further fragmented and their fragments can be exclusively 

distinguished by their different ion mobility positions even though they share the same 

elution time (Fig. 5B). 
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Figure 5: The PASEF principle compared to the conventional TIMS-MS/MS operation mode. (A) 

Selection by quadrupole of only one precursor from the TIMS scan in a conventional TIMS-MS/MS operation 

mode. All other precursor ions are discarded from further analysis. (B). In the PASEF scan mode the 

sequential rapid switching of the quadrupole allows multiple precursors with different m/z and IM values to 

be selected at the same retention time. Adapted from (78). 

This implementation of the PASEF scan mode is made possible by the extremely fast 

switching time of the quadrupole position (< 1ms). Keeping in mind the time scale of the 

LC-TIMS-Q-TOF device (Fig. 4C), this allows to fit in the acquisition scheme the 

sequencing of up to fifteen precursors in each of PASEF scan (13). Combined with the 
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fast-sampling speed of the TOF analyzer, the instrument acquires complex proteomics 

samples with consistently high sensitivity, which is particularly important for proteomics 

studies with extremely low sample amount, such as single-cell analysis. Recently, we 

demonstrated the identification and quantification of 4000 protein groups with high 

reproducibility from just 1ng of a HeLa sample (72). 

1.2.3. PASEF acquisition strategies 

Since it was first introduced, the PASEF principle has been successfully applied to three 

main acquisition schemes in proteomics: for data-dependent acquisition (dda-PASEF), 

for targeted approach (prm-PASEF), and for data-independent acquisition (dia-PASEF) 

(Fig. 6). 

 

Figure 6: Schematic of three main PASEF scan modes. Coeluting peptides can be analyzed in three 

different modes: dda-PASEF (top panel), prm-PASEF (middle panel) and dia-PASEF (bottom panel). For 

each mode, three consecutive scans are shown within 100 ms each. The PASEF MS/MS scans are 

displayed for the last PASEF scan only. The quadrupole isolation windows appear in grey boxes. Adapted 

from (78). 
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dda-PASEF mode 

In the classical DDA approach, the mass spectrometer isolates and fragments the topN 

most abundant precursor ions from the MS1 scan (79). This approach remains the most 

common MS acquisition strategy and has traditionally been employed for initial 

characterization of proteomics samples and discovery of new proteins. However, most 

implementations suffer from limited reproducibility of identification, a high number of 

missing values and a narrow dynamic range (80). 

In the dda-PASEF mode, the masses of the individual precursors and their IM values 

are first determined in the full MS scan. The algorithm then finds the topN most abundant 

precursors and optimizes the quadrupole switching path for subsequent MS2 scans. 

Depending on the m/z values of the precursor ions, the quadrupole isolation window 

varies from 2 to 3 Th, allowing to isolate at best only the monoisotopic peak of the target 

ion and (some of) its isotope peaks and to generate a high-quality fragmentation 

spectrum. 

As discussed in the previous section, the PASEF scan mode by default significantly 

increases the number of precursors analyzed in a single experiment. Furthermore, the 

online PASEF precursor scheduling algorithm optimizes the quadrupole route for each 

dda-PASEF scan and aims to maximize the number of precursors per acquisition cycle 

that can be successfully identified and quantified (13). This real-time approach offers 

many advantages. Firstly, single-charged species can be easily removed from further 

analysis due to their characteristic positions in the m/z – IM plane. The ‘target intensity’ 

parameter included into the sequencing algorithm enables to achieve high proteomic 

depth by sequencing the low-abundant precursors repeatedly (several times to reach a 

certain intensity threshold) and aggregating their spectra in the postprocessing step to 

increase the signal-to-noise ratio. 

prm-PASEF mode 

Targeted data acquisition strategies can be applied to obtain a predefined set of 

precursors with high reproducibility and specificity in complex biological samples. One 

of the main traditional targeted approaches is called parallel reaction monitoring, or 

PRM. In this method, a mass spectrometer monitors a list of predefined specific peptide 

precursors over an expected elution time window by acquiring MS2 spectra (81). 

Although recent developments in targeted strategies on a global scale improved 

quantitative readout of relatively large groups of peptides, this method is still limited by 

the acquisition speed of the instrument and consequently the number of proteins (82). 
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Combining PRM with the PASEF scan mode overcomes some of the limitations of the 

targeted method due to the PASEF sequencing power. This can be exploited either to 

target more precursors without increasing cycle times or to use very fast separation 

methods, which is essential for clinical applications (83). 

dia-PASEF mode 

In the standard DIA mode, the mass spectrometer sequentially isolates from every MS1 

scan not only individual precursor ions within narrow isolation windows, but a group of 

ions falling within a given mass range (e.g. 25 Th). Although this ensures that all 

precursors from this wider isolation window are fragmented at least once per cycle, the 

complexity of fragmentation spectra, consisting of fragments of many co-eluting 

precursors within the same window, still remains a challenge to disentangle. 

In contrast to the standard DIA scheme, the dia-PASEF mode operates in the m/z – IM 

plane, where the isolation windows are defined in a two-dimensional space. Due to the 

fact that ion mobilities and masses are correlated, for peptide ions of a given charge 

state, we were able to program the quadrupole to efficiently isolate most of the precursor 

cloud along the IM elution (covered in Article 6). For this, in dia-PASEF mode, a full 

TIMS MS scan is acquired to determine the position of individual precursor ions, 

including their m/z and ion mobility values. The quadrupole mass isolation window then 

shifts from high m/z and high IM to low m/z and low IM (from upper right to lower left), 

as instructed by the method, to fully cover the ion cloud. In Figure 6, we demonstrate 

the dia-PASEF scheme, which consists of three dia-PASEF scans with equidistant 

isolation widths covering the precursor cloud in the three IM windows per dia-PASEF 

scan. This allowed us to achieve high sequence coverage and very high sensitivity for 

different biological samples. However, the original method still missed some regions of 

the precursor space and was not optimized for studies with non-standard peptides 

distribution in the m/z – IM plane, i.e. for phosphoproteomics studies. We have therefore 

recently developed optimal dia-PASEF methods with our Python tool py_diAID, 

described in Article 7, which allows variable isolation windows optimally positioned in 

two-dimensional space for nearly complete precursor coverage. Compared to the 

original ‘high speed’ dia-PASEF method, we gained 14% (84% vs. 98%) coverage of 

the unmodified peptide population and almost 60% (34% vs. 93%) for phosphopeptides. 

1.3. Post-translational modifications in MS-based proteomics  

Eukaryotic cells need to rapidly respond to a range of cell-intrinsic and cell-extrinsic 

cues. This is only possible through an extensively connected and tightly regulated 

complex signaling network that allows the integration of different stimuli. Post-
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translational modifications (PTMs) are one of the essential mechanisms for controlling 

the entire cellular network by transducing signals coming from within the cell or the 

environment. PTMs increase the functional diversity of proteins by changing the 

biochemical properties, playing a key role in many cellular processes such as cellular 

differentiation, protein degradation, signaling and regulatory processes, regulation of 

gene expression and protein-protein interactions. 

PTMs can be divided into reversible and irreversible ones (84). The reversible group 

includes (i) addition of chemical groups, such as methylation and phosphorylation, (ii) 

complex molecules, like some glycosylations or AMPylation, and (iii) polypeptides in 

case of ubiquitylation, while irreversible modifications, which only occur in one direction, 

include (iv) specific covalent modifications of the amino acid side chain, such as 

deamidation, and (v) proteolytic cleavage (Fig. 7). PTMs can occur on a single type of 

amino acid or in multiple amino acids and lead to changes in the chemical properties of 

the modified sites. More than 200 diverse types of PTMs are known to date, ranging 

from small chemical modifications (e.g. phosphorylation and acetylation) to the addition 

of complete proteins (e.g. ubiquitylation). 

Phosphorylation is the best studied and one of the most common PTMs. I have worked 

with various phosphoproteomics datasets in many of the projects presented in this 

thesis. Therefore, I will primarily focus on this type of PTM, its role in cell signalling and 

the challenges we encounter studying it. 

 

Figure 7: Variety of post-translational modifications (PTMs). The distinct PTM classes are colored 

differently. The type of modification, if they are reversible and examples of PTMs are indicated separately 

for each class. Adapted from (84). 
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1.3.1. Phosphorylation 

Phosphorylation is a reversible PTM. It results from the transfer of the terminal 

phosphate group (γ-PO3
2-) from adenosine 5’-triphosphate (ATP) to the hydroxyl oxygen 

of certain amino acids (Fig. 8). Three amino acids, such as serine, threonine and 

tyrosine (Ser/Thr/Tyr), are mainly phosphorylated in cells and demonstrate a relative 

abundance of about 86%, 12% and 2% in normally growing cells, respectively (85). The 

phosphorylation changes the chemical properties of the amino acid from hydrophobic 

apolar to hydrophilic polar, which can lead to changes in protein structure and stability, 

protein–protein interactions, enzyme activation or subcellular localization. 

The addition of a phosphate group to a substrate protein is carried out by enzymes called 

protein kinases, which are one of the largest gene families and account for about 2% of 

the entire human genome (86). More than 500 human kinases are known, mutations or 

dysregulations of which play a role in the progression of many human diseases, 

including cancer and neurological disorders. Therefore, to maintain a constant balance 

between phosphorylation and dephosphorylation, the phosphorylation process can be 

reversed through the activity of ~ 200 different phosphatases that transfer the phosphate 

group to adenosine 5’-diphosphate (ADP). Currently, about 300,000 phosphosites are 

recorded on the PhosphoSitePlus platform, providing information on experimentally 

observed PTMs of human and mouse proteins (87). But if we take into account the 

estimate that ~30% of all cellular proteins are phosphorylated on at least one residue, 

or the results of existing phosphorylation site prediction tools, then about 750,000 

additional sites are likely to be phosphorylated (88, 89). 

 

Figure 8: Mechanism of reversible phosphorylation by kinase and phosphatase. The protein receives 

the phosphate group as a result of ATP hydrolysis through the enzymatic activity of kinase. The reverse 

process is orchestrated by phosphatases through the transfer of the phosphor group to ADP. Adapted from 

(90). 
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1.3.2. Protein phosphorylation in cell signaling 

Protein phosphorylation plays a critical role in the regulation of many cellular processes, 

such as cell cycle, cell growth, apoptosis and countless signal transduction pathways. 

For a large subset of proteins, phosphorylation is tightly linked to protein activity and is 

a key mechanism of cell signalling. The conformational changes that can occur in 

proteins after phosphorylation may lead to several different outcomes. In some cases, 

they regulate the catalytic activity of proteins. One of the other possible outcomes is the 

recruitment by phosphorylated proteins of neighboring proteins with structurally 

conserved domains that specifically recognize and bind to different phosphomotifs. Both 

outcomes are essential for signal transduction. Signaling pathways can be constituted 

by kinases, ranging from tyrosine kinase receptors on the cell surface to downstream 

kinases, primarily serine/threonine kinases. In a nutshell, ligand binding at the cell 

surface triggers a phosphorylation cascade, with phosphorylation and activation of one 

protein stimulating the phosphorylation of another, amplifying the signal and transmitting 

it through the cell. The signal continues to propagate until it is turned off by the action of 

a phosphatase. To exemplify the cell signaling process, I have chosen one of the most 

important signaling pathways in mammalian cells, called the epidermal growth factor 

(EGF) pathway, which has also been investigated in the Articles 2 and 7. 

The EGF signaling pathway acts through a series of different kinases, stimulating a 

whole signaling network associated with a large number of outcomes, such as cell 

proliferation, growth, migration, differentiation, and inhibition of apoptosis (Fig. 9) (91). 

The epidermal growth factor receptor (EGFR) is a transmembrane protein that is 

activated by binding of its specific ligands, including EGF and transforming growth factor 

α (TGFα). Upon activation, EGFR is converted from an inactive monomer to an active 

dimeric form. This dimerization stimulates the intrinsic intracellular tyrosine kinase 

domain, which auto phosphorylates tyrosine residues of the cytoplasmic EGFR domain. 

Activated EGFR is now able to bind various cytoplasmic adaptor proteins via tyrosine-

specific binding domains, including src homology-2 (SH2) or phosphotyrosine binding 

(PTB) domains. One of these adaptor proteins is the growth factor receptor binding 

protein-2 (GRB2), which recruits the Son of sevenless homolog 1 (SOS-1) protein. SOS-

1 moves in close proximity to members of the Ras family, from "Rat sarcoma virus", 

which is able of binding guanine nucleotides. SOS-1 activates the RAS protein by 

exchanging its bound guanosine 5’-diphosphate (GDP) for guanosine 5’-triphosphate 

(GTP). Activated RAS in turn activates the protein kinase (MAPK) cascade, in which the 

previous member phosphorylates and the next one in the following sequence: RAS – 

RAF kinase, named for Rapidly Accelerated Fibrosarcoma – mitogen-activated protein 
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kinase kinase (MEK) – extracellular-signal-regulated kinases (ERKs); ERKs act on 

various target molecules responsible for cell growth and proliferation. Another EGFR-

activated signaling cascade, called PI3K-AKT-mTOR pathway, is responsible for 

controlling metabolism, proliferation, cell size and survival. EGFR can also directly 

activate transcription factors of the STAT family involved in processes such as immunity, 

cell division, cell death and tumor formation. 

The EGFR signalling pathway demonstrates that a large number of signalling pathway 

control mechanisms are required in order to always maintain the correct level of 

signalling within cells. Any deviations from this control mainly lead to various disease 

states, e.g. aberrant EGFR signalling is common in a number of cancers and can 

correlate with tumor development and progression (92). Hence, the understanding of 

aspects of cellular signalling using phosphoproteomics can significantly help in 

explaining the biological behavior of disease cells and facilitate the search for a 

treatment. 

 

Figure 9: Schematic representation of the EGF/EGFR signaling pathway. Adapted from 
(https://commons.wikimedia.org). 

1.3.3. Phosphoproteomics and its challenges 

Many different analytical techniques have been developed over time to analyze groups 

of phosphoproteins in small targeted studies of various signalling pathways. However, 

due to the size and complexity of the signaling network, it is extremely important to 

investigate the dynamics of the phosphorylation on a global scale. Phosphoproteomics 

in principle allows the analysis of all phosphorylation events simultaneously, rather than 

looking at individual phosphorylated proteins. This is especially useful in cases where 

https://commons.wikimedia.org/
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deregulation of signaling is linked to a disease. To address this challenge, high-

resolution mass spectrometry has become the primary method of choice for detecting 

and quantifying phosphorylation events on a proteome-wide scale in an unbiased 

manner. Recent developments in MS have greatly improved phosphoproteomics 

research, with tens of thousands of phosphorylation sites now being reported in a 

standard phosphoproteomics experiment (93). 

Despite improvements in phosphoproteomics studies, the study of phosphorylation 

events using bottom-up MS is still challenging in many aspects (94). Firstly, 

phosphorylation is a transient and dynamic process, resulting in low abundance of 

phosphopeptides, which impedes their detection, especially in complex mixtures. This 

issue can be alleviated by employing prefractionation techniques and enrichment 

strategies prior to MS analysis. A plethora of such methods have already been 

introduced, including the frequently used affinity-based and antibody-based methods 

(Fig. 10) (95). 

 

Figure 10: Enrichment of phosphopeptides. Affinity-based methods include (i) immobilized metal affinity 
chromatography (IMAC), (ii) metal oxide affinity chromatography (MOAC), and (iii) strong cation exchange 
(SCX) chromatography. In the IMAC and MOAC methods, positively charges metal ions, e.g. Fe(III), or 
metal oxides, e.g. titanium oxide, respectively, are immobilized with a solid phase on the chromatography 
column and bind the phosphopeptides. Separation and enrichment on negatively charged strong cation 
exchange (SCX) columns occurs based on peptide charge, with phosphopeptides enriched in earlier-eluted 
fractions. The antibody-based approach involves immunoprecipitation of phosphotyrosine peptides. 
Adapted from (95). 

Another difficult challenge is the unambiguous localization of phosphosites, which is 

essential for understanding the role of phosphorylation events (96). The confident 

assignment of phosphorylation to a particular amino acid position on a modified 

sequence requires the presence of the corresponding fragment ions, which are not 

always present in MS2 spectra. This can also be further complicated by the presence of 

multiple potential phosphosites. To address this problem, several computational 

algorithms have implemented a probability-based PTM localization score, e.g. the 

Andromeda PTM score, which reports a probability score for all sites (97). It is mainly 

determined by the presence and intensity of unmodified and phosphorylated fragments 

in the MS2 spectra. 
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Finally, quantification in phosphorylation studies is based on single peptides and this 

remains a critical issue in the field, especially for DDA strategies, potentially resulting in 

a large number of missing values. Recent advances in the application of the DIA for 

rapid phosphoproteome profiling on the Orbitrap MS instrument have already enabled 

the quantification of over 13,000 phosphopeptides from HeLa cells using only a 15 

minutes gradient (98). Further refinements and the use of the optimized dia-PASEF 

method on the timsTOF system, discussed in Article 7, doubled our numbers with less 

input material and provided a nearly complete data matrix including a high degree of 

confidence for positional phosphoisomers (99). 

1.4. Scientific software development and open science 

The development of any type of software pertains to the analysis, design, 

implementation, testing, deployment, and maintenance of software tools. All of these 

components play key roles in the success of any software development. However, in 

the scientific software development it is quite challenging to follow all software 

engineering practices employed in other fields due to the following characteristics of 

scientific projects (100). First of all, in most cases it is problematic to define all the 

requirements for the development of a software tool from the very beginning of a project. 

The research question tends to remain imprecise, and perceptions of the structure and 

functions of the software change as the research progresses. Moreover, very often the 

software implementation by itself is not the main purpose of the research. Secondly, 

because of the complexity of the topics, software in the scientific field is usually 

implemented by experts in the subject area being researched instead of trained software 

engineers. Finally, due to the lack of confidence in the success of the project and the 

reduced time for software development in scientific research, the focus tends to be on 

rapid code generation rather than architecture or project design, and explicit code 

documentation for further reuse or maintenance of tools after development are often 

missing. 

To overcome the issues described, there are a number of practices that assist in 

achieving a better quality of the product in scientific development (101). Firstly, the 

choice of programming language is extremely important, as it must have a shallow 

learning curve for new developers, as well as overall high readability and versality. 

Based on these criteria, Python is the main programming language in our department 

just like in many other research labs. Also, Python provides support for many scientific 

libraries, such as NumPy, SciPy, etc., making it easier for scientific software developers 

with different backgrounds to use already implemented complex algorithms for their own 

projects. These available community-proven packages make the code base more 
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reliable and maintainable, which allows the focus to be on the research questions rather 

than on the implementation details. 

Furthermore, Open Science, as a set of practices that enhance openness, transparency, 

rigor, reproducibility and replicability of the scientific research, has recently become 

widespread in many scientific fields, including proteomics (102). This is partly due to the 

need to address the ‘crisis of reproducibility’ of published articles in all scientific fields, 

even in the natural sciences (103). An ‘open-source code’ base can benefit researchers 

by saving time and funding resources and by engaging the community in their research, 

which is especially important in rapidly evolving fields such as machine learning or 

visualization. Furthermore, public exposure motivates maintaining high standards of 

code quality, including comprehensive documentation and testing. 

The natural combination of Python with Open Science empowers researches with a set 

of tools for a comfortable working environment. It allows to follow the standards of 

software engineering, i.e. to write self-explanatory code for data analysis and 

visualization, to store and share code and control its versions, and to apply authorship 

of the tools developed. 

In this regard, Jupyter notebooks have become some of the most used tools for Python 

software development in various fields, including data science, machine learning, etc. 

(104). Jupyter notebooks can easily be adapted to the old concept of ‘literate 

programming’, introduced by Knuth in 1984, where code, analysis results, like 

visualizations, and static documentation are included in a single file (105). It additionally 

supports markdown syntax, which enables standard text formatting and the inclusion of 

complex elements such as images and formulas, providing additional information that 

simplifies the understanding of complex scientific concepts. Recent MS-based 

proteomics publications are also starting to provide analysis code written in Jupyter 

notebooks (106, 107). 

Running on the local machine, Jupyter notebooks depend on the computer’s central or 

graphics processing units, CPU and GPU respectively, as well as the size of the random-

access memory (RAM). Once the user begins to perform some complex manipulations, 

i.e. visualization of big data, this can quickly exceed the limits of the local machine. 

Community resources can be used to overcome these limitations. In particular, Google 

Colab, a free Jupyter notebook environment provided by Google, runs in the cloud and 

stores its notebooks on a connected Google Drive (108). This allows developing any 

code without depending on the computational power of the personal computer, and to 
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use freely available GPUs or even TPUs, tensor processing units built into Colab, to 

perform heavy computing tasks. 

To provide access to the community, various resources such as source code, metadata, 

documentation, etc. can be hosted privately or publicly using Git and GitHub (109). 

GitHub is a free code hosting platform for software development and version control 

using Git. The GitHub repository enables to keep a history of all changes that have been 

made to code and text, making it possible to go back to earlier versions of the repository 

if needed. Developers and researchers alike can use GitHub as a dynamic and 

collaborative environment for continuous integration, often referred to as a social coding 

platform, for peer-reviewing, commenting or discussions. 

Several archiving services, such as Zenodo (https://zenodo.org), are included in GitHub 

to apply authorship to the code. This allows the entire repository to be assigned a 

permanent DOI, a Digital Object Identifier, that can be included in literature information 

resources such as PubMed Central (110). 

To make it easier for users to interact with published code and data locally and yet 

without additional installations, GitHub provides integration with online hosting solutions 

for Jupyter Notebooks such as Binder (https://mybinder.org). In this way, readers can 

execute code online without downloading any data or installing any software. Almost all 

of the aforementioned tools were used in the articles presented in this thesis. 

1.5. Visualization in MS-based proteomics 

Visualization together with data processing and analysis are central and crucial 

components of all complex biological experiments, including all modern high-throughput 

MS-based proteomics experiments. As part of a complex proteomics pipeline, 

visualization assists in the interpretation of complex proteomics data and is key to 

communicate the results of complex experiments not only quantitatively, but also 

visually (111). Rapid advances in MS-based proteomics technology have prompted the 

development of new software tools in the field, including proteomics visualization. 

Currently, this proteomics visualization efforts can be divided into two main groups: (i) 

visualization functionalities integrated into proteomics data analysis tools (18, 112); (ii) 

independent visualization tools for different steps of the proteomics pipeline (113, 114). 

Despite recent improvements in the area, there are still a number of challenges in 

proteomics data visualization. First of all, visualization is usually not a priority when 

developing scientific algorithms or creating new workflows for analyzing proteomics 

data. The release of visualization tools often occurs with a significant delay after the 

publication of the main workflows (22, 112). Another problem is the closed nature of 

https://zenodo.org/
https://mybinder.org/
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many popular proteomics tools. In this case, even recently published tools can rapidly 

become outdated, not allowing to extend functionality or add support for the latest 

visualization advances, such as interactivity or ‘big data’ visualization. Consequently, 

data analysis and visualization in proteomics often remain the exclusive ability of experts 

familiar with the data that have strong programming expertise. 

To alleviate these issues, over the last decade the proteomics community has released 

a plethora of open-source visualization tools written in the programming languages R 

and Python (115, 116). In this thesis, I have extensively used Python to develop all 

visualization tools. In addition to its general advantages, described in the previous 

section, Python provides a large variety of well-documented and well-maintained 

visualization libraries. Some of the visualization packages I have regularly used for the 

projects presented in this thesis are Plotly, Bokeh, Datashader and Panel. The 

generation of interactive plots for exploratory data analysis, for instance in Bokeh 

(https://bokeh.org/) or Plotly (https://plotly.com/), allows on-demand access to data only, 

which is very important for high-throughput proteomics data, and includes various basic 

manipulation tools, like selection, zooming, saving, etc. In turn, the recently released 

Datashader library (https://datashader.org) efficiently handles big data visualization by 

rasterizing the data space like in the conventional histogram but using a two-dimensional 

(2D) space and color-coding the number of points per a 2D bin. This makes it much 

easier to distinguish patterns in big proteomics data without applying the usual 

workarounds, such as down sampling or reducing opacity. Another useful library is Panel 

(https://panel.holoviz.org/), which helps to combine data analysis and visualization 

approaches with modern web frameworks to create browser-based graphical user 

interfaces (GUIs) without any of the common technologies to develop a website or web 

application such as HTML or JavaScript. Due to the large amount of data acquired in 

proteomics experiments, much more biological insights can usually be extracted from 

the data than is presented in a single publication. Therefore, dedicated and easily built 

online resources or recently popular dashboards can help to solve this issue and provide 

additional access and visual inspection of data for all users. The popularity and usability 

of all the libraries mentioned is confirmed by the number of recently released 

visualization tools and resource pages for the field of proteomics (113, 117, 118). 

The proteomics data visualization can be divided into several steps following the main 

phases of proteomics data analysis, which include visualization of (i) raw data at LC, 

MS1 and MS2 level; (ii) peptide identification with or without PTMs; (iii) quantitative 

information at protein, peptide and PTM level; (iv) multidimensional experimental 

designs; and (v) protein networks.  

https://bokeh.org/
https://plotly.com/
https://datashader.org/
https://panel.holoviz.org/
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As all software tools presented in this thesis mainly cover visualization of raw data, as 

well as visualization of peptide identifications and PTMs, these topics will be covered in 

the following sub-chapters. More information on visualization of the other steps of the 

proteomics pipeline is contained in a recent review that I co-authored that discusses 

interpreting and generating bottom-up proteomics data visualizations (Article 1). 

1.5.1. Raw data visualization 

Raw data acquisition is an intermediate step in the proteomics pipeline between the 

experimental part in the laboratory and the data analysis part, and it is of utmost 

importance to ensure satisfactory quality of the raw data for further analysis. Data quality 

at this step is mainly assessed by visual inspection of the raw LC-MS data using various 

computational quality control tools, making it easier to reveal possible pitfalls in the 

samples or instrumentation setup (119). The software tools implemented in Articles 2 

and 4 focus on the visualization of raw timsTOF data. Therefore, I will cover the standard 

important visualizations of raw MS data on precursor and fragment ion levels and how 

they can be interpreted and used to verify data quality. 

Precursor level. Visualization at the level of intact peptide ions is the first step in 

checking the quality of sample data and helps to identify any LC or MS instrumentation 

issues. Firstly, the total ion chromatogram (TIC), which displays the summed intensity 

of all precursor ions detected over time, shows the number of precursor ions that reach 

the MS detector along the gradient (Fig. 12A, blue line). This step can already help to 

spot various LC-MS issues, such as mistakes in sample preparation (unexpected shape 

or low number of peaks, low intense peaks), unstable spray or MS failure (intensity 

drops) or poor peak separation (120). Visualizing another type of chromatogram, called 

base peak intensity (BPI) chromatogram and plotting the intensity of the most abundant 

precursor ions over time, can uncover other issues, such as sample overloading or 

contamination (Fig. 132A, red line). The quality of individual precursor ions can also be 

checked using extracted ion chromatograms (XICs) (Fig. 12B). In this case the raw data 

is sliced based on the mass and charge range within a given mass tolerance and its 

intensity is plotted against the retention time. This helps to assess the quality of the 

detected precursor features and the spread of contaminants in the sample. 

To gain insight into the distribution of precursor ions along the gradient, precursor maps 

are widely used. In the case of timsTOF data, the signal intensity of the detected 

precursor is visualized in color on a heat map in the m/z - ion mobility plane for each 

time points and can be tracked over the entire retention time (Fig. 12C). 
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Figure 12: Visualization of raw data at the precursor ion level. (A) Total ion chromatogram (TIC) and 

base peak intensity (BPI) chromatogram of MS1 data. (B) Extracted ion chromatogram (XIC) for the 

precursor (m/z = 457.9978) with m/z tolerance of 5 ppm. (C) Two-dimensional MS1 ion mobility heatmap of 

precursor intensities acquired on a timsTOF instrument at a single time point, demonstrating a correlation 

of m/z and ion mobility (Figure from Article 1). 

Fragment level. Depending on the type of data acquisition strategy chosen, DDA or 

DIA, the information to be visualized at the fragment level is different. In the case of DDA 

data, it is essential to evaluate important MS2 spectra and manually validate the 

identifications based on them. This can be done by plotting an MS2 spectrum highlighting 

the identified fragment ions as shown in Figure 2. The pitfalls that can be revealed here 

are mainly related to fragmentation of the precursor ions, e.g. poor fragmentation 
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(intense precursor peak and few fragment ions) or co-fragmentation of several peptides 

(many additional fragments besides the identified ones are visible). The theoretical 

fragmentation spectrum (even with intensities predicted by deep learning) may be 

shown below the experimental spectrum as a mirrored spectrum. This helps to validate 

the identifications immediately showing which fragments are missing or (in)correctly 

identified in the experimental spectrum. 

Due to the complexity of the MS2 spectrum in DIA, it is more common to look at the 

elution profiles of the precursor and all its fragment ions in retention time or m/z – ion 

mobility dimensions to assess the quality of DIA identifications (Fig. 13). Ideally, they 

should have a sharp elution peak and high correlation between fragments. 

Misassignments are indicated by a shift of the fragment peaks or blending of additional 

peaks of individual fragments. 

 

Figure 13: Visualization of raw DIA data at the fragment ion level.  Elution profiles of the coeluted 

peptide precursor and its fragment ions in retention time (A) and retention time – ion mobility (B) dimensions 

(Figure from Article 1). 
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1.5.2. Peptide and PTM visualization 

Identifications in bottom-up proteomics are always based on peptide rather than intact 

protein information. Therefore, visualization of the identified peptides and their PTMs 

aligned with known protein sequence information allows evaluation of protein coverage 

and is essential for downstream MS data exploration. Sequence coverage can be 

visualized along the protein sequence in a non-overlapping manner or collapsed into a 

single line per sample to avoid clutter, as in Article 3 (Fig. 14A). This makes it possible 

to assess differential sequence coverage across multiple samples or datasets acquired 

with different methods or analyzed by different software tools. 

PTM studies can also benefit greatly from visualizations, where the position of PTMs, 

intensity or localization probability are shown for each modification site. This can either 

be done in a simple way where only PTM positions are shown (asterisk, Fig. 14A) or 

with a ‘lollipop plot’ showing the PTM site localization and intensity (Fig. 14B). 

Peptide and PTM visualization can also benefit from the inclusion of sequence 

annotations available in public databases, such as UniProt or PhosphoSitePlus (121, 

122), or any other useful information, i.e. the expected proteolytic cleavage sites. As 

described in Article 3, this helps researchers to inspect the peptide and PTM levels of a 

protein of interest in order to validate it in a biological and clinical context, i.e. by 

checking for possible sequence variations or unexpected anomalies. 

 

Figure 15: Peptide and PTM visualization. (A) Peptide sequence visualization of mutant and wildtype 

samples with overlapping identified peptide collapsed into a single line, detected PTM (acetylation of protein 
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N-terminus) and external features (domain and chain). Figure created using AlphaMap (Article 3). (B) 

Lollipop plot visualizing phosphosites, their log10 intensity and localization probability (bubble size) (Figure 

from Article 1).
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2. Aims of the thesis 

The aim of this thesis was to visually explore the newly emerging complex ‘next-

generation proteomics’ data, which has been studied in our group since the first timsTOF 

instrument was introduced. Motivated by the lack of tools to effectively access, visualize 

and effectively process raw data, we set out to develop them for our own use and 

empower the community. This would enable exploration using different angles to 

understand more about the data itself, as well as to extract more information and 

biological insights from it.  

Considering the computational perspective, we primarily sought to develop software 

tools enabling ourselves and, by extension, the entire proteomics community to explore 

the various phases of proteomics data analysis, such as fast data access, efficient data 

processing or comprehensive visualization as an essential step in understanding and 

validating the data. A red thread through all these computational projects was to use 

and build upon the various established scientific computing tools, in particular the 

Python universe. This common idea allowed for unified development, providing more 

support in the form of readily available and community-proven scientific libraries. In turn 

this allowed us to focus on in-house research questions instead of reimplementing 

existing algorithms. In line with the basic ideals of Python, I followed the concept of 

open-source software, making the tools and the source code freely available to the 

community. This motivates the community to use the tool, as well as to contribute ideas 

or their own implementations. Knowing that one does not need to implement an entire 

data analysis pipeline, but can simply update part of the code with some novel ideas, 

provides a good starting point even for a biological scientist and enables rapid 

progression of the field.  

With these tools in hand or under development, I wanted to contribute to other aspects 

of data insight that remained challenging in the group. In terms of method development, 

the crucial point was to contribute to the implementation of the new scanning modes on 

the timsTOF instrument and to improve the existing ones. This helped to improve the 

sensitivity and to increase the throughput of the instrument, in addition to improved data 

quality. 

In recent years, the field of proteomics has greatly benefited from the developments in 

machine learning and in particular deep learning. They are set to dramatically boosted 

the quality and reliability of proteomics workflows, as experimental results have to match 

predictions in a multidimensional data space. We applied this to the ‘next-generation 
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proteomics’ data to understand the nature of collisional cross sections, as well as to be 

able to predict this dimension of separation to further improve validity. 

All the knowledge gained was intended to also apply to the functional study of post-

translational modifications, especially phosphorylation and its role in cell signalling.  

In conclusion, the overall aim of my thesis was to enable the exploration and integration 

of several layers of information, including prior knowledge amassed by the community.  
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3. Publications 

3.1. Article 1: A practical guide to interpreting and generating 

bottom-up proteomics data visualizations  

Authors: Julia Patricia Schessner*, Eugenia Voytik*, Isabell Bludau 

Department of Proteomics and Signal Transduction, Max Planck Institute of Biochemistry, 82152 Martinsried, Germany 

* These authors contributed equally 

Published in Proteomics (2022). 

Rapidly advancing mass spectrometry-based proteomics today allow in-depth analysis 

of highly complex proteomics mixtures. This results in the generation of a large amount 

of complex data that is often hard to interpret comprehensively. Adequate data 

visualization is a critical part of this proteomics data analysis process but is currently 

neglected. It could greatly assist in the interpretation of multidimensional proteomics 

data as well as in communicating the results of evermore complex experiments. 

However, due to the complexity of proteomics analysis, understanding the results is 

difficult for a broader audience, especially non-specialists, which slows down the 

dissemination of proteomics method.  

In this review, we provide an overview of commonly used visualizations of the different 

steps of the proteomics pipeline. Covering the entire workflow, we describe the use 

cases and relevance of each visualization in proteomics, assisting researches with 

guidance as to which aspects are critical for interpretation and reporting. Moreover, an 

entire section of the review is devoted to how Python and various established open 

science tools can be used to transparently generate customized proteomics 

visualizations. To emphasize the importance of this and to help readers get started with 

their own visualizations, the code for generating all data figures from the review is 

provided on GitHub with all necessary documentation and examples. Finally, we also 

include a list of published Python libraries available for analysis and visualization of 

proteomics data. 

I contributed to this review by helping to devise and writing the manuscript, as well as 

developing the Python codebase for figures.  
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3.2. Article 2: AlphaViz: Visualization and validation of critical 

proteomics data directly at the raw data level 

Authors: Eugenia Voytik‡, Sander Willems‡, Patricia Skowronek‡, Maria C. Tanzer‡, 

Andreas-David Brunner‡, Wen-Feng Zeng‡, Marvin Thielert‡, Maximilian T. Strauss¶, 

Matthias Mann‡¶* 

‡ Department of Proteomics and Signal Transduction, Max Planck Institute of Biochemistry, 82152 Martinsried, Germany 

¶ NNF Center for Protein Research, Faculty of Health Sciences, University of Copenhagen, 2200 Copenhagen, Denmark 

Pre-print published online: bioRxiv (2022), doi: 10.1101/2022.07.12.499676v1. 

In review in Molecular & Cellular Proteomics.  

As the method of choice in proteomics, MS routinely identified and quantifies thousands 

of proteins and their (modified) peptides. However, only a small subset of these proteins 

of specific biological or clinical relevance, such as key proteins of signaling pathways or 

biomarker candidates, are typically subjected to in-depth downstream analysis. 

Unfortunately, expert evaluation of the underlying raw data of these proteins and their 

individual peptides rarely occurs or only occurs in one of several possible dimensions, 

preventing researchers from concentrating their investigation on the best possible 

biological candidates.  

In this publication, we introduce a new open-source software tool called AlphaViz. It 

allows to superimpose the identifications found by common proteomics workflows on 

the raw data for easy validation of proteins by visualization of their (modified) peptides. 

This is the first visualization tool that takes advantage of recent developments in deep 

learning prediction of peptide properties to verify experimental versus predicted results. 

AlphaViz mainly focuses on four-dimensional ‘next generation proteomics’ timsTOF data 

and utilizes all available data dimensions for validation purposes, including the additional 

ion mobility dimension. 

Using AlphaViz, we demonstrate how easy it is to evaluate critical proteins and their 

peptides reported by various proteomics search engines at the raw chromatographic, 

ion mobility, MS1 and MS2 levels. This helped to reveal likely false positives, despite 

their high search engine scores. Conversely, the deep learning prediction of various 

peptide properties, the so-called ‘predict mode’ in AlphaViz, demonstrates the retrieval 

of the raw data for peptides likely present in the raw data but not reported by the search 

engine. By applying AlphaViz to the phosphoproteomics study of the EGF signaling 

pathway, we (in)validated the presence of key signaling proteins, and were also able to 

explore specific signalling events of interest that were missed by the proteomics 

software through direct inspection of the raw data. 



3. Publications 

 

54 

As the first author of this paper, I conceptualized and designed the study, wrote the 

manuscript, and analyzed the data. I also implemented the Python code of AlphaViz 

along with the development of its graphical user interface.  
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3.3. Article 3: AlphaMap: an open-source Python package for the 

visual annotation of proteomics data with sequence-specific 

knowledge 

Authors: Eugenia Voytik1,*, Isabell Bludau1,*, Sander Willems1, Fynn M. Hansen1, 

Andreas-David Brunner1, Maximilian T. Strauss1, Matthias Mann1,2,# 

1 Department of Proteomics and Signal Transduction, Max Planck Institute of Biochemistry, 82152 Martinsried, Germany 
2 NNF Center for Protein Research, Faculty of Health Sciences, University of Copenhagen, 2200 Copenhagen, Denmark 

* These authors contributed equally 

Published in Bioinformatics (2021). 

Although bottom-up MS proteomics routinely reports thousands of proteins, it is 

conceptually based on the analysis of peptides rather than intact proteins. Therefore, 

evaluating the sequence coverage of individual proteins by identified peptides with 

respect to specific protein domains and comparing observed and previously annotated 

post-translational modifications is an important part of the downstream MS data 

exploration and is carried out on a regular basis. However, the ability to integrate and 

visualize experimental data at the peptide and PTM level together with curated protein 

sequence information across multiple datasets while supporting different state-of-the-art 

proteomics data analysis software frameworks is still missing in the proteomics field.  

To remedy this, we developed AlphaMap, a Python package that facilitates the visual 

exploration of proteomics data at the peptide level, while additionally integrating protein 

sequence information based on proteolytic cleavage sites and annotations from the 

UniProt database. We described the use of AlphaMap in a variety of applications, from 

optimizing sample processing, through technical comparisons, to validating candidate 

in a biological or clinical context. Since its publication, it has already become a regularly 

used tool in our group (Article 7). Furthermore, the easily extendible modular design of 

AlphaMap has made it possible to further integrate the mapping of peptides and PTMs 

to three-dimensional protein structures predicted by AlphaFold (123). 

My contribution to this paper was to implement the core AlphaMap functions and the 

graphical user interface, as well as to help write the manuscript. 
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3.4. Article 4: AlphaTims: Indexing Trapped Ion Mobility 

Spectrometry–TOF Data for Fast and Easy Accession and 

Visualization 

Authors: Sander Willems1, Eugenia Voytik1, Patricia Skowronek1, Maximilian T. 

Strauss1,2, Matthias Mann1,3,* 

1 Department of Proteomics and Signal Transduction, Max Planck Institute of Biochemistry, Martinsried, Germany 
2 OmicEra Diagnostics GmbH, Planegg, Germany 
3 NNF Center for Protein Research, Faculty of Health Sciences, University of Copenhagen, Copenhagen, Denmark 

Published in Molecular & Cellular Proteomics (2021). 

Over the years, technical advances in MS field have enormously increased the amount 

and complexity of the data acquired. This is particularly relevant for complex biological 

samples, e.g. in proteomics, lipidomics or metabolomics, which greatly benefit from 

separation in more than just the mass dimension. In particular, the recent coupling of 

MS with trapped ion mobility spectrometry (TIMS) has led to the emergence of a new 

ion mobility dimension and has demonstrated many advantages, especially for MS-

based proteomics samples. However, the fast data accession of complex 

multidimensional timsTOF data has proven to be a challenge in visualizing and 

understanding the data. 

In this publication we introduced an open-source Python package termed AlphaTims. 

By indexing sparse four-dimensional timsTOF data of billions of detector events at the 

scale of seconds, AlphaTims subsequently allows access to data along any available 

dimension in a sub-second accession time on standard hardware. The fast data access, 

combined with easy adaptability and extendibility due to detailed documentation and an 

open code base makes AlphaTims an important software tool that is already widely used 

in the proteomics community (124).  

For this project, I was involved in the formal analysis and the project’s investigation, the 

implementation of the code base and the writing of the manuscript. 
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3.5. Article 5: AlphaPept, a modern and open framework for MS-

based proteomics 

Authors: Maximilian T. Straussǁ*‡‡, Isabell Bludauǁ, Wen-Feng Zengǁ, Eugenia Voytikǁ, 

Constantin Ammarǁ, Julia Schessnerǁ, Rajesh Ilango‡, Michelle Gill‡, Florian Meierǁ,$, 

Sander Willemsǁ, Matthias Mannǁ*,** 

ǁ Department of Proteomics and Signal Transduction, Max Planck Institute of Biochemistry, Martinsried, Germany 
** NNF Center for Protein Research, Faculty of Health Sciences, University of Copenhagen, Copenhagen, Denmark 

‡ Nvidia Corporation, Santa Clara, CA, USA 
‡‡ OmicEra Diagnostics GmbH, Planegg, Germany 
$ Functional Proteomics, Jena University Hospital, Jena, Germany 

Pre-print published online: bioRxiv (2021), doi: 10.1101/2021.07.23.453379v1. 

Driven by the ever-increasing amount of raw data and its complexity in MS-based 

proteomics, computational proteomics has rapidly evolved into an independent 

interdisciplinary field. To process raw MS data and derive the identification and 

quantification of peptides and proteins, a large variety of various proteomic frameworks 

and algorithms, ranging from commercial, closed-source to freely available, open 

source, are now available. However, the complexity of the analysis and the lack of 

transparence for many closed-source software tools present a major barrier for needed 

further developments such as improvements in execution speed, integrating new 

developments and generally preventing scientists to contribute directly. 

To address this challenge, we developed AlphaPept, a Python-based open-source 

framework for efficient and transparent processing of large amounts of high-resolution 

MS data. We achieved hundredfold increase in speed by using Numba for just-in-time 

machine code compilation on CPUs and GPUs, while retaining the clear syntax and fast 

development speed inherent in Python. Adopting the recent implementation of the 

‘literate programming’ concept, the AlphaPept code base is implemented in Jupyter 

Notebooks, providing extensive documentation on the complex algorithmic background. 

Furthermore, we followed solid software engineering principles as embodied on GitHub, 

such as continuous integration, deployment and extensive automated testing. 

AlphaPept provides a platform for researchers with novel algorithmic ideas to test or 

integrate their functionality easily and in a transparent and efficient way, without having 

to re-create the entire pipeline, which is especially important for the rapidly developing 

field of machine and deep learning. 

In this project, I contributed to the file importing functionality, performed testing and 

helped write the manuscript. 
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3.6. Article 6: diaPASEF: parallel accumulation – serial 

fragmentation combined with data-independent acquisition 

Authors: Florian Meier1,2, Andreas-David Brunner1, Max Frank3, Annie Ha3, Isabell 

Bludau1, Eugenia Voytik1, Stephanie Kaspar-Schoenefeld4, Markus Lubeck4, Oliver 

Raether4, Nicolai Bache5, Ruedi Aebersold6,7, Ben C. Collins6,8, Hannes L. Röst3 and 

Matthias Mann1,9  

1 Proteomics and Signal Transduction, Max Planck Institute of Biochemistry, Martinsried, Germany.  
2 Functional Proteomics, Jena University Hospital, Jena, Germany.  
3 Donnelly Centre for Cellular and Biomolecular Research, University of Toronto, Toronto, Canada.  
4 Bruker Daltonik GmbH, Bremen, Germany.  
5 Evosep Biosystems, Odense, Denmark.  
6 Department of Biology, Institute of Molecular Systems Biology, ETH Zurich, Zurich, Switzerland.  
7 Faculty of Science, University of Zurich, Zurich, Switzerland.  
8 School of Biological Sciences, Queen’s University of Belfast, Belfast, UK.  
9 NNF Center for Protein Research, University of Copenhagen, Copenhagen, Denmark.  

Published in Nature Methods (2020). 

The concept of data-independent acquisition (DIA) was introduced more than 15 years 

ago, but recent developments have made it superior to alternatives in a wide range of 

proteomics applications. The main attractions of DIA are its high data completeness and 

a wide dynamic range. This acquisition scheme ensures that the selection windows 

collectively cover the entire m/z range of interest and that every peptide precursor is 

isolated and fragmented in every acquisition cycle. However, the overall ion sampling 

efficiency at the mass-selective quadrupole for conventional DIA methods is as a matter 

principle limited to 1-3% of all available ions.  

In a joint effort of the Aebersold, Röst and Mann groups, in this study we have combined 

the recently introduced PASEF principle with DIA to overcome this fundamental 

limitation (13, 125). We employed this novel acquisition method, called diaPASEF, on a 

trapped ion mobility mass spectrometer (a timsTOF Pro instrument from Bruker), which 

provides an additional ion mobility dimension of separation. Using the correlation of 

mass and ion mobility, we acquired up to 100% of the peptide fragment ion current in 

low-complexity samples. We demonstrate the performance of diaPASEF in typical 

proteomics experiments, such as single two-hour runs of the HeLa proteome analysis, 

achieving deep proteome coverage of more than 7,000 proteins. Applying the diaPASEF 

scan mode to analyze very low sample amounts, we detected exceptional coverage of 

4,000 quantified proteins from only 10 ng samples, highlighting the intrinsic high 

sensitivity of diaPASEF on the TIMS-QTOF setup. 

I was involved in data access, data analysis and visualization of timsTOF data in this 

project. 
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3.7. Article 7: Rapid and in-depth coverage of the (phospho-

)proteome with deep libraries and optimal window design for 

dia-PASEF 

Authors: Patricia Skowronek‡, Marvin Thielert‡, Eugenia Voytik‡, Maria C. Tanzer‡, 

Fynn M. Hansen‡, Sander Willems‡, Özge Karayel‡, Andreas-David Brunner‡, Florian 

Meier‡§, Matthias Mann‡¶* 

‡ Department Proteomics and Signal Transduction, Max Planck Institute of Biochemistry, Martinsried, Germany 

§ Functional Proteomics, Jena University Hospital, Jena, Germany 

¶ Protein Research, NNF Center for Protein Research, Copenhagen, Denmark 

Accepted (in press) in Molecular & Cellular Proteomics (2022). 

Our recently published development of data independent acquisition (DIA) on a trapped 

ion mobility mass spectrometer, called dia-PASEF and introduced in Article 6 is 

particularly beneficial for acquiring a wide range of proteomics data while maintaining a 

high sequence coverage and very high sensitivity. However, with the original dia-PASEF 

method, the placement of the DIA windows in the two-dimensional m/z and ion mobility 

space was empirical and – as it turns out – not optimal. 

In this study, we address this challenge by developing a new method called py_diAID. 

It optimally places variable isolation windows using a Bayesian optimization scheme 

depending on the precursor density in the m/z – ion mobility plane. The py_diAID method 

is freely available on GitHub as a Python package and a graphical user interface on the 

major operating systems. In combination with deep project-specific DIA libraries and 

short gradients, we reproducibly identified and quantified over 6,000 proteins in only 11 

minutes LC gradients (100 samples per day) and an astounding 7,700 proteins in 44 

minutes gradients. Performing, to our knowledge, the first large-scale study of PTMs on 

the timsTOF platform, we quantify around 20,000 phosphopeptides in quadruplicate 

measurements, achieving 93% precursor coverage compared to 34% using the 

previously published ‘fast’ dia-PASEF method. 

For this study, I helped implement the py_diAID tool and analyze the data. 
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3.8. Article 8: Deep learning the collisional cross sections of the 

peptide universe from a million experimental values 

Authors: Florian Meier1,5, Niklas D. Köhler2, Andreas-David Brunner1, Jean-Marc H. 

Wanka2, Eugenia Voytik1, Maximilian T. Strauss1, Fabian J. Theis2,3& Matthias Mann1,4 

1 Department Proteomics and Signal Transduction, Max Planck Institute of Biochemistry, Martinsried, Germany.  
2 Institute of Computational Biology, Helmholtz Zentrum München — German Research Center for Environmental Health, 

Neuherberg, Germany. 
3 Department of Mathematics, TU München, Munich, Germany. 
4 NNF Center for Protein Research, Faculty of Health Sciences, University of Copenhagen, Copenhagen, Denmark.  
5 Functional Proteomics, Jena University Hospital, Jena, Germany. 

Published in Nature Communications (2021). 

Despite its relatively short history, the new timsTOF instrument in combination with the 

PASEF method have already become a widely used technology in proteomics 

laboratories. This has made it possible to measure ion mobility values and to derive 

collisional cross section (CCS) values representing ion size and shape on a very large 

scale. However, despite numerous attempts to understand the nature and predict the 

utility of the peptide CCS values using machine learning approaches, the relations 

between linear amino acid sequence and CCS had proven too complex to be 

generalized or predicted using simple rules. 

To tackle this challenge, we measured more than two million CCS values of about 

500,000 peptides with unique sequences from whole-proteome digests of five biological 

species with high precision and an accuracy of a few percent. This revealed on a global 

scale the sequence-specific factors that determine CCS values, such as hydrophobicity, 

the proportion of prolines and the location of histidines. The size of the acquired dataset 

made it possible for the first time to develop a deep learning model capable of learning 

complex interactions between amino acids that influence peptide shape and finally to 

predict CCS values directly for any peptide sequence. We found that CCS values are 

intrinsic properties of the molecule, similar to molecular weights and that they can be 

predicted by our model with a median deviation of 1.4%, not far from the experimental 

variation.   

My contribution to the project was mainly to the data analysis in this project. 
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3.9. Article 9: AlphaPeptDeep: A modular deep learning 

framework to predict peptide properties for proteomics 

Authors: Wen-Feng Zeng1, Xie-Xuan Zhou1, Sander Willems1, Constantin Ammar1, 

Maria Wahle1, Isabell Bludau1, Eugenia Voytik1, Maximillian T. Strauss2, Matthias 

Mann1,2,* 

1 Department of Proteomics and Signal Transduction, Max Planck Institute of Biochemistry, Martinsried, Germany 
2 Proteomics Program, NNF Center for Protein Research, Faculty of Health Sciences, University of Copenhagen, 

Copenhagen, Denmark 

Pre-print published online: bioRxiv (2022), doi: 10.1101/2022.07.14.499992v1. 

Under revision in Nature Communications.  

Recent advances in deep learning have proven very useful in proteomics, especially for 

predicting various experimental peptide properties. The initial development of deep 

learning models to predict each of these properties individually has subsequently led to 

a plethora of high-performance deep learning models. However, most of these efforts 

have focused only on the prediction of individual properties and furthermore many of 

them have not fully complied with open-source standards. This makes them difficult to 

adopt or extend and prevents from being updated to improve results in line with 

improvements in deep learning technologies. 

Therefore, our group has recently introduced a highly modular deep learning system 

called AlphaPeptDeep. It provides models with comparable or superior performance for 

all peptide properties at the same time. Using a transfer learning approach, our 

integrated deep learning models eliminate the need to provide large data sets to refine 

models for specific experimental conditions. Moreover, the ‘model shop’ in 

AlphaPeptDeep enables non-specialists to build and train a model from scratch using 

few lines of codes. This is exemplified by building a deep learning model that predicts 

the propensity of any peptide sequence to be presented as a human leukocyte antigen 

(HLA) peptide by the immune system. Given this model, the search space for identifying 

HLA peptides can be drastically reduced, greatly increasing identification rates in this 

very challenging sample type.   

As a part of this project, I contributed to the visualization functionality of AlphaPeptDeep 

and extensive testing of the tool through its successful integration into AlphaViz, 

described in Article 2.   
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4. Discussion 

Although the timsTOF instrument has only very recently been introduced, it has already 

gained much attention and has shown very promising results in proteomics, including its 

wide dynamic range, high sequence coverage and very high sensitivity. The release of 

such a novel instrument and other subsequent instrumental advances creates a strong 

need for the development of software allowing to efficiently handle the data. Although 

perhaps a natural duty for the manufacturer, experience shows that commercial 

suppliers seldomly and in any case slowly meet this need.  

Therefore, once I started working with the timsTOF data, it became clear that the first 

and absolutely essential step was to replace the existing, but extremely inconvenient 

and time-consuming data access. This step was to influence, if successful, all 

subsequent projects. Having become aware of the common problems in scientific 

software development, where code, even if released to the public, often does not meet 

basic software engineering standards, we decided to build an open-source proteomics 

framework, called AlphaPept, allowing users to explore the complex steps of proteomics 

data processing in a simple way in Jupyter notebooks or to focus on their own new 

algorithmic ideas, replacing only parts of existing code (Article 5). Once built, this 

framework allowed MS data to be analyzed several orders of magnitude faster, while 

also providing an environment for developing all other software projects in our group to 

robust software engineering standards, such as high-quality code, extensive 

documentation, automated testing, and continuous integration. All these ‘good software 

engineering practices’ help to develop stable, robust, easy-to-use and extend software 

tools. However, due to the specific nature of scientific projects, e.g. an imprecise or ill-

defined research question at the beginning of the development process, it is quite 

difficult to adopt these practices to this domain. At the moment there are no set 

guidelines for development specifically in science and generally there are only attempts 

by various individual groups to internally establish some good practice through trial and 

error. Given this background, I thought that it would be interesting to see what methods 

could be adopted to standardize the scientific development process to make it more 

efficient and generally accepted. The development of the AlphaPept ecosystem 

provided a great opportunity to explore these abstract principles in practice.  

The AlphaPept ecosystem became a solid basis for the timsTOF data accession tool 

implemented in the AlphaTims project (Article 4). AlphaTims provided access to 

complex timsTOF data across any available dimension in just milliseconds, indexing 

sparse four-dimensional timsTOF data of billions of detector events in a matter of 
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seconds, thereby removing a serious bottleneck. Now it also takes only milliseconds to 

interactively visualize raw data such as TICs, XICs, mobilograms and mass spectra. 

Due to the easy usability and extensibility of the tool it has also been quite well received 

by the community, and I myself have been able to use it as a basis for further projects. 

This example illustrates how important community efforts can be in a complex scientific 

field such as proteomics. Clearly community involvement can benefit researchers by 

saving time and funding resources by simply using the tools available as a basis for 

further projects, especially if they already meet the aforementioned standards for 

software development. 

With AlphaTims on hand to quickly access and visualize unprocessed timsTOF data, I 

decided to validate the identifications reported by popular proteomics workflows by 

exploring their underlying raw information. This project, named AlphaViz, arose as a 

result of the need in our group to be able to critically evaluate individual biologically or 

clinically important proteins and their (modified) peptides (Article 2). This had been 

unavailable for the timsTOF platform, or indeed for most other proteomics workflows. 

The AlphaViz package helps to quickly visually (in)validate the identification of peptides 

regardless of the score given to them by automated workflows. AlphaViz is also the first 

software tool to use the latest advances in the deep learning MS-property prediction to 

allow the visual comparison of the expected vs. the measured peptide results. We have 

successfully established that peptide signals present in the raw data can be 

unambiguously ascertained, although they were not reported by the search engine. This 

project has provided a tool that combines the previous developments with the deep 

learning prediction to greatly facilitate data visualization. It is also turned out to be a key 

advance to communicate the results of complex experiments not only quantitatively, but 

also visually. 

The importance of visualization as well as its ability to help understand data integrated 

from different resources data is further demonstrated by the AlphaMap project (Article 

3). AlphaMap enables visual exploration of proteomics data at the peptide level, while 

additionally integrating prior knowledge gathered by the community, such as UniProt 

annotations and proteolytic cleavage sites. AlphaMap has already been extended by 

adding an additional layer of information, such as the three-dimensional structures of 

proteins predicted by AlphaFold (123). 

With these tools implemented, I have contributed to a range of specific project in the 

group. For instance, a novel diaPASEF scanning mode on the timsTOF instrument and 

its further optimization allows to acquire up to 100% of the peptide fragment ion current 

and achieve deep proteome coverage even in short gradients, such as over 6,000 
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proteins in 11 minutes gradient (Article 6, 7). These improvements enhance the overall 

throughput capabilities, enabling it to be successfully used for single-cell analysis, and 

achieve very high sensitivity for phosphoproteomics data. In the future, I look forward to 

seeing this extended towards optimizing the acquisition method in real time, as well as 

its application to other PTMs. 

As mentioned, the field of proteomics is greatly benefiting from the latest developments 

in the machine learning and, in particular, deep learning. Several projects in which I have 

been involved complement recent efforts to predict peptides properties, in our case CCS 

values based on measured ion mobilities, on the basis of their sequences alone (Article 

8, 9). This allowed us to better understand the nature of CCS values but also to apply a 

combination of predicted peptide properties, such as retention time, ion mobility and the 

fragment intensities in MS2 spectra, to predict the spectral libraries needed for DIA. This 

also narrows down the list of possible candidates and improves scoring in such a 

challenging application as peptidomics. 

A biological focus of my thesis is on post-translational modifications, in particular 

phosphorylation, and its functional exploration. With the described tools and methods at 

hand, I applied the timsTOF principle to an in-depth study of phosphoproteomics 

(Article 2, 3, 7). For the first time, we were able to quantitatively and accurately identify 

35,000 phosphosites in just 21 minutes LC gradients, covering a substantial fraction of 

the regulated phosphoproteome with high sensivity. Further detailed analysis of the well-

studied EGF signaling pathway in HeLa cells revealed differential phosphorylation of 

proteins involved in this signaling pathway. Visualization and validation of the presence 

of (un)reported key signal nodes helped to enhance confidence in these results, which 

would be interesting for biological interpretation or follow-up experiments.  

Based on my several years of working in a scientific and bioinformatics environment, I 

have come to the conclusion that there are several important aspects that should be 

further improved in scientific software development. In recent years we can observe a 

positive trend where more and more groups are working towards the ideals of open 

science. In a complex scientific field such as proteomics, this would give a great boost 

both to software development as well as to the advancement of the MS-based 

proteomics in general. An important aspect that remains is how to instill software 

development practices in researchers, given the nature of scientific problems and their 

lack of specific training. I believe that changes in the culture of research and software 

development are necessary and can be brought about by better integration of agile 

practices, which are naturally useful for exploratory, iterative and collaborative 

development. This should help improve the quality of code, expand project 
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documentation and ensure better testing, all of which should lead to better quality and 

reuse of tools in the field. In my view, journals should encourage or make it compulsory 

for the development of scientific tools to follow these principles prior to submission, just 

as data quality are now routinely be checked in the case of experimental data.
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