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Zusammenfassung / Abstract

Die Lyman-𝛼 (Ly𝛼) Emissionslinie ist eine der hellsten Linien im Universum. Mit neuen
Instrumenten werden zunehmend größere Bereiche des Himmels mit höherer spektraler
und räumlicher Auflösung und Tiefe durchmustert. Ly𝛼 Beobachtungenwerden dadurch
zunehmend bedeutsame Erkenntnisse für unser astrophysikalisches und kosmologisches
Verständnis liefern. Somit hat die Ly𝛼 Emissionslinie ein enormes Potential, jedoch ist
die Interpretation jener Beobachtungen aufgrund des komplexen Strahlungstransports
der Ly𝛼 Photonen schwierig. Die Ly𝛼 Emissionslinie ist eine resonante Emissionslinie
und zugleich reichen kleine Mengen neutralen Wasserstoffs für hohe optische Tiefen aus.
Ly𝛼 Photonen werden somit vielfach gestreut bevor sie ihrer Umgebung entkommen
oder durch Staub absorbiert werden. Diese Streuprozesse modifizieren die beobachteten
räumlichen und spektralen Eigenschaften der Emissionslinie in Beobachtungen grundle-
gend, was den Rückschluss auf die zugrunde liegenden physikalischen Eigenschaften
des abstrahlenden Gases erschwert.

In dieser Disseration präsentiere ich einen Code für Ly𝛼 Strahlungstransport, um die
komplexen Streuvorgänge nachvollziehbar zumachen, die die Interpretation heutiger und
zukünftiger Ly𝛼 Beobachtungen erschweren. Ich präsentiere drei Anwendungen jenes
Codes in der Astrophysik undKosmologie unter Zuhilfenahme existierender numerischer
Simulationen der Galaxieentstehung.

Zuerst präsentiere ich den Effekt des Ly𝛼 Strahlungstransports auf das beobachtete
Clustering von Ly𝛼 emittierenden Galaxien. Heutige und zukünftige spektroskopis-
che Durchmusterungen des Himmels kartieren solche Galaxien im jungen Universum.
Die räumliche Häufung solcher Galaxien kann genutzt werden um die Parameter des
kosmologischen Modells genauer zu bestimmen, was etwa mit der HETDEX Durch-
musterung derzeit vorangetrieben wird. Die räumliche Häufung jener Galaxien wird
jedoch durch die Interaktion der Ly𝛼 Photonen mit dem neutralen Wasserstoff auf dem
Weg zum Beobachter verfälscht. Ich präsentiere in dieser Arbeit wie die spektrale Form
der beobachteten Ly𝛼 Emissionslinie die Statistik der räumlichen Häufung modifiziert
und wie dieser Störungseffekt korrigiert werden kann.
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Weiterhin zeige ich auf wie der Einfluss des Ly𝛼 Strahlungstransports auf die Form
der Ly𝛼 Spektren durch verschiedene räumlicher Skalen auseinander gehalten werden
kann. Die Form der Ly𝛼 Spektren wird sowohl durch den Strahlungstransport innerhalb
des Galaxie als auch durch Streuungen im intergalaktischenMedium geprägt. Die Effekte
von diesen verschiedenen räumlichen Skalen auf die Spektren ist schwierig auseinan-
derzuhalten. Die korrekte Interpretation der Stärke jener Aufprägung ermöglicht es
wichtige Rückschlüsse etwa bezüglich der Kinematik innerhalb der Galaxien zu ziehen.
Ich zeige verschiedene einfache statistische Methoden auf mit welchen die Aufprägung
der verschiedenen räumlichen Skalen auseinandergehalten werden kann. Weiterhin
mache ich einen Katalog der verwendeten Daten öffentlich, um weitere Studien zu er-
möglichen.

Zum Ende untersuche ich mit dem Ly𝛼 Strahlungstransportcode die Natur sogenan-
nter Ly𝛼 Halos (LAHs). Beobachtungen zeigen LAHs als diffuses Leuchten der Ly𝛼 Linie
um Galaxien mit aktiver Sternentstehung. Durch Modellierung der gewöhnlich betra-
chteten Emissionsmechanismen und Nutzung der hochmodernen TNG50 Galaxieentste-
hungssimulationen stelle ich Voraussagen für die erwarteten LAHs um die simulierten
Galaxien auf. In den Simulationen zeigt sich, dass sich die beobachteten Radialprofile
von LAHs mit Streuungen von Photonen, welche den sternentstehenden Regionen inner-
halb der Galaxien entkommen, erklären lassen. Dennoch kann die diffuse Emission im
zirkumgalaktischen Medium für individuelle Galaxien erheblich sein. Weiterhin zeigen
die simulierten Radialprofile der Ly𝛼 Halos eine vielversprechende Übereinstimmung
mit neuesten Beobachtungsdaten bei Rotverschiebungen um 𝑧 ∼ 3 auf.
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The Lyman-𝛼 (Ly𝛼) emission line is one of the brightest lines in the high-redshift
Universe. With new instruments and surveys mapping larger areas of the sky with higher
spectral resolving power, spatial resolution, and depth, Lyman-𝛼 observations are going
to providing competitive constraints of astrophysical theories and cosmological models.
Even though the Lyman-𝛼 line has huge potential, the interpretation of its observation is
difficult given the complex radiative transfer (RT) Ly𝛼 photons experience. The Ly𝛼 line
is resonant and even small amounts of neutral hydrogen lead to large optical depths. As
a consequence, Ly𝛼 photons will scatter numerous times until they either escape from its
source or destruction by dust. Hence, spectral and spatial information of Ly𝛼 emission is
significantly altered and this modification needs to be accounted for in order to obtain
the encoded physical information in its observation.

In this thesis, I present a framework for Ly𝛼 RT simulations to understand the complex
RT involved in recent and upcoming Ly𝛼 observations. Primarily applied to cosmolog-
ical hydrodynamic galaxy formation simulations, I present three applications of such
framework in an astrophysical and cosmological context.

First, I analyze the effects of Ly𝛼 RT on the clustering of Ly𝛼 emitting galaxies in
cosmological redshift surveys. Current and future blind spectroscopic surveys map out
the distribution of such galaxies in the high-redshift Universe. The spatial clustering can
be used to constrain cosmological models as planned with the HETDEX survey currently
under way. However, the observed clustering signal can be distorted due to the RT Ly𝛼
photons experience before reaching the observer. I present a new phenomenological effect
distorting the clustering signal due to the spectral shape of Ly𝛼 emitters. I demonstrate
that such effect can be modelled analogously to the well-studied Fingers-of-God effect
and discuss different methods to correct for this distortion.

Second, I statistically analyze and disentangle the shaping factors of the Ly𝛼 spectra.
Ly𝛼 spectra are shaped by both the small-scale structure within the galaxy and the struc-
ture of the intergalactic medium along the line of sight. The imprinted spectral features
from those two different spatial scales can appear degenerate. Properly distinguishing the
features to arise on either scale allows us to infer important insights, such as the kinematic
structure of the originating halo and the escape of ionizing photons. I sketch out different
simple statistical measures to break the scale degeneracy, which might enable inferences
on the underlying physical processes on both scales. By providing a public data set of
Ly𝛼 transmission curves in the intergalactic medium, more dedicated studies by the
astronomy community are made possible.

Third, I investigate the nature of so-called Ly𝛼 halos (LAHs). In observations, LAHs
describe the diffuse Ly𝛼 glow around star-forming galaxies. Modelling the commonly
considered emission mechanisms and using the state-of-the-art TNG50 galaxy forma-
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tion simulation, I provide predictions for LAHs with an unprecedented combination
of statistical sample and resolution. I find that scattering of Ly𝛼 photons from inner
star-forming regions within the galaxies dominate the faint glow in the circumgalac-
tic medium, but substantial contributions from diffuse emission can be present. The
predicted surface brightness radial profiles show a promising agreement with latest
observational constraints at 𝑧 ∼ 3.



Acknowledgements

My PhD thesis represents a collection of work I have undertaken over the last years in
Garching. I am deeply thankful for the academic environment and the support of my
friends and family that I had during this time. I would like to thank my supervisor
Eiichiro Komatsu for his consistent guidance, enthusiasm and for cultivating such an
open-minded and fun atmosphere in his group. I would also like to thank Shun Saito for
his assistance throughout my first year at MPA.

As formost people, my researchwas a collaborative effort sparked bymanydiscussions
over the years. The three chapters 4, 5 and 6 were largely driven by collaboration with
Shun Saito, Max Gronke, and Dylan Nelson respectively. These projects allowed me to
lurk into different topics within the scope of the unifying topic of Ly𝛼 radiative transfer
within this thesis. Thanks to all of you. Much of the work here spun off from Christoph
Behrens’ work and I thank Christoph for introducing and guiding me into the field of
Ly𝛼 radiative transfer simulations over the last years. Furthermore, I would also like to
thank Robert Fisher for giving me ample support since my visit as an undergraduate at
UMass Dartmouth in 2015 and throughout my PhD.

Thank you to all members of the cosmology group at MPA for the great memories.
I always felt among friends first (and incredibly talented colleagues second). Special
thoughts go to Leila, Kaloian and Alex for endless coffee and lunch breaks getting out
of hand, Fabian supplying me with beer for all the lost bets, Laura and Maja for sharing
my confusion with Lyman-alpha, and Luisa for cheering me up during the last stressful
months of thesis writing. I want to especially thank Elisa Ferreira for her continued
academic and personal support during some of the rougher patches in the previous
years.

Thanks to all the friends I made in Garching making MPA more than a workplace.
Especially to Miha, Matteo, Timo, Ivan, Linda and Vlas for various late night and multi-
day cycling adventures in Munich, southern Germany and beyond, Malin that I dearly
miss as my officemate, and Ricard for making the weekly after work beer socials happen.



x

Thank you again to all my friends and colleagues at the Max Planck Institute for
Astrophysics that I share so many fond memories and those that have been supporting
me through the personal and academic challenges in the last years.



Table of contents

List of figures xv

List of tables xix

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1 Lyman-alpha emitters . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2 Lyman-alpha halos and blobs . . . . . . . . . . . . . . . . . . . . . . 6

1.3 Tackled problems in this thesis . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.1 Completing the distortion effects in LAE clustering . . . . . . . . . 7
1.3.2 Separating the imprint of spatial scales in LAE spectra . . . . . . . 8
1.3.3 Demystifying Lyman-alpha halos . . . . . . . . . . . . . . . . . . . . 9

1.4 Structure of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2 The Lyman-alpha line 11
2.1 The hydrogen atom and the Lyα transition . . . . . . . . . . . . . . . . . . . 11
2.2 A quantum mechanical treatment of the hydrogen atom . . . . . . . . . . . 12
2.3 Photon absorption and emission . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 Selection rules and radiative cascades . . . . . . . . . . . . . . . . . . . . . 17
2.5 Line profile and cross-section . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.6 Emission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.6.1 Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.6.2 Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.7 Absorption and dust . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.8 Scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.8.1 Frequency shift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.8.2 Change of direction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.9 Lyα radiative transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33



xii Table of contents

2.9.1 Absorption term . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.9.2 Emission term . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.9.3 Scattering term . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.10 Building a Lyα radiative transfer intuition . . . . . . . . . . . . . . . . . . . 36
2.10.1 Random walk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.10.2 Insights from the scattering process . . . . . . . . . . . . . . . . . . 38
2.10.3 Toy models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.10.4 Moving beyond toy models . . . . . . . . . . . . . . . . . . . . . . . 45

3 voroILTIS: A Lyα radiative transfer code for unstructured grids 47
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2 Monte Carlo procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.2.1 Emission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2.2 Propagation, scattering and destruction. . . . . . . . . . . . . . . . . 48
3.2.3 Peeling-off photons . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.3 Numerical approximations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.3.1 Cross-section . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.3.2 Scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.4 Geometry handling and Voronoi tesselation . . . . . . . . . . . . . . . . . . 53
3.4.1 Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.4.2 Photon propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.5 Code verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.6 Scaling and performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.6.1 Multithreading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.6.2 Multiprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.7 Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.7.1 Observables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.7.2 Computation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.8 Application to Illustris(TNG) . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.8.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.8.2 Gas state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.8.3 Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4 LAE Clustering: A new Fingers-of-God damping 65
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.2 Theoretical background of RSD . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72



Table of contents xiii

4.3.1 Radiative transfer simulations . . . . . . . . . . . . . . . . . . . . . . 72
4.3.2 Analysis of simulated LAEs in redshift space . . . . . . . . . . . . . 74

4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.4.1 Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.4.2 Distinguishing distortion contributions . . . . . . . . . . . . . . . . 80
4.4.3 RT velocity PDF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.4.4 Configuration space: TPCF and the paiwise velocity PDF . . . . . . 83
4.4.5 Fourier space: The FoG damping factor . . . . . . . . . . . . . . . . 86

4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.5.1 Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.5.2 Localization along the line of sight . . . . . . . . . . . . . . . . . . . 92
4.5.3 Correction to mitigate the impact of RT . . . . . . . . . . . . . . . . 93

4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.7 Supplementary material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.7.1 Detection algorithm variations . . . . . . . . . . . . . . . . . . . . . 99
4.7.2 Comparison to prior studies . . . . . . . . . . . . . . . . . . . . . . . 101
4.7.3 Discrepancies in the damping factor modeling . . . . . . . . . . . . 102

5 Lyman-alpha spectra and the intergalactic medium 105
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5.2.1 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.2.2 Input spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.3.1 Averaged transmission curves . . . . . . . . . . . . . . . . . . . . . . 109
5.3.2 Variations in transmission curves . . . . . . . . . . . . . . . . . . . . 111

5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.5 Supplementary material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

5.5.1 Spectral resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.5.2 Start of integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.5.3 Bimodality of the transmission curves . . . . . . . . . . . . . . . . . 118

6 Simulating Lyman-alpha halos 121
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

6.2.1 IllustrisTNG and TNG50 . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.2.2 voroILTIS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125



xiv Table of contents

6.2.3 Lyman-alpha radiative processes . . . . . . . . . . . . . . . . . . . . 126
6.2.4 Post-processing and observational realism . . . . . . . . . . . . . . 128
6.2.5 LAH sample and reduced statistics . . . . . . . . . . . . . . . . . . . 129

6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.3.1 Radial profiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.3.2 Comparison of TNG50 and MUSE data . . . . . . . . . . . . . . . . 136
6.3.3 The origin and source of Lyman-alpha halo photons . . . . . . . . . 139
6.3.4 Lyman-alpha halo sizes . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.3.5 LAH central brightness . . . . . . . . . . . . . . . . . . . . . . . . . 144

6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.4.1 The shape and nature of Lyman-alpha halos . . . . . . . . . . . . . 145
6.4.2 Current limitations and future outlook . . . . . . . . . . . . . . . . 149

6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
6.6 Supplementary material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

6.6.1 Modeling assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . 156

7 Outlook and conclusions 169
7.1 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

7.1.1 Follow-up on previous work . . . . . . . . . . . . . . . . . . . . . . 169
7.1.2 New applications of the radiative transfer code . . . . . . . . . . . . 171
7.1.3 Observational advances . . . . . . . . . . . . . . . . . . . . . . . . . 176

7.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

References 179



List of figures

1.1 Ly𝛼 emission as a multi-scale phenomenon. . . . . . . . . . . . . . . . . . . 3
1.2 Topics of this Ph.D. thesis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1 Wave functions for the lowest principal and angular quantum numbers 𝑛
and 𝑙. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2 Ly𝛼 line profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 Ly𝛼 emission in primordial gas from collisional excitations and recombi-

nations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4 Ly𝛼 luminosity as a function of star-formation rate. . . . . . . . . . . . . . 25
2.5 Frequency redistribution 𝑅(𝑥out|𝑥in) by scattering. . . . . . . . . . . . . . . 35
2.6 Random walk and Ly𝛼 photon trajectory. . . . . . . . . . . . . . . . . . . . 36
2.7 Illustration of Ly𝛼 RT for different densities and resulting spectra. . . . . . 41
2.8 Illustration of Ly𝛼 RT for different velocity gradients and resulting spectra. 42
2.9 Illustration of Ly𝛼 RT for different dust structures and resulting spectra. . 44

3.1 Voronoi tessellation and procedure. . . . . . . . . . . . . . . . . . . . . . . 55
3.2 Testing the Voronoi geometry with Ly𝛼 radiative transfer. . . . . . . . . . . 56
3.3 Spectrum in spherical setup. . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.4 Multithreaded performance. . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5 Domain decomposition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.6 Neutral hydrogen fraction as a function of density and temperature . . . . 63

4.1 Lyman-𝛼 intensity map of the simulated volume. . . . . . . . . . . . . . . . 72
4.2 Spectra of simulated LAEs. . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3 Stack of simulated LAE spectra. . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.4 Contour plot of emitters’ peculiar and radiative velocities. . . . . . . . . . 80
4.5 RT velocity offset 𝑣RT,global/𝑣RT,red distributions for different 𝑛LAE and 𝑧. . . 81
4.6 TPCF for disentangled RSD of visible LAEs for 𝑛LAE = 10−2 h3Mpc−3 in

redshift space. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82



xvi List of figures

4.7 The pairwise velocity distribution 𝑃 for the peculiar and radiative transfer
velocity component at 𝑧 = 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.8 The mean, standard deviation and kurtosis of the pairwise velocity distri-
bution 𝑃 for the peculiar and radiative transfer velocity component. . . . . 86

4.9 Damping factor as a function of the line-of-sight frequency 𝑘∥ = 𝑘𝜇 due to
Ly𝛼 RT velocity offset 𝑣RT,global. . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.10 Damping factor as a function of the line-of-sight frequency 𝑘∥ = 𝑘𝜇 due to
Ly𝛼 RT velocity offset 𝑣RT,red. . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.11 Sketch of the proposed RSD correction methods. . . . . . . . . . . . . . . . 94
4.12 Scatter plot of 𝑣RT,red and 𝑣m2a

proxy for emitters detected at number density
threshold 𝑛LAE = 10−2 h3Mpc−3 and redshift 𝑧 = 3.01. . . . . . . . . . . . . 95

4.13 Radiative velocity distribution after different correction schemes at a num-
ber density threshold of 𝑛LAE = 10−2 h3Mpc−3 and redshift 𝑧 = 3.01. . . . 96

4.14 The radiative velocity distribution 𝑣RT for varying spectral resolution in
terms of 𝑅 = 𝑐/Δ𝑣 at z=3.01 for all LAEs (no 𝑛LAE restriction). . . . . . . 99

4.15 The radiative velocity distributions 𝑣RT and stacked spectra for varying
aperture sizes at 𝑧 = 3.01 for all LAEs (no 𝑛LAE restriction). . . . . . . . . . 99

4.16 Example of refined detection of two individual emitters with given halo
ID at z=3.01. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.17 The halo mass function of detected LAEs at 𝑧 = 3.01. . . . . . . . . . . . . 101
4.18 The radiative velocity distribution for varying halo mass range and under-

lying hydrodynamical resolution at redshift 𝑧 = 5.85. . . . . . . . . . . . . 102
4.19 Damping factor as a function of the line-of-sight frequency 𝑘∥ = 𝑘𝜇 due to

Lyman-alpha radiative transfer for z=3.01. . . . . . . . . . . . . . . . . . . . 103

5.1 Two different input (i.e., intrinsic) spectra (black lines) and how the IGM
attenuation shapes the observed spectra along different LOS at 𝑧 = 3.0. . . 109

5.2 PDF of the transmission, 𝑇 , as a function input wavelength shift, Δ𝜆𝑒 , all
emitters and the LOS at 𝑧 = 3. . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.3 Evolution of detectable Ly𝛼 peaks assuming different intrinsic spectra. . . 112
5.4 Ratios 𝐿ratio and 𝐹ratio as a PDF for all lines of sight at a given redshift as

shown by the colormap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.5 𝐿ratio and 𝑁peaks statistics shown as a function of the large scale overdensity

𝛿LSS at redshift 𝑧 = 4.0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.6 Impact of the spectral resolution on the PDFs of the transmission function

𝑇 as a function of input wavelength shift Δ𝜆𝑒. . . . . . . . . . . . . . . . . . 116
5.7 Impact of the lower integration bound 𝑠0 for mean transmission curves. . 118



List of figures xvii

5.8 Distribution of transmission 𝑇 at fixed input wavelength offset Δ𝜆𝑒 at
𝑧 = 3.0 across all emitters and LOS. . . . . . . . . . . . . . . . . . . . . . . . 118

6.1 Ly𝛼 surface brightness map for the entire TNG50 cosmological simulation
at 𝑧 = 3, highlighting the large-scale structure of the cosmic web as seen
in Ly𝛼 emission. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

6.2 Two-dimensional Ly𝛼 surface brightness maps of nine Lyman-𝛼 halos at
𝑧 = 3.0 in TNG50. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

6.3 Radial surface brightness profiles of nine individual Lyman-𝛼 halos at
𝑧 = 3 in TNG50. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

6.4 Overview of the predicted median Ly𝛼 surface brightness profiles around
TNG50 galaxies, as a function of mass and redshift. . . . . . . . . . . . . . 135

6.5 Gallery of observed Lyman-𝛼 halos from from the MUSE UDF chosen as
the 24 closest to redshift 𝑧 = 3. . . . . . . . . . . . . . . . . . . . . . . . . . 138

6.6 Gallery of observed Lyman-𝛼 halos from the MUSE UDF with best match-
ing simulated profiles within 2 arcsec aperture. . . . . . . . . . . . . . . . . 139

6.7 Median stacked radial Ly𝛼 profile for galaxies with stellar masses 8.5 ≤
log

10
(𝑀⋆/M⊙) ≤ 9.5 at 𝑧 = 3 in TNG50. . . . . . . . . . . . . . . . . . . . . 140

6.8 Median stacked Ly𝛼 surface brightness radial profiles at 𝑧 = 3 for halos
with 8.5 ≤ log

10
(𝑀⋆/M⊙) ≤ 9.5 decomposed into different emission

sources. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.9 The Ly𝛼 half-light radius r1/2 as a function of stellar mass over redshift in

TNG50. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.10 The Ly𝛼 single exponential radius r0 as a function of stellar mass and redshift.143
6.11 The central surface brightness SB0 as a function of stellar mass across the

studied redshift range in TNG50. . . . . . . . . . . . . . . . . . . . . . . . . 144
6.12 Radial profiles decomposed into emission origin and extending to large-

scales of 3000 pkpc radii in TNG50. . . . . . . . . . . . . . . . . . . . . . . . 147
6.13 Median stacked Ly𝛼 surface brightness radial profiles at 𝑧 = 3 at different

resolution runs of TNG50. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
6.14 Median stacked Ly𝛼 surface brightness radial profiles (solid lines) at 𝑧 = 3

in TNG50 for a fixed stellar mass 8.5 ≤ log
10

(𝑀⋆/M⊙) ≤ 9.5 for varying
Monte Carlo photon packages per star-forming cell. . . . . . . . . . . . . . 157

6.15 Median stacked Ly𝛼 surface brightness radial profiles (solid lines) at 𝑧 = 3
in TNG50 for a fixed halo mass bin of log (Mℎ/M⊙) ∈ [10.5, 11.0] varying
the spectral offset of injected Ly𝛼 photons. . . . . . . . . . . . . . . . . . . . 158



xviii List of figures

6.16 The mean stacked Ly𝛼 flux spectra at 𝑧 = 3 in TNG50 for a varied input
spectrum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

6.17 Median stacked Ly𝛼 surface brightness radial profiles in various stellar
mass bins at 𝑧 = 3 in TNG50 with and without dust model. . . . . . . . . . 160

6.18 Radial prfiles of LAHs split by potential AGN activity. . . . . . . . . . . . . 161
6.19 Median stacked Ly𝛼 surface brightness radial profiles from intrinsic emis-

sion and scattered photons decomposed into different emission sources
and into subsamples with and without AGN. . . . . . . . . . . . . . . . . . 163

6.20 Median UV luminosity escaping the galaxy at a given stellar mass in TNG50.165
6.21 Median stacked radial Ly𝛼 profile for galaxies with stellar masses 8.5 ≤

log
10

(𝑀⋆/M⊙) ≤ 9.5 at 𝑧 = 3 in TNG50 for varying line-of-sight integra-
tion methods and depths. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

7.1 Spectrum and IGM transmission of a simulated Ly𝛼 emitting galaxy in
TNG100 at 𝑧 = 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

7.2 Correlating Ly𝛼 forest and LAEs. . . . . . . . . . . . . . . . . . . . . . . . . 172
7.3 Surface brightness maps for the MgII emission from the CGM of three

different halos with stellar mass M⋆ ≈ 1010 M⊙ at 𝑧 = 0.7 in TNG50. . . . . 173
7.4 The Ly𝛼 cosmic web as a radiative transfer simulation on top of TNG50 at

𝑧 = 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
7.5 Visualization of some recent and future instruments and telescopes for

Ly𝛼 observations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176



List of tables

3.1 Simulations used by respective chapter/publication. . . . . . . . . . . . . . 64

4.1 Key quantities of the redshift snapshots considered for the clustering analysis. 73





Units

We primarily use the centimeter-gram-second system of metric units in the electrostatic
units (CGS-ESU). We will deviate where astrophysical observations commonly differ,
e.g. with wavelengths given in Angstrom. For distances, we express lengths as parsecs
on astrophysical scales. A prefix “p” or “c” is commonly added to distances to explicitly
specify physical and comoving coordinates respectively.





Chapter 1
Introduction

1.1 Motivation

Starting from tiny density fluctuations nearly 14 billion years ago, which we observe
through the temperature fluctuations of the cosmic microwave background, the Universe
evolved into its cosmic structure we see today. Observations of nearby galaxies give us
an impression of the complex physical processes shaping them. Given the finite speed
of light, we can see the Universe’s past when looking at distant galaxies. This allows
us to observe the matter structure of the past and open an opportunity to study young
galaxies as they accrete cold gas by cooling and gravitational infall, eject gas through
feedback processes, enter and cease periods of intense star-formation, ionize and heat
their surrounding, and potentially merge with each other. Hence, being able to observe
these young galaxies helps us to understand the formative processes giving rise to the
complex, rich set of galaxies that evolved from the small perturbations after the Big Bang.

Hydrogen is themost abundant element in theUniverse and contributesmost baryonic
matter in both galaxies and the cosmic web within which galaxies reside. By measuring
the emission lines of hydrogen, we can thus trace the structure of the Universe. The
Lyman-alpha (Ly𝛼) emission line describes the transition from the hydrogen’s first
excited state to its ground state and is often the brightest emission line available in young
star-forming galaxies. The Ly𝛼 line is frequently so bright that high-redshift galaxies
(𝑧 ≳ 2) more than 10 billion years away can be solely detected through this emission
line. Additionally, for 𝑧 ≥ 2 the cosmological expansion redshifts the ultraviolet Ly𝛼
line (1215.67Å) to wavelengths in an atmospheric window reaching the Earth’s surface
unhindered. Its brightness and wavelength allow efficient and affordable surveys for the
Ly𝛼 line with ground-based instruments. For example, the Hobby-Eberly Telescope Dark
Energy Experiment (HETDEX) will map out next to a million galaxies between redshifts
1.8 and 3.5 by their Ly𝛼 emission over the next years. One of this survey’s applicationswill
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be to constrain the equation of state of dark energy, which characterizes the cosmological
evolution of the component responsible for the recent accelerated expansion of our
Universe, the dark energy (Hill et al., 2008). Towards higher redshifts, beyond 𝑧 ≳ 6,
the Universe becomes increasingly neutral as much of the ultraviolet flux from stars
and active galactic nuclei that eventually reionize their surrounding does not exist yet.
This epoch of reionization and the earliest galaxy therein can be traced by their Ly𝛼
emission and absorption with upcoming instruments such as on the James Webb Space
Telescope (Finkelstein et al., 2019).

Notably, the Ly𝛼 emission is not just detectable from the galaxies themselves at these
redshifts, but even from the diffuse gas surrounding them. This gas, the circumgalactic
medium (CGM), is crucial in the galaxies’ evolution as a gas reservoir for the their star-
formation. The CGM’s kinematics and gas state imprint the interplay between galaxy
and their surrounding through accretion and feedback processes (Tumlinson et al., 2017).
Being able to observe the CGM in Ly𝛼 emission in young galaxies thus has an immense
potential to improve our understanding of galaxy evolution.

Fascinatingly, Ly𝛼 emission does not cease to be detected in the CGM, but radial
profiles around star-forming galaxies show emission even at large radii with the profiles
flattening out beyond the virial radius of the hosting halos (Wisotzki et al., 2018). In fact,
it appears that we are able to observe parts of the cosmic web, the overarching structure
of filaments within which most galaxies reside, in Ly𝛼 emission (Umehata et al., 2019;
Bacon et al., 2021).

Ultimately, we want to link the Ly𝛼 observations back to the underlying state of the
gas. However, the Ly𝛼 observations’ theoretical interpretation starts lagging behind,
while the amount and quality of observational data continuously increase. Even small
amounts of neutral hydrogen lead to a significant optical depth, making the medium
opaque to Ly𝛼 photons. As a consequence, Ly𝛼 photons are quickly absorbed, but also
re-emitted, leading to a series of scatterings before escaping their hosting structure. These
scatterings cause changes in the spatial and spectral distribution of Ly𝛼 photons, a process
that we call Ly𝛼 radiative transfer (RT). Ly𝛼 RT makes inferences from observations
difficult: the position does not coincide with the Ly𝛼 photon’s source (but rather its
point of last scattering) and the frequency does not just reflect the velocity structure
encoded by the Doppler shift but also the diffusion of Ly𝛼 photons in frequency space.
Complicating things further, the Ly𝛼 photons emitted within galaxies are subject to
the RT on multiple scales: initially shaped by the interstellar medium sourced through
recombinations of ionized hydrogen, a fraction of the Ly𝛼 photons escape the galaxies
into the CGM, illuminating it and upon experiencing more scatterings escape the halo
within which they originated. From there, Ly𝛼 photons can be further scattered out of
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Fig. 1.1 Ly𝛼 emission as a multi-scale phenomenon. In the background, the Ly𝛼 surface brightness
in a slice of 5.25 Mpc/h at 𝑧 = 3.0 predicted in the TNG50 simulation with the radiative transfer
code described in this thesis. The large-scale structure is not just traced by Ly𝛼 emitters as a
biased tracer, but also the diffuse emission/scatter of the filaments themselves. Around individual
galaxies, an extended glow of Ly𝛼 can be observed and used to study the circumgalactic medium,
see inset on the right. The shape of the Lyα spectra is strongly affected by the intervening
intergalactic medium, see lower central inset. Thus, Ly𝛼 is a challenging but promisingmulti-scale
tracer of the Universe’s structure. Many ground-based instruments, such as KCWI, MUSE-VLT,
Subaru-HSC and HET-VIRUS, provide us with the observational counterpart. In space, HST
provides Ly𝛼 observations in the local Universe, while at high redshifts JWSTwill provide insights
well into the epoch of reionization.

the line of sight on their way towards us. Figure 1.1 shows the Ly𝛼 emission and radiative
transfer performed on the resolved scales from the scale of individual galaxies and to the
large-scale structure.

To bridge the gap between the increasing amount of Ly𝛼 observations available and
the latest theoretical and computational advancements in cosmological galaxy formation
simulations, modeling of the complex Ly𝛼 radiative transfer is required. In this thesis, I
present such radiative transfer framework. This framework allows us to compare current
and future observational Ly𝛼 signatures with our current theoretical and computational
understanding of structure formation. I subsequently apply this framework to state-of-
the-art hydrodynamical galaxy formation simulations of cosmological volumes.

In the remainder of this Chapter, we are going to give a brief summary of the last
decades’ observational progress on Ly𝛼 observations in Section 1.2. Within this observa-
tional context, we sketch the theoretical challenges arising and how to address them in
Section 1.3, which motivates the structure of this thesis outlined in Section 1.4.
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1.2 Observations

The last decades brought an immense increase in observations of Ly𝛼 related phenomena.
In 1967, Ly𝛼 emission from galaxies in the high redshift universe was only theorized (Par-
tridge et al., 1967). Since then, an increasing amount of Ly𝛼 emitting objects has been
observed. Not only there was an increase in the amount and types of objects detected,
but the quality of observations also rapidly improved with technological advances.

In the following, we introduce observations of the two most relevant groups of Ly𝛼
objects for this thesis: Ly𝛼 emitters and Ly𝛼 halos. For each group, we sketch out their
observational characterization and progress of understanding, which will give us a better
grasp of the open theoretical challenges we touch upon in this thesis.

1.2.1 Lyman-alpha emitters

Lyman-𝛼 emitters (LAEs) are a specific observational class of Lyman-𝛼 emitting galaxies
that are detected through their Ly𝛼 emission. Typically this implies a large Ly𝛼 equiv-
alent width (EW) relative to the continuum. With 1215.67Å, Ly𝛼 is largely absorbed
in the atmosphere and thus itself unavailable for ground-based observations at rest-
frame wavelength. However, the cosmological expansion shifts its wavelength into the
visible/near-IR window at redshifts 𝑧 ≳ 2. Given their large luminosities, LAEs can thus
be observed even at very high redshifts with ground-based instruments. For this thesis
we adopt the most common definition that classifies those objects as LAEs that have been
detected through the Ly𝛼 emission line with a rest-frame Ly𝛼 EW of EW0 ≥ 20Å (Ouchi,
2019).

Only in the late 90s, observations of Ly𝛼 emitters became frequent1, starting with Hu
et al. (1996), after earlier surveys remained unsuccessful in detecting LAEs given initially
overestimated luminosities from Partridge et al. (1967). While early searches strategically
targeted overdense regions in the proximity of active galactic nuclei (AGN), LAEs are
nowadays blindly searched for and found by surveying large sky areas. To date, 𝒪(104)
LAEs have been found, often with spectroscopic confirmation, and at the time of writing,
this number is rapidly growing.

We will present the two major techniques used to find LAEs, narrowband imaging
and blind spectroscopy, in the following.

For narrowband imaging, the flux for a targeted field is captured (and hence in-
tegrated) over a filter with a central wavelength 𝜆𝑐 and a full width at half maximum

1Also, see Barnes et al. (2014) and Behrens (2014) for a compiled list of LAE detections from 1996 to
2012.



1.2 Observations 5

(FWHM) of Δ𝜆. Typically 𝜆𝑐 is chosen accordingly to the targeted redshift 𝑧 = 𝜆𝑐/𝜆Ly𝛼−1
with the width Δ𝜆 typically in the order of ∼ 100Å. At the high redshifts (𝑧 ≳ 2) that are
surveyed for galaxies utilizing the Ly𝛼 line with ground-based instruments, narrowband
observations allow efficient detection of LAEs given the line’s high equivalent width.
Even if no continuum is detected, a galaxy can be pinpointed by the Ly𝛼 emission line
alone that dominates the flux in a given narrowband filter. The redshift of the LAE is
then roughly set to the redshift that the narrowband filter is targeting. While there is
potential for confusion with low redshift interloping lines, this method is robust, which
can be verified by subsequently doing a spectroscopic follow-up for a subsample.

With blind spectroscopy, using slitless spectroscopy and integral field spectroscopy
(IFS), spectra for a given source can be obtained in addition to their position. As the
luminosity of the Ly𝛼 line is often uncontested by other emission lines in many young
star-forming galaxies, LAEs can be efficiently detected by the presence of such bright
emission line in spectra. Low-redshift galaxies can have equally large fluxes from other
emission lines being misinterpreted as Ly𝛼 emission. Secondary emission lines can easily
distinguish those low redshift galaxies from high redshift ones. However, as Ly𝛼 is the
brightest line at high redshifts and surveys are designed to efficiently detect LAEs over
large areas, if no other emission line is available, classification as an LAE or non-LAE
needs to be done solely based on the detected emission line. The rest-frame equivalent
width threshold of 20Å appears to be a decent discriminator to identify the Ly𝛼 line of
high-redshift LAEs from low-redshift interlopers (Adams et al., 2011; Leung et al., 2017).

Early observations used narrowband imaging to detect larger samples of LAEs on
various ≥ 5 m telescopes (Hu et al., 1998; Steidel et al., 2000; Ouchi et al., 2003; Hayashino
et al., 2004). While narrowband imaging remains an important tool to detect LAEs
and observe the high-redshift Universe (Yamada et al., 2012; Konno et al., 2018), recent
and ongoing surveys with integral field spectrographs allow a more detailed view of
Ly𝛼 emitters such as with the Hubble Ultra Deep Field Survey with the Multi Unit
Spectroscopic Explorer (MUSE-UDF; Bacon et al., 2017) on the Very Large Telescope
(VLT) and the Dark Energy Experiment on the Hobby Eberly Telescope (HETDEX; Hill
et al., 2008). Ly𝛼 observations of local galaxies are possible from space. Such observations
have been performed with the Galaxy Evolution Explorer (GALEX) and Hubble Space
Telescope (HST), allowing amore detailed study of potential analogs to those Ly𝛼 emitters
at high redshifts (Cowie et al., 2011; Hayes et al., 2013; Henry et al., 2015). At the same
time, it remains debated to what extent these represent high-redshift LAEs.

Ly𝛼 emitters have since been characterized by analysis of their spectra. Using the
continuum shape and nebular emission lines, if available, constraints on LAEs’ typical
properties can be derived. Ly𝛼 emitters typically have a stellar mass of 107-1010 M⊙, color
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excess due to stellar extinction E(B − V)s of 0.0 to 0.2, star formation rate 1-100 M⊙yr−1,
stellar age 1-100 Myr and a relatively low metallicity 0.1-0.5 Z⊙ (Ouchi, 2019).

Apart from the interest in Ly𝛼 emitters themselves as astrophysical objects, they
provide an opportunity to trace the large-scale structure and galaxy evolution over a large
range of redshifts. Two of the common statistical measures are the luminosity function
and the power spectrum.

The luminosity function (LF), describing the number density in a given luminosity
interval, is one such tracer encoding information about the abundance of galaxies, their
star-formation, the subsequent escape of Ly𝛼 emission, and the evolution of the inter-
galactic medium’s ionization state. The Ly𝛼 LF has been measured in the local Universe
up to the end of the epoch of reionization (𝑧 ∼ 0.3 − 7.3; Ouchi et al., 2008; Cowie et al.,
2010; Blanc et al., 2011; Barger et al., 2012; Konno et al., 2014, 2018; Spinoso et al., 2020).
Its evolution substantially differs from that of the UV luminosity function. Looking at
the respective luminosity densities from Ly𝛼 and UV, given as the luminosity weighted
integral over the LFs, the luminosity rises significantly more rapidly for Ly𝛼 up to redshift
𝑧 ≲ 3. From there, at cosmic noon, where star-formation and the UV luminosity density
peak, the UV luminosity density decreases while the Ly𝛼 luminosity function remains
constant within its errorbars (Ouchi, 2019). Only for LF constraints at 𝑧 ∼ 7.3, we note an
enormous drop in the Ly𝛼 luminosity function as an indicator of the rapidly increasing
neutral hydrogen densities into the epoch of reionization (Konno et al., 2014).

Clustering analysis of LAEs allows testing the expected structure formation paradigm
and the underlying cosmological model. The clustering is commonly described by the
LAEs’ two-point correlation function/power spectrum. The HETDEX survey will be
the largest blind LAE survey yet, spectroscopically mapping roughly a million LAEs
between 𝑧 ∼ 1.8 and 3.5. As a biased tracer of the halo population and the underlying
matter distribution, we can constrain the growth of structure and the cosmological model
with detected LAEs. At high redshifts, LAEs are the most promising galaxy tracer given
their brightness and abundance. Other suitable object types exist, such as Lyman break
galaxies (LBGs) detected by their drop in rest-frame flux below 𝜆 < 912Å, but require a
spectroscopic follow-up for their redshift determination. (Hill et al., 2004)

1.2.2 Lyman-alpha halos and blobs

Ly𝛼 emitters are commonly very compact with effective radii 𝑟𝑒 ∼ 1 pkpc (Paulino-
Afonso et al., 2018) and hence commonly below the resolution of modern LAE surveys2.
Nevertheless, we can find structures that are significantly more extended in deeper ob-

2For example, HETDEX has point spread function of around 1.2 arcseconds (Niemeyer, 2021).
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servations. Spatially extended Ly𝛼 emission has been detected since the 1980s for the
brightest objects with luminosities of 1044 to 1045 erg/s in the proximity of AGN (Mc-
Carthy et al., 1987; Heckman et al., 1991b) with a spatial extend of 𝒪(100 pkpc). These
objects, so-called Ly𝛼 nebulae, are the largest instances of Ly𝛼 blobs. Ly𝛼 blobs (LABs),
defined by their extended Ly𝛼 emission on scales between ∼ 10 − 100 pkpc, have since
been observed in sizable numbers between redshift ∼ 2 − 7 with narrowband imaging,
slit spectroscopy, and integral field spectroscopy (see e.g. Heckman et al., 1991a; Steidel
et al., 2000; Ouchi et al., 2009; Borisova et al., 2016).

In recent years, fainter extended Ly𝛼 emission around star-forming galaxies can be
detected through narrowband image stacking and individually through integral field
spectroscopy with extents of 𝒪(10 pkpc). These objects are smaller than the larger LABs
but surround a significantly larger population of galaxies and are potentially ubiquitous
for deep observations of LAEs. Similar to its use for LAE detection, narrowband imaging
allowed the detection of LAHs at targeted redshifts (Hayashino et al., 2004; Steidel et al.,
2011; Matsuda et al., 2012; Feldmeier et al., 2013) and in substantial counts for narrow-
band surveys (Momose et al., 2014, 2016; Kakuma et al., 2021). While in latter surveys
stacking is used and information about individual objects is hence lost, recent integral
field spectroscopic surveys such as with the Multi Unit Spectroscopic Explorer (MUSE;
Bacon et al., 2010) and the Keck Cosmic Web Imager (KCWI; Morrissey et al., 2018) allow
individual identification and a more detailed characterization (Leclercq et al., 2017).

IFS has huge potential to reveal additional information about the underlying circum-
galactic medium’s density structure and kinematics by utilizing the full information
contained in the three-dimensional data cubes: two dimensions characterize the distri-
bution perpendicular to the line of sight, while the third dimension tracks the spectral
component that encodes the line of sight position, kinematics, and the complex Ly𝛼
radiative transfer. Separating the different encoded information pieces from the spectral
component would allow for a tomographic view of the circumgalactic medium in those
young distant galaxies. Only recently, this avenue of research picked up the pace with
the availability and analysis of individual IFS data cubes (Leclercq et al., 2020).

1.3 Tackled problems in this thesis

1.3.1 Completing the distortion effects in LAE clustering

As pointed out, LAEs are one of the most promising tracers of the high-redshift galaxies
(𝑧 ≥ 2) of our Universe. However, the two-point statistics of LAEs used to constrain
the large-scale structure and the cosmological model are subject to additional redshift-
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space distortions. In part, these additional distortions are caused due to a selection effect
correlated with the large-scale structure. The attenuation of Ly𝛼 flux along the line
of sight towards the observer could be correlated, e.g. with the line of sight velocity
gradient. This would further modify the LAEs’ bias as a tracer of the underlying matter
field and add a non-isotropic distortion in the directionally split power spectrum (Wyithe
et al., 2011). Such effect has been the subject of multiple studies with cosmological
simulations (Zheng et al., 2011a; Behrens et al., 2013, 2018; Gurung-López et al., 2020)
with varying inconsistent findings. The strength and presence of such effects thus remain
open questions in the community.

Ly𝛼 radiative transfer can shift the observed LAE line-of-sight position from its sys-
temic redshift, giving rise to yet another clustering distortion in addition to the above
selection effects. For the first time, we study the clustering distortions from this spectral
offset in the Ly𝛼 emission line in Byrohl et al. (2019), which we discuss in Chapter 4.

1.3.2 Separating the imprint of spatial scales in LAE spectra

The Ly𝛼 line of LAEs often shows complex spectral shapes from asymmetric single-
peaked profiles to double-peaked and even being triple-peaked ones. These shapes result
from the complex Ly𝛼 RT on the galaxies’ scale and the attenuation from the intergalactic
medium. While idealized shell models of neutral hydrogen can fit the observed Ly𝛼
spectra, simulations on top of hydrodynamic simulations of halos and galaxies commonly
cannot reproduce the observational signatures. In particular, simulations overpredict the
Ly𝛼 flux in the (“blue”) peak at wavelengths lower than the line-center, potentially hinting
at the lack of a volume-filling outflowing component on the scales of the galaxy (Mitchell
et al., 2021). An often invoked alternative explanation is the attenuation of those blue
photons by the intergalactic medium as these photons are shifted into the Ly𝛼 line-center
by the Hubble flow, reconciling simulations with observations. This apparent degeneracy
of the Ly𝛼 spectrum’s blue photons between the evolution of an outflowing gas component
on the galaxies’ scale and the attenuation by the IGM is important to be broken in order
to evaluate the IGM’s and galaxy evolution’s respective redshift evolution.

In Chapter 5, we calculate the expected IGM attenuation while staying agnostic
about the small-scales spectra by only proposing different generic mock spectra for
those scales. Combining the small-scale spectra with the IGM attenuation, we calculate
mocks of observed Ly𝛼 spectra. Using different simple statistical measures, we show
how this degeneracy between different spatial scales on the spectral signature can be
broken (Byrohl et al., 2020b). We make our data sets of millions of Ly𝛼 attenuation curves
publicly available to allow incorporation into zoom-in Ly𝛼 radiative transfer simulations
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lacking IGM interaction and to enable more sophisticated exploration (Byrohl et al.,
2020a).

1.3.3 Demystifying Lyman-alpha halos

(Byrohl&Gronke 20) (Byrohl et al. 20)(Behrens, Byrohl et al. 19)
(Byrohl et al. 19b)

LAE Clustering:
Ly  α distortion effects

Lyα Halos:
Sources & Origins

voroILTIS:
Ly  α RT code for 

unstructured grids

 I. Spatial distribution  II. Spectral properties  III. Extended Emission

Impact of the IGM:
Ly  α spectra variations

 Methodology

Fig. 1.2 In this Ph.D. thesis, I will present a Ly𝛼 radiative transfer code applied to the IllustrisTNG
simulations (leftmost panel) and published results in an astrophysical and cosmological context
(other panels).

As shown in Section 1.2.2, Ly𝛼 halos are frequently observed with narrowband imag-
ing and integral field spectroscopy. Their surface brightness profiles often extend onto
scales of the hosting halo’s virial radius, making the circumgalactic gas around its galaxy
visible even at high redshifts – more than 10 billion years away. This opens up huge poten-
tial for constraining and understanding an important epoch of galaxy formation through
these young star-forming galaxies: can we trace the cold accretion streams providing gas
to these galaxies for star-formation? When and for which masses do feedback processes
disrupt inflows and halt star-formation? To answer any such question with Ly𝛼 halo
observations, we need to demystify Ly𝛼 halos. In a first step, we need to establish if and
how we can link and reproduce observations in theory and simulations. If this is possible,
we can try to answer the most fundamental question about Ly𝛼 halos: what causes them?
We were able to explain these halos by scattered photons from star-forming regions
that we model on top of state-of-the-art hydrodynamical galaxy formation simulations
in Byrohl et al. (2021). We present these results in Chapter 6.
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1.4 Structure of this thesis

This thesis reflects my published work on Ly𝛼 radiative transfer simulations, which
resulted in various publications on Ly𝛼 emission and reprocessing using a computational
approach. Other than this underlying common denominator, the topics range from Ly𝛼
emitters’ clustering in cosmology (Behrens et al., 2018; Byrohl et al., 2019) over spectral
shapes shaped by the intergalactic medium (Byrohl et al., 2020b) to extended Ly𝛼 halos
around galaxies (Byrohl et al., 2021). While these publications have been reworked for
their own chapters in this dissertation, additional chapters that summarize the underlying
context and methodology are introduced first.

In Chapter 2, we dive into the theoretical understanding of Ly𝛼 radiative transfer and
interpretation of Ly𝛼 observations. In Chapter 3, we introduce the methods underlying
the dissertation’s research. This comprises of a short review of the implementation of a
radiative transfer code for the Ly𝛼 line and application to state-of-the-art cosmological
hydrodynamical galaxy formation simulations. Next, we present various applications
of this methodology that resulted in first-author publications over the course of the
Ph.D. Chapter 4 investigates the impact of the spectral shape of Ly𝛼 emitters on the
clustering statistics. Chapter 5 examines how Ly𝛼 spectral shapes are affected by neutral
hydrogen in the IGM, and Chapter 6 investigates the nature of Ly𝛼 halos using the TNG50
hydrodynamical simulations and the Ly𝛼 radiative transfer code. In Chapter 7, we give
an outlook on related promising work based on the thesis’ findings and summarize the
presented work.



Chapter 2
The Lyman-alpha line

2.1 The hydrogen atom and the Lyα transition

The neutral hydrogen atom, consisting of a proton as its nucleus and an electron, has a
range of discrete energy states, which were first inferred from the atom’s spectral lines.
The visible spectral hydrogen lines were first mathematically related by Johann Balmer
and later generalized by Johannes Rydberg (Balmer, 1885; Rydberg, 1890) as

1
𝜆

= 𝑅 ( 1
𝑛2

1
− 1

𝑛2
2
) (2.1)

where 𝑅 is an element specific constant with 𝑅𝐻 = 109732.32 cm−1 for hydrogen, 𝑛1 > 1
is an emission line series’ defining index and different indices 𝑛2 with 𝑛2 > 𝑛1 are the
series’ members. Hydrogen’s visible lines that Balmer found where given by 𝑛1 = 2.
Later, the ultraviolet Lyman series with 𝑛1 = 1, named after Theodore Lyman first
observing it in 1906, was discovered (Lyman, 1906). The Lyman-𝛼 transition (𝑛2 =
2) at the heart of this thesis is the least energetic emission line of the series with an
energy/frequency/wavelength of

𝐸Ly𝛼 = 10.2 eV, 𝜆Ly𝛼 = 1215.67 Å, 𝜈Ly𝛼 = 2.47 ⋅ 1015 Hz. (2.2)

Rydberg’s empirical relationship was soon explained by a theoretical model proposed
by Niels Bohr. In this “Bohr model”, electrons would orbit on circular orbits around
the nucleus. Only discrete orbits at fixed energies are allowed and the frequency of
emitted photons only depends on the energy of the initial and final state of the electron’s
orbit (Bohr, 1913). The Bohr model can be derived by assuming a quantized angular
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momentum as

𝑚𝑒𝑣𝑒𝑟𝑛 = 𝑛ℏ (2.3)

with 𝑚𝑒 being the electron’s mass, 𝑣𝑒 being its velocity and 𝑟𝑛 its radius for the quantized
angular momentum 𝐿 = 𝑛ℏ described by the integer 𝑛 ≥ 1. ℏ = ℎ

2𝜋 is the reduced Planck
constant. For a circular orbit, the electron experiences a constant Coloumb force from the
central proton, such that the electron’s motion is described by

𝑚𝑒𝑣2
𝑒

𝑟
= 𝑒2

𝑟2 . (2.4)

Combining Equations (2.3) and (2.4), we find the allowed electron radii 𝑟𝑛 to be

𝑟𝑛 = 𝑛2ℏ2

𝑚𝑒𝑒2 = 𝑎0𝑛2, (2.5)

where 𝑎0 ≡ ℏ2/𝑚𝑒𝑒2 is the so-called Bohr radius. Further, the allowed energy levels are
given by

𝐸 = 𝑚𝑒𝑒4

2ℏ2
1
𝑛2 , (2.6)

where 𝑚𝑒 is the electron mass and 𝑒 the electron charge. Hence, the ionization energy
of hydrogen is 13.6 eV from the ground state (𝑛 = 1). Calculating the energy difference
between to states 𝑛1 and 𝑛2 and converting this difference to an inverse wavelength as
1/𝜆 = Δ𝐸/(ℎ𝜈), we arrive at the Rydberg formula (Eqn. (2.1)) including the correct
Rydberg constant for hydrogen.

2.2 A quantummechanical treatment of the hydrogen atom

Building on Bohr’s model of quantized electron orbits, the refined the Bohr-Sommerfeld
model (Sommerfeld, 1916, 1923), which introduced two additional major quantum num-
bers 𝑙 and 𝑚 for additional quantized degrees for elliptic orbits and projected momentum
along a specified axis, was able to explain additional observed spectral features from the
fine structure of the atomic structure easily seen in presence of external electromagnetic
fields, the Stark and Zeeman effect. Nevertheless, these models of quantized spatially
well-defined orbits derived with classical mechanics were soon phased out in favor of
modern quantum mechanics. With its advent, the description of physical states was
expressed in terms of an underlying wavefunction Ψ defining the probability density
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Fig. 2.1 Wave functions for the lowest principal
and angular quantum numbers 𝑛 and 𝑙. Only
stateswith 𝑚 = 0 are shown. In addition, the not
forbidden transitions are shown. Those cascades
leading to Ly𝛼 emission are shown in blue while
cascades that end in the 2s state, not emitting
Ly𝛼. We do not show direct decay to the ground
state for other lines of the Ly𝛼 series.

as its absolute square. Hence, this approach significantly differs from previous practise
to assume well-defined, localized states: Instead of an atom being surrounded by one
or multiple electrons on well-defined trajectories, the electrons are described by a wave
function Ψ that sets a spatially extended probability for the electrons’ position – not
just as a measure of our limited knowledge of the underlying system, but as a measure
of physical reality. The dynamics and states of a quantum mechanical system such as
the energy states of an electron can be derived from the time-dependent Schrödinger
equation

𝑖ℏ𝜕Ψ
𝜕𝑡

= �̂�Ψ (2.7)

with �̂� being the Hamiltonian operator closely related to the classical Hamiltonian
function. Stationary solutions to this equation satisfy the time-independent Schrödinger
equation �̂�Ψ = 𝐸Ψ. For a single electron system, the Hamiltonian operator consists of
two terms for the electron’s kinetic energy and the Coloumb potential of the nucleus,
such that

�̂�0 = − ℏ
2𝑚

∇ − 𝑒2

𝑟
, (2.8)

wherewe applied the standard quantummechanical prescription ⃗𝑝 → −𝑖ℏ∇ after express-
ing the kinetic energy in terms of the momentum ⃗𝑝. For multi electron systems, another
Coloumb potential for the interacting electrons would occur – which however is not the
case for the hydrogen atom considered here. As the Hamiltonian has a spherical symme-
try, the solution of the time-independent Schrödinger equation for this Hamiltonian has
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the form

Ψ(𝑟, 𝜃, 𝜙) ∝ 𝑅(𝑟)𝑌 (𝜃, 𝜙) (2.9)

with the solution for the radial component 𝑅 depending on the two quantum numbers
𝑛 and 𝑙 with its energy state determined by 𝑛. The angular component is described by
spherical harmonics, which are the eigenfunctions of the orbital angular momentum
operator �⃗� = ⃗𝑟 × ⃗𝑝

�⃗�2𝑌𝑙𝑚 = 𝑙(𝑙 + 1)𝑌𝑙𝑚, 𝐿𝑧𝑌𝑙𝑚 = 𝑚𝑌𝑙𝑚, (2.10)

with the right hand sides measuring the squared total angular momentum and the
angular momentum along the z-axis respectively. These two quantum numbers can take
all integers sufficing

0 ≤ 𝑙 ≤ 𝑛 − 1 and |𝑚| ≤ 𝑙. (2.11)

We visualize the wavefunctions for the lowest 𝑛 states in Figure 2.1. The functional forms
for the radial and angular components can e.g. be found in Griffiths et al. (2018).

While above Hamiltonian leads to the state’s energy being solely determined by the
principal quantum number 𝑛, the degeneracy in 𝑙 is broken when incorporating the
Hamiltonian’s perturbation by using a correction for the relativistic kinetic energy and
spin-orbit coupling of the electron’s magnetic moment with the proton’s Coloumb field.
For 𝑙 = 0, we additionally have a perturbation due to the Coloumb potential being
smeared out (“Darwin term”). These effects lead to the energy states 𝑛 being split by an
energy difference

Δ𝐸𝑛𝑗 = 𝐸𝑛𝛼2

𝑛
( 1

𝑗 + 1/2
− 3

4𝑛
) (2.12)

with 𝑗 ≡ |𝑙 ± 1/2| representing the total angular momentum quantum number (Griffiths
et al., 2018).

Finally, electrons possess their own intrinsic momentum that can take the values 𝑚𝑠ℏ
with the quantum number 𝑚𝑠 = ±1/2. This would help to explain the “anomalous”
Zeeman effect unexplainable in the Bohr-Sommerfeld model. This leads to the so-called
hyperfine structure that gives rise to the astrophysically and cosmologically promising
21cm line.
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2.3 Photon absorption and emission

The absorption and emission of photons by the hydrogen atom can already be understood
in a semi-classical theory of radiation, which uses a quantum mechanical treatment of the
atom, while still adopting a classical description of the radiation. A proper description,
particularly of the emission process, would require quantum electrodynamics (QED) not
treated here. More details on the following summary can be found in Rybicki et al. (2004)
and Griffiths et al. (2018).

We address this process by assuming a perturbation �̂� ′ , representing the incoming
radiation. Adding this term to the hydrogen’s time independent Hamiltonian �̂�0 leads to

�̂� = �̂�0 + �̂� ′ . (2.13)

For absorption or emission within the hydrogen atom, we transition between two
states Φ1⟩ and Φ2⟩ with their respective probabilities given by their absolute square
amplitudes |𝑐1|2 and |𝑐2|2 with the wavefunction as their superposition

Ψ(𝑡) = 𝑐1Ψ1 exp [−𝑖𝐸1𝑡/ℏ] + 𝑐2Ψ2 exp [−𝑖𝐸2𝑡/ℏ] (2.14)

where we now allow for a time dependence of the amplitudes 𝑐1 and 𝑐2. Using the
Schrödinger equation (2.7) we can determine the amplitudes’ evolution as

̇𝑐1 = − 𝑖
ℏ

𝐻 ′

1,2 exp [−𝑖𝜔0𝑡] 𝑐2, ̇𝑐2 = − 𝑖
ℏ

𝐻 ′

2,1 exp [𝑖𝜔0𝑡] 𝑐1 (2.15)

with

𝐻 ′

𝑖,𝑗 ≡ ⟨Ψ𝑖 ∣�̂� ′ ∣ Ψ𝑗⟩ (2.16)

and 𝜔0 ≡ (𝐸2 −𝐸1)/ℏ for 𝐸𝑏 ≥ 𝐸𝑎. We now consider monochromatic radiation polarized
along the z-axis:

⃗𝐸( ⃗𝑟, 𝑡) = 𝐸0 cos(�⃗� ⋅ ⃗𝑟 − 𝜔𝑡) ̂𝑒𝑧 (2.17)

If we assume a negligible spatial variation of the radiation field over the hydrogen atom’s
size, we can drop �⃗� ⋅ ⃗𝑟 from above equation, resulting the perturbing Hamiltonian to be

�̂� ′ = −𝑒𝐸0𝑧 cos(𝜔𝑡). (2.18)
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This approximation represents electric dipole radiation and using a Taylor expansion
of exp(−𝑖�⃗� ⃗𝑟) allows to calculate higher order radiation such as the quadratic electric
moment and dipole magnetic moment, which we neglect here.

Assuming 𝜔0 + 𝜔 ≫ |𝜔0 − 𝜔|, which imposes frequencies 𝜔 close to that of the
transition with 𝜔0, we find

𝑃1→2(𝑡) = (|𝒫| 𝐸0
ℏ

)
2 sin2 [(𝜔0 − 𝜔)𝑡/2]

(𝜔0 − 𝜔)2 (2.19)

representing the probability for absorption for a photon of energy ℏ𝜔0 where 𝒫 ≡
𝑒⟨Ψ1 |𝑧𝑣𝑒𝑐𝑟| Ψ2⟩. Analogously, we obtain 𝑃2→1 to be the same. Latter represents the
case of stimulated emission, where the interacting photon leads to the emission of a
secondary photon upon decay of the electron from state 2 to 1.

Generalizing to non-monochromatic radiation and arbitrary direction/polarization,
we can determine the probability for absorption per unit time per unit energy density as

𝐵12 = 4𝜋2

3ℏ2 ∣�⃗�∣
2

, (2.20)

where �⃗� ≡ 𝑒⟨Ψ1 | ⃗𝑟| Ψ2⟩.1 The probability for stimulated emission 𝐵21 can be calculated
analogously and we find 𝐵12 = 𝐵21.

We cannot derive the spontaneous emission rate 𝐴 within this framework: The energy
states remain stable without external perturbation, which are present for a full treatment
in QED. Instead, we start from detailed balance from the three potential processes of
absorption, stimulated emission and spontaneous emission in thermal equilibrium such
that

𝑁1𝐵12𝜌(𝜔0) = 𝑁2𝐵21𝜌(𝜔0) + 𝐴21 (2.21)

as considered by Einstein in 1916. 𝜌(𝜔0) represents the energy density and 𝑁1/𝑁2 rep-
resents the number of atoms in the states 1/2 respectively. 𝐵12 and 𝐵21 represent the
absorption probability per unit time and unit energy for an atom as before. We now seek
to determine the spontaneous emission rate 𝐴21, representing the emission probability
per unit time. Using Equation (2.21), determining the relative occupation of the states
𝑁1/𝑁2 via the Boltzmann factor and comparing to Planck’s blackbody formula, we obtain

1Note that we define the probability 𝐵12 in terms per unit energy density rather than in terms of the
mean intensity 𝐽𝜈/𝐽𝜔, which lead to a factor 4𝜋/𝑐 or 2/𝑐 respectively.
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the following relations of the respective rates, called Einstein coefficients with

𝐵12 = 𝐵21, 𝐴21 = 𝜔3
0ℏ

𝜋2𝑐3 𝐵21. (2.22)

Note that the relation between the B coefficients only holds in our case of two non-
degenerate energy states, otherwise the rates are multiplied by there respective degenera-
cies in above equation. We see that all rates, both for absorption and emission, immediately
follow upon calculation of ∣�⃗�∣

2
.

2.4 Selection rules and radiative cascades

Given Equation (2.20) and (2.22), the determination of Einstein coefficients is primarily
driven by the evaluation of the squared dipole moment operator �⃗�:

∣�⃗�∣
2

= 𝑒2 ∣⟨Ψ𝑛,𝑙,𝑚 | ⃗𝑟| Ψ𝑛′,𝑙′,𝑚′⟩∣2 = 𝑒2 ∑
𝑑∈{𝑥,𝑦,𝑧}

∣⟨Ψ𝑛,𝑙,𝑚 |𝑑| Ψ𝑛′,𝑙′,𝑚′⟩∣2 (2.23)

for the transition (𝑛, 𝑙, 𝑚) → (𝑛′, 𝑙′, 𝑚′).
Importantly, many of the moments evaluate to zero, which can be generalized by the

operators’ properties. Using symmetry, we find the elements to evaluate to zero unless

Δ𝑙 = 𝑙′ − 𝑙 = ±1, (2.24)
Δ𝑚 = 𝑚′ − 𝑚 ∈ {−1, 0, 1}. (2.25)

We call transitions whose matrix element evaluates to zero forbidden. Nevertheless,
these transitions can still occur, but are significantly more unlikely and outside of the
approximations made here. Transitions are possible via multi-photon interaction or by
incorporating spatial fluctuations that we started to neglected in Equation (2.18).

For the directional components, we find

⟨Ψ𝑛𝑙𝑚 |𝑥| Ψ𝑛′𝑙′𝑚′⟩ = ⟨Ψ𝑛𝑙𝑚 |𝑦| Ψ𝑛′𝑙′𝑚′⟩ = 0 for 𝑚′ = 𝑚, (2.26)
⟨Ψ𝑛𝑙𝑚 |𝑥| Ψ𝑛′𝑙′𝑚′⟩ = ±𝑖⟨Ψ𝑛𝑙𝑚 |𝑦| Ψ𝑛′𝑙′𝑚′⟩ for 𝑚′ = 𝑚 ± 1, (2.27)

⟨Ψ𝑛𝑙𝑚 |𝑧| Ψ𝑛′𝑙′𝑚′⟩ = 0 for 𝑚′ = 𝑚 ± 1, (2.28)

largely reducing the amount of elements to calculate.
This finally allows us to calculate the emission coefficient 𝐴Ly𝛼 for the Ly𝛼 transition

(2, 1, 𝑚) → (1, 0, 𝑚′). Using rules from Equations (2.26), we only need to evaluate
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⟨Ψ1,0,0 |𝑥| Ψ2,1,±1⟩ = ±27/35𝑎0 and ⟨Ψ1,0,0 |𝑥| Ψ2,1,0⟩ = 27.5/35𝑎0 from which we obtain

𝐴Ly𝛼 = 217

311
𝜔3

0𝑒2𝑎2
0

ℏ𝑐3 ≈ 6.27 ⋅ 108 s−1 (2.29)

for all 𝑚 (Berestetskii et al., 1971; Fitzpatrick, 2008) in more than sufficient agreement
with full quantum electrodynamical result for our purposes (Wiese et al., 2009).

Often, instead of an Einstein A coefficient, the (absorption) oscillator strength 𝑓 is
given. It can be interpreted as fractional (but often in the order of unity) quantum
mechanical correction for a transition approximated by a classical electron oscillator. 𝑓
can be defined as

𝑓𝑙𝑢 = 𝑔𝑢
𝑔𝑙

𝑚𝑐3ℏ2

2𝑒2Δ𝐸2 𝐴𝑢𝑙 (2.30)

with subscripts l and u for the respective lower and upper state. 𝑔 denotes the respective
state’s degeneracy. With 𝑔𝑢/𝑔𝑙 = 3 for Ly𝛼, we obtain 𝑓Ly𝛼 = 0.416.

As an important consequence of the selection rules in Equations (2.24)/(2.25), the
transition 2𝑠 → 1𝑠 is forbidden and hence is very unlikely to emit a Ly𝛼 photon. If we
have an excited state with 𝑛 ≥ 2 it is thus uncertain whether a Ly𝛼 photon will be emitted
because either the electron ends up in the 2𝑠 state or the electron de-excites from a higher
energy level 𝑛 ≥ 2. In Figure 2.1, blue lines indicate the allowed transitions that result
in the emission of a Ly𝛼 photon, opposed to those states ending up in the 2𝑠 state not
emitting a Ly𝛼 photon via red colored transitions.

The probability for a decay into a state (𝑛′, 𝑙′) from (𝑛, 𝑙) is given by the ratio of the
considered decay over the sum of all other transitions from (𝑛, 𝑙):

𝑃(𝑛𝑙 → 𝑛′𝑙′) =
𝐴𝑛𝑙,𝑛′𝑙′

∑𝑛″,𝑙″ 𝐴𝑛𝑙,𝑛″𝑙″
(2.31)

With this, we can formulate the successive decay of an electron in (𝑛, 𝑙) via an inter-
mediate state (𝑛′, 𝑙′) to the ground state under emission of a Ly𝛼 photon as

𝑃 (𝑛, 𝑙 → Ly𝛼) = ∑
𝑛′,𝑙′

𝑃 (𝑛𝑙 → 𝑛′𝑙′) 𝑃 (𝑛′𝑙′ → Ly𝛼) . (2.32)

Using Equation (2.32), we can iteratively solve the probability for an arbitrary initial
state (𝑛, 𝑙) by starting from the 𝑛 = 3 levels and intermediate levels 𝑛′ = 2. As a
result, we will know the probabilities 𝑃(3𝑙 → Ly𝛼). Together with the already known
𝑃(2𝑙 → Ly𝛼) = 𝛿1𝑙, we can solve the for 𝑛 = 4 and so on.
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The cascading will be important for the Ly𝛼 emission from high-level excitation and
recombination events of hydrogen in Section 2.6.1.

2.5 Line profile and cross-section

So far, we have only considered the eigenstates without considering potential deviations
that broaden the transition upon emission. The broadening is captured by the line profile
Φ(𝜈), which we will now discuss for the Ly𝛼 line. The line profile is defined as the
probability density function (PDF) as a function of frequency 𝜈 normalized to unity:

∫
∞

0
Φ(𝜈)𝑑𝜈 = 1 (2.33)

Typically three broadening mechanisms around the transition frequency 𝜈0 exist:

• Natural broadening: Intrinsic frequency disperion of the transition motivated by
the uncertainty principle.

• Collisional broadening: The natural decay from an excited state is modified by
collisions, adding additional broadening.

• Doppler broadening: Thermal and turbulent motion broaden the transition based
on the gas’ particles’ velocity distribution.

The line profile resulting from natural broadening for Ly𝛼 is given as

Φ(𝜈) =
𝐴Ly𝛼

4𝜋2
1

(𝜈 − 𝜈Ly𝛼)
2

+ (𝐴Ly𝛼
4𝜋 )

2 , (2.34)

where 𝐴Ly𝛼 is the Einstein A coefficient describing the transition probability per unit time
for spontaneous emission (Dijkstra, 2019). The functional form, called Lorentzian profile,
can easily be derived from an exponentially decaying electromagnetic field amplitude
multiplied by the phase function and subsequent fourier transformation (see Rybicki
et al. (2004)).

Collisional broadening affects the decay time and can be incorporated by adjusting
the typical decay frequency 𝐴Ly𝛼 → 𝐴Ly𝛼 +2𝜈𝑐𝑜𝑙, where 𝜈𝑐𝑜𝑙 ∼ 𝑛𝜎Ly𝛼𝑣. Hence, collisional
broadening becomes important in dense (𝑛 ↑) and hot (𝑣 ↑) gas. In the following, we
neglect broadening from collisions.
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Doppler broadening arises from the velocity distribution relative to the bulk motion,
implying a varying Doppler frequency shift for particles in the gas. In thermal equilib-
rium, we can describe the one dimensional2 velocity distribution by a Doppler factor
parametrized by the gas temperature 𝑇. We obtain a Gaussian profile

Φ(𝜈) = 1
Δ𝜈𝐷

√
𝜋
exp(−

(𝜈 − 𝜈Ly𝛼)2

Δ𝜈𝐷
2 ) , (2.35)

where Δ𝜈𝐷 is the Doppler frequency width set by the thermal velocity 𝑣𝑡ℎ with

Δ𝜈𝐷 =
𝜈Ly𝛼

𝑐
𝑣𝑡ℎ =

𝜈Ly𝛼

𝑐
√2𝑘𝐵𝑇

𝑚𝐻
. (2.36)

In addition to thermal motion, small scale turbulence can be incorporated by adding
the turbulent velocity to the thermal velocity below the considered spatial scale.

It is often useful to express the frequency in terms of the dimensionless frequency
defined as

𝑥 ≡ 𝜈 − 𝜈0
Δ𝜈𝐷

. (2.37)

The combined impact of the Lorentzian and Gaussian broadening is given by convolu-
tion of both functional forms (Equations (2.34)/(2.35)) given that they are independent
from one another: each particle shows an intrinsic broadening that may be modified
by collisions. Additionally all particles within the gas show Doppler broadening. This
results in the Voigt profile

Φ(𝑥) = 1√
𝜋

𝐻(𝑎, 𝑥), (2.38)

which we keep normalized as ∫∞
−∞

Φ(𝑥)𝑑𝑥 = 1. The profile’s shape is given by the Voigt
function

𝐻(𝑎, 𝑥) = 𝑎
𝜋

∫
∞

−∞

exp(−𝑦2)
𝑎2 + (𝑥 − 𝑦)2 𝑑𝑦 (2.39)

2As only the particle’s velocity parallel to a photon’s direction is relevant for the Doppler shift, we
require the one dimensional form.
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with the Voigt parameter

𝑎 ≡
𝐴Ly𝛼

4𝜋Δ𝜈𝐷
, (2.40)

characterizing the ratio of Lorentzian and Gaussian broadening contributions.
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Fig. 2.2 The Ly𝛼 line profile normalized in di-
mensionless frequency space via ∫∞

−∞
Φ(𝑥)𝑑𝑥 =

1 shown for a temperature of 𝑇 = 104 K. The
profile is shaped by a Lorentzian (green) and
Gaussian profile (orange), primarily due to in-
trinsic and thermal broadening respectively. The
overall profile is given as a convolution resulting
in a Voigt profile (blue).

In Figure 2.2 we show the Ly𝛼 line profile as a function of the dimensionless frequency
split into shaping natural and Doppler broadening. Doppler broadening dominates near
the line center, but – given the exponential form – falls off quickly, so that the line profile
shows power-law wings from the natural broadening. The transition from the core to
wings is approximately given by the respective power-law and Gaussian contributions
being equal: exp(−𝑥2) ≈ 𝑎/(√(𝜋)𝑥2). Numerically solving gives a value of 𝑥𝑐 ∼ 3.2 at
𝑇 = 104 K, which is usually a good approximation for typical temperatures encountered.

The Ly𝛼 cross-section describing the probability of a Ly𝛼 photon being absorbed by
neutral hydrogen is given by

𝜎Ly𝛼(𝜈) = 𝜋𝑒2

𝑚𝐻𝑐
𝑓Ly𝛼𝜙Ly𝛼(𝜈) (2.41)

with 𝜙Ly𝛼(𝜈) being the Voigt profile from Equation (2.38). Note that the Voigt profile
is an approximate form of the actual profile (for more details, see e.g. Mortlock, 2016),
which however is sufficient for our purposes here.

With Equations (2.38) and (2.41), we find a Ly𝛼 line-center cross-section of

𝜎0,Ly𝛼 = 5.9 ⋅ 10−14( 𝑇
104 K)

−1/2
cm2. (2.42)
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The line-center optical depth of hydrogen, evaluated at 104 K, is thusmultiple orders of
magnitude larger than that of Lyman limit photons andmore than 10 orders of magnitude
larger than for Thomson scattering (Calzetti et al., 1995). Relatively moderate column
densities of 1017 cm−2 and more will thus lead to countless scatterings of Ly𝛼 photons
before escaping the hosting structures.

2.6 Emission

Photons at the wavelength of Lyman-𝛼 are primarily emitted by two channels after
recombination and collisional excitation. We will call such channels emission mechanisms
throughout this thesis. We can furthermore identify different physical origins that lead
to emission through these channels, which we describe as emission sources.

2.6.1 Mechanisms

Recombinations

Ionized hydrogen can recombine with free electrons. Cascading down to the ground state,
a significant fraction of recombinations includes emission of a Ly𝛼 photon. If we know
the temperature dependent recombination coefficients 𝛼𝑛𝑙 resulting in a recombination
leaving the electron in state (𝑛, 𝑙), we can determine the probability for the emission of a
Ly𝛼 photon per recombination event (Dijkstra, 2019) as

𝑃 (Ly𝛼) =
∞

∑
𝑛min

𝑛−1
∑
𝑙=0

𝛼𝑛𝑙(𝑇 )
𝛼tot

𝑃 (𝑛𝑙 → Ly𝛼) , (2.43)

where 𝛼tot = ∑∞
𝑛min

∑𝑛−1
𝑙=0 𝛼𝑛𝑙(𝑇 ) and the probabilities for a Ly𝛼 decay from (𝑛, 𝑙) are

given by Equation (2.32).
We choose 𝑛min according to two limiting cases “case-A” and “case-B”. In former case,

we assume the environment to be optically thin for Lyman series photons and direction
recombinations to the ground state (𝑛min = 1). In latter case, we assume the medium to
be optically thick to all ionizing and Lyman series photons. These photons are undergoing
subsequent emission and absorption until a different cascade to the ground state takes
place. Hence, the medium effectively acts such that 𝐴𝑛1→10 = 0 and 𝑛min = 2. Note that
this calculation is only straight forward given the limiting cases. Furthermore, we need
to assume low densities. At higher densities the 𝑙 number of excited electrons can change
through collisions.
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Calculating the respective cascades, we can calculate the average fraction of Ly𝛼
photons per recombination event 𝑓rec(𝑇 ) and model the Ly𝛼 emissivity as

𝜖rec = 𝑓rec(𝑇 ) 𝑛e 𝑛HII 𝛼(𝑇 ) 𝐸Ly𝛼 (2.44)

where 𝑛e and 𝑛HII are the electron and ionized hydrogen number densities, and 𝛼(𝑇 )
is the recombination coefficient (from Draine, 2011). When explicitly modeling diffuse
emission from recombinations in Chapter 6, we will assume case-B recombinations with
the fit formula for 𝑓rec given by Cantalupo et al. (2008). Note that 𝛼(𝑇 ) and 𝑓rec(𝑇 ) are
both temperature dependent. Case-A can be formulated in a similar fashion while not
discussed here (Dijkstra, 2019).

Collisional Excitations

In addition to recombinations, the de-excitation of excited hydrogen atoms (that have not
been previously ionized) can lead to the emission of Ly𝛼 sourced by collisional excitations
depending on the thermal state of the gas. The rate is proportional to the colliding species,
𝑛e and 𝑛HI. The luminosity density is then

𝜖coll = 𝛾1s2p(𝑇 ) 𝑛e 𝑛HI 𝐸Ly𝛼. (2.45)

For our work here, we take the collisional excitation coefficient 𝛾1s2p(𝑇 ) from tabulated
fits (Scholz et al., 1990, 1991).
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Fig. 2.3 Ly𝛼 emission in primordial gas from col-
isional excitations and recombinations as a func-
tion of temperature and for different densities.
The gas state is calculated based on the recom-
bination and collisional ionization rates in Katz
et al. (1996) modified by a UVB from Faucher-
Giguère et al. (2009) with a self-shielding de-
scription by Rahmati et al. (2013). For the Ly𝛼
emission rates calculated based on the gas state,
see text.

In Figure 2.3, we show the Ly𝛼 emission for recombinations and collisional excitations
normalized by the hydrogen density squared as a function of temperature and density. We
use the model descriptions for these two processes as introduced above for a primordial
gas of given temperature and optionally in presence of an ionizing background from
the UVB at 𝑧 = 3. Collisional excitations largely dominate over recombinations at high
densities and intermediate temperatures where sufficient neutral hydrogen and free
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electrons exist. Recombinations cease in the presence of a self-shielding description in
high densities environments and low temperatures.

2.6.2 Sources

Ly𝛼 emission by the mechanisms listed above can have various emission sources that
provide the required ionizing or heating contribution. We now present the major sources
for Ly𝛼 emission grouped by whether they occur within the galaxies or in the more
diffuse gas outside of them.

Sources inside galaxies

Sources inside of galaxies are primarily stellar populations and active galactic nuclei,
which we will discuss in the following.

Stellar populations Young star-forming galaxies are often found to have a prominent
Lyman-𝛼 emission line. Ionizing photons, predominantely emitted by massive short-
lived stars, keep their surrounding gas ionized and heated. Through recombinations and
de-excitations a substantial part of the stars’ ionizing photon budget is subsequentially
converted to Ly𝛼 photons.

The amount of Ly𝛼 photons generated assuming case-B recombinations (also see
Section 2.6.1) is

̇𝑁Ly𝛼 = 𝑃Ly𝛼(𝑇 ) ̇𝑁ion (2.46)

with 𝑃Ly𝛼(𝑇 ) being the temperature dependent probability for a recombination cascade
leading to the emission of a Ly𝛼 photon and ̇𝑁ion being the hydrogen ionizing photon
count (i.e. 𝜆 < 912Å) emitted by the stellar population. The probability 𝑃Ly𝛼 between
5000 − 20000 K is about 2/3 (Spitzer, 1978). Using stellar synthesis models for a chosen
initial mass function and metallicity, we can compute the ionizing photon flux and thus
the count of generated Ly𝛼 photons. Such calculation can then provide us with a linear
relationship for the Ly𝛼 luminosity versus the star-formation rate.

Throughout this thesis, we adopt adopt such linear model for the Ly𝛼 luminosity
density 𝜖SF proportional to the star formation rate �̇�⋆ in a star-forming region of volume
𝑉⋆:

𝜖SF = 1042 ( �̇�⋆
M⊙yr−1 ) erg/s

𝑉⋆
(2.47)
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The proportionality factor in Equation (2.47) can also be motivated by observational
studies. More specifically, the proportionality constant is consistent with the H𝛼-SFR
relation used in Kennicutt (1998) and an assumed Ly𝛼 to H𝛼 recombination ratio in the
range of 8-10 (Hummer et al., 1987).

The explicit integration over the ionizing flux for a given stellar population and use of
Equation (2.46) has large modeling uncertainties (Furlanetto et al., 2005) and individual
stellar populations and galaxies show large deviations from this linear relation (Sobral
et al., 2019).

Nevertheless such relation is commonly used in simulations and theory as an estimate
for the Ly𝛼 emission from stellar populations (see e.g. Furlanetto et al., 2005; Zheng
et al., 2010; Behrens et al., 2018). Equation (2.47) does not account for the escape from
the interstellar medium and its potential destruction by dust. It also does not take into
consideration the stellar populations’ age and metallicity. Incorporating these factors
would add suppression and scatter in the relation; we discuss the modeling uncertainties
and their implications in Section 6.4.2 in the context of Lyman-alpha halos.
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Fig. 2.4The intrinsic Ly𝛼 luminosity for all galax-
ies within a halo as a function of total star-
formation rate. The solid line shows the com-
mon linear relation between Ly𝛼 luminosity and
SFR used as in Eqn. (2.47). The blue map shows
the phase space density we obtain on a per halo
basis by processing the halos and stellar popula-
tions following a Chabrier IMF (Chabrier, 2003)
in TNG300 at z=3.0 using the BPASS spectral
synthesis code (Stanway et al., 2018) to estimate
the ionizing photon rate fromwhichwe calculate
the expected Ly𝛼 recombinations in the case-B
scenario.

In Figure 2.4, we show the linear relation 𝐿Ly𝛼(SFR) from Equation (2.47) contrasted
with the Ly𝛼 luminosity from ionizing radiation using a spectral synthesis code in-
corporating age and metallicity distributions from the cosmological galaxy formation
simulation TNG300. Beside obtaining higher luminosity estimates given the Chabrier
IMF and assumption of a significant binary fraction, there is a considerable scatter for
the halos’ Ly𝛼 luminosity for a given star formation rate given the varying ages and
metallicities.

When aiming to reproduce the luminosity functions of LAEs, an effective, parameter-
ized treatment of dust (see e.g. the effective treatment through attenuation in Lake et al.,
2015; Inoue et al., 2018) and the introduction of sources of scatter in Equation (2.47) are
desirable for future work, and necessary at the high mass end.
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Active galactic nuclei Studies find a sharp transition (∼ 0.5 dex) at around 𝐿transition ∼
1043.2 erg/s for the fraction of LAEs showing AGN activity going from zero to unity with
increasing luminosity (Sobral et al., 2018; Spinoso et al., 2020). In addition, the shape of
the luminosity function seems to be well described by a composite model of two Schechter
functions. The second Schechter function starts dominating around 𝐿transition (Spinoso
et al., 2020). Given this dichotomy of the LF along with the characteristic luminosity at
which the second Schechter function dominates, it seems plausible that Ly𝛼 radiation
fromAGN starts to dominate the Ly𝛼 budget for LAEs at the bright end. But even at lower
luminosities (and halo masses) the contribution of AGNs to Ly𝛼 luminosities remains
unclear due to the complication of detecting obscured AGN (Hickox et al., 2018).

A significant amount of the AGNs’ ionizing flux can escape and ionize their sur-
rounding onto large scales (Cen et al., 2000), boosting the emission of Ly𝛼 photons via
fluorescence, which we discuss next.

Diffuse emission

Outside of galaxies, in the diffuse gas of the circumgalactic and intergalactic medium,
fluorescence and gravitational cooling are major sources of Ly𝛼 emission. We do not
quantify their respective luminosities, which have significant uncertainties, but the re-
sulting emission based on the ionization and temperature of the gas, which is shaped by
the sources’ ionization and heating terms.

Given the Ly𝛼 emission’s spatial extent, it is sensible to formulate themagnitude of the
expected Ly𝛼 emission in terms of surface brightnesses. The surface brightness is related
to the emissivities 𝜖Ly𝛼 introduced for recombinations and collisions in Equation (2.44)
and (2.45) as

SB =
𝜖Ly𝛼Δ𝑙

4𝜋(1 + 𝑧)4 (2.48)

where Δ𝑙 is the depth of the Ly𝛼 emitting region we look onto. For gravitationally bound
structures, the depth is set by the structure’s extent 𝑑. If the structure is not gravitationally
bound, the Hubble flow shifts and stretches Ly𝛼 line for gas further away along the line
of sight. For unbound gas the depth Δ𝑙 is thus implicitly set by the spectral window
we integrate over. In this case, the depth is given as Δ𝑙 = 𝑐Δ𝜈Ly𝛼/𝜈Ly𝛼. For a typical
narrowband filter, we have a width of 100Å and hence Δ𝜈Ly𝛼/𝜈Ly𝛼 ≈ 0.1. Substituting
this expression (or the gravitationally bound structure’s size) into above equation, we
can relative the emissivities to observed surface brightnesses. For example, we could
find the surface brightnesses for the primordial gas’ Ly𝛼 emissivities in Figure 2.3. In
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particular, for the recombinations under the assumption of a fully ionized IGM, we can
then derive a surface brightness of

SBIGM =
𝑐Δ𝐸(1 + 𝑧)0.5Ω2

𝑏,0

4𝜋𝐻0Ω1/2
𝑚,0

Δ𝜈𝐿𝑦𝑎

𝜈𝐿𝑦𝑎
(

0.76𝜌𝑐,0

𝑚𝐻
)

2

(1 + 𝛿)2𝑓(𝑇 )𝛼(𝑇 ) (2.49)

where we have used 𝐻(𝑧) = 𝐻0√Ω𝑚,0(1 + 𝑧)3/2 for the matter dominated era (𝑧 > 1)
and expressed the electron/proton density as 𝑛𝑒 = 𝑛𝑝 = 0.76𝜌𝑐,0

𝑚𝐻
(1 + 𝛿)Ω𝑏,0(1 + 𝑧)3.

At 𝑇 = 104 K, this results in a faint emission of ∼ 10−21 erg/s/cm2/arcsec2 for the
Universe’s mean density at 𝑧 = 3.0 too faint detect with instruments such as HSC. At
higher overdensities, given the (1 + 𝛿)2 scaling, we quickly get into the instruments’
sensibility range, but ionization and temperature cannot be upheld without the presence
of a significant heating or ionization source.

Dedicated studies of diffuse Ly𝛼 emission in the IGM have lately been performed
using cosmological hydrodynamical simulations (Elias et al., 2020; Witstok et al., 2021).
However, the computational results by Witstok et al. (2021) have been contested by latest
observations by Bacon et al. (2021) and thus such computational predictions have to be
taken with some caution.

Fluorescence Fluorescence describes the spontaneous emission following an absorption
of higher energy. In case of Ly𝛼, we primarily consider ultraviolet radiation Δ𝜆 < 912Å
emitting Ly𝛼 photons through a radiative cascade. Narrowing the definition here further,
we only call such process fluorescence that occurs outside of the UV radiation’s origin.
The major sources for UV photons are stellar populations and AGNs upon escaping their
immediate surrounding.

The ionizing photons are commonly artifically split into two contributions: The cosmic
UV background (UVB) and nearby ionizing sources. At redshifts considered in this
thesis (𝑧 ≲ 5), well after reionization has completed, and on large scales, the ultraviolet
radiation has huge mean free path. This motivates the introduction of the uniform UV
background accounting for the averaged ionizing flux from distant sources, which has
been successfully been able to explain results from Ly𝛼 forest observations (Prochaska,
2019). On smaller scales, local ionizing sources from within the hosted galaxies can
dominate.

Estimates for the two limiting cases of fluorescence in either a fully ionized gas or a
dense, self-shielded gas have been given by Dijkstra (2019) using Equation (2.48). For a
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fully ionized dense gas, the surface brightness can be estimated as

SB𝑓𝑙 =
0.68𝐸Lya𝑛𝑒𝛼(𝑇 )𝑁H

4𝜋(1 + 𝑧)4

≈ 2 ⋅ 10−21 ⋅ (1 + 𝑧
4

)
−4

( 𝑛𝑒
10−3cm−3 )( 𝑁H

1020cm−2 )𝑇 −0.7
4 erg s−1 cm−2 arcsec−2

(2.50)
with the column density 𝑁H = Δ𝑙 𝑛𝑝 of hydrogen implicitly setting the line of sight
length Δ𝑙. In above form, the ionization state is effectively captured by the density of free
electrons 𝑛𝑒.

In very dense regions where self-shielding becomes important, Ly𝛼 radiation will
only escape from the surface of depth 𝜆mfp that the ionizing radiation can penetrate (i.e.
the length where 𝜏𝑈𝑉 = 1):

𝜆mfp = 1
𝑛HI𝜎ion

= 1
𝑥HI𝑛H𝜎ion

≈ Γion
𝜎ion𝛼𝐵(𝑇 )𝑛2

𝑒
(2.51)

for Γion representing the ionization rate. Assuming equilibrium with recombinations,
we use 𝑥𝐻𝐼Γion = 𝛼(𝑇 )𝑛𝑒 (compare with Equation (3.13)) and further assumed that
the bulk of free electrons originates from hydrogen, i.e. 𝑛𝑒 ≈ 𝑛HI. Approximating the
cross-section and recombination coefficients, we obtain

SBfl,shielded ≈ 1.3 ⋅ 10−20 ( Γion
10−12s−1 ) (1 + 𝑧

4
)

−4
erg s−1 cm−2 arcsec−2 (2.52)

with the respective temperature dependencies canceling (Dijkstra, 2019).

Gravitational heating Estimates for the Ly𝛼 emission from released gravitational po-
tential energy during a structure’s gravitational collapse have been given by Haiman
et al. (2000). These estimates are to be understood as an order of magnitude argument
and solely derive on the expected gravitational binding energy in need of dissipation
for gas to accrete into the halos. Together with the expected dissipation time scales, this
gives an estimate for the emitted Ly𝛼 luminosity under the assumption that the bulk of
cooling occurs via the Ly𝛼 emission line. Estimates for high redshifts are of the orders of
1043 − 1045 erg/s. Faucher-Giguère et al., 2010 find a Ly𝛼 cooling emission rate for halos
as a function of mass 𝑀 rate as

⟨ ̇𝐸grav⟩ ≈ 3.8 ⋅ 1043 erg s−1𝑓eff ( 𝑀
1012𝑀⊙

)
1.8

(1 + 𝑧
4

)
3.5

(
𝑓gas

0.165
) (2.53)
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for a NFW halo profile (Navarro et al., 1997) with concentration parameter 𝑐 = 5, where
𝑓gas is the fraction of accreted mass that is gaseous and 𝑓eff is the efficiency factor account-
ing for the amount of energy not being dissipated by contributing to a kinetic and thermal
energy remaining in the formed structure.

Since this is a rough estimate, there has been a range of computational explorations us-
ing simulations of cosmological structure formation (Fardal et al., 2001; Faucher-Giguère
et al., 2010) in which accretion of matter occurs in cold streams of 𝑇 ∼ 104 − 105 K
primarily cooling through Ly𝛼 emission. Major uncertainties remain due to the insuf-
ficient capture of the relevant physical processes and resolution capturing the various
feedback models and weak shocks that shape the kinematics, ionization and ultimately
Ly𝛼 emission.

2.7 Absorption and dust

Ly𝛼 photons are easily scattered by neutral hydrogen given the large cross-section of
the transition and abundance of neutral hydrogen. Scattering, i.e. the absorption and
re-emission of Ly𝛼 photons is discussed in Section 2.8. Here, we discuss the simpler case
of absorption of Ly𝛼 photons without subsequent re-emission at a similar wavelength,
that we also call (Ly𝛼) destruction.

Typically, destruction occurs by dust, but Ly𝛼 photons can also be destroyed by various
other channels including molecular hydrogen, absorption by already excited hydrogen,
and 2p-2s mixing by collision with ions before recombination (Spitzer et al., 1951). These
channels are not handled in this dissertation as they remain unimportant for the resolved
regions in the cosmological galaxy formation simulations studied (Dijkstra, 2019).

Cosmic dust describes a range of small particles built up frommetals. Upon absorption
of a Ly𝛼 photon, their energy is commonly dissipated by vibrational modes into the
infrared (Draine, 2011) and the Ly𝛼 photon is thus lost. While the composition of
dust and the Universe’s enrichment with it is a sizable research field and of particular
uncertainties in the high redshift Universe, we are only interested in its impact on the
Ly𝛼 line. Its impact can be effectively modelled without having to descend to cosmic
dust’s accurate description. In fact, the dust type and its choice of implementation have
little impact on the results for the Ly𝛼 radiative transfer (Laursen, 2010b).

The cross-section 𝜎𝐷 for Ly𝛼 interacting with a dust grain can be expressed in terms
of the typical dust grain size 𝑑 and according absorption/scattering efficiencies 𝑄𝐴/𝑄𝑆 as

𝜎𝑑 = 𝜋𝑑2 (𝑄2
𝐴 + 𝑄2

𝑆) (2.54)
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following Verhamme et al. (2006) and Behrens (2014). The albedo

𝐴 ≡ 𝑄𝑠
𝑄𝑠 + 𝑄𝐴

(2.55)

sets the probability to scatter (rather than being destructed with a probability 1 − 𝐴). For
Ly𝛼 an albedo of ∼ 0.5 is appropriate (Verhamme et al., 2006). While the cross-section
for dust is strongly frequency dependent, it can be well approximated as flat for any
reasonable shift near the Ly𝛼 line-center. The phase function for the direction of scattering
is commonly approximated with the relatively simple Greenstein phase function (Henyey
et al., 1941) with a 𝑔-paramater of ∼ 0.7. We introduce phase functions, including the
Greenstein phase function, when discussion the scattering process in Section 2.8.

In order to use observational measurements of dust extinction, it is convenient to
define the cross-section 𝜎𝐷,𝐻 as the cross-section for Ly𝛼 photons per hydrogen atom
(rather than per dust grain). Using observational constraints, we can then determine
this cross-section from measured extinction coefficients for a given hydrogen column
density (Laursen, 2010b).

The Ly𝛼 radiative transfer with dust can strongly depend on the clumpiness of hydro-
gen and dust. While observationally unclear, theoretical considerations estimate fragmen-
tation of gas clouds on sub-parsec scales (McCourt et al., 2018). The Ly𝛼 radiative transfer
leads to vastly different outcomes depending on the small-scale structure (Gronke et al.,
2016b, 2017b). As resolving this structure remains computationally unfeasible for the
dynamic range that would need to be covered for cosmological structure formation simu-
lations considered in this thesis, we decided against incorporating dust in our fiducial
models except for test purposes and qualitative trends. Alternatively, effective subgrid
models can be incorporated (e.g. from Hansen et al., 2006). A similar solution might be
desirable in multiphase gas of star-forming regions, also see the discussion in Section 6.4.2.

2.8 Scattering

Upon absorption of a Ly𝛼 photon by a neutral hydrogen atom in the ground state, a
photon of the same energy3 is emitted in the atom’s rest-frame. Observed in the frame of
the gas’ bulk motion, absorption and reemission of a Ly𝛼 photon can nevertheless change
the photon’s energy due to the thermal motion of the interacting atom. Here, we discuss
the change in frequency and direction of such Ly𝛼 scattering process.

3Minor changes in energy can occur due a recoil effect and potential perturbation before decay on
time-scale 𝐴−1

21 , see discussion below.
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2.8.1 Frequency shift

To zeroth order, the scattering is coherent in the rest-frame of the atom: the frequency
of the incoming photon equals that of the outgoing photon. Given the atom’s velocity
that the photon interacts with, we however have to account for the relativistic Doppler
shift into and out of the atom’s rest-frame. This implies that the photon’s energy will in
fact change for an observer moving with the gas’ bulk motion. The relativistic Doppler
shift for a photon’s frequency 𝜈 with direction �⃗� observed as frequency 𝜈′ in the atom’s
rest-frame moving with velocity ⃗𝑣 is given as

𝜈′ = 𝜈√1 − ⃗𝑣⋅�⃗�
𝑐

1 + ⃗𝑣⋅�⃗�
𝑐

, (2.56)

which we can express in terms of the dimensionless frequency

𝑥′ = 𝑥 − ⃗𝑣 ⋅ �⃗�
𝑣thermal

, (2.57)

where we have assumed ( ⃗𝑣 ⋅ �⃗�)/𝑐 ≪ 1 and that the frequency shifts remain close the
line-center. Shifting into and out of the atom’s rest-frame results in two of the above
transforms with 𝑥′

in = 𝑥′
out for coherent scattering. This leads to

𝑥out = 𝑥in + ⃗𝑣(�⃗�out − �⃗�in)
𝑣thermal

. (2.58)

Coherence of the scattering in the atom’s rest-frame is broken by the recoil effect
due to a change in the photon’s associated momentum. This subsequently also changes
Equation (2.58). However, this effect should be negligible in astrophysical environments
except for very low temperatures and we thus do not discuss this effect further (Adams,
1971; Zheng et al., 2002).

The velocity ⃗𝑣 entering Equation (2.58) is drawn from the gas’ velocity distribution,
which is well described by a Maxwell-Boltzmann distribution. For the individual dimen-
sions, this corresponds to a simple Gaussian distribution for each dimension. Choosing
the coordinate system to be aligned with the photon’s direction, we can describe the
atom’s velocity with a parallel and two perpendicular components. While all three compo-
nents follow a Gaussian velocity distribution, the probability distribution for the parallel
component of a scattering atom is more complicated: Due to the Doppler shift set by
the perpendicular velocity component, the probability of interaction with the photon is
modified by the frequency dependent cross-section according to Equation (2.38). This
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means that the perpendicular velocity component’s PDF is given as the convolution of
the line profile and the Gaussian velocity distribution

𝑓(𝑢∥) = 𝑎
𝜋𝐻(𝑎, 𝑥)

𝑒−𝑢2
∥

(𝑥 − 𝑢∥)2 + 𝑎2
, (2.59)

while the perpendicular distributions (𝑖 = 1, 2) simply follow a Gaussian:

𝑔(𝑢⟂,𝑖) = 1
𝜋

𝑒−𝑢2
⟂,𝑖 (2.60)

2.8.2 Change of direction

The phase function describes the angular probability distribution for the outgoing photon
relative to the incoming photon. The phase function 𝑃(𝜇), with the angle 𝜇 ≡ cos(𝜃)
parallel to the incoming photon, is normalized via

1
4𝜋

∫
2𝜋

0
∫

𝜋

0
𝑃(cos 𝜃) sin 𝜃𝑑𝜃𝑑Φ = 1

2
∫

1

−1
𝑃(𝜇)𝑑𝜇 = 1. (2.61)

Isotropic re-emission is thus described by

𝑃(𝜇) = 1 (2.62)

and commonly considered dipole scattering by

𝑃(𝜇) = 3
4

(1 + 𝜇2). (2.63)

Ly𝛼 photons are dipole scattered when the frequency is in the line’s wings. For
frequencies in the core, scattering occurs as a hybrid form due to the isotropic decay from
the 2P1/2 state and dipole like decay from 2P3/2 (Hamilton, 1940; Stenflo, 1980; Laursen,
2010b).

For the description of dust, we use the Greenstein phase (Henyey et al., 1941) function

𝑃(𝜇) = 1
2

1 − 𝑔2

(1 + 𝑔2 − 2𝑔𝜇)3/2 . (2.64)

to approximate the dust’s scattering process, where one commonly sets the characterizing
factor 𝑔 = 0.7 for dust (Li et al., 2001).
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Similar to the frequency shift in Equation (2.57), the direction of the photon will
change when going from the gas’ frame to the atom’s rest-frame. In the gas’ rest-frame, a
photon traveling with an angle 𝜃 relative to the scattering atom’s velocity 𝑣, will have a
modified direction 𝑘′ in the atom’s rest-frame transformed by

𝑘′
∥ =

𝑘∥ − 𝑣/𝑐
1 − (𝑣/𝑐)𝑘∥

(2.65)

where 𝑘∥ ≡ cos 𝜃 is the parallel directional component relative to the atom’s velocity (Ry-
bicki et al., 2004). The perpendicular component is then set by 𝑘′

⟂ = √1 − 𝑘′2
∥ . The

azimuthal angle, i.e. the direction within the plane perpendicular to the atom’s velocity,
remains unchanged. For example, a photon’s direction remains unchanged in the atom’s
frame when solely moving parallel to the atom’s velocity (i.e. 𝑘′

∥ = 𝑘∥ = 1). In contrast, a
photon reaching the atom in a right angle relative to its velocity component (𝑘⟂ = 1) will
have part of its component shifted into the parallel component (𝑘′

∥ = 𝑣/𝑐).

2.9 Lyα radiative transfer

The radiative transfer equation (RTE) describes the propagation of radiation depending
on the absorption, emission and scattering in the underlying medium.

The radiative transfer equation is commonly expressed in terms of the specific intensity
𝐼𝜈 defined as the energy per unit time, area, solid angle and frequency. It is thus given by

𝐼𝜈 = 𝑑𝐸
𝑑𝑡𝑑𝐴𝑑Ω𝑑𝜈

. (2.66)

The radiative transfer equation is given as

(1
𝑐

𝜕
𝜕𝑡

+ 𝜕
𝜕𝑠

) 𝐼𝜈 = − 𝛼𝜈𝐼𝜈⏟
𝐴𝑏𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛

+ 𝑗𝜈⏟
𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛

+ ∫ ∫ 𝛼𝜈′𝐼𝜈′𝑅(𝜈, �̂�|𝜈′, �̂�′)𝑑𝜈′ 𝑑Ω
4𝜋⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑆𝑐𝑎𝑡𝑡𝑒𝑟𝑖𝑛𝑔

, (2.67)

where 𝐼𝜈, 𝛼𝜈 and 𝑗𝜈 are time-dependent fields that also depend on the radiation’s direction
�⃗� and frequency 𝜈. With the RTE being a complex integro-differential equation, analytical
solution are sparse even under simplifying assumptions, motivating our numerical Monte
Carlo approach presented later in Chapter 3. We nevertheless shortly motivate the
different terms of the RTE and link them to already introduced theory from above.
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2.9.1 Absorption term

The absorption term describes the removal of photons from the beam and thus decreases
the specific intensity. The absorption is quantified by themedium’s attenuation coefficient
𝛼𝜈. With the attenuation being proportional to the specific intensity, we obtain

𝑑𝐼𝜈
𝑑𝑠

= −𝛼𝜈𝐼𝜈 (2.68)

for specific intensity’s change per path element 𝑑𝑠. The attenuation coefficient is given
by 𝛼𝜈 = 𝑛𝜎𝜈 with number density 𝑛 and cross-section 𝜎𝜈 of the respective medium. For
Ly𝛼 photons, attenuation given by neutral hydrogen (and subsequent scattering) and
destruction by dust with

𝛼 = 𝛼𝐻𝐼
𝜈 + 𝛼dust

𝜈 . (2.69)

Integrating Equation 2.68 yields

𝐼 = 𝐼0 exp [− ∫
𝑠

0
𝛼(𝑠′)𝑑𝑠′] = 𝐼0 exp [−𝜏] . (2.70)

We thus obtain an exponential decay of the initial ray 𝐼0 for the integrated attenuation
coefficient over the distance it traverses. The latter defines the optical depth:

𝜏 ≡ ∫
𝑠

0
𝛼(𝑠′)𝑑𝑠′ (2.71)

2.9.2 Emission term

The emission term is described by the emissivity 𝑗𝜈 in the radiative transfer equation. For
a beam passing a segment 𝑑𝑠, the specific intensity increases according to

𝑑𝐼𝜈
𝑑𝑠

= 𝑗𝜈. (2.72)

The emissivity in our case are the different presented emission mechanisms. If we
fully capture the hydrogen’s ionization structure, we get

𝑗𝜈 = 𝜙(𝜈)
4𝜋

(𝜖rec + 𝜖coll) (2.73)

for the recombinations and collisional excitations from Equations (2.44) and (2.45). In
above expression, we assume isotropic emission. As we do not resolve the hydrogen’s
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ionization and temperature structure properly in hydrodynamic simulations, we com-
monly add contributions such as from star-forming regions, see Equation (2.47). For
the resolved gas structure the spectral distribution 𝜙(𝜈) for the emission is given by the
Ly𝛼 line profile Φ(𝜈) in the rest-frame of the gas. One needs to potentially adjust the
spectral distribution 𝜙(𝜈) to account for the radiative transfer of the unresolved density
and velocity structure at a given scale in simulations.

2.9.3 Scattering term

When Ly𝛼 photons are absorped by neutral hydrogen, those excited hydrogen atoms
quickly re-emit Ly𝛼 photons given the large 𝐴Ly𝛼 leading to an average decay time of 𝑡 =

1
𝐴Ly𝛼

≈ 1 ns. The scattering term is primarily characterized by the so-called redistribution
function 𝑅. This function relates the probability 𝑃(𝜈, �̂�|𝜈′, �̂�′) of an incoming photon
from direction �̂�′ and frequency 𝜈′ being scattered into a direction �̂� and a frequency 𝜈
via

𝑃(𝜈, �̂�|𝜈′, �̂�′) = 𝑅(𝜈, �̂�|𝜈′, �̂�′)𝑑𝜈𝑑𝜈′ 𝑑Ω
4𝜋

𝑑Ω′

4𝜋
. (2.74)

We can obtain the specific intensity by integrating over the directions and frequencies
of the incoming photons:

𝑑𝐼𝜈
𝑑𝑠

= ∫ ∫ 𝛼′
𝜈𝐼𝜈′𝑅(𝜈, �̂�|𝜈′, �̂�′)𝑑𝜈′ 𝑑Ω

4𝜋
. (2.75)
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Fig. 2.5 Frequency redistribution 𝑅(𝑥out|𝑥in) by
scattering. The PDF for outgoing photon fre-
quencies is shown for different input frequen-
cies (colors). We assume a isotropic (dipole)
scattering phase function for the solid (dashed)
line.

The redistribution processes is determined by the scattering behavior presented in
Section 2.8. An interesting quantity we can obtain from it is the probability distribution
𝑅(𝑥out|𝑥in) for an outgoing frequeuncy 𝑥out following an ingoing photon’s frequency 𝑥in.
This can be calculated bymarginalizing over the angles of the incoming and outgoing pho-
ton (e.g. see Dijkstra, 2019). We show the resulting distribution in Figure 2.5. Differences
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Fig. 2.6 A random walk (left) compared to the Ly𝛼 photon walk through a static uniform sphere
(right). For the random walk, the directions are drawn isotropically, while for the Ly𝛼 photon
trajectories photons experience changes in direction and frequency according to Section 2.8. Path
lengths are drawn from an exponential distribution to reproduce an exponential intensity decay
as in Eqn. (2.70). The optical depth in the line-center from the center of the sphere is 𝜏 = 101 for
the random walk and 𝜏 = 105 for the Ly𝛼 photon trajectories.

between the isotropic and dipole scattering phase function are moderate. This motivates
adopting either of those as an approximation for the Ly𝛼 scattering phase function in
radiative transfer codes, while in reality both isotropic and dipole phase functions occur
as discussed in Section 2.8.2.

2.10 Building a Lyα radiative transfer intuition

The radiative transfer solution for Ly𝛼 only holds analytic solutions for a few special
cases, which motivates the use of a Monte Carlo radiative transfer code as we use and
introduce, see Chapter 3. Nevertheless, we can gain insights into the scattering process
by investigating the scattering term of the radiative transfer equation and by qualitatively
studying simplified numerical and (semi-)analytic solutions.

2.10.1 Random walk

The radiative transfer for Ly𝛼 can appear peculiar at first. For a better understanding, we
can start by investigating random walks. For random walks, we can follow individual
photons, just as we will for the numerical radiative transfer simulations of Ly𝛼 photons
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later on. We will shortly review the expected behavior for a random walk and then
subsequently work out the differences for Ly𝛼 radiative transfer. We define a random
walk as a sequence of 𝑛 random steps with a respective displacement ⃗𝑟𝑖, such that the
overall distance traveled is

�⃗� = ∑
1≤𝑖≤𝑛

⃗𝑟𝑖. (2.76)

The mean displacement is hence zero for isotropic scattering for which ⟨ ⃗𝑟𝑖⟩ = 0. But
while the mean displacement remains zero, the photons will stochastically traverse a
finite distance 𝐿. Such distance could for example be the surface of an optically thick
medium at which point a photon can escape. We can characterize this by the root mean
square distance

𝑅RMS = √⟨�⃗�2⟩ =
√√√

⎷
(⟨ ∑

1≤𝑖≤𝑛
⃗𝑟𝑖)

2

⟩ = √ ∑
1≤𝑖≤𝑛

⟨ ⃗𝑟 2
𝑖 ⟩ (2.77)

where we used ⟨ ⃗𝑟𝑖 ⋅ ⃗𝑟𝑗⟩ = 0 (𝑖 ≠ 𝑗) for independent steps. If we draw all steps from the
same probability distribution, we thus find

𝑅RMS =
√

𝑁⟨𝑟⟩ (2.78)

For a uniform medium with absorption coefficient 𝛼 and extent 𝐿 from its center, we
can define its optical depth as 𝜏 = 𝛼 ⋅ 𝐿 and the mean free path 𝜆 = 𝛼−1. We can now
estimate the number of scatterings needed to escape the medium by setting ⟨𝑟⟩ = 𝜆 and
𝑅RMS = 𝐿 and thus find

𝑁 = 𝜏2 (2.79)

for optically thick (𝜏 ≫ 1) environments. In the optical thin case (𝜏 ≪ 1), considerations
of the random walks would be misguided here as less than a single step takes place. In
such case, the number of scatterings scales linear with the optical depth (Rybicki et al.,
2004).

In Figure 2.6, we contrast a random walk (left panel) in a uniform sphere with
trajectory of Ly𝛼 photons in such uniform sphere. As expected, the number of scatterings
corresponds to 𝒪(102) for the random walks in the sphere of optical depth 𝜏 = 10 from
the sphere’s center. Furthermore, the walks seem in line with the assumption of different
steps to be independent from one another and isotropic. We draw the optical depths of
steps from an exponential distribution in order to reproduce the behavior of Eqn. (2.70).
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While step sizes can thus vary substantially, the escape of photons does not rely on a
few large steps, but rather the overall ensemble of steps that happens to be anisotropic
enough at some point of the random walk to escape the sphere.

In the right panel of Figure 2.6, we show the radiative transfer for three Ly𝛼 photons at
a line-center optical depth of 𝜏 = 105. The resulting trajectories look significantly different
from those of the random walk even though the scattering is isotropic to zeroth order
and the optical depths are drawn from an exponential distribution as for the random
walk. In contrast to the random walk, the trajectories appear to have much larger and
varying step length between the scattering events. The number of scatterings is in the
order of 𝒪(105) per trajectory. This might appear surprising for two reasons: First, the
amount of visible path elements appears much smaller, which hints that most scatterings
appear after very small displacements, with photons spontaneously escaping in longer
paths. Second, the expected number of scatterings would be 𝒪(1010) for a random walk
– vastly larger than what we observe. In the next section, we discuss some important
aspects of Ly𝛼 scattering which explain this behaviour.

2.10.2 Insights from the scattering process

Osterbrock (1962) calculated that a photon with an initial frequency shift 𝑥 with a
frequency shift 𝑥′ after scattering in the Ly𝛼 profile’s wings will have an expected shift
difference Δ𝑥 = 𝑥′ − 𝑥 of

⟨Δ𝑥′|𝑥⟩ = −1
𝑥

. (2.80)

Photons are thus on average shifted back towards the line-center with each scattering
in the Lorentzian wings. Furthermore, it was shown that the root mean square (rms)

√⟨Δ𝑥2|𝑥′⟩ = 1 (2.81)

is constant with a frequency displacement of one Doppler width per scattering (Oster-
brock, 1962).

In the following, we will discuss the two optical thick regimes for a basic under-
standing of the escape of Ly𝛼 photon from astrophysical media and the characteristic
double-peaked spectrum that arises. These scenarios are described by the single longest
flight (Osterbrock, 1962) and the single longest excursion (Adams, 1972). In the former
scenario, a Ly𝛼 photon will escape by a single flight upon being scattered so far into the
line profile’s wings that the medium appears optically thin. In the latter scenario, optical
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depths are so large that a Ly𝛼 photon making a large frequency excursion can no longer
escape in a single flight as the medium also appears optically thick in the line profile’s
wing. Instead, spatial diffusion of the photon sets in while gradually, but slowly, also
wandering back into the line-center in frequency space.

Single longest flight

In an optically thick medium with a photon spawned in the line-center, seeing an optical
depth 𝜏 = 𝜏0, the Ly𝛼 photon will scatter numerous times until scattering with a fast
moving atom, changing its direction and subsequently its frequency. This can drastically
change the photon’s optical depth in the medium. For the Gaussian core of the line profile,
the optical depth of the outgoing photon with frequency 𝑥1 will be 𝜏 = 𝜏0 exp(−𝑥2

1).
Hence, if the outgoing photon is scattered to

𝑥1 = (ln 𝜏0)1/2, (2.82)

where the medium is no longer appears optically thick (i.e. 𝜏1 = 1), then the Ly𝛼 photon
can escape in a single flight.

Assuming complete redistribution of the Ly𝛼 photon’s frequency, i.e. no correlation
between the incoming and outgoing photon’s frequency (Zanstra, 1949), the frequency
redistribution in the core is given by

𝑝(𝑥) =
√

𝜋−1 exp (−𝑥2) (2.83)

and subsequently, the probability to scatter to a frequency 𝑥 ≥ 𝑥1 where the photon can
escape is given by

𝜔(𝑥1) = 2 ∫
∞

𝑥1

𝑝(𝑥)𝑑𝑥 = 1 − 2√
𝜋

∫
𝑥1

0
exp (−𝑥2) 𝑑𝑥 (2.84)

and the number of scatterings is given by 𝑁 = 1/𝜔(𝑥1). Approximating the error function
from above integral with Chiani et al. (2003), we find

𝑝(𝜏0) ≈ 1
6
exp (−𝑥2

1) + 1
6
exp(−4

3
𝑥2

1) = 1
6

1
𝜏0

+ 1
2

1
𝜏4/3

0

≈ 1
6

1
𝜏0

(2.85)

for 𝜏0 ≫ 1. We thus find the number of scatterings to scale linearly with the optical depth.
The frequency diffusion in the Gaussian core followed by a single flight thus substantially
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decreases the amount of scatterings compared to a classical spatial diffusion with 𝑁 ∼ 𝜏0

for a random walk in Section 2.10.1.
However, at high optical depths, part of the Lorentzian wings will eventually become

optically thick such that above calculation is no longer a valid approximation. Osterbrock
(1962) argued that scatterings should start to scale as 𝑁 ∼ 𝜏2

0 but was however unable
to numerically confirm it. Instead, the number of scatterings was found to remain at
its 𝑁 ∼ 𝜏0 scaling. Next, we will give an argument for this linear scaling incorporating
the line profile’s Lorentzian wings and for the position of the spectrum’s peaks as given
by Adams, 1972.

Single longest excursion

For 𝑥 ≫ 1, the mean shift is much smaller than the rms (see Equations 2.80/2.81) and
thus the photon will undergo a random walk in frequency space, such that it will take
𝑁 ∼ 𝑥2 to reach the line-center again. The mean free path scales inverse to the line
profile: 𝑙 = 1/(𝑛𝜎) ∼ Φ(𝑥) ∼ 𝑥2/𝑎 where 𝑎 is the Voigt parameter as before. As the line
profile changes relatively slowly in the Lorentzian wings, we can hence estimate the rms
spatial distance during the random walk in frequency space as 𝑙rms ∼ 𝑥2

√
𝑁/𝑎 ∼ 𝑥3/𝑎. If

the photon ought to escape within one such large frequency shift, we expect 𝑙rms ∼ 𝑟0,
where we can express the medium’s size 𝑟0 in terms of the line-center optical depth via
𝑟0 = 𝜏0/(𝑛𝜎). We hence expect that photons will effectively escape for frequency shifts
𝑥∗ of

𝑥∗ ∼ (𝑎𝜏0√
𝜋

)
1/3

. (2.86)

We expect to 𝑥∗ to be the peak of the emerging spectra as lower frequency shifts will
return to the optically thick line-center before escaping and larger frequency shifts are
generally more unlikely to occur.

Adams (1972) furthermore gave an argument for the average number of scatterings
required for photons to escape. As the spectrum is relatively flat4, the probability to find
a photon within 𝑥 ± 𝑑𝑥/2 is approximately Φ(𝑥)𝑑𝑥 assuming complete redistribution. As
seen, photons however scatter ∼ 𝑥2 times at a given frequency 𝑥. Hence, the probability
to initially scatter into this frequency range is ∼ Φ(𝑥)/𝑥2𝑑𝑥. The cumulative escape
probability 𝑃esc is then given as the integration for shifting into any frequency that is

4Adams, 1972 found this numerically, while it is physically expected from the Fokker-Planck equa-
tion (Gronke et al., 2017b).
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further than 𝑥∗ from the line center, i.e.

𝑃esc = ∫
−𝑥∗

−∞

Φ(𝑥)
𝑥2 𝑑𝑥 + ∫

∞

𝑥∗

Φ(𝑥)
𝑥2 𝑑𝑥 = 2 ∫

∞

𝑥∗

Φ(𝑥)
𝑥2 𝑑𝑥 = 2𝑎

3𝜋𝑥∗3 (2.87)

Photons are hence expected to escape after 𝑁 = 1/𝑃esc scattering events scaling as

𝑁 ∼ 3
√

𝜋
2

𝜏0 (2.88)

using Equation (2.86). The number of scatterings thus remains proportional to the optical
depth as in the case of the single longest flight rather than squared as for a classical random
walk.

Illustrations of RT Dependencies

Fig. 2.7 Illustration of the Ly𝛼 radiative transfer for two different neutral hydrogen densities
in a homogeneous medium (left). On the left side of the illustration, we show a high density
environment, opposed to a lower density on its right side. Photons will scatter numerous times in
this optically thick medium, until they happen to interact with a fast moving atom after which
they can experience a frequency shift for which the medium occurs opaque. At higher densities,
and hence optical depths, interactions with faster moving atoms are required to shift the photon
to an optically thin frequency. Hence, more scatterings are required. We also show the resulting
spectra (right). Given the larger frequency shifts at which the medium occurs optically thin at
higher densities, the peak positions move further away from the Ly𝛼 line-center.

In the Figures 2.7, 2.8 and 2.9, we respectively visualize and explain the impact of
a changing density, velocity and clumpiness on the photon trajectories and resulting
spectra of escaping photons. In the left panel of the figures, we show photon trajectory
sketches for two different setups to the left and right of respective sketch. In all figures, we
assume very optically thick medium, where photons finally escape with large frequency
shifts while omiting the required very high amount of scatterings required to statistically
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enable such frequency shift. An analytic solution for a setup of homogeneous dense
slabs/spheres exist, which we will present in Section 2.10.3.

Figure 2.7 shows the scattering process and resulting spectra in different dense homo-
geneous media. The spectrum is double peaked as photons need to acquire a frequency
out of the optically thick Ly𝛼 line-center in order to escape. The peak position scales
monotonously with the density as found in Equation (2.86).

Fig. 2.8 Illustration of the Ly𝛼 radiative transfer for two different velocity gradients in a homo-
geneous medium (left). On the left side of the illustration, we show an inflowing structure,
opposed to an outflowing structure on the right. Due to the velocity gradient, photons with a
frequency offset will be shifted into or away from the line-center as they travel outwards according
to their frequency shift relative to the velocity gradients sign. Photons that will be shifted into
the line-center (red photons for infalling structures, blue photons for outflowing structures) will
hence experience a high optical depth again. Only upon being shifted into a frequency that will be
further shifted out of the line-center by the velocity gradient (blue photons for infalling structures,
red photons for outflowing structure) photons can escape. We also show the resulting spectra
(right). As the velocity will help or hinder Ly𝛼 photons to escape depending on their shift relative
to the line-center, the spectra are accordingly asymmetric towards a blue or red peak depending
on the sign of the velocity gradient.

Figure 2.8 shows the resulting spectra in the presence of an differential in- or outflow.
For an inflow, photons will be increasingly blueshifted (increasing 𝑥) in the gas rest-
frame as they move outwards. This means that photons already in the blue wing (𝑥 > 0)
of the line-profile will experience lower optical depths, while photons in the red wing
(𝑥 < 0) will be shifted towards the optically very thick line-center. As a result, we obtain
a suppression of the red peak (𝑥 < 0) relative to the blue peak. For outflowing gas, the
reasoning and result reverse.

The scenario of inflowing or outflowing gas and the resulting asymmetric spectrum
is important for the understanding of spectral signatures of Ly𝛼 emitting galaxies. In
physical environments in and around galaxies, inflows commonly arise from cold accre-
tion streams and outflows signify feedback resulting from stars and AGN. Observations
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commonly show a dominant blue peak5 (𝑥 > 0) interpreted as indicator for the presence
of strong outflows in those objects (Gronke, 2017). However, there is a potential degener-
acy in the interpretation of the blue peaks. Namely, the Hubble flow effectively acts as an
outflow given the expanding space during the photons’ flight. This potential degeneracy
between galaxy feedback and Hubble flow for the Ly𝛼 spectra will be an important topic
of Chapter 5.

In Figure 2.9, we show the impact of dust and clumping on the Ly𝛼 escape and
spectra. In a homgeneous optically thick medium, tiny amount of dust will be sufficient
to attenuate any Ly𝛼 flux due to the large integrated path that photons propagate between
the numerous scatterings until interacting with very fast moving atoms. While the dust
cross-section is approximately constant within the frequencies that Ly𝛼 photons are
shifted into, the spectral shape (in addition to any attenuation) is still affected significantly
by dust. Larger frequency shifts are more unlikely to occur. Larger shifts increase the
photons’ number of scatterings, travelled path, and thus chance to be attenuated by
dust before being able to escape by a substantial frequency shift. As a consequence,
dusty homogeneous environments will show a smaller peak separation than dust free
environments (Laursen et al., 2009). However, the Ly𝛼 spectral shape and photon escape
can vastly differ for clumpy media depending on its structure with various regimes
present characterized by the optical depth and clumping factor (Gronke et al., 2017b).

2.10.3 Toy models

For large optical depths, the spectrum 𝐽 emerging from a central source emitting at a
resonant line frequency in a slab of infinite extent except for its perpendicular direction
with an optical depth 𝜏0 from the slab’s center and a Voigt parameter 𝑎 can be derived to
be

𝐽(±𝜏0, 𝑥) =
√

6
24

𝑥2

𝑎𝜏0

1
cosh [√𝜋4/54 |𝑥3|/𝑎𝜏0]

(2.89)

normalized to 1/4𝜋. This result was first derived by Harrington (1973) and generalized
by Neufeld, 1990 to allow for frequency shifts and source displacement. In Dijkstra et al.,
2006 a solution for a similar setup under spherical symmetry is provided, yielding a
similar resulting shape but slight shift of the peak positions. Note that in the following we
will call all results from such setups “Neufeld solution”. It provides an easy to implement
end-to-end test for Ly𝛼 Monte Carlo radiative transfer codes – such as is introduced in

5If no subdominant red peak is present, the single peak can still identified as “blue” given its often
measured systemic redshift from the line-center inferred from other emission lines.
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Fig. 2.9 Illustration of the Ly𝛼 radiative transfer for two different density distributions right.
On the left side of the illustration, we show a clumped medium, opposed to a homogeneous
medium on the right. Gray particles represent dust. While we assume the same average densities,
the photon trajectories will qualitatively differ in the two scenarios. Ly𝛼 photons can effectively
off-scatter at boundaries to much higher densities. As a consequence, dust that is clustered in
clumped neutral hydrogen density regions is effectively dodged by Ly𝛼 photons. Furthermore the
path lengths Ly𝛼 photons travel during their scattering process are effectively reduced compared
to the homogeneous density case. In latter case, dust is furthermore not evaded and, as scatterings
can largely increase the path lenghts travelled, destruction of Ly𝛼 photons is largely increased at
higher densities in homogeneous media. We also show the expected spectra (right).

Chapter 3. A generalized static solution for power-law density and emission structures
have recently been calculated by Lao et al., 2020.

The solution is characterized by a double-peaked, symmetric shape. The Neufeld
solution is shown in Figure 2.7. As deduced from the arguments in Section 2.10.2, the
peaks of the Neufeld solution indeed scale as

𝑥𝑝 = 𝐶(𝑎𝜏0)1/3 (2.90)

with 𝐶 = 0.92 in the spherical geometry and 𝐶 = 1.06 for the slab geometry (Dijkstra
et al., 2006).

In non-static media, early considerations for the Ly𝛼 line shift have been presented
by Neufeld et al. (1988) and a solution for the resulting spatial and spectral distribution
for a spherical symmetry with an outflow by the Hubble flow has been presented by Loeb
et al., 1999.

Today, Ly𝛼 spectra are often fit by shell models. Shell models consist of a central
source emitting Ly𝛼 photons encircled by a moving shell of neutral hydrogen (Ahn, 2004;
Verhamme et al., 2006; Gronke et al., 2015). The shells can be parametrized by relevant
parameters such as their neutral hydrogen column density 𝑁HI, dust optical depth 𝜏𝑑,
outflow velocity 𝑣exp, intrinsic Ly𝛼 line width 𝜎𝑖, and effective temperature 𝑇 of the gas
to reproduce observed Ly𝛼 spectra (Gronke, 2017).
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The Ly𝛼 radiative transfer is sensitive to the kinematics and density structure. Clumpy
multiphase media have been evaluated, which can heavily differ from the homogeneous
case (Neufeld, 1991; Hansen et al., 2006; Gronke et al., 2016a; Gronke et al., 2017b).
This in particular has strong implications for the arising spectra and attenuation when
incorporating dust. In uniform media, the optical depth for dust destruction vastly
grows due to the distance travelled by Ly𝛼 photons until escape at optically thinner
frequencies. However, if dust and hydrogen was bound in clumps, the scattering process,
spectra and attenuation can vastly differ. As Ly𝛼 photons effectively start to trace out
their environment in a succession of scatterings, they can “avoid” clumps and their dust.
See Figure 2.9 for a visualization. There is a range of characteristic regimes set by the
respective optical depths of hydrogen, dust and their clumpiness, see e.g. Gronke et al.
(2016b, 2017b).

Similar to the clumpiness, anisotropies can be explored by the succession of scattering
with Ly𝛼 photons “taking a path of least resistance”. Subsequently simple anisotropic
toy models have been explored (Behrens et al., 2014; Zheng et al., 2014).

2.10.4 Moving beyond toy models

Moving beyond toy models, there has been a range of sophisticed computational ex-
plorations using hydrodynamic galaxy formation simulations to study Ly𝛼 emission.
While early studies of Ly𝛼 emission did not treat the Ly𝛼 radiative transfer yet (Fardal
et al., 2001), full Ly𝛼 radiative transfer was soon incorporated (Cantalupo et al., 2005;
Tasitsiomi, 2006a; Laursen et al., 2009).

Simulations have since covered a range of applications, such as Ly𝛼 emitters’ clustering
and luminosity function (Zheng et al., 2010, 2011a; Behrens et al., 2018), the earliest
galaxies (Smith et al., 2019), exploration of Ly𝛼 halos (Faucher-Giguère et al., 2010;
Kollmeier et al., 2010; Zheng et al., 2011b; Mitchell et al., 2021), and Ly𝛼 polarization
signatures (Trebitsch et al., 2016; Eide et al., 2018).

In the future, we can hope for radiation-hydrodynamical galaxy formation simulations
for larger representative samples to study LAEs/LAHs. Currently such simulations
remain only feasible for individual zoom simulations (e.g. Rosdahl et al., 2012; Mitchell
et al., 2021) as well as cosmological volumes, but only down to redshifts 𝑧 = 5−6 (Gnedin
et al., 2017; Rosdahl et al., 2018; Ocvirk et al., 2020) above the best observed range for Ly𝛼
objects.

Another exciting area of research will be to run Ly𝛼 RHD simulations, coupling the
hydrodynamics to the exerted Ly𝛼 radiation pressure, in the near future Smith et al.
(2020). This will allow a better understanding of the Ly𝛼 radiation’s dynamical impact.





Chapter 3
voroILTIS: A Lyα radiative transfer code for unstructured
grids

3.1 Introduction

Ly𝛼 Monte Carlo radiative transfer codes became increasing popular in the last years.
Similar to the scheme of Ahn et al. (2000), a variety of codes has been used in the last
years, including IGMTransfer (Laursen, 2010a), tlac (Gronke et al., 2014), COLT (Smith
et al., 2015) and RASCAS (Michel-Dansac et al., 2020). With the newest hydrodynamical
codes for galaxy formation simulations such as AREPO (Springel, 2010) describing the
gas distribution on unstructured grids, we aim to provide a Ly𝛼 radiative transfer code
to provide such capabilities, being able to process large galaxy counts and cosmological
volumes.

Our radiative transfer code voroILTIS is based on an early version of ILTIS first used
in Behrens et al. (2019). The latter code is based on stripped code initially presented
in Behrens (2014). voroILTIS is written in the C++ programming language using the
Open Multi-Processing (OpenMP Board, 2020) and Message Passing Interface (MPI
Forum, 2021) frameworks for multithreading and multiprocessing.

3.2 Monte Carlo procedure

We follow the common implementation of numerical radiative transfer in a Monte Carlo
fashion (e.g. Tasitsiomi, 2006a). We describe the Monte Carlo procedure in three steps:
First, photon packages are created. Second, these photon packages are propagated
through the gas distribution and subsequently scattered until they are either destroyed by
dust or another stop condition is reached. Third, at each scattering a peeling-off photon
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is spawned that is propagated along the line-of-sight, integrating the optical depth that
is encountered, until reaching an stop condition.

3.2.1 Emission

Photon packages are emitted froma list of predefined positions and luminosities. In earlier
publications on LAEs (Behrens et al., 2018; Byrohl et al., 2019, 2020b), we emitted photons
in the center of the LAE. Particularly for the latest publication on Ly𝛼 halos (Byrohl et al.,
2021), we assigned luminosities to each Voronoi cell by their defining global identifier.
In the future, some fiducial emission descriptions can be implemented in the code for
convenience, rendering the creation of pre-defined lists unnecessary.

Each photon is spawned in the rest-frame of the enclosing cell and its wavelength
is set according to a chosen intrinsic spectrum. Here, we primarily use Gaussian and
Delta distributions. We choose a random direction �⃗� for propagation from an isotropic
distribution.

Each photon package represents a luminosity of up to the luminosity specified in the
input list. Depending on the problem to be tackled, different partitioning schemes for the
luminosity across multiple photons are used. For example, as discussed in Section 6.2.3,
we stick to an equal photon count irrespetive of the cell’s luminosity to properly trace the
large dynamic range of surface brightnesses observed in simulated Ly𝛼 halos.

3.2.2 Propagation, scattering and destruction.

Upon initalization of each photon (and after each scattering), we assign an optical depth
that the photon will travel upon interacting with dust or hydrogen. We draw the optical
depth from the according exponential distribution

𝑃 = exp [−𝜏] . (3.1)

We then propagate the photon within the underlying geometrical setup. For each
step, we sum the optical depths Δ𝜏 for a photon stepsize Δ𝑠 given by

Δ𝜏 = 𝑛𝐻𝐼 𝜎(𝜈, 𝑇 ) Δ𝑠, (3.2)

where we calculate the frequency 𝜈 in the rest-frame of the volume element as

𝜈 = 𝜈 (1 − �⃗� ⋅ ⃗𝑣 + 𝐻(𝑧)𝑠
𝑐

) (3.3)
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accounting for the Doppler shift due to the element’s bulk motion and the Hubble flow
over the distance 𝑠 since the last scattering of the photon.

The photon stepsize is commonly set by the underlying cells size. However, substep-
ping can be involved within each cell. In particular, we use substepping when performing
runs including the Hubble flow to linearly update the photons’ frequency that can sub-
stantially change the cross-section in large cells.

The optical depth is integrated until the targeted optical depth is reached, after which
an interaction event is calculated. In case the integrated optical depth exceeds that of
the targeted depth after addition of a new step, we can linearly trace back to the point of
interaction, which we adjust the photon’s position to.

If dust is present in the simulation, we first determine whether a photon is de-
structed by dust. First, we calculate the probability for interacting with dust as 𝑓 ≡
Δ𝜏0,𝑑𝑢𝑠𝑡/(Δ𝜏0,𝑑𝑢𝑠𝑡 + Δ𝜏0,𝐻𝐼). The probability for destruction upon interacting with dust
is given by 1−𝐴, where 𝐴 is the albedo, see Section 2.7. We draw two randomnumbers ℛ1

and ℛ2 from the uniform distribution within [0, 1 ). If ℛ1 ≤ 𝑓 and ℛ2 > 𝐴, desctruction
occurs and we terminate the photon. If ℛ1 < 𝑓 but ℛ2 ≤ 𝐴, the photon is scattered
by dust. The calculation of such scattering event follows the procedure for hydrogen
scattering, albeit being simpler as we assume the cross-section for dust to be frequency
independent over the relevant frequencies.

For the scattering event with hydrogen (ℛ1 > 𝑓), we first need to determine the
velocity component of the interacting hydrogen atom parallel to the photon’s direction �⃗�.
The velocity distribution is determined by convolution of the line profile with the thermal
one-dimensional Gaussian distribution. We will discuss the calculation of the interacting
atom’s parallel and perpendicular velocity components in Section 3.3.2.

Next, we shift the frequency into the atom’s rest frame. We then draw an outgoing
direction vector according to the chosen phase function. Finally, we shift the frequency
out of the atom’s rest frame. Optionally, we also perform a transform of the incoming
and outgoing photon’s direction upon switching frames.

After having obtained a new direction vector and a new target optical depth, the
propagation of the photon continues, repeating the previous procedure. Photons that
are not destroyed by dust will only finish their journey given a termination condition. In
non-periodic volumes we commonly stop upon reaching its bounds. In periodic volumes,
we terminate upon reaching a set distance from the photon’s origin.
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3.2.3 Peeling-off photons

As the probability for a photon to scatter and escape towards a distant observer situated in
an angular element 𝑑Ω is infinitesimal, we spawn so-called “peeling-off photons” (Yusef-
Zadeh et al., 1984; Whitney, 2011). One or more peeling-off photons are spawned to
directly propagate into predefined directions that we want to obtain a mock observation
for. Each photon is propagated along its direction until hitting a non-periodic boundary
or reaching a set distance from the scattering’s position. During propagation, we inte-
grate the optical depth 𝜏peel that the photon experiences. Each “peeling-off photon” will
calculate its luminosity upon termination as

𝐿output = 𝐿input𝑃(𝜇) exp [−𝜏peel] (3.4)

where 𝑃(𝜇) is the phase function, 𝐿input the scattering photon’s luminosity.
Each Monte Carlo tracer represents a photon package that carries relevant informa-

tion for its propagation, scattering or destruction and can carry additional information
fields such as initial frequency and the originating halo. Once a photon, whether scat-
tering package or peeling-off package, reaches its end of lifetime in the simulation, this
information can be written to harddrive as requested by the user.

3.3 Numerical approximations

3.3.1 Cross-section

The integration that defines the Voigt profile is not analytically integrable, which leads to
approximative analytical forms being used. We rely on the approximation with accuracy
to better than 1% at 𝑇 > 2 K provided by Tasitsiomi (2006a). Different schemes with
better accuracy and performance exist (e.g. see comparison in Michel-Dansac et al., 2020).
Particularly at high frequency shifts 𝑥, the speed-up can be significant with a factor of ∼ 5.
As we find the code to be commonly memory bound, particularly for peeling-off photons
being Hubble shifted in the IGM to those high frequency offsets, we expect performance
improvements to be minor, but consider changes in the future.
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3.3.2 Scattering

Redistribution

By default, we use either an isotropic or dipole phase function for the Ly𝛼 scattering to
be set at compile time. For dust, we use the Greenstein phase function with 𝑔 = 0.7, see
Section 2.8.2. A more sophisticated phase function accounting for the different realistic
behaviour for core and wing scatterings can easily be implemented, but for the optically
thick environments we are interested in, we found little difference in the outcomes (e.g.
also see Laursen, 2010b).

Atom velocity

Perpendicular components The perpendicular directions to the incoming photon’s
direction can be drawn from a Gaussian distribution each assuming thermal equilibrium.
As commonly used, we can draw two indepenent random variates from a Gaussian
distribution by calculating

𝑢⟂,1 = (− ln𝑅1)1/2 cos (2𝜋𝑅2) (3.5)

𝑢⟂,2 = (− ln𝑅1)1/2 sin (2𝜋𝑅2) (3.6)

for two random variates from a uniform distribution 𝑅𝑖 ∈ [0, 1) as demonstrated by Box
et al. (1958).

Parallel component The parallel velocity component is given as convolution of a Gaus-
sian with the Voigt line profile yielding Equation (2.59). Sampling this distribution is
computationally challenging. Commonly, random variates are drawn by analytically in-
tegrating and inverting the PDF in question, the so-called transformation method (Press,
2007). By drawing a uniform number in the interval between zero and one and insert-
ing this number into the inverse of the integrated PDF, we can draw a random variate
according to the given PDF. As Equation (2.59) cannot be analytically integrated and
inverted, this approach is not possible here. Instead, we use an approach commonly
called rejection method (Press, 2007).

For a PDF 𝑝(𝑥) wewant to draw from, we choose a comparison function 𝑓(𝑥) (i) whose
integral we know analytically and which is invertible, and (ii) such that 𝑓(𝑥) > 𝑝(𝑥).
Using a uniform random number ℛ1 in the interval [0, 1), we can obtain a random variate
𝑥1 from the normalized 𝑓(𝑥) via the transformation method. Drawing another random
number ℛ2 from [0, 1), we obtain a random variate 𝑥2 of 𝑝(𝑥) if latter random number
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is not rejected. We reject and repeat the procedure for the case that ℛ2 > 𝑓(𝑥1)/𝑝(𝑥1).
See Press (2007) for more details and a visual explanation.

The efficiency of the rejection method strongly depends on the chosen comparison
function 𝑓(𝑥). The closer 𝑓(𝑥) follows 𝑝(𝑥), the fewer rejections and thus computational
time is needed. We adopt the rejection method using two rejection methods for the
perpendicular direction as used by Zheng et al. (2002) with the boundary of the two
functions’ regime as chosen by Laursen (2010b) using numerical tests.

Acceleration scheme

In optically thick environments, the calculation of subsequent Ly𝛼 scatterings is responsi-
ble for the gross of the computational runtime. Different schemes have been proposed
and implemented to reduce the number of scattering calculations in optically thick media.
Methods include (1) constraining the probability density function for the drawn optical
depth a Monte Carlo photon to lower values and biasing the photon weights to correct
for this constraint, (2) replacing optically thick cells’ radiative transfer with an analytic
simulation similar to the Neufeld solution discussed in Section 2.10.3, (3) artificially
increasing the frequency shift upon scattering to reduce core scatterings, and (4) solving
the diffusion equation for the frequency and spatial redistribution (Cashwell et al., 1959;
Ahn et al., 2002; Tasitsiomi, 2006b; Smith et al., 2018).

While (4)might offer the best speed-up, we opt for approach (3), which achieves suffi-
cient performance allowing us to perform the Ly𝛼 radiative transfer on galaxy formation
simulations in cosmological volumes in post-processing.

This acceleration scheme, as suggested by Avery et al. (1968) and Ahn et al. (2002),
skips interactions with low velocity atoms corresponding to those scatterings in the
line profile’s center. This is done by drawing the perpendicular velocity components
from a truncated Gaussian distribution with a lower velocity limit. Given the numerical
implementation in Equation (3.5), we obtain

𝑢⟂,1 = (𝑥2
𝑐 − ln𝑅1)1/2 cos (2𝜋𝑅2) , (3.7)

𝑢⟂,2 = (𝑥2
𝑐 − ln𝑅1)1/2 sin (2𝜋𝑅2) , (3.8)

with the critical dimensionless cutoff frequency 𝑥𝑐 below which we are neglecting scatter-
ings. We can use fixed values for 𝑥𝑐, which on the one hand can lead to inaccurate results
in not very optically thick environments where the skipped scatterings would in reality
lead to significant spatial diffusion. On the other hand, a fixed 𝑥𝑐 can lead to an insuffi-
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cient frequency shift at which the medium remains very optically thick. An alternative,
adaptive scheme for 𝑥𝑐 has been implemented by Laursen (2010b) who determined

𝑥𝑐 =

⎧{{
⎨{{⎩

0, 𝑎𝜏0 ≤ 1

0.02 exp [0.6 ln1.2(𝑎𝜏0)] , 1 < 𝑎𝜏0 ≤ 60

0.02 exp [1.4 ln0.6(𝑎𝜏0)] , 60 < 𝑎𝜏0,

(3.9)

to fairly reproduce results with full radiative treatment. The criteria have been chosen
relative to 𝑎𝜏0 as it is the shaping parameter describing the radiative transfer in homoge-
neous media in Section 2.10.3. A more aggressive, but seemingly still accurate choice has
been proposed by Smith et al. (2015) with 𝑥𝑐 = 0.2(𝑎𝜏0)1/3 for 𝑎𝜏0 > 1 for future review
and improvement.

The acceleration scheme above only considers the line-center optical depth a photon
experiences in a cell. In high resolution environments, many cells can trace very similar
physical environments such that core skipping is applicable for a uniform environment
across multiple cells. We follow the implementation by (Smith et al., 2015): During initial-
ization of the simulation, we integrate the line-center optical depth of evenly distributed
rays in 𝐷 directions from the cells’ center starting from their boundary until reaching
a threshold criterion |Δ𝑛𝐻𝐼/𝑛𝐻𝐼| < 𝑇 fixing the gradient admissable. We follow the
initial implementation’s choice of 𝐷 = 6 and 𝑇 = 0.5. The optical depth entering the
core acceleration scheme is then set as the sum of the local line-center optical depth of a
photon to the nearest face and the minimum of the cells’ 𝐷 neighbouring contributions
calculated during initialization.

3.4 Geometry handling and Voronoi tesselation

We aim to be agnostic concerning the underlying geometrical structure of the dataset the
radiative transfer is performed on. This allows us to flexibly introduce support for new
geometries.

The neccessary functions of the geometry base class that need to be overwritten in a
derived class are:

• setup(): Called during simulation initialization to load/compute required geometry.
For example, this can include loading of data and balancing cell distribution onto
different processes.

• data_at(): Passing a photon, this function returns three things: The cell properties
such as density and temperature of the current cell, the status of the request (e.g.
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informing us if the queried photon’s position is out of bounds), and the length that
the photon continues to propagate in the current cell until reaching the next cell.

• set_domain(): For datasets that are distributed ontomultiple processes, this routine
will specify the unique process identifier for each photon that it belongs to. This
routine is called on initial spawning of photons and in the communication of photons
when they hit the boundary to a neighboring process’ domain.

There are various other functions that can be overwritten in the derived class to
improve the code’s verbosity and performance. For example, implementation of get_near-
est_face() allows a significant speed-upusing a core-skipping algorithm (see Section 3.3.2).

Some of the latest generation hydrodynamical codes, such as AREPO (Springel, 2010),
run on unstructures grids. In particular, the IllustrisTNG simulations of interest here use
an unstructured Voronoi tesselation for representing the baryonic fields. Many of the
current radiative transfer codes rely on classic approaches, e.g. by using an adaptive mesh
refinement. Thus, the processing of many modern simulations requires an intermediate
interpolation step. Given the potentially high resolution dependency for Ly𝛼 radiative
transfer (e.g. Behrens et al., 2018; Camps et al., 2021), this requires sufficient sampling
in the interpolation step. We found that the memory requirement drastically grows
compared to original data set’s size when interpolating the Voronoi tesselation underlying
the TNG simulations to a high-resolution adaptive mesh. For these reasons, we opted for
implementing the radiative transfer directly on the unstructured grid, conserving the
original resolution and yielding a significant reduction in memory overhead.

The Voronoi tessellation, named after Georges Voronoi (Voronoi, 1908), divides
space1 into a set of non-overlapping cells that for each point from a set of seed points the
associated cell covers all space closest to said point. For running the radiative transfer
on a Voronoi tesselled space, we start out with the seed points given in the snapshot of
the simulation that we want to run the radiative transfer on. From this, we construct the
list of direct neighbors, i.e. those seed points whose corresponding Voronoi cells share a
face, see Section 3.4.1. This list constitutes all information necessary to run the radiative
transfer on the Voronoi tessellated space: The cells’ faces are given as nearest surface
elements of the equidistant planes to the direct neighbors. Any photon propagation from
one Voronoi cell to another thus simply involves a loop of intersection operation over the
equidistant planes to the direct neighbors, see Section 3.4.2. Figure 3.1 illustrates these
two steps in preprocessing and during runtime starting from a set of seed points.

1We restrict ourselves to three-dimensional space here, but the concept of the Voronoi tessellation is
universally formulated for 𝑛 ≥ 2 dimensions.
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Fig. 3.1 Three different stages of the Voronoi tessellation for an example particle distribution in two
dimensions are shown. Left: We show the seed points that the two dimensional rectangular area
is to be partitioned with. Middle: For each seed point we construct the shown direct neighbors in
a dedicated preprocessing step. Right: Saving only the direct neighbors allows a memory efficient
reconstruction of the Voronoi faces from the orthogonal midpoint planes of the Delaunay links.
The Voronoi faces are not explicitly calculated or held in memory. Instead, we only individually
calculate the exit point of a ray propagating through a Voronoi cell from the Delaunay links.

3.4.1 Preprocessing

As the Voronoi tessellation needs to be only performed once for post-processing Ly𝛼
radiative transfer as done here, we wrote a stand-alone program to provide such tes-
sellation. For this, we wrap functionality of the voro++ library (Rycroft, 2009). The
wrapper is necessary as latter library does not support domain decomposition across
multiple nodes, which is required for the large simulations we aim to process. We use
this wrapper, which we call voroppp (“voro++ parallel”) to provide us with two lists:
The first lists complements individual cell’s attributes such as position and density by
adding the count of direct neighbors and a reference to the cell’s memory address in the
second list. The second list contains the memory addresses of direct neighbors, that the
cell shares a face with.

3.4.2 Photon propagation

For a photon’s propagation, in addition to the current floating-point position, we hold
three additional integers for each photon: 𝑐𝑝, 𝑐𝑐, 𝑐𝑛 holding the unique identifier of the
prior, current and next Voronoi cell. There is a necessity for having at least one of those
integers as we otherwise need to perform an expensive look-up every time we want
to find the associated cell for a given floating point position. This is a consequence of
unstructured meshs compared to structured ones, where we would not only know the
relative position of cells in memory to the next neighbor, but can directly determine the
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memory position from the floating point position. The additional two unique identifiers
are necessary for speed-up and precision errors.

For optimal use of the processors’ caches, the Voronoi cells are sorted using a Peano-
Hilbert space filling curve (Peano, 1890; Hilbert, 1891) as used in Springel (2005, 2010).

Given two Voronoi cells defined by their seeding positions 𝑝1 and 𝑝2 we specify the
equidistant normal plane through the midpoint of the two seeding positions 𝑝0 = 𝑝1+𝑝2

2
and its normal vector 𝑛 = 𝑝2−𝑝1

|𝑝2−𝑝1| . For a photon at position 𝑙0 in cell 1 propagating into
direction 𝑘, the distance 𝑑 needed for the photon to enter the cell 2 is

𝑑 = (𝑝0 − 𝑙0) 𝑛
𝑙 ⋅ 𝑛

. (3.10)

We determine the next cell seeded by 𝑝2 by calculating 𝑑 for all neighbors of 𝑐𝑐. The
neighbor for which 𝑑 is minimal but positive is the next neighbor. Once we calculated
the next cell for the photon, we save the corresponding identifier as 𝑐𝑛. This will allow a
faster look-up of the neighbor if the photon does not change direction.

3.5 Code verification

Fig. 3.2We explicitly test the Ly𝛼 radiative trans-
fer in the implemneted Voronoi geometry by
comparing to the analytical Neufeld solution,
which describes the spectra to result from an
homogeneous slab/sphere (Neufeld, 1990; Di-
jkstra et al., 2006). For this, we uniformly draw
random seed points. All random points are as-
signed a density 𝜌0 inside of radius 𝑟0 and den-
sity zero outside of it. Additionally, we add
random points close to 𝑟0 to better achieve bet-
ter radial symmetry tracing the density jump.
We show a two-dimensional Voronoi tesselation
from a slice of the tested particle distribution.

As part of the code verification, we run an homogeneous sphere of radius 𝑟0 with
line-center optical depth 𝜏0 for which we know the analytic solution (Neufeld, 1990;
Dijkstra et al., 2006). We run the problem in a meshfree geometry and a reproduction of
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the analytic setup in the Voronoi geometry as shown in Figure 3.2 and find an excellent
match with the analytical solution.
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Fig. 3.3 Resulting spectrum for a homogeneous
hydrogen distribution within a sphere of optical
depth 𝜏 = {105, 106, 107} in the Ly𝛼 line cen-
ter from the sphere’s center and a constant tem-
perature 𝑇 = 20000 K, where the photons are
emitted. The dashed lines shows the analytic
solution derived in Dijkstra et al. (2006).

3.6 Scaling and performance

A hybrid parallelization, consisting of multithreading and multiprocessing, was adopted.
Multithreading is done with OpenMP allowing a trivial shared-memory access to the
underlying spatial geometry and propagated photons. Multiprocessing is done with MPI
enabling communication not just between different processes but also across computing
nodes. Each process holds a convex subvolume of the simulation’s overall volume. Any
tests have been performed on two socket systems with Intel Xeon Gold 6138 CPUs
(20 cores each with hyperthreading deactivated; 27.5MB L3 cache) at 2.0 GHz and
accompanied with 192GB of RAM.

3.6.1 Multithreading
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Fig. 3.4 Speedup factor as a function of used
cores with one thread per core normalized to
performance at 5 cores in the meshless geome-
try. The speedup initially drops to around 75%
from a 1-to-1 scaling moving from single-core to
𝑛 ≥ 2 cores. Once multiple cores are used, scal-
ing appears near perfect. We show the Neufeld
test both on a meshless and Voronoi geometry.
Performance appears equal.
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1 #pragma omp parallel for schedule(dynamic , 100)
2 for (unsigned long i = 0; i < particles.size(); i++) {
3 // Propagate Photons
4 }

Listing 3.1 OpenMP parallelization of the main loop.

We achieve parallelization using a shared-memory model using OpenMP by simplisti-
cally chunking the iterations of the main loop onto different processes. Each iteration
propagates an individual photon. This allows a trivial parallelization with the interface’s
directives, see the schematic code in Listing 3.1. In Figure 3.6.1, we show the speedup
factor for the Neufeld solution as a function of used cores with one thread per core.
The solution has been calculated on a meshless spherical geometry and a Voronoi mesh
distribution. The code scales well with the thread count. However, we find that in certain
scenarios, the code is bound by the L3 cache such that the speedup appears limited for
larger core counts.

3.6.2 Multiprocessing

Fig. 3.5 The Voronoi cells’ seed points
are sorted into a balanced k-d tree. We
descend the construct the tree levels
until the total leaf cell count equals the
amount of MPI ranks available. Al-
ternatively, domains can be manually
be specified rather than determined
through the tree construction.

In order to process large, high-resolution volumes, we need to distribute the required
memory for the underlying gas structure and the Monte Carlo photons. Each process is
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allocated a convex subvolume upon the simulation’s initialization, see Figure 3.5. For this
volume, the process loads the required Voronoi cells. Initially, photons are spawned on
the process that holds the containing subvolume. Upon reaching the subvolume’s borders,
the photon is put onto a communication stack. This communication stack is periodically
exchanged with the neighboring subvolumes’ processes. Currently, communication
occurs synchronous with all processes. In the future, we will implement an asynchronous
exchange between neighbouring processes to reduce idle time. We introduced a varying
overlap between the subvolumes. Photons propagate up to the overlapping region before
being communicated. This heavily reduces communication due to photons in optically
thick regions close to the subvolumes’ faces that would otherwise scatter forth and back
between processes.

3.7 Data analysis

While on-the-fly reduction, e.g. compilation of spatial maps around halos, is technically
possible, this is not guaranteed to reduce memory requirement given that we are ef-
fectively handling high-dimensional sparse data points. Using the underlying parallel
filesystem and available harddrive memory on high-performance computing systems,
we instead write the individual photon contributions directly to harddrive.

Working with the photon contributions directly has two advantages: (i) We can
interactively modify the data products we try to analyze and thus explore the simulations
in more detail and (ii) the simple data structure of lists with each list containing a certain
property of all contributions allows efficient memory access and easy parallelization.

We first introduce the conversion from Monte Carlo contributions to observables and
sketch the technical implementation of this conversion second.

3.7.1 Observables

Implicitly defining the luminosity distance 𝑑L to recover the flux of an object with lumi-
nosity 𝐿 at redshift 𝑧 and the angular-diameter distance 𝑑A giving the angular extent of
an object of physical size 𝐷 at redshift 𝑧 as

𝐹 = 𝐿
4𝜋𝑑2

L(𝑧)
, 𝜃 = 𝐷

𝑑A(𝑧)
, (3.11)
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we can calculate the surface brightness as

SB = 𝐹
𝜃2 = 𝐿

4𝜋𝐷2 (1 + 𝑧)−4. (3.12)

Note that while 𝑑L and 𝑑A require knowledge (and integration) of the cosmological
model, the surface brightness only requires knowledge of the redshift 𝑧 in addition to an
observed patch’s luminosity and physical size. The factor (1 + 𝑧)−4 is commonly referred
to as cosmological surface brightness dimming (Mo et al., 2010).

Each Monte Carlo photon carries its wavelength offset Δ𝜆 from the Ly𝛼 line-center at
the position of last scattering. All photons are redshifted according to the Hubble flow to
the same line-of-sight distance. This allows us to create spectra and also to determine the
respective redshift-space positions. With the spectral information, we can also calculate
the specific intensity.

With the ability to calculate the fluxes or surface brightnesses and spectral offsets,
we can calculate a range of increasingly reduced observables such as three-dimensional
intensity cubes, two-dimensional surface brightness maps, surface brightness radial
profiles, spectra, luminosities, luminosity functions, LAE clustering et cetera.

3.7.2 Computation

Often, the voroILTIS simulations and the underlying hydrodynamical simulations can
span multiple terabytes of data. In addition, their reduction can take substantial compu-
tational time depending on the desired data product. An easy and generic approach for
parallelization acrossmultiple nodes is thus desirable. For fast prototyping and interactive
exploration, we rely on the Python programming language. For Python, we found such
desired approach in the Dask package (Dask Development Team, 2016). Dask is com-
posed of two parts: Dynamic task scheduling for computational workload and integration
for existing data interfaces such as numpy (Harris et al., 2020) and pandas (McKinney,
2010; Pandas Development Team, 2020). However, workload is not limited to existing
data interfaces, so that we utilize the task scheduling for custom workload using graphics
processing units (GPUs) via numba and CuPy (Lam et al., 2015; Okuta et al., 2017).

Using Dask allows us to scale up the underlying computing power were needed. In
addition, the analysis greatly benefits from Dask’s use of task graphs: we can create a
large amount of “recipes” by stringing together a range of operations to obtain physically
relevant quantities. These recipes represent a graph of required IO operations and
computations organized in a graph that allows to request the calculation when needed.
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Also, we can easily adjust recipes, e.g. by replacing the peeling-off photons by the input
photons when in need of the intrinsic emission.

3.8 Application to Illustris(TNG)

For this thesis, we apply the presented radiative transfer code to the Illustris and Illus-
trisTNG (“TNG”) cosmological hydrodynamical galaxy formation simulations. Illus-
trisTNG is the successor of the former. While some differences in the physics model exist,
the overall physics remains similar. We will introduce the simulations in Section 3.8.1,
shortly summarize the gas physics shaping the temperature and ionization state of hy-
drogen in Section 3.8.2, and the required pre-processing for application with the Ly𝛼
radiative transfer code in Section 3.8.3.

3.8.1 Overview

The Illustris simulations (Genel et al., 2014; Vogelsberger et al., 2014a; Vogelsberger et al.,
2014b; Sijacki et al., 2015), completed by 2013 andmade public in 2015, aimed at providing
a sufficiently large galaxy sample at a competitive resolution and a comprehensive physics
model to study a wide range of astrophysical processes and observational phenomena.

Illustris and TNG are run with the AREPO code (Springel, 2010), which solves the
coupled equations of self-gravity and hydrodynamics with a ‘movingmesh’ discretization
based on an unstructured Voronoi tessellation of space. Implemented physical processes
has been described in Vogelsberger et al. (2013) and Torrey et al. (2014). All simulations
include models for the physical processes most important for galaxy formation includ-
ing primordial and metal-line cooling, ionization and heating from the metagalactic
background radiation field, star-formation above a density threshold, stellar population
evolution and chemical enrichment following supernovae Ia, II, and AGB stars, and the
seedind, merging and growth via accretion of supermmasive black holes (SMBHs).

The IllustrisTNG simulations (hereafter, TNG; Marinacci et al., 2018; Naiman et al.,
2018; Nelson et al., 2018; Pillepich et al., 2018a; Springel et al., 2018) are a series of three
large-volume magnetohydrodynamical cosmological simulations of galaxy formation
succeeding Illustris. The simulation are named TNG50, TNG100 and TNG300 in line
with their approximative comoving linear size in megaparsecs. Besides covering different
volume sizes and including magnetohydrodynamics (Pakmor et al., 2011; Pakmor et al.,
2013), an adjusted physics model (Weinberger et al., 2017; Pillepich et al., 2018b) has
been run, including a number of important changes. There are two major changes to
the existing Illustris small-scale physics model. First, the galactic-scale winds launched
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by stellar feedback have been revised (Pillepich et al., 2018b), which impacts the gas
(and stellar) contents of low mass galaxies in both their ISM and CGM. Second, TNG
includes a two-mode blackhole feedback operating in a thermal ‘quasar’ state at high
accretion rates and a kinetic ‘wind’ state at low accretion rates. The latter is a new model
for low-state SMBH feedback, in the form of a time stochastic, directionally variable, high-
velocity kinetic wind (Weinberger et al., 2017). The cosmological parameters have been
updated from WMAP-9 (Hinshaw et al., 2013) to a parameter set consistent with Planck
collobaration results (PlanckCollaboration et al., 2016)withΩΛ,0 = 0.6911, Ω𝑚,0 = 0.3089,
Ω𝑏,0 = 0.0486, 𝜎8 = 0.8159, 𝑛𝑠 = 0.9667 and ℎ = 0.6774. Unless specified different, as for
Chapter 4 where we use the Illustris cosmology, we use these values given here.

3.8.2 Gas state

The temperature and ionization state of hydrogen – crucial to Ly𝛼 emission and scattering
– is computed within Illustris(TNG) incorporating primordial cooling following Katz et al.
(1996) with additional metal-line cooling from CLOUDY cooling tables. Both metal and
primordial cooling are further modified by the assumption of a uniform, time-varying UV
backgroundusing the intensities given in Faucher-Giguère et al. (2009) for photoionization
and photoheating. The ionizing radiation is attenuated by a self-shielding factor based
on Rahmati et al., 2013. Given their large impact, an effective prescription for local ionizing
flux from active galactic nuclei (AGN) is incorporated (Vogelsberger et al., 2013). The
AGN prescription and its impact onto the gas’ ionization state Ly𝛼 radiative transfer is
discussed in detail in Section 6.6.1.

While radiation-hydrodynamical (RHD) simulations consistently incorporating ion-
izing radiation would be preferred to properly capture the hydrogen’s ionization and
temperature state, this remains computationally unfeasible for the targeted redshifts
requiring evolution of the simulations far beyond the end of the epoch of reionization. To
date, only zoom-ins down to those redshifts, or cosmological volumes up to completion
of the epoch of reionization exist. Hence, for a statistical sample, we need to rely on
purely hydrodynamical simulations with approximative on-the-fly schemes such as in
Illustris(TNG). We consider the impact of ionizing sources in Section 6.6.1.

The ionization of hydrogen is set by the respective recombination and ionization rates.
In equilibrium, we have

ΓeH0
𝑛e𝑛H0

+ Γ𝛾H0
𝑛H0

= 𝛼H+𝑛e𝑛H+ (3.13)
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balancing the collisional ionization and photoionization with the recombinations, where
𝑛e is the electron number density, 𝑛H0

the neutral hydrogen number density, and 𝑛H+

the ionized hydrogen number density. 𝛼H+ is the recombination coefficient for ionized
hydrogen, ΓeH0

is the collisional ionization rate for neutral hydrogen, and Γ𝛾H0
is the

photoionization rate in the presence of a radiation field. The temperature dependent form
of the former two coefficients is approximated as in Cen (1992) for Illustris(TNG). The
photoionization rate has been chosen according to description of the redshift dependent
metagalactic background contribution described in Faucher-Giguère et al. (2009).
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Fig. 3.6 Neutral hydrogen fraction as a func-
tion of temperature for different hydrogen den-
sities (different line styles) at 𝑧 = 3. We cal-
culate the ionization in collisional equilibrium
(blue), with added UVB contribution (orange),
and added UVB contribution including self-
shielding (green). Note that the UVB lines
with and without self-shielding overlap at nH =
10−4 cm−3 and nH = 10−6 cm−3.

With Equation (3.13) we can calculate the neutral hydrogen fraction 𝑥HI = 𝑛H0
𝑛H0+𝑛H+

as

𝑥HI =
𝛼H+

𝛼H+ + ΓeH0
+ Γ𝛾H0

/𝑛e
. (3.14)

where the electron density for a primordial gas

𝑛e = 𝑛H+ + 𝑛He+ + 2𝑛He++, (3.15)

which enters Equation (3.14), relies on the respective ionization state of hydrogen and
helium. Here, we omit the description of the helium ionization. The neutral hydrogen
fraction can then be iteratively solved for with the according full set of equations (see
Katz et al., 1996). In Figure 3.6 we show the neutral hydrogen fraction as a function of
temperature and density for collisional ionization equilibrium and optionally with a
(self-shielded) ultraviolet background as present in TNG.

3.8.3 Preparation

In Figure 3.1, we list the simulations used for the respective chapters/publications. In
Chapter 4, we rely on radiative transfer simulations that were not yet run using voroILTIS.
An intermediate interpolation step from the Voronoi tesselation to an adaptive mesh
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Chapter (Publication) Simulation

Chapter 4 (Byrohl et al., 2019) Illustris
Chapter 5 (Byrohl et al., 2020b) TNG100
Chapter 6 (Byrohl et al., 2021) TNG50

Table 3.1 Simulations used by respective chapter/publication.

refinement (AMR) structure was thus necessary to run with an existing radiative transfer
code. For latter publications Byrohl et al. (2020b, 2021), a native Voronoi tesselation is
used, which we reconstruct from the seeding points of cells from available snapshots. In
addition, we definite a list of positions for which we spawn photons. For Byrohl et al.
(2019, 2020b), we compile a list of star-forming galaxies from whose center we spawn
photons. This has been replaced for the procedure introduced in Byrohl et al., 2021 that
spawn photons for all Voronoi cells to incorporate diffuse emission.



Chapter 4
LAE Clustering: A new Fingers-of-God damping

The content of this chapter has been published as Byrohl et al. (2019).

Context and summary
Complex radiative transfer (RT) of the Lyman-𝛼 photons poses a theoretical challenge
to galaxy surveys which infer the large-scale structure with Lyman-𝛼 emitters (LAEs).
Guided by RT simulations, prior studies investigated the impact of RT on the large-
scale LAE clustering and claimed that RT induces a selection effect that results in
an anisotropic distortion even in real space but in an otherwise negligible effect in
redshift space. However, our previous study, which relies on a full radiative transfer
code run on the Illustris simulations, shows that the anisotropic selection effect was
drastically reduced with higher spatial resolution. Adopting the same simulation
framework, we further study the impact of RT on the LAE clustering in redshift space.
Since we measure the LAE’s radial position through a spectral peak of the Lyman-𝛼
emission, the frequency shift due to RT contaminates the redshift measurement
and hence the inferred radial position in redshift space. We demonstrate that this
additional RT offset suppresses the LAE clustering along the line of sight, which can
be interpreted as a novel Fingers-of-God (FoG) effect. To assess the FoG effect, we
develop a theoretical framework modeling the impact of the RT similar to that of the
small-scale peculiar velocity, which is commonly studied in the context of redshift-
space distortions (RSD). Although our findings strongly encourage a more careful
RSD modeling in LAE surveys, we also seek a method to mitigate this FoG effect due
to RT by using additional information of the Lyman-𝛼 spectra.
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4.1 Introduction

Current and future redshift surveys detecting galaxies with prominent Lyman-𝛼 emission,
so-called Lyman-𝛼 emitters (LAEs), can give competitive astrophysical and cosmological
constraints. For example, the Hobby-Eberly Telescope Dark Energy Experiment (Hill et al.,
2008; Adams et al., 2011, hereafter HETDEX) is currently operating and will eventually
detect close to a million of LAEs in a redshift range of 1.9 ≤ 𝑧 ≤ 3.5 over a sky patch
of 450 deg2 (Leung et al., 2017). HETDEX will measure cosmic expansion history and
growth history of matter fluctuations through baryon acoustic oscillations (BAOs) and
redshift-space distortion (RSD), and also shedmore light on the properties of star-forming
galaxies by offering a range of statistical measures.

However, HETDEX and other future Lyman-𝛼 redshift surveys might have to deal
with severe modifications of the detected spatial clustering signal due to the complex
radiative transfer of Lyman-𝛼 given its resonant nature and high optical depth in astro-
physical environments. Often Lyman-𝛼 photons, particularly those produced within the
star-forming regions of galaxies, scatter many times in the interstellar medium (ISM) and
the circumgalactic medium (CGM) before reaching the observer. Additionally, column
depths of neutral hydrogen outside the galaxy’s host halo might be sufficient to sub-
stantially attenuate the remaining flux in the intergalactic medium (IGM) by scattering
photons out of the line of sight.

Scatterings of neutral hydrogen change both the frequency and position of photons
before escaping towards the observer. This can introduce new distortion effects in the
cosmological signal both in real space and redshift space. In real space, this corresponds
to a selection effect favoring certain LAEs to be detected over others based on their
environment, introducing both isotropic and anisotropic modifications to the two-point
statistics. An isotropic distortion effectively corresponds to changing the bias due to
emitters of different mass ranges being favorably detected. Similarly, the detection of
emitters might be affected by their large-scale environment, which can also give rise to
anisotropic distortions as demonstrated by Zheng et al. (2011a). While these real-space
distortions automatically propagate into the redshift-space signal, there can be additional
distortions purely arising in redshift space when the radiative transfer modifies the
spectral features from which the line-of-sight position is inferred. Similar to the selection
effects, this can cause both isotropic and anisotropic distortions in the two-point statistics.

The complexity of the radiative transfer limits analytic solutions to symmetric toy
models. In contrast, realistic environments require explicit radiative transfer simulations,
which are usually run as a post-processing step given the expensive numerical cost.
Prior simulations of LAEs in their large-scale structure environment examining possible
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distortion effects include Zheng et al. (2010)/Zheng et al., 2011a, Behrens et al., 2013
and Behrens et al., 2018 running a radiative transfer code on top of hydrodynamical
simulations tracing neutral hydrogen distribution down to scales of ∼kpc (for latter
publication), but no further subgrid model is assumed below those scales. More studies
of LAEs in large cosmological volumes such as Inoue et al. (2018) and Gurung-López et al.,
2019 exist that however use a different approach: A dark matter only N-body simulation
is used to map the large-scale structure and identify halos that possibly contain LAEs.
Different sophisticated semi-analytical models are used to approximate the spectra arising
on the ISM/CGM scales that remain unresolved in the simulations themselves. After
calibration of such a semi-analytical model, a good match with observations can be
obtained.

Zheng et al. (2010)/Zheng et al., 2011a find a strong anisotropic selection effect occur-
ring in the real-space clustering signal caused by a correlation of the observed flux with
the large-scale velocity gradient. This selection effect has been challenged by Behrens
et al., 2013 and Behrens et al., 2018, who could not reproduce such effect. Behrens et al.
(2018) show that prior findings might have been strongly overestimated due to a lack of
spatial resolution and a simplified emitter model.

All these studies are primarily concerned with real-space distortions, either not eval-
uating (Behrens et al., 2013, 2018) or not finding (Zheng et al., 2010, 2011a) additional
effects in redshift space. In this work, we revisit the idea of possible additional redshift
space distortions of LAEs in redshift space. We reuse the radiative transfer simulations
run by Behrens et al. (2018) for the analysis, covering a redshift range from 𝑧 = 2.0 to
𝑧 = 5.85 as described later.

The structure of this chapter is as follows. In Section 4.2, we describe the theoretical
background needed to model the newly found distortion described later in the chapter.
Afterwards, in Section 4.3, we introduce the radiative transfer simulations performed
by Behrens et al. (2018) used here and how to reduce them to mock catalogs of LAEs. In
Section 4.4, we present results of detected spectra and inferred positions before showing
how these affect the two-point statistics. In Section 4.5, we summarize our findings along
with a discussion of possible shortcomings in our findings and how future surveys might
be affected by/corrected for radiative transfer redshift-space distortions before concluding
in Section 4.6.
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4.2 Theoretical background of RSD

In this section, we provide a brief review of the galaxy clustering in redshift space. In real
space, which we considered in our previous work (Behrens et al., 2018), the fluctuation
in the number density of LAEs for a given sample is given by

1 + 𝛿𝑔( ⃗𝑥) =
𝑛𝑔( ⃗𝑥)

̄𝑛𝑔
. (4.1)

Then we consider the two-point statistics to characterize the strength of the cluster-
ing signal, i.e., the correlation function, 𝜉𝑔, or the power spectrum, 𝑃𝑔, as its Fourier-
counterpart mapped by the Fourier transform (FT)1:

1 + 𝜉𝑔( ⃗𝑟) = ⟨{1 + 𝛿𝑔( ⃗𝑥)} {1 + 𝛿𝑔( ⃗𝑥 + ⃗𝑟)}⟩, (4.4)
(2𝜋)3𝑃𝑔(�⃗�)𝛿𝐷(�⃗� + �⃗�′) = ⟨𝛿𝑔(�⃗�)𝛿𝑔(�⃗�′)⟩, (4.5)

where statistical homogeneity is implicitly assumed. In real space where statistical
isotropy is given if no selection effect is present, the arguments of the two-point statistics
depend only on the scale, i.e., 𝜉𝑔(𝑟) and 𝑃𝑔(𝑘).

Now let us consider contamination of any form of velocity, ⃗𝑣, along a line of sight (LOS)
of a galaxy in measuring its redshift and hence its radial position. Mathematically this is
equivalent to a mapping from real to redshift space:

⃗𝑠 = ⃗𝑟 + ⃗𝑣 ⋅ ̂𝑟
𝑎𝐻(𝑎)

̂𝑟, (4.6)

where ̂𝑟 is a unit vector along the LOS direction, 𝑎 is the scale factor of the Universe, and
𝐻(𝑎) is the Hubble expansion rate. It has been extensively discussed in the literature
that the peculiar velocity of a galaxy contaminates its redshift-space position, making
the clustering pattern anisotropic known as RSD (see e.g., Hamilton, 1998, for a review).
This occurs simply because this is the effect only along the LOS, which breaks statistical
isotropy.

1We adopt the following convention for the FT:

𝐴(�⃗�) = ∫ 𝑑3𝑥 𝑒𝑖�⃗�⋅�⃗�𝐴(�⃗�), (4.2)

𝐴(�⃗�) = ∫ 𝑑3𝑘
(2𝜋)3 𝑒−𝑖�⃗�⋅�⃗�𝐴(�⃗�). (4.3)
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The complexity to accurately model the two-point statistics in redshift space originates
from the fact that the Jacobian of the mapping in Eqn. 4.6 is nonlinear in terms of the
velocity, 𝑣. In the following, let us discuss the impact of the nonlinear mapping on
the nonlinear power spectrum and the correlation function as general as possible. For
this purpose, we begin with the following expression of the redshift-space density field
(Taruya et al., 2010) which is exact under the global plain-parallel approximation (i.e., the
LOS is fixed with one global direction as ̂𝑟 ≈ ̂𝑧, see Beutler et al., 2014):

𝛿𝑠
𝑔(�⃗�) = ∫ 𝑑3𝑥 {𝛿𝑔( ⃗𝑥) − 𝑓𝜕𝑧𝑢𝑧( ⃗𝑥)} 𝑒𝑖�⃗�⋅�⃗�+𝑖𝑓𝑘𝑧𝑢𝑧(�⃗�), (4.7)

where we introduce a scaled velocity, �⃗� ≡ ⃗𝑣/(𝑓𝑎𝐻), and 𝑓 ≡ 𝑑 ln𝐷/𝑑 ln 𝑎 is the linear
growth function. We specifically denote a quantity in redshift space with a superscript
‘𝑠’ throughout this chapter. We then find an expression for the redshift-space power
spectrum as

𝑃 𝑠
𝑔 (�⃗�) = ∫ 𝑑3𝑟 𝑒𝑖�⃗�⋅ ⃗𝑟 ⟨𝑒−𝑖𝑓𝑘𝑧Δ𝑢𝑧

× {𝛿𝑔( ⃗𝑥) + 𝑓𝜕𝑧𝑢𝑧( ⃗𝑥)} {𝛿𝑔( ⃗𝑥′) + 𝑓𝜕𝑧𝑢𝑧( ⃗𝑥′)}⟩ , (4.8)

where ⃗𝑟 ≡ ⃗𝑥 − ⃗𝑥′ and Δ�⃗� ≡ �⃗�( ⃗𝑥) − �⃗�( ⃗𝑥′). Eqn. 4.8 apparently involves higher-order
correlations between the density 𝛿𝑔 and the velocity field 𝑢𝑧. Linearizing Eqn. (4.8) in
terms of 𝛿𝑔 and 𝑢𝑧 yields

𝑃 𝑠,𝐿
𝑔 (�⃗�) = (1 + 𝑓𝜇2)2𝑃𝑔(𝑘), (4.9)

where 𝜇 is the cosine of an angle between �⃗� and the LOS, defined as 𝜇 ≡ 𝑘𝑧/𝑘. This
equation, well known as the Kaiser formula (Kaiser, 1987), shows that the clustering
in redshift space is more enhanced closer to the LOS direction, which is a valid picture
on large scales and nothing but the main target of RSD measurements (see e.g., White
et al., 2009). On the other hand, Eqs. (4.7) and (4.8) imply that even random velocity
suppresses the redshift-space clustering on small scales along the LOS, often quoted as
the Finger-of-God (FoG) effect (Jackson, 1972). To see this more explicitly, let us rewrite
Eqn. (4.8) in terms of the cumulants as (Scoccimarro, 2004; Taruya et al., 2010)

𝑃 𝑠
𝑔 (�⃗�) = ∫ 𝑑3𝑟 𝑒𝑖�⃗�⋅ ⃗𝑟 exp{⟨𝑒−𝑖𝑓𝑘𝑧Δ𝑢𝑧⟩

𝑐
}

× {⟨𝑒−𝑖𝑓𝑘𝑧Δ𝑢𝑧𝒜( ⃗𝑥)𝒜( ⃗𝑥′)⟩
𝑐

+ ⟨𝑒−𝑖𝑓𝑘𝑧Δ𝑢𝑧𝒜( ⃗𝑥)⟩
𝑐

⟨𝑒−𝑖𝑓𝑘𝑧Δ𝑢𝑧𝒜( ⃗𝑥′)⟩
𝑐
} , (4.10)
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where 𝒜( ⃗𝑥) ≡ 𝛿𝑔( ⃗𝑥)+𝑓𝜕𝑧𝑢𝑧( ⃗𝑥) is used just to simplify the notation. As Zheng et al. (2016)
pointed out, the overall exponential factor, exp{⟨𝑒−𝑖𝑓𝑘𝑧Δ𝑢𝑧⟩

𝑐
}, contains terms which

depend only on the one-point cumulants. These terms survive even when two-point
correlations such as ⟨Δ𝑢𝑧𝒜⟩ are zero and can be integrated out because it no longer
depends on the scale. That is to say,

exp{⟨𝑒−𝑖𝑓𝑘𝑧Δ𝑢𝑧⟩
𝑐
} = exp{

∞
∑
𝑛=1

(−𝑖𝑓𝑘𝑧)𝑛
⟨Δ𝑢𝑛

𝑧 ⟩𝑐
𝑛!

}

= exp{
∞

∑
𝑚=1

(−𝑖𝑓𝑘𝑧)2𝑚
2 ⟨𝑢𝑧( ⃗𝑥)2𝑚⟩

𝑐
(2𝑚)!

}

× exp{
∞

∑
𝑚=1

(−𝑖𝑓𝑘𝑧)2𝑚
⟨Δ𝑢2𝑚

𝑧 ⟩
𝑐

− ⟨𝑢𝑧( ⃗𝑥)2𝑚⟩
𝑐

− ⟨𝑢𝑧( ⃗𝑥′)2𝑚⟩
𝑐

(2𝑚)!
} . (4.11)

We have used the fact that the terms with odd power in the second and third lines
vanish because of symmetry in a galaxy pair. The exponential factor in the second line of
Eqn. (4.11) does not depend on the scale. For example, if 𝑢𝑧 follows a Gaussian distri-
bution with zero mean and variance of 𝜎2

𝑢, only 𝑚 = 1 term survives in the exponential
factor, corresponding to the FoG damping factor commonly assumed:

𝐷Gaussian
FoG (𝑘, 𝜇) = 𝑒−𝑓2𝑘2𝜇2𝜎2

𝑢 . (4.12)

Notice that, since the FoG damping factor depends only on the one-point cumulants,
it can be derived at the level of the density field, Eqn. (4.7). Namely, if the velocity field
follows a probability distribution function (PDF), 𝑃(𝑢𝑧), we have

𝐷FoG(𝑘, 𝜇) = ∣⟨𝑒𝑖𝑓𝑘𝜇𝑢𝑧⟩∣2 = ∣∫ 𝑑𝑢𝑧 𝑃(𝑢𝑧)𝑒𝑖𝑓𝑘𝜇𝑢𝑧 ∣
2

(4.13)

that is the FT of the one-point PDF, 𝑃(𝑢𝑧) (e.g., Hikage et al., 2016). Another common
velocity PDF is an exponential distribution (e.g., Scoccimarro, 2004). The FT of such
distribution of the exp(−

√
2 |𝑢𝑧| /𝜎𝑢)/(

√
2𝜎𝑢), is a Lorentzian damping function2

𝐷Lorentzian
FoG (𝑘, 𝜇) = { 1

1 + 𝑓2𝑘2𝜇2𝜎2
𝑢

}
2

. (4.14)

2We note that the exponential PDF is often adopted for the pairwise velocity PDF (see Eqn. (4.15)) rather
than for the velocity PDF (Davis et al., 1983; Ballinger et al., 1996). In this case, there is no square factor in
the damping factor in Eqn. (4.14). We avoid this choice because the pairwise velocity PDF is generally
scale-dependent and hence its mean and dispersion are not necessarily constants.
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Again, we note that the PDFs 𝑃(𝑢𝑧) are assumed for the one-point (rather than
pairwise) velocity distributions. This results in a different interpretation of the 𝜎 for the
Gaussian and the exponential distribution in the literature (e.g. Scoccimarro, 2004).

Here we stress that the FoG damping inevitably arises as long as the velocity field
has a non-zero dispersion and higher-order moments. For instance, Agrawal et al. (2017)
confirmed the damping due to the nonlinear mapping even assuming a linear velocity
field. In addition, the two-point correlations between the density and velocity fields (i.e.,
the second and third lines in Eqn. (4.10)) are essential to model the nonlinear redshift-
space power spectrum accurately, as several authors have shown (see e.g., Taruya et al.,
2010; Okumura et al., 2012; Matsubara, 2014; Vlah et al., 2019; Zheng et al., 2019).

So far, we have shown that, in Fourier space, the FoG damping factor depending only
on one-point PDF can be expressed as an overall multiplicative factor. In the following, let
us instead discuss the configuration space as a complementary approach. The two-point
correlation function (TPCF) in redshift space is generally written as (e.g., Scoccimarro,
2004)

1 + 𝜉𝑠
𝑔( ⃗𝑠) = ∫ 𝑑𝜋 {1 + 𝜉𝑔(𝑟)} 𝒫(𝑢𝑧; ⃗𝑟), (4.15)

where 𝜋 ≡ 𝑠𝑧 − 𝑢𝑧 is the vector along the LOS direction, ̂𝑧 in configuration space. 𝒫(𝑢𝑧; ⃗𝑟)
is the pairwise velocity PDF given by the FT of the pairwise velocity generating function
𝑀(𝑖𝑓𝛾, ⃗𝑟):

𝒫(𝑢𝑧; ⃗𝑟) = ∫ 𝑑𝛾
2𝜋

𝑒−𝑖𝛾𝑢𝑧ℳ (𝑖𝑓𝛾; ⃗𝑟) , (4.16)

ℳ(𝑖𝑓𝛾; ⃗𝑟) =
⟨exp (𝑖𝑓𝛾Δ𝑢𝑧) [1 + 𝛿𝑔( ⃗𝑥)] [1 + 𝛿𝑔( ⃗𝑥′)]⟩

1 + 𝜉(𝑟)
. (4.17)

An advantage of Eqn. (4.15) is that the redshift-space correlation function can be
expressed only in terms of quantities in real space. However, the complexity arises because
of a convolution with the pairwise velocity PDF, which is weighted by density fields
at two points and hence scale-dependent. At the linear level, the mean of the pairwise
velocity PDF is related to coherent infall motion and hence the Kaiser factor, whereas its
dispersion is related to the velocity power spectrum (Fisher, 1995). Similarly to Fourier
space at nonlinear level, however, one has to take into consideration the correlation
between the density and velocity fields as well as the contribution from the one-point
PDF, as several authors have recently studied (see e.g., Scoccimarro, 2004; Reid et al., 2011;
Uhlemann et al., 2015; Bianchi et al., 2016).

As we will explain in detail in the next section, we investigate another velocity offset
due to the RT effect in addition to the peculiar velocity of a galaxy. We will study the
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impact of the RT velocity component on the redshift-space clustering, mainly focusing
on the FoG damping factor in Fourier space, 𝐷FoG(𝑘, 𝜇), and the pairwise velocity PDF.

4.3 Methods

4.3.1 Radiative transfer simulations

Weutilize previous radiative transfer simulations fromBehrens et al. (2018) that have been
run with a predecessor of the radiative transfer code presented in Chapter 4.3. We run a
Monte Carlo radiative transfer code of Ly𝛼 photons on top of the Illustris simulations
presented in Section 3.8 at redshift outputs of 2.00, 3.01, 4.01 and 5.85 with its box size of
𝐿box = 75 cMpc/h. The Illustris simulations provide a distribution of galaxies and their
neutral hydrogen content in a context of the large-scale structure, necessary for studying
the impact of Lyman-𝛼 radiative transfer onto statistics used in cosmology. Before running
the radiative transfer, we convert the Voronoi tessellation in Illustris onto an octet-tree
data structure with a maximal resolution of Δ = 3.3 ckpc. The refinement criterion is
triggered for cells containing 32 or more Voronoi cells’ defining positions. More details
on the processing of the Illustris datasets can be found in Behrens et al. (2018).

Fig. 4.1 Lyman-𝛼 intensity map of the simula-
tion box with a length of 75 Mpc/h at a redshift
of 3.01 projected onto the cube’s faces. ⃗𝜋 denotes
the line-of-sight direction, while ⃗𝑟⟂,1 and ⃗𝑟⟂,2 in-
dicate the perpendicular direction to the former.
Thus, the top and right cube faces show a direc-
tional alignment stemming from redshift-space
distortions. Most of the visible distortion is due
to Lyman-𝛼 radiative transfer and the subject of
this chapter. Individual spectra of LAEs are later
reconstructed from such a cube. 10 21
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We then explicitly place Ly𝛼 photons in the center of the dark matter halos and weight
them by the halos’ respective Ly𝛼 luminosity that is based on star formation rate (SFR)
of each halo according to Eqn. (2.47) (see Section 2.6.2).

This equation only considers Lyman-𝛼 radiation after recombination locally sourced
by ionizing radiation in the star-forming regions. The proportionality constant can vary
by a factor of a few and depends on made assumptions such as the initial mass function,
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Table 4.1 In this table, we summarize key quantities of the redshift snapshots considered relevant
to our analysis: Spatial resolution Δ, number of LAEs considered NLAE and median radius
rcrit,200 encompassing 200 times the critical density of the Universe for those emitters for the
post-processed snapshots. Besides the radius’ physical size, we also state the angular size as seen
for an observer. For each redshift, we also state the average neutral fraction, fIGM, at a characteristic
hydrogen number density of 10−4 cm−3. We also quote the conversion factor (aH)−1 from the
peculiar velocity to the comoving distance at each redshift.

redshift 2.00 3.01 4.01 5.85
fIGM [10−5] 2 3.7 6.8 35
Δ [pkpc] 1.2 0.8 0.7 0.5
NLAE 45594 45434 39782 23114
rcrit,200 [pkpc] 40.6 30.4 24.3 17.8
(aH)−1 [Mpc h−1

km s−1 ] 0.0105 0.0094 0.0085 0.0073

metallicity, and fraction of recombinations radiating Lyman-𝛼 photons (e.g. Furlanetto
et al., 2005). For this work, the value of the proportionality constant is irrelevant as we
detect emitters at a fixed number density threshold. We use the SFR given by the Illustris
simulation, which is given as its instantaneous value at given redshift and computed close
to the multi-phase description in Springel et al. (2003). Note that we assume properties of
the LAEs such as positions, velocities, and SFR only from host halo catalogs (i.e., ‘group’
catalogs) and hence ignore satellite galaxies. We impose a minimum threshold of 0.1
M⊙ yr−1 on the SFR and 1010𝑀⊙ on the halo mass to limit ourselves to well-resolved halos
and to limit the required computational resources. We summarize the characteristics of
our simulated LAEs in Table 4.1.

Additionally, we set the initial frequency profile emerging from the unresolved ISM
to be a Gaussian whose width 𝜎𝑖 is set by the virial temperature of the halo, see Behrens
et al. (2018). While the initial profile should have a significant impact on the observed
properties, we lack a profound ISM sub-grid model for the scope of this chapter. For
the fiducial sample of LAEs at a number density of 𝑛LAE = 10−2 Mpc−3h3 in our survey,
we find a mean input width 𝜎𝑖 = 137 km−1 at 𝑧 = 3.01. This is roughly consistent with
recent findings in shell models by Gronke (2017) finding 𝜎𝑖 = 172+75

−60 km s−1 fitted to an
observed MUSE LAE sample at median redshift of 𝑧 = 3.83.

Varying the Gaussian widths for 𝑇 < 𝑇vir, we found that this only has an insignificant
impact on the spectra emerging after reprocessing on CGM scales. As cosmological
simulations such as Illustris are unable to resolve the ISM regions, we explicitly cut out
the unresolved ISM as defined by a hydrogen number density threshold of 0.13 cm−3

for the gas. Also, we ignore the impact of dust attenuation on the radiative transfer for
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simplicity. Given these simplifications, we do not expect our simulations to agree well
with the observed luminosity function as already discussed in Behrens et al. (2018).

After the luminosity-weighted photons are spawned with an isotropic angular dis-
tribution in the LAE’s rest frame, the photons are propagated in a straight line until a
scattering with a neutral hydrogen atom occurs. Then at each scattering point, the atten-
uated contribution along the line of sight towards the observer is computed (‘peeling-off’
photon) while the original photon is re-emitted and propagated/scattered subsequently.

In comparison to the simulations presented in Behrens et al. (2018), the only modifi-
cation in our RT simulation stems from an increased initial Monte Carlo photon count:
we increase this count from 100 to 1000 to properly sample the spectra as a function of
wavelength. The requirement for the photon count was less important before as only the
total flux was relevant for the analysis in Behrens et al. (2018).

As a result of those RT simulations, catalogs of attenuated photon contributions
reaching the observer are created, including information such as the observed intensity as
a function of wavelength and position perpendicular to the line of sight and the positions
of photons’ originating LAE. In Figure 4.1, we visualize the reprocessed Lyman-𝛼 photons
escaping the simulation box and project the surface brightness onto the cube’s faces. The
cube’s top and right face contain the line-of-sight direction and are shown in redshift
space. One can easily notice a strong anisotropy in redshift space, which will be the
focus of this study. The position of the individually observed LAE along the line of sight
however depends upon a detection algorithm whose methodology we introduce in the
next subsection.

4.3.2 Analysis of simulated LAEs in redshift space

LAE spectra and redshift-space positions

To determine the position of LAEs in redshift space, we calculate the flux and spectral
information by applying a spherical aperture of 3 arcseconds radius (our default case)
around a known LAE’s position (from the halo catalogs), which also already fixes the
angular position of the selected LAE. The aperture size is chosen to correspond roughly
to the size of the host halos in our sample (4.8-3.0” for redshifts 2.0 to 5.85; see Table 4.1).
We consider contributions only from the targeted source, allowing us to separate out any
issues due to source confusion (unlike a real observation). We stress that this detection
algorithm is different from the one in our previous work in real space (Behrens et al.,
2018) where we adopted an adaptive Friends-of-Friends (FoF) grouping only along
the directions perpendicular to the line of sight. The previous FoF algorithm naturally
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leads to source confusion, making an interpretation of the redshift-space clustering more
complicated.

The spectrum of an LAE is computed relative to the comoving frame at the line-of-
sight distance of a given emitter. We impose a fixed spectral resolution in terms of the
velocity shift as 24.7 km/s (𝑅 ∼ 12000). We found this resolution to be sufficient for our
analysis and the shot noise for chosen Monte Carlo photon count to be negligible. As
we show later, the resulting spectra 𝐼𝜆 will have one or more peaks. In this chapter, we
consider two localization methods for the line-of-sight position, 𝑠app, of the LAEs: Either
by using the global spectral maximum at 𝜆max or by the spectral maximum at 𝜆max,red
only considering the red wing relative to the LAE’s rest frame, i.e., Δ𝜆 > 0.

Once a peak has been identified, this allows us to define a corresponding apparent
line-of-sight velocity of the emitter as

𝑣app = 𝑐 ⋅
𝜆max − 𝜆Ly𝛼

𝜆Ly𝛼
, (4.18)

where 𝑐 is the speed of light, 𝜆Ly𝛼 the rest frameLyman-𝛼 line centerwavelength (∼1216Å).
The comoving position in redshift space is given by Eqn. (4.6), i.e.,

⃗𝑠app = ⃗𝑟 +
𝑣app
𝑎𝐻

̂𝑟. (4.19)

The apparent line-of-sight position of the emitter is set by adding the apparent velocity
to the position from the halo catalogs. This completes the localization of the emitters, and
we construct mock LAE catalogs containing the position of detected emitters in redshift
space, their velocity, and spectra.

While we focus on the distortions to the line-of-sight component of the position, we
also tested the distortion that RT induces for the angular component. Except for source
confusion, we found deviations from the LAEs’ actual positions to be negligible compared
to those arising in the line-of-sight direction.

Wavelengths and frequencies in this chapter are always evaluated at the emitters’
cosmological redshift. It is important to note that two distinct velocities are contributing
to 𝑣app: the peculiar velocity of a halo, 𝑣pec, and the velocity offset induced by the radiative
transfer, 𝑣RT. While 𝑣RT is not a physical velocity as it only represents the shift of Lyman-𝛼
photons from the line center, we sometimes refer to it short-handedly as radiative velocity
for the sake of brevity. We can estimate 𝑣RT from measured 𝑣app and 𝑣pec from the halo
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catalogs as

𝑣app = ⃗𝑣pec ⋅ ̂𝑟 + 𝑣RT (4.20)

Velocities and positions without vector notation correspond to the magnitude along
the line of sight if not stated otherwise. The same decomposition is also done for 𝜆max,red,
so that the radiative transfer velocity offset is inferred from the peak in the red part of the
line center relative to the halo’s rest frame.

While we choose the host halos’ velocity for the peculiar velocity, we checked that the
qualitative reasoning remains the same for other choices such as the linear velocity field
or the velocity of the star-forming regions. We will show the convenience and significance
of this velocity decomposition to determine 𝑣RT in Section 4.4.2 and 4.4.3.

Measuring the two-point clustering statistics

Next, we use the LAE catalogs created in Section 4.3.2 to compute the two point statistics,
𝜉𝑔( ⃗𝑟) and 𝑃𝑔(�⃗�).

We use halotools (Hearin et al., 2017)3 to compute the TPCF of our LAE samples
with the Landy-Szalay estimator (Landy et al., 1993)

𝜉𝑔( ⃗𝑟) = DD( ⃗𝑟) − 2DR( ⃗𝑟) + 𝑅𝑅( ⃗𝑟)
RR( ⃗𝑟)

, (4.21)

where ⃗𝑟 = ⃗𝑥 − ⃗𝑥′ denotes the separation between a pair of emitters. DD, DR and RR
represent LAE-LAE, LAE-random and random-random pair counts found at the given
separation for a given spatial binning width Δ𝑟 = 5

6 Mpc/h. The pair separation can
either be evaluated in real space or redshift space. In real space, we expect an isotropic
clustering when ignoring RT, so that for such case we can characterize 𝜉( ⃗𝑟) as 𝜉(𝑟) with
𝑟 ≡ | ⃗𝑟|. As the line-of-sight positions change in redshift space, we express the signal as a
function of parallel (𝜋) and perpendicular (𝑟∥) separation to the line-of-sight component.

To estimate 𝑃𝑔(�⃗�), we make use of the Fast Fourier Transformation (FFT). For this
purpose, we first assign LAEs to a three-dimensional grid with 512 cells in each direction
(i.e., the Nyquist frequency is 𝑘Nyq ∼ 21.4 h/Mpc.) with the Triangle Shape Cloud
interpolation. Next, we perform the FFT to obtain the LAE number density field on the
grid in Fourier space and then measure the power spectrum as

𝑃𝑔(�⃗�) = 1
𝑁modes

∑
�⃗� in bin

𝛿𝑔(�⃗�)𝛿𝑔(�⃗�)∗, (4.22)

3http://halotools.readthedocs.io/en/latest/
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where 𝑁modes is the number of Fourier modes on the grid which fit within a range of a
given bin, e.g., [𝑘 − Δ𝑘/2, 𝑘 + Δ𝑘/2] and [𝜇 − Δ𝜇/2, 𝜇 + Δ𝜇/2]. We suppress the aliasing
effect by applying the interlacing technique as presented in Sefusatti et al. (2016) and also
subtract out the Poisson shot noise which properly takes the interlacing correction into
account.

Another two-point statistics is the pairwise velocity distribution 𝒫(𝑢𝑧, ⃗𝑟), which en-
codes all the information in real space required to describe induced RSD (see Eqn. 4.15)
on the clustering signal. We compute the distribution by

𝒫(𝑢𝑧, ⃗𝑟) = DD(𝑢𝑧, ⃗𝑟)
DD( ⃗𝑟)

, (4.23)

i.e. counting the direct LAE-pairs within at a given separation 𝑟 ∈ [𝑟 − Δ𝑟/2, 𝑟 + Δ𝑟/2]
and line-of-sight velocity 𝑢𝑧 = ̂𝑟 ⋅ ( ⃗𝑣2 − ⃗𝑣1) ∈ [𝑢𝑧 − Δ𝑢𝑧/2, 𝑢𝑧 + Δ𝑢𝑧/2]. The sign conven-
tion is chosen such that an infalling motion corresponds to a positive pairwise velocity
(also across periodic boundaries). For the binning, we chose Δ𝑟 = 1.0 Mpc/h and
Δ𝑢𝑧 = 60 km/s, because the number of pairs for central galaxies of interest here quickly
goes down below these scales.

4.4 Results

4.4.1 Spectra

Figure 4.2 shows a random selection of LAE spectra for the simulated redshift range
between 𝑧 = 2.0 and 𝑧 = 5.85. The spectra are evaluated with respect to the comoving
rest frame at the emitters’ position. Most emitters at redshifts 𝑧 = 2.00 and 𝑧 = 3.01
show a characteristic double-peaked spectrum, which is expected for optically thick
environments as shown in fully homogeneous and isotropic analytic toy models (Adams,
1972; Harrington, 1973; Neufeld, 1990) or more recent simulated isotropic shell models
for small offset velocities (Ahn et al., 2003; Verhamme et al., 2008).

At 𝑧 = 4.01, double-peaked spectra become significantly sparser and are only ex-
ceptional cases at 𝑧 = 5.85. This redshift evolution is mostly related to the decreasing
transmissivity in the IGM at higher redshifts (Laursen et al., 2011) due to the increasing
neutral hydrogen density, explaining the disappearing of blue peaks at high redshift
and a stronger trough around the line center. At the same time, the spatial luminosity
profiles become more extended as scattering in the CGM increases with redshift. This
trend shows up in Figure 4.2, as relative contributions to the flux at fixed finite aperture
become lower at higher redshift.
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Fig. 4.2 Randomly selected spectra at different redshifts in the comoving rest frame at the emitters’
position. The halo IDs (HIDs) are given with respect to the position in Illustris’ halo catalogs
for given redshift. Different colors show the flux for different aperture sizes. As larger apertures
always enclose the flux of smaller apertures, only the excess flux over flux from smaller apertures
is shown. The spectra show plenty of different characteristics, with double peaks being common
for lower redshifts and rare at high redshifts. Emission becomes more diffuse at higher redshift
as apparent from larger flux contributions from larger apertures.

Our simulations seem to overestimate the abundance of double-peaked emitters
compared to observations at high redshifts 𝑧 = 2.0 − 3.0, where the IGM interaction is
limited. Typically observations find fractions of ∼ 30% at these redshifts in star-forming
galaxies (Kulas et al., 2012; Herenz et al., 2017), while most of our emitters show double
peaked emitters. We shortly discuss the shortcomings in the modeled spectral shape and
thus also the overprediction in the double-peaked profiles in Section 4.5.2.
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More complex spectra are present depending on the underlying HI distribution and
velocity structure, such as emitters with 𝑛 ≥ 3 peaks, particularly in the blue part of the
spectrum. See HID 4256 at z=2.0 or HID 1162 at z=3.01 for such examples.
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Fig. 4.3 Stacked spectra in the halos’ frame for different number densities and redshifts for an
aperture radius of 3 arcseconds. The overall flux is normalized with respect to the sample of
chosen number density 𝑛LAE.

The redshift evolution becomes particularly apparent when computing the stacked
profiles 𝐼stacked of the emitters as shown in Figure 4.3. Here we vary redshifts and LAE
number densities 𝑛LAE for which we consider only the 𝑛LAE𝐿3

box emitters with the highest
apparent luminosity. Imposing a number density threshold has several advantages
when compared to a surface brightness threshold, including independence from the
proportionality constant in the luminosity model in Eqn. (2.47) and controlled shot noise
behavior for measuring LAE power spectra. The spectra are stacked in the halos’ rest
frame. Stacking in the halo’s rest frame reveals a trough at 𝑣 = 0 km/s in the spectra
caused by a combination of IGM attenuation and strong frequency diffusion into the
wings due to high optical depths.

As the number density 𝑛LAE is reduced, the peaks of the stacked profiles move to
higher offsets. At the same time, the dispersion 𝜎stacked, the stacked profiles’ second
central moment for the respective red or blue spectral peak, also slightly increase but only
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on the percent level. We motivate the significance of this dispersion in Section 4.5.2. The
change in 𝜎stacked mostly stems from a significant correlation between brighter sources
and more massive sources, which in turn have a larger trough/peak separation.

4.4.2 Distinguishing distortion contributions

Fig. 4.4 Contour plot of emitters’ peculiar and
radiative velocities. Detection of the global peak
(blue) and the peak in the red wing of the emit-
ters’ rest frame (orange).
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Figure 4.4 shows the one-point PDF, 𝑃(𝑣), decomposed into 𝑣RT and 𝑣pec for 𝑧 = 3.01 as
suggested in Eqn. (4.20). The projected PDFs onto the 𝑣pec and 𝑣RT axes give the one-point
PDF, 𝑃(𝑣pec), and 𝑃(𝑣RT), respectively. There is no noticeable correlation between the
two velocity components in Figure 4.4. This is also true for the other redshifts (not shown
here). This result is expected to some extent since two physically distinct processes are
responsible for each velocity component. As we discuss later, this independence allows
us to model additional RSD due to the RT effect independently of the peculiar velocity.

4.4.3 RT velocity PDF

As discussed in Section 4.2, the velocity PDF, i.e. a probability distribution of the radial
position of LAEs with respect to the real-space position (see e.g., Eqn. (4.13)), determines
the redshift-space clustering. We show the PDF of the peaks for the brightest emitters
detected by the observer for a given LAE number density 𝑛LAE in Figure 4.5. The peak
distributions show a strong redshift evolution: As we move to higher redshifts, the blue
peaks are strongly suppressed and practically non-existent at z=5.85. When decreasing
the number density, the selected emitters are restricted to the more luminous ones, which
in turn have a higher average peak offset due to their higher optical depth.
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Fig. 4.5 Radiative transfer velocity offset 𝑣RT,global/𝑣RT,red distributions for different number den-
sities 𝑛LAE and redshifts. Solid lines show the velocity offset being deduced from the global
peak of each LAE’s spectra and dashed lines with the velocity offset deduced from the red peak
only. For redshift 𝑧 = 3.01 and 4.01 we show the distribution of 𝑣RT,global for the red peak at
𝑛LAE = 0.01 Mpc−3h3 along with a Gaussian of matching mean and standard deviation. The
scaling of the y-axis remains the same as for the other subplots. The velocity distributions for the
respective wings are positively skewed with respect to the velocity offset to the line center.

Although we have already seen similar trends in the stacked spectra as expected, it
is important to notice that the velocity PDFs and the stacked spectra are not the same.
We discuss a possible correlation between the distribution of stacked spectra and the
velocity PDF in Section 4.5.2. Since only the stacked spectra are directly observable, such
relation will prove itself crucial in estimating the additional radiative transfer effect in
observational surveys stemming from the velocity PDF.

In Figure 4.5, we also provide a comparison of the 𝑣RT-PDF with a Gaussian of the
same mean and variance for the red peaks. We find that the distributions quickly fall off
towards the line center while they extend more towards larger velocity offsets. This leads
to a higher kurtosis than for the Gaussian and also a positive skewness, which will affect
the quality of using a Gaussian approximation for the damping in the next sections.
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Fig. 4.6 TPCF for disentangled RSD of visible LAEs for 𝑛LAE = 10−2 h3Mpc−3 in redshift space.
The dashed contour corresponds to 𝜉 = 1 with contours decreasing by a factor of 1.4 further
away from the origin. In the first row, we set the apparent velocity 𝑣app to zero, i.e. we show
the real-space clustering. In the second row, we only consider the peculiar velocity 𝑣pec of the
corresponding host halo. The third and fourth rows show the apparent overall velocity shifts
𝑣app detected from the global peak and the red peak, respectively. The last two rows show the
clustering when only the radiative transfer contribution is considered.
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4.4.4 Configuration space: TPCF and the paiwise velocity PDF

In Figure 4.6 we show the correlation functions 𝜉(𝜋, 𝑟∥) measured from the mock ob-
servations with a LAE number density of 𝑛LAE = 0.01 h3/Mpc3. Different columns
show the clustering at different redshifts in increasing order, while different rows show
different velocity contributions (as defined in Section 4.3.2) added onto the real-space
configuration to obtain the redshift-space clustering. In the first row, we set the velocity
contribution 𝑣app to zero so that we plot the real-space clustering. The second row shows
the redshift-space result using the peculiar velocity 𝑣pec from the halo catalogs and thus
explicitly omitting the contribution from radiative transfer. We stress that the second row
is often presented as the redshift-space clustering of LAEs in the literature (Zheng et al.,
2011a; Gurung-López et al., 2019) but does not yet directly correspond to an observable
radial position from the redshift measurement. Instead, the apparent 𝑣app is the observ-
able containing both contributions from the complex radiative transfer and the peculiar
velocity. The third/fourth (𝑣app/𝑣app,red) row shows inferred overall position from the
peaks in the spectra, which includes both peculiar velocity and radiative transfer effects.
The fifth/sixth (𝑣RT/𝑣RT,red) rows show the radiative transfer component of the velocity
only as the residual of the apparent and peculiar velocity.

Given the same simulation setup as in Behrens et al. (2018), we expect a very similar
result to those shown for the real-space clustering in the first row. Only minor differences
arise from an increasedMonte Carlo photon count and the simplified detection algorithm.
Note that there is a slight anisotropy in the clustering signal in real space. As we stressed
in Behrens et al. (2018), the slight anisotropy of this dataset did not originate from a
radiative transfer effect and was statistically consistent with zero.

As introduced in Section 4.2, we confirm two competing RSD effects in Figure 4.6. We
see that on the shown scales (1 − 10h−1Mpc), the Kaiser effect dominates the redshift-
space distortions from the peculiar velocity field 𝑣pec over the usual FoG effect due to the
random motion of the LAEs in the second row. However, once 𝑣RT is added, the small-
scale damping from 𝑣RT is significant on these scales, and thus the overall redshift-space
clustering with the apparent velocities 𝑣app is elongated along the line of sight despite
the squashing from the Kaiser effect (third and fourth row).

To investigate the distortions of the TPCF in redshift space more quantitatively, we
discuss the pairwise velocity PDF, which encodes the full information of RSD (see
Eqn. (4.15)). Note that we do not report the measurement of the multipole moment as we
did in Behrens et al. (2018). Before showing the pairwise velocity PDF, let us first extend
the discussion in 4.2 in the presence of two physically distinct velocity contaminations
𝑣pec and 𝑣RT (see Eqn. (4.20)). In Sec. 4.4.2, we show that there is no apparent correlation
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between 𝑣pec and 𝑣RT at the level of the one-point PDF, i.e., ⟨𝑣pec( ⃗𝑥)𝑣RT( ⃗𝑥)⟩ = 0. We
further assume that 𝑣RT has no correlation with the density field or the peculiar velocity
at scales of interest, i.e., ⟨𝑢RT( ⃗𝑥)𝛿𝑔( ⃗𝑥′)⟩ = ⟨𝑢RT( ⃗𝑥)𝑢pec( ⃗𝑥′)⟩ = 0. Under this simple setting,
Eqn. (4.17) follows that

ℳ(𝑖𝑓𝛾; ⃗𝑟) =
⟨𝑒𝑖𝑓𝛾Δ𝑢pec,𝑧 [1 + 𝛿𝑔( ⃗𝑥)] [1 + 𝛿𝑔( ⃗𝑥′)]⟩

1 + 𝜉(𝑟)
⟨𝑒𝑖𝑓𝛾Δ𝑢RT,𝑧⟩. (4.24)

Its FT, the pairwise velocity PDF, is written as

𝒫(𝑢𝑧; ⃗𝑟) = (𝒫pec ∗ 𝒫RT)(𝑢𝑧; ⃗𝑟), (4.25)

where ∗ denotes the convolution for simplicity with 𝒫RT given by

𝒫RT(𝑢𝑧) = ∫ 𝑑𝛾
2𝜋

𝑒−𝑖𝛾𝑢𝑧⟨𝑒𝑖𝑓𝛾Δ𝑢RT,𝑧⟩

= ∫ 𝑑𝛾
2𝜋

𝑒−𝑖𝛾𝑢𝑧 ∣∫ 𝑑𝑢 𝑃RT(𝑢)𝑒𝑖𝑓𝛾𝑢∣
2

. (4.26)

Notice that the 𝑢RT contribution in Eqn. (4.24) is not weighted by the density field
at different scales and, as a result, the ensemble average becomes an integration over
one-point PDF, 𝑃RT(𝑢𝑧). In other words, the scale dependence in the pairwise velocity
PDF in Eqn. (4.25) comes only from the peculiar velocity part, 𝒫pec(𝑢𝑧; ⃗𝑟).

In Figure 4.7, we show the measured pairwise velocity PDFs at two different scales
(solid and dashed lines for 1 cMpc/h and 10 cMpc/h, respectively) in cases of both the
red-peak only (upper panel) and the global peak (lower panel) at 𝑧 = 3.01. First of
all, when we adopt 𝑣pec (purple lines) as a velocity, we confirm a trend well known in
the literature (see e.g., Scoccimarro, 2004); We see a positive peak, which corresponds
to a coherent infall motion on large scales (𝑟∥ = 10 cMpc/h), while the PDF follows a
distribution with an exponential tail at small separation, 𝑟∥ = 1 Mpc/h. On the other
hand, we do not confirm such a trend in the case of 𝑣RT. In general, a large tail of the
pairwise 𝑣RT-PDF contributes to that of the pairwise 𝑣app-PDF even at a large separation
of 10 cMpc/h. This impact is clearly more significant for the global peak only case than
for the red-only peak case.

To see the scale dependence of the pairwise velocity PDFs more explicitly, we show
three low-order moments of the PDFs (mean, dispersion, and kurtosis) as a function of
a separation scale in Figure 4.8, where we further confirm the aforementioned trends.
The mean infall velocity (upper panel) is dominated by 𝑣pec particularly on large scales,
and the impact of 𝑣RT on the mean is marginal even in the global peak case. This is the
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Fig. 4.7 The pairwise velocity distribution 𝑃 for
the peculiar and radiative transfer velocity com-
ponent evaluated at different length scales for
𝑧 = 3.01 with 𝑛LAE = 0.01 h3/Mpc3 along
the line of sight. The upper panel shows the
radiative transfer and total apparent velocities
(𝑣RT,red/𝑣tot,red) based on the red peak only de-
tectionmethod. The lower panel shows the same
for the global peak detection method plus the
peculiar velocity distribution 𝑣pec. Different line
styles indicate different spatial separations ⃗𝑟.

reason why the Kaiser squashing effect is seen on large scales in Figure 4.6. Meanwhile,
the dispersion (middle panel) is mainly dominated by 𝑣RT for both detection algorithms
and notably has little scale dependence. Interestingly, the dominant contribution to the
kurtosis (lower panel) depends on the peak finding algorithm: As expected, the kurtosis
of 𝑣pec deviates from the Gaussian value of 3 at small scales due to its extended tail
(e.g., Scoccimarro, 2004). In the case of the red peak detection method, a much wider
distribution due to 𝑣RT dominantly contributes to the kurtosis than for 𝑣pec. On the other
hand, both 𝑣pec and 𝑣RT roughly equally contribute to the kurtosis for the global peak
detection method. We do not find a strong scale dependence of the kurtosis for both cases.
Since the dispersion and higher-order moments of the pairwise velocity PDF contribute
to the FoG elongation (Scoccimarro, 2004), this evidence suggests that random velocity
following the one-point PDF plays a main role in the FoG elongation in Figure 4.6.

In Figure 4.8, we also show the three moments of the 𝑣RT estimated from 𝑣tot and
𝑣pec, assuming that 𝒫pec and 𝒫RT are independent of each other (dashed lines compared
with solid lines with the same colors). Although they are roughly consistent, we see
small discrepancies between solid and dashed lines, implying that either ⟨𝑣RT( ⃗𝑥)𝛿𝑔( ⃗𝑥′)⟩
or ⟨𝑣RT( ⃗𝑥)𝑣pec( ⃗𝑥′)⟩ is not exactly equal to zero.
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Fig. 4.8 The mean, standard deviation, and kur-
tosis of the pairwise velocity distribution 𝑃 for
the peculiar and radiative transfer velocity com-
ponent as a function of the total separation
𝑟 of emitter pairs at 𝑧 = 3.01 with 𝑛LAE =
0.01 h3/Mpc3 along the line of sight. The solid
lines show the respective velocity contributions
as listed in the legend, i.e. the apparent and ra-
diative transfer velocity offset for each the global
and red-only detection method along with the
peculiar velocity. In the dashed lines, we show
the expected radiative transfer velocity contri-
bution 𝑣RT at a given scale under the assump-
tion that 𝑣RT and 𝑣pec are independent distribu-
tions. Thus, the difference between the solid and
dashed line indicates the strength of any corre-
lation between these two contributions present
on a given scale. The color coding is chosen to
be consistent with Figure 4.7.
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4.4.5 Fourier space: The FoG damping factor

In the previous subsection, we show that the impact of 𝑣RT on the pairwise velocity PDF
can be roughly understood in terms of the one-point PDF, 𝑃RT(𝑢𝑧). However, it is not
straightforward to quantify its impact on the observable TPCF because of the involved
convolution (see Eqn. (4.25)). It is simpler to work in Fourier space since the convolution
becomes a multiplication after FT. Since Eqn. (4.25) follows

1 + 𝜉𝑠
𝑔(𝑟⟂, 𝜋) = ([1 + 𝜉𝑠

𝑔,pec(𝑟⟂, 𝜋)] ∗ 𝑃RT) (𝑢𝑧), (4.27)

we obtain the FoG damping in Fourier space with a help from Eqn. (4.26),

𝐷RT
FoG(𝑘, 𝜇) ≡

𝑃 𝑠
𝑔,tot(�⃗�)

𝑃 𝑠
𝑔,pec(�⃗�)

= ∣∫ 𝑑𝑢𝑧 𝑃RT(𝑢𝑧)𝑒𝑖𝑓𝑘𝜇𝑢𝑧 ∣
2

, (4.28)
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where 𝑃 𝑠
𝑔,tot(�⃗�) and 𝑃 𝑠

𝑔,pec(�⃗�) denote the redshift-space power spectra when we adopt
the total apparent velocity and the peculiar velocity only as a velocity contamination,
respectively. This relation allows us to directly compare the line-of-sight damping from
radiative transfer as found in themeasured redshift-space power spectra with an expected
damping from the underlying one-point PDF. We stress that the last equality holds only
under the assumptions wemade in Eqs. (4.24) and (4.25): namely, no correlation between
𝑣RT and 𝑣pec at the same point, and no spatial correlations between 𝑣RT and 𝛿g (and 𝑣pec).
Furthermore, we will compare this damping with the two generic functions commonly
adopted in the literature, i.e., the Gaussian and the Lorentzian damping functions (see
Eqs. (4.12) and (4.14)). Here the second central moment 𝜎 is directly calculated from the
one-point PDF.
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Fig. 4.9 Damping factor as a function of the line-of-sight frequency 𝑘∥ = 𝑘𝜇 due to Lyman-alpha
radiative transfer velocity offset 𝑣RT,global. Emitter positions are assumed to coincide with the
global peak. Different colored lines represent measurements of 𝐷(𝑘∥) from the mock catalogs at
different total frequencies 𝑘. The black solid lines show the Fourier transform of the 1-point PDF
(see Eqn. (4.28)), while the dashed and dotted lines show the Gaussian and the Lorentzian forms
respectively (see Eq. (4.12)/(4.14)). Left-to-right, top-to-bottom: z=2.00, z=3.01, z=4.01, z=5.85
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In Figures 4.9 and 4.10, we show such direct comparisons for the global-peak and
the red-peak cases, respectively. We show the measurements of the ratio of the two
redshift-space spectra as a function of the mode parallel to the line of sight, 𝑘∥ = 𝑘𝜇, color-
coding them by their absolute wavenumber, 𝑘. In addition, we plot the expected damping
from the velocity PDF as implied by Eqn. (4.28) (solid lines) and the two generic fitting
functions with the second central moment 𝜎 of the according velocity PDF (dashed and
dotted lines for the Gaussian and the Lorentzian functions, respectively). In general, we
find a strong damping even on relatively large scales, 𝑘 ≳ 0.1ℎ/Mpc, and strength of the
damping depends on the peak detection algorithm and redshift. There is a typical redshift
evolution with stronger damping at lower redshift, originating from two contributions.
First, as seen in Figure 4.5, the velocity distribution widens at lower redshifts, translating
to a larger damping scale. This is mainly because the neutral hydrogen density in CGM
for the threshold sample becomes larger at lower redshift (see also Behrens et al., 2018).
Secondly, distance and velocity are related via the mapping from real to redshift space as
given by Eqn. (4.19). As the factor of 𝑎𝐻 roughly scales as 𝑎−1/2 in the analyzed redshift
range, fixed velocity dispersions correspond to larger damping length scales at lower
redshifts.

We also find that the measurements are in fair agreement with the squared direct FT
of the one-point PDF (solid lines) at 𝑘𝜇 ≲ 1ℎ/Mpc, although we see some discrepancies
in detail. We discuss some possibilities to cause the discrepancies in the supplementary
material (Section 4.7.3), but do not provide a decisive reason. Comparing the solid
lines with the dashed and dotted ones, we see that all of them can qualitatively trace the
damping feature as a function of scale, although there are slight differences in detail. These
differences are expected given the fact that the one-point PDFs follow neither Gaussian
nor exponential distributions (see Fig. 4.4.3). It is apparent that our measurements are
too noisy to conclude which model works the best. Nevertheless, this result suggests that
the dispersion of the one-point PDF, 𝜎, is a good proxy for the resulting FoG damping
due to RT.

Strong evidence that our measurement is consistent with the direct FT of the one-point
PDF comes from the oscillatory behavior in the solid lines. This can be understood as
follows. Suppose that we model the double-peaked PDF as 𝑃RT(𝑣) = 𝑓1(𝑣) + 𝑓2(𝑣 + Δ𝑣)
where 𝑓𝑖(𝑣) is a symmetric distribution with a peak and Δ𝑣 denotes the separation of the
two peaks. Then we have

𝐷toy
FoG = |FT [𝑃RT]|2 = |FT [𝑓1(𝑣) + 𝑓2(𝑣 + Δ𝑣)]|2

= |FT [𝑓1]|2 + |FT [𝑓2]|2 + 2FT [𝑓1]FT [𝑓2] cos [𝑘Δ𝑣] (4.29)
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Fig. 4.10 Damping factor as a function of the line-of-sight frequency 𝑘∥ = 𝑘𝜇 due to Lyman-alpha
radiative transfer velocity offset 𝑣RT,red. Emitter positions are assumed to coincide with the global
peak in the red wing relative to the halo’s frame. Different colored lines represent measurements
of 𝐷RT

FoG(𝑘∥) from the mock catalogs at different total frequencies 𝑘. The black lines show the
Fourier transform of the 1-point PDF (see Eqn. (4.28)), the Gaussian and the Lorentzian form
(see Eq. (4.12)/(4.14)). Left-to-right, top-to-bottom: z=2.00, z=3.01, z=4.01, z=5.85

This toy model shows that the first two terms give rise to the FoG-like damping due
the two single-peaked distributions individually, while the last term gives an oscillation
due to their separation Δ𝑣. In other words, the oscillatory behavior originates from the
double peak distribution in the global-peak case. The oscillations disappear at higher
redshifts since the second peak in the PDF at a blue end is suppressed by the attenuation
due to neutral hydrogen in IGM, as we visually confirm in Fig. (4.4.3). Furthermore, one
can quantify when the oscillatory term becomes dominant by approximating both peaks
by a Gaussian distribution with the same dispersion 𝜎:

𝐷toy,Gaussian
FoG = exp (−𝜎2𝑘2)⏟⏟⏟⏟⏟

𝐷Gaussian
FoG

[𝑤2
1 + 𝑤2

2 + 2𝑤1𝑤2 cos (𝑘Δ𝑣)]⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝐷osci

FoG

, (4.30)
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where𝑤1 and𝑤2 are the relative contribution of the peaks to the PDF such that𝑤1+𝑤2 = 1.
By looking at the leading, second-order term of 𝐷Gaussian

FoG and 𝐷osci
FoG (assuming 𝑘Δ𝑣 ≪ 1

and 𝑘𝜎 ≪ 1), we find that the cosine term can dominate if

Δ𝑣
𝜎

> 1
√𝑤1𝑤2

. (4.31)

In addition, notice that the impact of 𝐷osci
FoG is limited as it has a lower bound:

𝐷osci
FoG ≥ (2𝑤1 − 1)2 . (4.32)

Applying this double-peaked Gaussian to our mock data, we find reasonable fits that
could be further improved by substituting the Gaussians with better fits for the peak
PDFs. At all redshifts except for z=5.85, where the blue peak has completely vanished,
the Gaussian dominates according to Eqn. 4.31. Looking at Fig. 4.9, we nevertheless
see that the impact of the oscillatory part is weak. This can be attributed to the strong
asymmetry in the height of the two peaks (e.g. 𝑤1 ∼ 0.06 at 𝑧 = 4.01), which reduces
the amplitude of 𝐷osci

FoG according to Eq. 4.32.

4.5 Discussion

We have shown that significant FoG-like damping arises in the large-scale LAE clustering
in redshift space as the peak positions of observed LAE spectra are affected by RT.We now
discuss the most important steps and caveats concerning our findings for the FoG-like
damping factor, 𝐷FoG(𝑘, 𝜇), for LAEs, and also investigate possibilities to mitigate the RT
damping.

In Section 4.5.1, we discuss the shape of spectra arising in our simulations and possible
shortcomings in our modeling. Next, we discuss the line-of-sight localization method,
which reduces a spectrum to a radiative velocity offset 𝑣RT in Section 4.5.2. Afterwards,
we seek to use additional information from the spectra to reduce the damping effect in
Section 4.5.3.

4.5.1 Spectra

We obtain individual spectra in our simulations by using an aperture method with a 3
arcseconds radius as introduced in Section 4.3. Using this simple detection algorithm,
there are only three relevant parameters impacting the damping factor, which are related
to instrumental specifications in a real observation: The spatial resolution (aperture size),
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the spectral resolution, and the number density threshold. The number density threshold
roughly corresponds to a flux threshold which should be determined by the signal-to-
noise ratio in real observations. We show themoderate impacts of both spectral resolution
and aperture size on the 𝑣RT distribution in the supplementary material (Section 4.7.1
and 4.7.1). Similarly, we have already discussed the impact of the number density in
Section 4.4.3.

In our simulations, we obtain a manifold of different spectral shapes as shown in
Figure 4.2. Most prominently in this work, we seem to overpredict the amount of double-
peaked emitters as we mentioned in Section 4.4. As the original Illustris simulations do
not resolve the ISM, we effectively set the post-ISM spectrum to that of the input photons,
which follow a Gaussian distribution. Thus, many of the photons, which are close to the
line center, will be reprocessed on the CGM (rather than the ISM) scales to exhibit the rich
dataset of spectra we obtain. It is not trivial to see how the lack of ISMmodeling will affect
the resulting spectra other than that it most likely reduces the fraction of double-peaked
profiles when an ISM model with galactic outflows (Bonilha et al., 1979) is chosen. In fact,
more recent work attributes the frequency redistribution to the ISM scales rather than the
CGM scales and includes IGM attenuation as an additional separated step (Inoue et al.,
2018; Gurung-López et al., 2019). We do not expect that the addition of a sophisticated
ISM model will change the qualitative nature of the newly modeled FoG-like damping:
An ISM model, particularly with outflows, should not introduce additional large-scale
correlations since the large-scale correlation is mainly driven by the IGM attenuation
at a blue end of the input spectrum (Behrens et al., 2018). Therefore, we expect the
qualitative modeling as a FoG-like damping in redshift space to remain the same even
when introducing a more sophisticated spectral modeling on ISM scales.

There is a series of other modeling shortcomings in our work, including the lack
of dust (Laursen et al., 2009), subgrid modeling (for sub-parsec clumps) (Gronke et
al., 2016b, 2017b), and spatial resolution. We only consider Lyman-𝛼 emission from
recombination in the star-forming regions. Contributions from collisional excitation
can be significant and show a bluer spectral signature (Smith et al., 2019). As initial
photons are spawned from a point source within the LAEs in our simulations and thus
not reflecting different physical environments, such spectral modifications cannot be
captured within our framework. As we are concerned with individual LAEs’ spectra, we
can neglect the small fluorescent contributions in the IGM (Dijkstra, 2017).

We note that the original Illustris simulations show a growing excess of neutral
hydrogen (a factor of ∼ 3 between 𝑧 = 2 and 4) compared to observations (Diemer et al.,
2019) on galaxy scales where frequency diffusion of Lyman-𝛼 photons gives rise to the
FoG-like damping. This leads to an overestimate of the dispersion in the 𝑣RT-PDF. For
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the Neufeld solution, (Neufeld, 1990) such a hydrogen excess would correspond to an
overestimate in the peak offsets 𝑣RT of roughly 31% (Δ𝑣 ∝ 𝜏1/3 ∝ 𝑛1/3

HI ).
As found in Behrens et al. (2018) for the real-space clustering, large-scale correlations

and LAE mock observables significantly change with the resolution of the underlying
neutral hydrogen distribution in the RT simulations. Similarly, we give a possible expla-
nation for the lack of detection of the additional redshift-space distortion in Zheng et al.
(2011a) due to its limited hydrodynamical resolution in Section 4.7.2.

Overall, we thus expect the observational spectral shapes to differ from those found
in our simulations. As a result, our simulations do not reproduce the observed Lyman-𝛼
luminosity function as addressed in Behrens et al. (2018). This problem of reproducing
observables is common when not explicitly calibrating against Lyman-𝛼 specific observa-
tions such as the luminosity function (e.g. calibration against other redshifts, see Kakiichi
et al. (2016), Inoue et al., 2018).

From the spectra themselves, one can obtain stacked surface brightness profiles 𝐼stacked
as shown in Figure 4.3. However, it is important to realize that it is the unobservable
one-point velocity PDF, 𝑃RT, that mainly determines the additional FoG-like damping
along the line-of-sight direction. Since the relation between 𝐼stacked and 𝑃RT is non-trivial,
there is no a priori way of determining the damping factor from the stacked profiles.
Nevertheless, we find an empirical relationship between the square root of the second
central moment of 𝐼stacked and 𝑃RT:

𝜎PDF ≈ 0.4 ⋅ 𝜎stacked (4.33)

for 𝑛LAE = 10−2 h3Mpc−3 at 𝑧 = 3. This relation typically changes less than 10% among
redshifts from 3.01 to 5.85. At redshift 𝑧 = 2.0, this proportionality factor is consistently
higher by a factor of ∼ 25%. The number density has a large impact on the resulting
relation and rising from 0.4 to 0.55 when restricting the number density from 0.01 to
0.001 h3Mpc−3. This change is caused by an increased dispersion in the velocity distribu-
tion, while the width of the stacked profiles is nearly constant independent of imposed
number density threshold. This relation was found in the halos’ rest frame, which is
unknown unless a secondary emission line (e.g., H𝛼) is measured and its radial position
is identified.

4.5.2 Localization along the line of sight

We proposed two simple localization methods to identify LAE’s radial position in redshift
space for given Lyman-𝛼 spectra: Either by identifying the position of the maximal
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spectral flux with the LAE’s position (referred to as ‘the global peak’) or by identifying
the LAE position with the maximal spectral fluxes at wavelengths longward of the actual
LAEs’ radial positions as used for the 𝑣RT,red distribution (referred to as ‘the red peak
only’). Combining our simulated spectrawith the choice of the localizationmethods gives
us the one-point velocity PDF, 𝑃(𝑣), which is a key quantity to understand the resulting
FoG damping. Nevertheless, let us briefly discuss potential issues in 𝑃(𝑣) regarding the
two localization methods here.

The major issue with the global-peak method is closely related to the fact that we
overestimate the number of double-peaked spectra in our simulations. As a consequence,
the velocity distribution 𝑃RT(𝑣) has a strong double-peak feature as well, as we see in
Figure 4.5, which does not most likely represent real observations. Furthermore, as shown
in Section 4.4.5, such a double-peaked velocity distribution induces a larger FoG damping
as compared with the 𝑣RT,red distribution. In a simple toy model for a double-peaked
velocity distribution, we see that two additional terms occur, strengthening the damping,
where one is induced by the second peak’s width and the second by the separation
between the peaks.

The second detection method does not suffer from these additional damping contri-
butions and can be applied to both the double-peaked spectra and single-peaked spectra.
However, there remains a chance to get an oscillatory damping component in this lo-
calization method if some LAEs’ visible peaks are blue of the line center, which is not
distinguishable from a red peak in real observations without a complementary emission
line. Nevertheless, it is ad hoc to completely ignore the blue part in the red-peak only
method without any physically reasonable reasons. We thus stress that two localization
methods and their velocity PDFs showcase two extremes.

The localization methods so far only use a single peak’s frequency shift for the de-
termination of the line-of-sight position. However, we can, in principle try to use other
information available through the individual spectra to determine the line-of-sight po-
sition. In the coming section, we investigate methods to further reduce the radiative
transfer damping in the clustering signal based solely on additional information of the
features in the Lyman-𝛼 spectrum.

4.5.3 Correction to mitigate the impact of RT

We can try to correct for the presented Lyman-𝛼 radiative transfer distortion effect by
utilizing the full spectral information available for the emission line. To do so, we investi-
gate correlations of the peak offset to other characteristics of the spectra. These include:
Half the separation between red and blue peak (m1), the full width at the half maximum
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(FWHM) of the red peak (m2), twice the half-width at the half maximum (HWHM) of
the red peak towards the line center (m2a) and twice the HWHM of the red peak away
from the line center (m2b). Hence, m2 is the average of m2a and m2b. A visualization of
these methods is shown in Figure 4.11.
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Fig. 4.11 Sketch of the proposed correction meth-
ods (see text) applied to an example double peak
spectrum.

We choose to divide the secondmethod
(m2) into m2a and m2b as we expect dif-
ferent physical causes for their respective
wing shape. Thewing towards the line cen-
ter should be strongly influenced by the
IGM attenuation. This has been shown to
hold true even at low redshifts very close to
the line center (Laursen et al., 2011). How-
ever, the IGM is transparent for the wing
away from the line center and the red peak,
and therefore should only be impacted by
small-scale frequency diffusion. Indeed
we will find large differences in the results
from m2a and m2b.

We calculate slope 𝑓 and offset 𝑣offset for a linear regression of form

𝑣predict = 𝑓 ⋅ 𝑣proxy + 𝑣offset (4.34)

and also the corresponding Pearson correlation coefficient 𝑝. 𝑣proxy denotes the respective
velocities by m1, m2, m2a and m2b. 𝑣predict is the predicted correction for the correspond-
ing peak position 𝑣RT. With such prediction, we can correct the former 𝑣RT distribution
as

𝑣RT,corr = 𝑣RT − 𝑣predict. (4.35)

When a blue peak is additionally available for m1, we use the detection algorithm
introduced in Section 4.7.1: Peaks are identified as connected areas in 𝐹𝜆(Δ𝜆) above such
a threshold value that a given number density 𝑛LAE is reached. Additionally, we require
that the maximal brightness of a peak needs to exceed 10% of the maximal brightness of
the brightest peak. If only one peak is available, the emitter is excluded when computing
𝑚1.

The linear regression in Eqn. (4.35) is motivated by Neufeld’s solution for which both
peaks’ FWHM (i.e. m2) and peak offset scale with 𝜏1/3 for an optically thick spherical HI
distribution. From Neufeld’s derivation, a slope of 1.26 is derived for the relationship
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between offset and FWHM(Neufeld, 1990). We expect that anisotropies, dust, the velocity
field, and IGM interaction introduce a significant scatter as well as a noticeable change
to the slope parameter. Such a correlation has been found in observations (see e.g.,
Verhamme et al., 2018).
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Fig. 4.12 Scatter plot of 𝑣RT,red and 𝑣m2a
proxy for

emitters detected at number density threshold
𝑛LAE = 10−2 h3Mpc−3 and redshift 𝑧 = 3.01. We
also show a linear fit (see Eqn. (4.34)), the slope
expected from an optically thick spherical HI dis-
tribution (Neufeld, 1990).

In general, we find m1 to perform
the best with a correlation coefficient of
𝑝 ≳ 0.95 across the studied redshift range.
However, most of observed LAEs are not
doublely peaked, thus only methods m2,
m2a, m2b are available. For these, we find
m2a with 0.82 ≲ 𝑝 ≲ 0.85 to perform
the best. m2 performs slightly worse with
0.77 ≲ 𝑝 ≲ 0.78 and m2b significantly
worse with 0.40 ≲ 𝑝 ≲ 0.65. Note that we
restrict the emitter sample for the regres-
sion to those with 𝑣RT < 800 km/s in or-
der to allow comparisons to observational
studies and hinder the most massive emit-
ters from dominating the fit due to their
increased scatter.

An example of the correlation between
𝑣RT and 𝑣proxy is shown in Figure 4.12 for
m2a at 𝑧 = 3.01 and a number density
threshold of 0.01 Mpc−3h3. The best fit
in this case yields 𝑣predict = 1.47 ⋅ 𝑣m2a

proxy +
37 km/s with a Pearson coefficient of 0.83. For other redshifts, we find a slope of 1.39,
1.43, 1.70 (𝑧 = 2.0, 𝑧 = 4.01, 𝑧 = 5.85) with similar or lower offsets. Note that the constant
offset itself is irrelevant for the damping scale as it does not change the pairwise velocity
distribution. We find that there is a strong dependence of the slope parameter on the
chosen number density threshold. The slope parameter increases as the number density
is decreased. This finding is related to the dependence of host halo mass: As shown in
Figure 4.12, points with larger halo mass tend to have a slightly steeper slope with larger
scatter.

For m1, we find that the slope is close to unity and in excellent agreement with obser-
vations (Verhamme et al., 2018), while for methods using the peaks’ width (m2,m2a,m2b)
we find a slope above unity that makes it slighly higher than the Neufeld solution and
considerably higher compared to observations and shell models (Zheng et al., 2014; Ver-
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hamme et al., 2018). In addition, we find a significant dependence on selection criteria
and redshift, possibly explaining some of the discrepancies between our results and the
literature apart from the mentioned modeling shortcomings in our simulations.

Fig. 4.13 Radiative velocity distribution after dif-
ferent correction schemes at a number density
threshold of 𝑛LAE = 10−2 h3Mpc−3 and red-
shift 𝑧 = 3.01. The mean velocity is subtracted
from each distribution. The dashed line shows
the uncorrected distribution. The dispersion for
the three correction schemes reduce to 48 km/s,
92 kms/s, 65 km/s (m1, m2b, m1+m2a) com-
pared to 189 km/s when not corrected. 400 200 0 200 400
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Similarly to Verhamme et al. (2018), we can correct for the systemic redshift offset by
subtracting the FWHM. Doing so consistently reduces the velocity dispersion by a factor
of 2-3 across the simulated redshift range and accordingly shortens the damping scale.
Figure 4.13 shows the corrected distribution according to Eqn. (4.35) at the same redshift
and number density threshold. Also, the third and fourth central moments are reduced
significantly: the normalized moments (skewness, kurtosis) shrink such that a Gaussian
fit becomes feasible.

The fit parameters and correlation coefficient calculated here can be used as a first
guess for applying the presented corrections to observations. However, variations from
those in observational datasets are expected due to the modeling deficiencies discussed
earlier. By measuring a second emission line for a subset of LAEs, the radiative transfer
velocity offsets 𝑣RT can be calculated, allowing a similar fit of different correction methods
in observations that can then be applied to the entire cosmological volume of LAEs
studied.

4.6 Conclusions

In this chapter, we have studied the clustering of LAEs in redshift space using a full RT
simulation on Illustris. We find a new kind of the RSD effect due to RT, and our executive
summary is the following:

• The additional redshift-space distortion stems from small-scale frequency diffusion
of the Lyman-𝛼 line leading to a shift of the spectral peaks. The peak shifts can be
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larger than those of the peculiar velocity field and thus impact the redshift-space
clustering signal on larger spatial scales.

• We show that the peak shifts from Lyman-𝛼 RT damp the power spectrum along
the line of sight at scales of 𝑘∥ ≳ 0.1ℎ/Mpc. We also show that the shifts are mostly
independent of the local density and velocity field such that independent modeling
of this shift’s impact can be done. This is similar to that of the Fingers-of-God
effect due to random motion of galaxies, i.e., in terms of the one-point velocity
PDF. However, the functional form of the damping can be more complex and even
involve oscillations due to the double peak nature.

• The strength of the damping depends strongly on the chosen localization method
of the Lyman-𝛼 emitters in its spectrum. We attempt two extreme scenarios where
we find a peak from the entire spectrum (global peak) and only from the spectrum
at the red end (red peak).

• We show that we can mitigate the impact of the distortion by applying a correction
scheme of which we present two classes: In the case of double-peaked spectra, the
midpoint between the two peaks is an excellent proxy for the emitter position. If
only a single peak is present, the half-width-half-maximum on the wing towards
the Lyman-𝛼 line center can be used as a mediocre proxy.

We do not attempt to quantify the exact amplitude of the RT effect on actual BAO
and RSD galaxy surveys such as HETDEX for the following reasons. First, as we often
mention, our simulated LAEs do not well reproduce a variety of observables, such as the
luminosity function likely due to unresolved ISM physics in Illustris. Second, the actual
impact should depend on the resolving power of a spectrum. For example, HETDEX has
a spectral resolution roughly corresponding to Δ𝑣 ∼ 400km/s where the resultant PDF
is largely smeared out. Nevertheless, we stress that the frequency shift can be larger than
Δ𝑣 ∼ 500km/s as seen in Figure 4.4 and hence we expect that the FoG damping due to
RT exists to some extent. We leave a detailed assessment for future work.

Although we focus on the clustering of LAEs, it would be straightforward to extend
our analysis to the intensity mapping. In fact, we visually confirm strongly elongated
feature in the Lyman-𝛼 intensity map in Figure 4.1: For intensity mapping, we expect a
similar damping to that of the LAEs from their positional offset, but additionally from the
width of the spectrum itself, which further strengthens the damping. Observationally,
Croft et al. (2016) reported the large-scale elongation along the line of sight in the cross-
correlation between the quasars and the Lyman-𝛼 intensity map at 𝑧 ∼ 2 in the Sloan
Digital Sky Survey. Even though their more recent study argues that it is due to a special
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environment around quasars given the lack of the cross-correlation signal between the
intensity map and the Lyman-𝛼 forest (Croft et al., 2018), the elongation might partly be
due to the RT FoG effect.

As a concluding remark, we give the following general suggestions for cosmological
LAE surveys:

• Having a second emission line as a tracer of the LAEs’ radiative transfer velocity shift
for a subset of emitters allows to calibrate the linear fit parameters of the correction
methods based on the Lyman-𝛼 spectral features presented in Section 4.5.3 to
mitigate the distortion effect.

• Furthermore, we found an empirical relationship between the second central mo-
ment for the red and blue peaks in stacked spectra in the halo’s rest frame and
the dispersion of those peaks in the one-point velocity distribution. Hence, the
possible damping might be estimated by measuring the second central moments in
the stacked spectra. Stacking these in the halo’s rest frame also requires knowledge
of a secondary emission line tracing the kinematics of the LAE.

Finally, concerning other target emission lines such as H𝛼 for e.g., Euclid (Laureijs et
al., 2011), Wide-Field InfraRed Survey Telescope-Astrophysics Focused Telescope Assets
(WFIRST-AFTA, Spergel et al., 2013), [OII] for the Subaru Prime Focus Spectrograph (PFS,
Takada et al., 2014), andDark Energy Spectroscopic Instrument (DESI, DESI Collaboration
et al., 2016), the RT effect studied here has no impact on the BAO and RSD measurements,
as the transition must be resonant and have high optical depths in the astrophysical
environment.
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4.7 Supplementary material

4.7.1 Detection algorithm variations
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Fig. 4.14 The radiative velocity distribution 𝑣RT
for varying spectral resolution in terms of 𝑅 =
𝑐/Δ𝑣 at z=3.01 for all LAEs (no 𝑛LAE restric-
tion).
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Fig. 4.15 The radiative velocity distributions 𝑣RT
and stacked spectra for varying aperture sizes
at 𝑧 = 3.01 for all LAEs (no 𝑛LAE restriction).

In our study, we do not generally assume a spatial resolution natch to a specific obser-
vation both in the spectral and the angular resolutions. For the spectral resolution, we
infer the redshift-space position by adding the line shift to the real-space position known
from the halo catalogs, while surveys directly infer the degenerate redshift space position
from the line feature’s position. Nevertheless, the spectral resolution in simulations and
observations should be comparable quantities. In our fiducial case, velocities are resolved
to 24.7 km/s corresponding to a spectral resolution of roughly 𝑅 ∼ 12000. This exceeds
the resolution in HETDEX by more than an order of magnitude (𝑅 ∼ 800, see e.g. Hill
et al. (2008)). Even sophisticated spectroscopic instruments in search of LAEs such as
MUSE only reach values up to 𝑅 ∼ 3000 (see e.g. Bacon et al. (2015)).

In Figure 4.14, we vary the spectral resolution for the fiducial case at 𝑧 = 3.01 and find
good reproduction of the characteristics of the distribution: If existent, the double-peaked
structure is conserved and the second central moment of individual peaks vary by less
than 10%. We have adopted the fiducial resolution of 24.7 km/s as we are interested in
the physical impact of RT in theory, but simultaneously want to assure sufficient signal
to noise in each bin.
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Aperture size

In Figure 4.15, we show the aperture size dependency of the vRT-probability distribution
and of the stacked profiles at z=3.01. The sample includes all simulated LAE rather than
fixing the count to a number density threshold. This reduces the noise, while we find
qualitatively similar results for a restricted sample.

Three qualitative changes occur when increasing the aperture: A larger aperture
appears to favor the red peaks over the blue, the red peak slightly shifts towards the
line center, and for large apertures the stacked spectra show emission in the otherwise
deserted trough in the line center. The second central moments and maxima of the red
peaks change by less than 10% so that the expected change in clustering signal should be
similarly small.

Refined detection algorithm

In the detection algorithm applied so far, line-of-sight halo positions are inferred from the
spectral peak, while the detectability is determined from the overall flux. Therefore, the
same halo sample is considered as in prior real-space evaluation performed in Behrens
et al. (2018). However, in redshift space some emitters’ spectra might significantly diffuse
while others do not based on varying small and large scale properties. Therefore we
expect additional distortions when emitters are detected by the specific flux. Primarily
the bias is expected to change.

Fig. 4.16 Example of refined detection of two in-
dividual emitters with given halo ID at z=3.01.
Dashed line corresponds to the specific flux
threshold of 1.7 erg s−1 cm−2 Å−1 (for number
density 0.01 h3Mpc−3) and the shaded region
the flux associated with the emitters given the
refined detection algorithm. For shown emitters,
the emitter with the highest total flux (which
includes all peaks) is different from the emitter
with the largest flux for the identified peak. 4 2 0 2 4
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In order to capture the additional distortions, we refined our detection algorithm as
follows: A specific flux threshold tflux is imposed, and only peaks above this threshold
are used to identify emitters. Once a peak (red or global) is identified as the emitter’s
position, the surface brightness is integrated around the peak for the spectral range that
reaches tflux.
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Figure 4.16 shows an example of the refined algorithm for two emitters at z=3.01 and
how the bias might change: While the spectrum of HID 2262 has a lower overall flux
than HID 2250, it has a larger flux around the detected peak. Therefore, flux-sorted and
number density limited samples will differ when sorted by total flux or flux associated
with the peak.
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Fig. 4.17 The halo mass function of detected
LAEs at 𝑧 = 3.01. Solid lines represent the
fiducial detection method and dashed lines the
refined algorithm presented. There are only
marginal changes in the function at the char-
acteristic mass cut-off imposed by setting the
number density threshold 𝑛LAE.

Figure 4.17 shows the halo mass function of detected LAEs for the two discussed
detection algorithms. Overall, changes only occur close to a characteristic mass cutoff that
is implied by the number density threshold and due to the strong correlation between
observed flux and halo mass. As we only find a small change in the mass distribution
of detected LAEs, we do not expect an additional change in bias/isotropic distortion
from radiative transfer in redshift space. We explicitly checked this by calculating the
corresponding velocity distributions and power spectra.

Nevertheless, this detection method is useful in classifying individual peaks that we
will use for identifying blue and red peaks in Section 4.5.3 concerning the correction of
the localization error leading up to the damping.

4.7.2 Comparison to prior studies

While similar radiative transfer simulations have previously been performed, the shown
redshift-space damping has not been observed by Zheng et al. (2010)/Zheng et al., 2011a.
For consistency, we try to reconcile our findings with these prior simulations.

As shown, the radiative transfer redshift-space distortions significantly increase at
lower redshift: At 𝑧 = 2.00, we detect a central secondmoment 𝜎 of the 𝑣RT,red distribution
of 223 km/s, but only a moment of 76 km/s at 𝑧 = 5.85. Furthermore, the significance for
the redshift space clustering is reduced at higher redshifts due to the higher Hubble flow
as discussed before.
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Fig. 4.18 The radiative velocity distribution for
varying halo mass range and underlying hydro-
dynamical resolution at redshift 𝑧 = 5.85. Δ𝜆RT
is the radiative velocity as observed wavelength
shift at 𝑧 = 0 with the peculiar velocity 𝑣pec hav-
ing been subtracted as usual.

Additionally, as concluded by Behrens
et al. (2018), the hydrodynamical resolu-
tion has a large impact on the radiative
transfer’s results. In particular, the hydro-
dynamical resolution largely affects the
photon diffusion in configuration and fre-
quency space, determiningwhether a selec-
tion effect is detected in mock observations
or not. Similarly, one might ask whether
the hydrodynamical resolution impacts the
radiative transfer redshift-space distortion
presented here. We answer this question
by comparing the results by analyzing a set
of RT simulations at different resolutions.

Figure 4.18 shows the radiative velocity
offset distribution as a function of mass at

redshift 𝑧 = 5.85 of different underlying hydrodynamical resolutions for the radiative
transfer post-processing. This plot can directly be compared to the results found in Zheng
et al. (2010) showing a very similar plot (see Figure 6 there). Given the differences in
the baryon modeling and detection method, we find a decent match between our low
resolution run with a grid spacing of Δ = 30.4 pkpc and the results found by Zheng et al.
(2010) across all mass bins. Both shown simulations have been imported from Behrens et
al., 2018 and thus only have an initial photon count of 100 instead of 1000. Thus, minimal
differences to other shown results might be expected.

We find a significant impact of the hydrodynamical resolution on the velocity distri-
bution. First, the peak of the distribution is shifted towards larger spectral offsets from
the line center at higher resolutions. If no blue peak is present, as is for 𝑧 = 5.85 due to
IGM interaction, this overall shift of the distribution should not affect the damping signal.
Second, the distributions broaden at higher resolutions and thus increases the second
central moment, which enlarges the damping length scale. For the shown resolutions, the
second central moment increases by roughly 20% across all mass bins at higher resolution.

4.7.3 Discrepancies in the damping factor modeling

As we have shown in Section 4.4.5, we have made an attempt to understand the FoG
suppression due to RT in terms of the one-point velocity PDF. In this appendix, however,
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we show an indicator that it is not sufficient to know the one-point PDF to model the
impact of RT on the redshift-space clustering fully.

In Figure 4.19, we present two ratios of the power spectra. The blue lines are the ratios
of the total redshift-space spectra to ones only with the peculiar velocity component, i.e.,
𝑃 𝑠

𝑔,tot/𝑃 𝑠
𝑔,pec, which are the same results as we showed in Figure. 4.10. We also present the

ratios of the redshift-space spectra only with the RT velocity component to the real-space
power spectra, i.e., 𝑃 𝑠

𝑔,RT/𝑃 𝑟
𝑔 as red lines. We did not address the latter ratio in the main

text since both the denominator and the numerator are not directly accessible in real
observations. In Figure. 4.10, it is apparent that the red curves are systematically higher
than the blue ones even though both of them are noisy.

As we stressed in deriving the last equality of Eqn. (4.28), a necessary condition which
makes the ratio, 𝑃 𝑠

𝑔,tot/𝑃 𝑠
𝑔,pec, equivalent to the FT of the one-point velocity PDF is to

satisfy

⟨𝑣pec(𝑥)𝑣RT(𝑥′)⟩ = 0, (4.36)

⟨𝑣RT(𝑥)𝛿𝑔(𝑥′)⟩ = 0, (4.37)
⟨𝑣RT(𝑥)𝑣RT(𝑥′)⟩ = 0. (4.38)

We argued from Figure 4.4 that the condition (4.36) is satisfied at the level of one
point, i.e., at 𝑥 = 𝑥′. Similarly, we did not see any strong evidence which violates the
conditions (4.37) and (4.38) in Figure 4.8. In contrast, the condition (4.36) is not necessary
for 𝑃 𝑠

𝑔,RT/𝑃 𝑟
𝑔 , since it does not involve 𝑣pec. It is encouraging to see that the red lines are

more consistent than the blue ones with the direct FT of the one-point PDF (black solid
line). We find this trend holds at other redshift snapshots for both the global-peak and
the red-only cases. This fact implies that the conditions (4.37) and (4.38) are basically
satisfied. We thus may attribute the discrepancy between the red and blue lines to the
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residual correlation between 𝑣pec and 𝑣RT, but a conclusive statement with more careful
investigation is left for future work.



Chapter 5
Lyman-alpha spectra and the intergalactic medium

The content of this chapter has been published as Byrohl et al. (2020b).

Context and summary
Lyman-𝛼 (Ly𝛼) spectra provide insights into the small-scale structure and kinemat-
ics of neutral hydrogen (HI) within galaxies as well as the ionization state of the
intergalactic medium (IGM). The former defines the intrinsic spectrum of a galaxy,
which, in turn, is modified by the latter. These two effects are degenerate. Using the
IllustrisTNG100 simulation, we studied the impact of the IGM on Ly𝛼 spectral shapes
between 𝑧 ∼ 0 and 5. We computed the distribution of the expected Ly𝛼 peaks and
the peak asymmetry for different intrinsic spectra, redshifts, and large-scale environ-
ments. We find that the averaged transmission curves that are commonly applied
give a misleading perception of the observed spectral properties. We show that the
distributions of peak counts and asymmetry can lift the degeneracy between the
intrinsic spectrum and IGM absorption. For example, we expect a significant number
of triple-peaked Ly𝛼 spectra (up to 30% at 𝑧 ∼ 3) if the galaxies’ HI distribution
becomes more porous at higher redshift, as predicted by cosmological simulations.
We provide a public catalog of transmission curves for simulations and observations
to allow for a more realistic IGM treatment in future studies.

5.1 Introduction

The Lyman-𝛼 (Ly𝛼) line is a promising astrophysical observable for the neutral hydrogen
distribution, from the scale of parsecs in star-forming regions (e.g., Kunth et al., 1998; Yang
et al., 2016) all the way to cosmological scales. As such, it is among the most powerful
observables to constrain the cosmic neutral fraction during the Epoch of Reionization
(e.g., Dijkstra, 2014; Mason et al., 2019).
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While Ly𝛼 observations allow us to tackle a wide range of astrophysical questions,
probing different spatial scales is a challenge because of a possible degeneracy of the
origin of spectral features in those observations. Ly𝛼 observables are shaped not only
through the neutral hydrogen (HI) distribution and the kinematics internal to galaxies,
that is, the interstellar medium (ISM), but also by HI residing in the circumgalactic
medium (CGM) (Steidel et al., 2011; Wisotzki et al., 2016) and the intergalactic medium
(IGM).

At low redshift (𝑧 ≲ 1), the impact of the IGM is minimal due to low neutral hydrogen
fractions, such that observations with the Hubble Space Telescope reveal the spectral
features imprinted by the ISM and CGM only. Usually, Ly𝛼 spectra show very little flux
at line-center (𝜆𝑐 ∼ 1216 Å), and emission mostly originates on the red (𝜆 > 𝜆𝑐) side of
the spectrum, with a significant fraction of spectra showing essentially no flux on the
blue (𝜆 < 𝜆𝑐) side (Hayes et al., 2014; Östlin et al., 2014; Henry et al., 2015; Yang et al.,
2016; review by Hayes, 2015).

At higher redshifts, however, the impact of the IGM increases and the picture is less
certain. Individual observations at 𝑧 ∼ 5−7 mainly show a single peak redshifted by a few
hundred kms−1 (Matthee et al., 2017). At intermediate redshifts, larger statistical samples
do measure an asymmetry toward the red (Erb et al., 2014). This spectral evolution leaves,
in principle, two possibilities: either the ”intrinsic” Ly𝛼 spectra emergent from the
galaxies do not vary strongly with redshift or they vary, but the IGM transmission, which
is also evolving, makes the observed spectral properties remain similar. While the former
scenario is supported by the fact that the low-𝑧 samples are selected as ”analogs” of higher
redshift Ly𝛼 emitters (e.g., Yang et al., 2016), the latter is suggested by modern radiative
transfer simulations using galactic hydrodynamical simulations as input (e.g., Laursen et
al., 2011; Gronke et al., 2018; Smith et al., 2019). Due to strong feedback mechanisms, they
produce a porous ISM at high-𝑧, and thus, the predicted Ly𝛼 spectra exhibit relatively
large flux at line-center and the blue side of the spectrum. Differentiating between these
pathways is crucial to properly disentangle the Ly𝛼 line’s use as a probe of galaxy and
IGM evolution.

While recent studies have focused mainly on the intragalactic Ly𝛼 transfer (e.g., Smith
et al., 2019), less attention has been devoted to the effect of the IGM on the Ly𝛼 spectral
shape. Even large-scale studies that include the IGM have focused primarily on global
statistics, such as the Ly𝛼 emitter clustering or luminosity function (e.g., Iliev et al., 2008;
Zheng et al., 2010; Behrens et al., 2018; Byrohl et al., 2019). This chapter seeks to clarify the
IGM’s impact on the Ly𝛼 spectra using a recent cosmological simulation in the redshift
range of 𝑧 = 0 − 5.
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5.2 Methodology

5.2.1 Simulations

We analyzed the IGM attenuation using the IllustrisTNG100 simulations (Marinacci et al.,
2018; Naiman et al., 2018; Nelson et al., 2018; Pillepich et al., 2018a; Springel et al., 2018)
with a box size of 106.5 comoving Mpc for redshifts 0.0, 1.0, 2.0, 3.0, 4.0, and 5.0. The
attenuation of Ly𝛼 flux was calculated using the Ly𝛼 radiative transfer code introduced in
Chapter 3. Each tracingMonte Carlo photon calculating the attenuation along a given line
of sight integrates the optical depth encountered during its propagation. The integration
occurs simultaneously for a linear grid of wavelengths close to the line-center. The
calculations are natively carried out on the unstructured Voronoi tesselation used in
TNG. The initial Voronoi tessellation was created with a parallelized wrapper of voro++
(Rycroft, 2009) on IllustrisTNG’s particle distribution. IllustrisTNG uses a time variable
UV background with self-shielding (Faucher-Giguère et al., 2009; Rahmati et al., 2013) as
well as a mimicking of the effect of active galactic nuclei (AGN) on the local radiation
field (Vogelsberger et al., 2013) that is responsible for the hydrogen’s ionization state in
the IGM. Due to the long mean-free path of ionizing photons at the considered redshifts
(𝑧 ≤ 5) and our exclusion of HI close to star-forming regions (see below), using a full
radiation hydrodynamics simulation as input would not change the outcome of our study.

The optical depth, 𝜏, is integrated over the intervening medium for given lines of sight
and a given input wavelength ,𝜆i. The optical depth along the way can be expressed by

𝜏(𝜆i) = ∫
∞

𝑠0

d𝑠 𝑛HI(𝑠) 𝜎 (𝜆(𝜆i, 𝑣, 𝑠), 𝑇HI) , (5.1)

where 𝑛HI is the neutral hydrogen density and 𝜎(𝜆) is the Ly𝛼 cross-section. In Equa-
tion (5.1), we integrate over the physical distance, 𝑠, from the source along the chosen
lines of sight (LOS). The temperature, 𝑇HI , sets the thermal broadening reshaping the
cross-section profile 𝜎. The cross-section is evaluated in the rest-frame of the gas and, thus,
depends on the peculiar velocity 𝑣 and Hubble flow 𝐻(𝑧) at redshift 𝑧. The wavelength is
shifted as 𝜆 = 𝜆i [1 + 𝑣(𝑠)+𝐻(𝑧)⋅𝑠

𝑐 ], where 𝑐 is the speed of light. We commonly express the
wavelength as its offset Δ𝜆𝑒 = 𝜆 − 𝜆𝑐 from the Ly𝛼 line-center at the emitters’ redshift.

The inputwavelengths𝜆i are evaluated in the rest-frame of the halos, whichwe identify
as themass-weighted velocity. We compute the optical depthwithin thewavelength range
[𝜆𝑐 − 5 Å, 𝜆𝑐 + 3 Å] with a resolution of 0.02 Å (𝑅 ∼ 60000). For the IGM attenuation,
we start summing contributions to the optical depth from a distance 𝑠0 = 𝑓𝑟vir, where 𝑟vir
the virial radius of the halo. For a comparison with Laursen et al. (2011), we chose 𝑓 = 1.5.
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This implies that while photons are redshifted by the Hubble flow, no contributions to
the optical depth are considered for 𝑟 < 𝑠0. The robustness of the chosen 𝑠0 is confirmed
in the supplementary material in Section 5.5.2. We integrate to 30 cMpc/h using periodic
boundary conditions for the box. This length corresponds to a Hubble shift of 2600 km/s
(at 𝑧 = 1.0) or more. We verified that for the chosen input wavelength range 𝜆i, all
wavelengths have significantly redshifted beyond the Ly𝛼 line-center as facilitated by
the Hubble flow and, thus, no attenuation contributions are expected beyond this upper
integration limit.

In our analysis, we consider the centers of halos as possible Ly𝛼-emitting galaxies if
they contain regions of active star formation and have a total halo mass above 5 ⋅ 109 M⊙,
as provided by IllustrisTNG’s friends-of-friends halo catalogs. For each emitter, we
evaluate the optical depth along 1000 LOS. The LOS are constructed as normal vectors of
a 1000-faced Fibonacci sphere, evenly tracing possible directions with the same normal
vectors used throughout. A reduced public data set of our transmission curves has been
published as Byrohl et al. (2020a) and a full data set can be made available upon request.

5.2.2 Input spectra

To demonstrate how the IGM attenuation affects the observed spectra in a statistical
sample using the individual attenuation curves, we need to assume some input (intrinsic)
spectra with flux density 𝐼𝜆,input. Here, we use three different toy models:

First, we have a symmetric double-peaked profile resulting from a static neutral
hydrogen sphere, also referred to as Neufeld solution (Neufeld, 1990; Dijkstra et al., 2006).
We set the temperature as 𝑇HI = 104 K and the column density to 𝑁HI = 1020 cm−2 for
this model.

Second, we consider the red peak only that corresponds to the Neufeld solution under
the assumption of a significant outflow. These two spectral shapes bracket the observed
cases at low-𝑧, consisting of a single or double peak dominant toward the red.

Third, we assume a Gaussian at Ly𝛼 line-center with a width of 𝜎 = 200 km/s as
input spectrum. Such a setup with a significant line-center flux can be motivated for
galaxies with a larger impact of stellar feedback at high redshifts, leaving a more porous
HI distribution. Ly𝛼 photons then escape closer to the line-center and are less susceptible
to the gas kinematics (Neufeld, 1991; Hansen et al., 2006; Gronke et al., 2016a). For
this reason, recent galactic hydrodynamical models post-processed with Ly𝛼 radiative
transfer show a wide, fairly symmetric intrinsic profile with little absorption at line-center
emergent from these galaxies (e.g., Smith et al., 2019). The width was chosen to match
the predictions of those models approximately.
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5.3 Results

5.3.1 Averaged transmission curves
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Fig. 5.1 Panels show two different input (i.e., in-
trinsic) spectra (black lines) and how the IGM
attenuation shapes the observed spectra along
different LOS at 𝑧 = 3.0. All spectra are nor-
malized by the respective underlying input spec-
trum’s total flux. The gray dashed line shows the
multiplication of the respective input spectrum
with the median transmission curve, ̃𝑇, for all
emitters and LOS at the given redshift. The col-
ored solid lines show observed spectra for the
same emitter but different LOS. Wavelengths
are evaluated in the halo’s rest-frame. (top) In-
put spectrum is obtained as analytic solution
of a spherical hydrogen distribution with a col-
umn density 𝑁 = 1020 cm−2 and temperature
𝑇 = 104 K (Dijkstra et al., 2006). (bottom) With
a Gaussian intrinsic spectrum with standard de-
viation 𝜎 = 200 km/s.

In Figure 5.1, we show the resulting spectrum along three LOS for the same origin
with the Gaussian and double-peaked input spectra. In this plot, and in general, it is
mostly the spectrum blueward of the line-center that is affected as those frequencies
will eventually shift into the line-center by the Hubble flow. Figure 5.1 shows that the
transmission blueward of the line-center can fluctuate strongly for different wavelengths
of a given line of sight. In fact, the LOS in Figure 5.1 have been chosen such that the
blue side of the observed spectrum exhibits a varying count of spectral peaks between
zero and two for the Neufeld input spectrum. We formalize the count of peaks into a
quantitative measure in Section 5.3.2. The transmission function is given as

𝑇 (Δ𝜆𝑒) = exp [−𝜏(Δ𝜆𝑒)] (5.2)

and describes the fraction of the overall flux attenuated by the IGM between the emitter
and the observer.

In Figure 5.2, we show the probability density function (PDF) 𝑝(𝑇 , Δ𝜆𝑒) of the trans-
mission function 𝑇 averaged over all emitters and LOS at 𝑧 = 3. We also plot the mean
and median curves (blue/green bold lines) along with the central 68 percentiles (hatched
area). These curves show that the blue side is suppressed by roughly a factor of two,
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Fig. 5.2 PDF of the transmission, 𝑇 , as a func-
tion input wavelength shift, Δ𝜆𝑒 , for all emit-
ters and the LOS at 𝑧 = 3. The green line shows
the median transmission with the hatched re-
gion enclosing the central 68% of all individual
transmission curves. In contrast, the blue line
shows the mean transmission curve over this
PDF. The light orange curve shows an example
of an individual LOS (corresponding to ”LOS 1”
in Figure 5.1). 4 2 0 2
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while the red side is mostly unaffected. We find a trough around the line-center suppress-
ing most of the flux. In general, we find these curves to be consistent with the results
found by Laursen et al. (2011) and Gurung-López et al. (2020). Discrepancies in the
asymptotic median value and the shaded 16th-84th percentile region are mostly due to
these quantities being highly dependent on the spectral resolution (see supplementary
material in Section 5.5.1). The spectral resolution in the literature is significantly lower
with 𝑅 ≲ 3000 than 𝑅 ∼ 60000 used here.

For other redshifts, we find a similar qualitative trend over the shown wavelength
range: the transmission on the blue side is increasingly suppressed at higher redshiftswith
a smaller asymptotic value toward Δ𝜆e = −5 Å and a deeper trough around Δ𝜆e = 0 Å.
We find the most likely offset for this central trough to be roughly 20 km/s at 𝑧 = 0.0,
monotonically increasing toward 70 km/s at 𝑧 = 5.0. These velocity offsets and their
redshift evolution are consistentwith expected halo infall velocities at 𝑟 = 1.5𝑟vir (Barkana,
2004).

As illustrated by Figures 5.1 & 5.2, overall, the median curve is misleading and should
be interpreted with caution: the underlying PDF 𝑝(𝑇 |Δ𝜆𝑒) of transmission 𝑇 (Δ𝜆𝑒) is
usually bimodal, that is, due to the large Ly𝛼 cross-section, it is mostly close to zero or
unity – which is not well-represented by averaged transmission curves. For instance,
in Figure 5.2, the bimodal distribution peaks around 0.0/0.9 (0.0/1.0) on the blue (red)
side at 𝑧 = 3.0. These features can be seen more clearly in the supplementary material in
Section 5.5.3.

While this bimodality becomes more pronounced at lower redshifts, a unimodal
distribution with ⟨𝑇 (Δ𝜆e)⟩ ∼ 0 forms at higher redshifts as the upper bimodal trans-
mission peak disappears. This bimodal behavior has significant consequences for the
observed spectra. Rather than blue peaks being uniformly suppressed along different
LOS, some LOS will show a strong blue feature while others will show none. Similarly,
there also is some variation for red peaks close to the line-center being suppressed given
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the bimodality there. In Section 5.3.2, we investigate two different quantitative measures
to characterize the spectral variations for different lines of sight as implied here.

5.3.2 Variations in transmission curves

After studying the averaged transmission curves, we proceed to quantify the variations of
the transmission curves. Those variations are observable features of the emerging spectra
after traversing the IGM.

Peak distribution

As discussed in Section 5.1 and 5.2.2, the observed Ly𝛼 spectra at a low 𝑧 usually exhibit a
double or single red peaked spectrum. Attenuation in the IGM can modify the observed
peak count in some LOS.

For an observed spectral flux density 𝐼𝜆(Δ𝜆), we define a peak as connected flux den-
sity bins such that 𝐼𝜆(Δ𝜆) > 𝐼𝑇 for a threshold 𝐼𝑇. Here, we set 𝐼𝑇 = 0.01⋅max0<𝜆<∞ (𝐼𝜆,input).
This criterion (while not its specific value) seeks to represent the flux sensitivity of a
generic instrument. Furthermore, we require distinct connected areas to have a mini-
mal separation of 0.2 Å (𝑅 ∼ 6000) from one another. This criterion aims to avoid any
false identification of multiple peaks due to very small flux discontinuities that might
additionally be below the spectral resolution of the spectrograph.

Figure 5.3 shows the distribution of the spectral peak count 0 ≤ 𝑁peaks ≤ 3 over the
redshift range from 0 to 5 for the different input spectra. Hardly any LOS exist with
𝑁peaks > 3 (not shown). The evolution with redshift is anchored by the intrinsic value
of 𝑁peaks at 𝑧 ∼ 0 (i.e., 𝑁peaks = 2 and 1 for the double-peaked input spectrum and
the other two, respectively) and a single red peak at 𝑧 = 5, while in roughly 7% of all
LOS, nearly all flux, and thus all peaks, are suppressed at 𝑧 = 5. For the intermediate
redshifts, the rugged transmission curve (cf. Section 5.3.1) causes small attenuation
features that substantially increase the number of observable peaks for the wide, central
input spectrum. Specifically, the number of resultant double and triple peaks increases
to ∼ 50% and 30% at 𝑧 ∼ 2 − 4, respectively. Given that at higher redshifts, attenuation
features become wider and only the most redward peak survives, this gives a typical
U-shaped evolution for 𝑁peaks 1 to 3 in this case. For the same reason, there is a slight
U-shape in the triple peak count of the double-peaked input spectrum. As the triple peak
count is significantly at intermediate redshift, such a count is crucial in differentiating
possible scenarios for the small-scale input spectra.
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Fig. 5.3 Evolution of detectable Ly𝛼 peaks as-
suming the three different intrinsic spectra as
described in Section 5.2.2. The peak detection
algorithm is described in Section 5.3.2. The zero
peak fraction rises to around 7% with redshift
for the input spectra. The single and double-
peak fractions differ for the input spectra but are
anti-correlated. For the central and double-peak
input spectrum, particularly the former, there is
a notable triple peak fraction at around 𝑧 = 3.
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Blue peak flux

We introduce two observables to quantify the peak asymmetry. Namely, the flux ratio
𝐿ratio between the integrated flux 𝐿blue for wavelengths below the line-center and the
total observed flux (𝐿blue + 𝐿red):

𝐿ratio ≡ 𝐿blue
𝐿blue + 𝐿red

=
∫𝜆𝑐

0
𝑇 (𝜆) ⋅ 𝐼(𝜆)𝑑𝜆

∫∞
0

𝑇 (𝜆) ⋅ 𝐼(𝜆)𝑑𝜆
. (5.3)

Analogously, we define the peak flux ratio 𝐹ratio as the ratio of maximal flux blueward
to the sum of the peak fluxes on both sides of the line-center, namely:

𝐹ratio ≡ 𝐹blue
𝐹blue + 𝐹red

=
max

0<𝜆<𝜆𝑐
(𝑇 (𝜆) ⋅ 𝐼)

max
0<𝜆<𝜆𝑐

(𝑇 (𝜆) ⋅ 𝐼) + max
𝜆𝑐<𝜆<∞

(𝑇 (𝜆) ⋅ 𝐼)
. (5.4)

We note that observational studies have used similar measures in the past (e.g., Erb
et al., 2014; Verhamme et al., 2017).
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Fig. 5.4 Ratios 𝐿ratio (top) and 𝐹ratio (bottom)
are shown as a PDF for all directions and emit-
ters at a given redshift as shown by the colormap.
We chose the double-peaked input spectrum,
but we also find a very similar result for the cen-
trally peaked input spectrum. The four overplot-
ted lines in each panel show different averaging
methods (see text). We assume that no peak
can be detected (hence no ratio) when the flux
remaining after passing the IGM is less than 1%
of the intrinsic flux 𝐼(𝜆).

In Figure 5.4, we show the distributions of 𝐿ratio and 𝐹ratio across all LOS (with both
directions and emitters) using the double-peaked intrinsic spectrum introduced in Sec-
tion 5.2.2. The distribution looks very similar when using the Gaussian input spectrum.
We note that, in addition, we imposed a minimum flux on each side of the line-center as
1% of the flux of the input spectrum for a LOS to be deemed detectable. A ratio of 0.5
signifies an equal impact of the IGM on the blue and red side of the line-center. Thus,
while Figure 5.4 predicts the observed distribution given the idealized input spectrum, it
also represents the IGM’s impact on the asymmetry as such, indicating a favorable escape
of blue (red) photons through the IGM for values over (below) 0.5.

The solid lines show the mean and the median for the ratios, while the dashed lines
show the ratio for the mean and median transmission curves ⟨𝑇 (Δ𝜆)⟩ multiplied by the
input spectra. Both ratios intuitively follow the expected redshift evolution for all lines:
At redshift 𝑧 = 0, the asymmetry is mostly unaffected by the IGM. At higher redshifts,
the averaged ratios drop toward zero at 𝑧 = 5 as the IGM becomes more opaque due
to a higher HI density. A closer look at the peak asymmetry distribution at a given
redshift reveals a more nuanced picture: At low to intermediate redshifts (𝑧 ≲ 3), the
distribution appears somewhat symmetric around the median with increasing variance
and skewness for higher redshifts. Therefore, blue peaks can be prominent features
of a fraction of observed spectra even at high redshifts. We find fractions of 13.5%,
17.5%, 14.3%, 8.5%, 4.1%, and 1.8% from redshift 0 to 5, enhancing the blue side of the
spectrum (i.e., 𝐿ratio>0.5). Observational studies calculating the enhanced blue peak
fraction exist (Erb et al., 2014; Trainor et al., 2015) with up to 16 − 22% at 𝑧 ∼ 3. However,
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a fair comparison is not possible due to small number statistics, a varying definition of the
flux ratio, and the poor spectral resolution. Future studies overcoming these challenges
would be useful for constraining the (a)symmetry of the small-scale spectra.

A range of spectra will continue to contain significant blue contributions at high red-
shifts. This is another reason why the averaged transmission curves could be misleading
concerning the underlying peak asymmetry distribution. For instance, for 𝑧 = 5.0, the
median transmission curve leads to a 𝐿ratio on sub-percent level, leading to the perception
that blue peaks are singularities at such redshift, when in reality we find roughly 4% of
Ly𝛼 emitting galaxies that still show significant blue flux (𝐿blue ≥ 0.25 ⋅ 𝐿red; analogously,
for 𝐹, we even find 10%). For the other redshifts (0, 1, 2, 3, and 4) we find 99.5%, 97.0%,
91.8%, 75.5%, and 33.3% of LOS with significant blue flux (if present intrinsically).

Large-scale environment

Fig. 5.5 𝐿ratio and 𝑁peaks statistics shown as a
function of the large scale overdensity 𝛿LSS at
redshift 𝑧 = 4.0. The input spectrum is the
Neufeld solution. The colormap in the upper
panel shows the underlying PDF normalized at
a given 𝛿LSS. Overdense regions overall decrease
𝐿ratio. At a higher overdensity, this trend halts
as the ratio becomes more fluctuating for differ-
ent LOS. For the peak fractions, we find a grad-
ual decrease of double peaks. This is caused
by absorption features on the blue side of the
line-center. Thus, the decrease of double peaks
is strongly correlated with the increase of the
fraction of single peaked spectra.
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Besides the redshift and input spectrum, we find that our proposed statistics also
depend on the emitters’ large-scale environment. Most prominently, we find a correlation
of the flux ratio and peak fraction with the linear overdensity as shown in Figure 5.5
for 𝑧 = 4.0. We calculate the overdensity using a Gaussian smoothing kernel with
𝜎 = 3 cMpc/h. The flux ratio slightly decreases toward higher overdensities indicating
more intervening HI. Additionally, the scatter of the flux ratio strongly increases as more
varying matter structure is passed along the LOS. The fraction of double peaks, as present
in the input spectrum, strongly decreases toward higher overdensities as more blue
peaks are attenuated. In up to 10% of the cases, the red peak is additionally suppressed,
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completely obscuring those Ly𝛼 emitting galaxies in high overdensity environments.
This also affects the clustering signal of Ly𝛼 emitters, as has been studied by Zheng et al.
(2011a) and Behrens et al. (2018) in more detail. The correlation with overdensity is much
weaker for redshift between 𝑧 = 0.0 and 2.0, where the most likely outcome remains
𝐿ratio = 0.5 over the overdensity range. This behavior changes for 𝑧 = 3.0 and 𝑧 = 4.0 in
overdense regions, where the distribution starts to get skewed toward 𝐿ratio close to zero.
At higher redshifts, the correlation appears to be smaller as most blue peaks are already
attenuated even in underdense regions.

5.4 Conclusions

The Ly𝛼 line can be used to constrain the neutral hydrogen distribution from galactic
to cosmological scales. This versatility is, however, also problematic since degeneracies
between these scales exist that come into play at 𝑧 ≳ 3, when the more opaque IGM can
compensate for the effects of a more porous ISM. Such a scenario – which is suggested
by cosmological simulations – allows not only for the escape of Ly𝛼 photons closer to
line-center but also the escape of ionizing photons that are susceptible to the same galactic
HI distribution (e.g., Dijkstra et al., 2016).

Using a large set of transmission curves that we calculated from the IllustrisTNG100
simulations, we quantified the impact of the IGM on spectra for 𝑧 = 0−5. In doing so, we
studied a new approach to breaking the degeneracy using two statistics, namely the peak
count and peak asymmetry (Section 5.3.2/ 5.3.2). In particular, we found the fraction of
triple peaks to be an important differentiator for different intrinsic spectra. In contrast,
we show that the commonly used averaged transmission curves can be misleading with
regard to the interpretation of the impact of the IGM on observed Ly𝛼 spectra and their
redshift evolution.

Making our catalogs of transmission curves publicly available (Byrohl et al., 2020a)
opens this work up to other studies that look to incorporate an improved approach to
IGM treatment and its impact on Ly𝛼 spectra. At the same time, it can provide flexibility
when refining the statistics presented and the intrinsic spectral modeling in the future.

Our findings require a high spectral resolution (optimally 𝑅 ≳ 6000), particularly for
the peak count statistic. Hence, current samples of Ly𝛼 spectra at 𝑧 ≳ 3 have too low a
spectral resolution for testing our predictions (e.g., Erb et al., 2014; Herenz et al., 2017).
However, individual triple-peaked spectra have been observed (e.g., Rivera-Thorsen et al.,
2017; Vanzella et al., 2020) and future surveys will increase this count to a statistical
sample that allows for the above-described degeneracy to be broken.



116 Lyman-alpha spectra and the intergalactic medium

Acknowledgements

We thank Christoph Behrens for providing us with the early version of ILTIS, Eiichiro
Komatsu and Shun Saito for useful discussions on the draft for Byrohl et al. (2020b),
and Dylan Nelson for his help processing the IllustrisTNG data. The radiative transfer
simulations and analysis were conducted on the supercomputers at the Max Planck
Max Planck Computing and Data Facility (MPCDF). We acknowledge use of the Python
programming language, and use of the Astropy (Collaboration et al., 2013; Astropy
Collaboration et al., 2018), Numpy (Harris et al., 2020), IPython (Pérez et al., 2007),
Dask (Dask Development Team, 2016), h5py (Collette, 2013) and Matplotlib (Hunter,
2007) packages for post-processing. The primary co-author of Byrohl et al. (2020b),
Max Gronke, was supported by NASA through the NASA Hubble Fellowship grant
HST-HF2-51409 and acknowledges support from HST grants HST-GO-15643.017-A, HST-
AR-15039.003-A, and XSEDE grant TG-AST180036.

5.5 Supplementary material

5.5.1 Spectral resolution

Fig. 5.6 Impact of the spectral resolution on the
PDFs of the transmission function 𝑇 as a func-
tion of input wavelength shift Δ𝜆𝑒. We show the
PDF of 𝑇 over all emitters and LOS at 𝑧 = 3, sim-
ilarly to Figure 5.2. In blue, we show the mean
for a given Δ𝜆𝑒, while in green, we show the me-
dian. We show the transmission at different spec-
tral resolutions 𝑅 ∈ {600000, 60000, 6000, 1800}
(solid, dashed, dotted, dash-dotted). Resolu-
tions below 600000 are computed as convolu-
tion with a Gaussian of FWHM 𝜆FWHM that sets
the spectral resolution as 𝑅 = 𝜆𝑐/𝜆FWHM. The
shaded regions enclose the central 68% of all in-
dividual transmission curves. The darkest (light-
est) shade corresponds to the lowest (highest)
spectral resolution. As the resolution increases,
the median increases and the shaded region
widens. At our fiducial resolution of ∼ 60000,
these statistics have converged.
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In Figure 5.6, we show the impact of the spectral resolution on the averaged trans-
mission curve at 𝑧 = 3. We show the median along with the 16th and 84th percentile
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and the mean over the different emitters and LOS for at a given wavelength offsets Δ𝜆𝑒.
We find that the mean is nearly independent of the spectral resolution between 6000 and
600000, while the median and percentiles, in general, are strongly dependent on chosen
resolution. We note that the result has converged at 𝑅 ∼ 60000, which is our fiducial
resolution throughout this chapter. At 𝑅 = 1800, the smoothing is larger than the size of
the transmission curve’s central trough, and both mean and median thus significantly
change in its proximity.

Our simulations at 𝑅 ∼ 60000 are expected to be converged due to the Doppler
broadening in the line profile. The full width at half maximum (FWHM) due to Doppler
broadening is given as 𝜆FWHM ≈ 2.35𝜆𝑐√ 𝑘𝐵𝑇

𝑚𝑝𝑐2 . Assuming an IGM temperature of 𝑇 ∼
104 K, this implies a spectral resolution of 𝑅 ∼ 14000. Features imprinted by the hydrogen
structure on smaller scales will thus be washed out.

The difference in the behavior ofmedian andpercentiles compared to themean is easily
explained: Linearity, that is, STAT [𝐴 + 𝐵] = STAT [𝐴] + STAT [𝐵] for two distributions,
𝐴 and 𝐵, and a summary statistic, STAT, holds for the mean but not for percentiles such
as the median. Take, for example, two PDFs, 𝐴 = 𝑃(𝑇 )Δ𝜆𝑒=𝜆𝑖

and 𝐵 = 𝑃(𝑇 )Δ𝜆𝑒=𝜆𝑗
,

where 𝜆𝑖 and 𝜆𝑗 describe two neighboring wavelength bins. The mean transmissivity T
over those two bins can be determined from the mean of 𝐴 and 𝐵 alone, while this is not
possible for the median. In particular, if two neighboring bins have the same mean, the
mean of the sum of those distributions has to be the same, whereas this is not true for the
median, as can be readily seen in Figure 5.6. This behavior is furthermore complicated
for the median as the distributions in neighboring bins are strongly correlated. We
recommend using the mean transmission curves over the median unless the spectral
resolution is clearly stated to address this issue.

We obtain a triple peak fraction of 28.5%, 28.4%, 17.6%, and 0.1% for spectral reso-
lutions of 600000, 60000, 6000, and 1800 given the Gaussian input spectrum. Thus, in
addition, the peak count is converged at our fiducial resolution of 60000. At typical
resolutions of spectrographs today (𝑅 ∼ 1800), triple peaks are rare to non-existent for
given small-scale spectrum.

5.5.2 Start of integration

In Figure 5.7, we vary the start 𝑠0 of the integral for the optical depth and show the
resulting mean transmission curves. For small changes around 𝑠0 = 1.5 ± 1.0𝑟vir, we find
the central trough’s depth to slightly change and becoming deeper for smaller values of 𝑠0.
Going beyond 𝑓 = 10.0 removes the relevant scale responsible for the mean attenuation
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Fig. 5.7 Impact of the lower integration bound 𝑠0
for mean transmission curves. We averaged over
all LOS and Ly𝛼- emitting galaxy candidates at
𝑧 = 3. We show the cases of 𝑓 = 0.5, 1.0, 2.0, 2.5
around our fiducial case of 1.5. These results are
contrasted with cases 𝑓 = 10.0, 30.0 for interac-
tion on large scales only. In addition, we show
the case of a fixed 𝑠0 = 30 pkpc irrespective of
the virial radius of the underlying halo. 4 2 0 2
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curve’s central trough. On an even larger scale (𝑓 = 30.0), attenuation is shifted toward
lower input wavelengths due to the Hubble flow.

The triple peak count remains stable around ∼ 30% with 28.9%, 30.2%, 29.4%, 28.2%,
and 27.1% for 𝑓 equal to 0.5, 1.0, 1.5, 2.0, and 2.5 with 𝑠0 = 𝑓𝑟vir. Similarly, when using a
constant 𝑠0 rather than depending on the virial radius we obtain 29.6% for 𝑠0 = 30 pkpc.
Thus, our results are robust for chosen 𝑓 = 1.5.

The peak fraction is largely determined in the proximity of the targeted halo. The
triple peak fraction significantly drops to 17.6% and 6.1% for 𝑓 = 10.0 and 𝑓 = 30.0,
showing that spectra are shaped both in the proximity of emitters (𝑓 ≳ 2.5) and on large
scales (𝑓 ≳ 10.0).

5.5.3 Bimodality of the transmission curves

Fig. 5.8 Distribution of transmission 𝑇 at fixed
input wavelength offset Δ𝜆𝑒 at 𝑧 = 3.0 across all
emitters and LOS. The arrows show the accord-
ingly color-coded median.
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In Figure 5.8, we show the distribution of transmission coefficients 𝑇 at fixed input
wavelengths Δ𝜆𝑒 at 𝑧 = 3.0. We show three different wavelengths: Blue of the line-center
(blue line), in the line-center itself (green line), and red of the line-center (red line). The
bimodality for the line-center and larger wavelengths peaks at 𝑇 zero or unity, while
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shorter wavelengths show their second peak below unity (∼ 0.9 here). This second
peak’s existence and position is redshift dependent (see main body). We also show the
medians (arrows) color-coded for the corresponding distribution. For the line-center
and redder wavelengths, one peak is commonly so dominant that the median is shifted
to there accordingly. While in this case, the median is aligned with one of the peaks, this
is not the case for blue wavelengths. for





Chapter 6
Simulating Lyman-alpha halos

The content of this chapter has been published as Byrohl et al. (2021).

Context and summary
Extended Lyman-alpha emission is now commonly detected around high redshift
galaxies through stacking and even on individual basis. Despite recent observational
advances, the physical origin of these Lyman-alpha halos (LAHs), as well as their
relationships to galaxies, quasars, circumgalactic gas, and other environmental fac-
tors remains unclear. We present results from our new Lyman-alpha full radiative
transfer code voroILTIS which runs directly on the unstructured Voronoi tessellation
of cosmological hydrodynamical simulations. We make use of the TNG50 simulation
and simulate LAHs from redshift 𝑧 = 2 to 𝑧 = 5, focusing on star-forming galaxies
with 8.0 < log10 (𝑀⋆/M⊙) < 10.5. While TNG50 does not directly follow ionizing
radiation, it includes an on-the-fly treatment for active galactic nuclei and ultraviolet
background radiation with self-shielding, which are important processes impacting
the cooling and ionization of the gas. Based on this model, we present the predictions
for the stacked radial surface brightness profiles of Ly𝛼 as a function of galaxy mass
and redshift. Comparison with data from the MUSE UDF at 𝑧 > 3 reveals a promising
level of agreement. We measure the correlations of LAH size and central brightness
with galaxy properties, finding that at the masses of 8.5 ≤ log10 (𝑀⋆/M⊙) ≤ 9.5,
physical LAH sizes roughly double from 𝑧 = 2 to 𝑧 = 5. Finally, we decompose the
profiles into contributions from diffuse emission and scattered photons from star-
forming regions. In our simulations, we find rescattered photons from star-forming
regions to be the major source in observed LAHs. Unexpectedly, we find that the
flattening of LAH profiles at large radii becomes dominated by photons originating
from other nearby halos rather than diffuse emission itself.
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6.1 Introduction

The Lyman-𝛼 (Ly𝛼) line of hydrogen at 121.567nm is one of the brightest emission lines
in the Universe. It allows us to detect, and trace the distribution of, galaxies even out
to very high redshifts 𝑧 > 5. These Lyman-𝛼 emitters (LAEs; Partridge et al., 1967) can
be used to probe the physics of galaxy formation (Finkelstein et al., 2009; Nagamine
et al., 2010; Erb et al., 2014) as well as constrain cosmological parameters and large-scale
structure (Hill et al., 2008; Adams et al., 2011). Starting in the 80s, spatially extended Ly𝛼
emission has been detected, often called Lyman-𝛼 blobs (LABs) and Lyman-𝛼 nebulae
with large extents between ∼ 10 − 100 pkpc (McCarthy et al., 1987; Heckman et al., 1991a;
Steidel et al., 2000).

More recently, Lyman-𝛼 halos (LAHs) have been discovered around star-forming
galaxies that show Ly𝛼 emission far beyond the galaxies’ optical bodies, tracing the
circumgalactic rather than interstellar gas (e.g. Hayes et al., 2013). While LAHs are fainter
and smaller than LABs in their Ly𝛼 extent, they might be a generic feature around Ly𝛼
emitting galaxies.

Narrow-band imaging can efficiently detect LAHs at targeted redshifts through stack-
ing (Hayashino et al., 2004; Steidel et al., 2011; Matsuda et al., 2012; Feldmeier et al., 2013),
and narrow-band surveys enable ultra-deep, blind samples of LAHs around distant
galaxies (Momose et al., 2014, 2016; Kakuma et al., 2021). In the last years modern surveys
performed with integral field unit (IFU) spectrographs on 10m-class telescopes, such as
theMulti Unit Spectroscopic Explorer (MUSE) and the Keck CosmicWeb Imager (KCWI),
take place. These new instruments allow the study of individual, faint LAHs opposed
to previous narrow-band stacks. Along with the IFUs’ spectral resolution these recent
surveys largely increase the information available from LAH observations. Hundreds of
individually extended Lyman-𝛼 halos at 𝑧 ≳ 2 have been revealed since (Wisotzki et al.,
2016). Many of these are specifically targeted samples which focus on bright quasars
(Borisova et al., 2016; Cai et al., 2019; Guo et al., 2020; O’Sullivan et al., 2020), based on
strong earlier evidence of enhanced Ly𝛼 emission around active galactic nuclei (AGN)
(Cantalupo et al., 2014; Arrigoni Battaia et al., 2016, 2019; Farina et al., 2019). Others
exploit the large field of view of MUSE, in particular, to conduct blind surveys for LAHs
around more typical, generally star-forming galaxies (Leclercq et al., 2017; Wisotzki et al.,
2018; Leclercq et al., 2020). At the same time, follow-up with other instruments such as
ALMA reveals complementary views on other gas phases within LAHs including CO
(Emonts et al., 2019).

Beyond the circumgalactic medium (CGM), first attempts have been made to detect
cosmic web filaments in Ly𝛼 emission (Gallego et al., 2018; Lusso et al., 2019; Umehata
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et al., 2019), as well as to study the interface between the IGM and CGM as gas flows feed
galaxies (Martin et al., 2019). Finally, Ly𝛼 emission is also a powerful cosmological tool.
The Hobby-Eberly Telescope Dark Energy Experiment (HETDEX) is an IFU survey which
will detect up to a million LAEs, as well as many extended LAHs, at more moderate
spatial and spectral resolution (Hill et al., 2008).

Despite extensive observational detection and characterization, the physical properties
and nature of Ly𝛼 halos remains an open topic. It is unclear whether the extended profiles
are mainly sourced by (i) diffuse emission outside of central galaxies, or whether (ii)
scatterings of Ly𝛼 photons emitted from within central galaxies power observed LAHs.
Diffuse emission is commonly considered to be sourced by gravitational cooling (Haiman
et al., 2000; Fardal et al., 2001; Faucher-Giguère et al., 2010) and fluorescence (Gould et al.,
1996; Cantalupo et al., 2005; Kollmeier et al., 2010; Mas-Ribas et al., 2016), while star-
formation and quasars can provide significant emission within galaxies (Dijkstra et al.,
2006; Zheng et al., 2011b) that can scatter with neutral hydrogen in the CGM. Emission
from orbiting satellite galaxies can also lead to extended Ly𝛼 profiles (Mas-Ribas et al.,
2017).

The difficulties in determining the powering source of LAHs are closely linked to
the resonant nature of Ly𝛼 photons that can scatter many times in astrophysical envi-
ronments before escaping towards the observer. This causes the observed frequency
and angular position to significantly change due to radiative transfer (RT). Only in the
simple, symmetric geometries, RT can be solved analytically (Harrington, 1973; Neufeld,
1990; Loeb et al., 1999; Lao et al., 2020). Moving to more realistic setups and in particular
hydrodynamical simulations, RT has to be solved numerically.

Recently our theoretical understanding of the Ly𝛼 emission around galaxies has been
pushed forward with the development of cosmological hydrodynamical simulations
which are able to produce broadly realistic galaxy populations (Genel et al., 2014; Vo-
gelsberger et al., 2014a; Vogelsberger et al., 2014b; Schaye et al., 2015; Dubois et al., 2016;
Pillepich et al., 2018a; Davé et al., 2019). Crucially, these simulations predict the full distri-
bution of gas, including neutral hydrogen, in and around galaxies. This enables explicit
RT calculations to solve for the propagation and scattering of Ly𝛼 photons through the
interstellar, circumgalactic, and intergalactic media (Laursen et al., 2009; Behrens et al.,
2018). Due to the computational expense, these calculations are done exclusively in
post-processing.

There have been various recent efforts to understand the Ly𝛼 halos in emission by
coupling RT with hydrodynamical simulations (e.g. Lake et al., 2015; Smith et al., 2019;
Kimock et al., 2020). These works typically consider one, to a few tens, of galaxies –
rather than full cosmological volumes – making it difficult to draw conclusions about
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the environmental dependencies of LAHs. Notable exceptions are Gronke et al. (2017a),
who predicted LAH properties from the Illustris simulation, and Zheng et al. (2011b)
who predicted low surface brightness Ly𝛼 emission from a cosmological reionization
simulation (𝑧 = 5.7), although with a limited, ‘halo-scale’ hydrodynamical resolution
∼ 30 pkpc.

In these theoretical works themost important emission origin(s) and source(s) remain
disputed. For example, Lake et al. (2015) find good agreement for their set of 9 LAHswith
mass 1011.5 M⊙ contrasted with data from Momose et al. (2014), stressing the importance
of gravitational cooling in the outer halo to explain the observed profiles, while Gronke
et al. (2017a) simulate Lyman-𝛼 nebulae with masses 1011.5 − 1013.5 M⊙ and find the
simulation can produce halos as large and luminous as those observed, only using central
emission from AGN and star-formation.

Recently, cosmological volumes from modern hydrodynamical simulations have
been studied in the context of Ly𝛼 emission focusing on the detectability of the cosmic
web (Elias et al., 2020; Witstok et al., 2021). Latest observations of the Ly𝛼 cosmic web
in Bacon et al. (2021) might point at the importance of emission from (faint) galaxies that
has been missing in former theoretical explorations.

In this work we improve on several aspects of previous computational studies, re-
visiting the nature of Lyman-𝛼 halos. Specifically, we couple the new, high-resolution
cosmological magnetohydrodynamical simulation TNG50 (Nelson et al., 2019a; Pillepich
et al., 2019) of the IllustrisTNG project to our new radiative transfer code voroILTIS. The
former provides a competitive combination of volume (a statistically robust sample of
∼ 6, 800 galaxies with 𝑀⋆ > 107 M⊙ at 𝑧 = 2) and resolution (∼ 100 parcsecs in the
ISM, < 1 kpc in the CGM). The latter includes several Ly𝛼 emission models and a Monte
Carlo treatment of the scattering process directly on the full Voronoi tessellation of the
gas distribution of the entire simulation volume, enabling a self-consistent treatment
of IGM attenuation (Byrohl et al., 2020b). Our setup enables us to statistically contrast
the simulation predictions to existing LAH observations, while also probing questions
regarding the dominant origins, emission sources and relevance of rescattering for the
existence of LAHs, and making future predictions in as of yet unobserved regimes.

The structure of this chapter is as follows. In Section 6.2, we describe our radiative
transfer code voroILTIS, the Ly𝛼 emission model, and the analysis details of the underly-
ing IllustrisTNG simulations on which the radiative transfer code is run. In Section 6.3
we present the results for the radial profiles and related reduced quantities from our
simulations and a comparison to observational data. In Section 6.4 we discuss the radial
profile shapes and reduced quantities in more detail. We summarize our findings in
Section 6.5.



6.2 Methods 125

6.2 Methods

6.2.1 IllustrisTNG and TNG50

For this work, we use the outcome of the IllustrisTNG simulations – both the galaxy
properties as well as gas distributions – as the basis for our radiative transfer simulations
of Lyman-𝛼 halos that we describe introduce in Chapter 3.8. To shortly recap, the Illus-
trisTNG simulations (hereafter, TNG; Marinacci et al., 2018; Naiman et al., 2018; Nelson
et al., 2018; Pillepich et al., 2018a; Springel et al., 2018) are a series of three large-volume
magnetohydrodynamical cosmological simulations of galaxy formation run with the
AREPO code (Springel, 2010). AREPO solves the coupled equations of self-gravity and
ideal, continuum magnetohydrodynamics (Pakmor et al., 2011) with a ‘moving mesh’
discretization based on an unstructured Voronoi tessellation of space.

Of the three IllustrisTNG simulations, TNG50, TNG100, and TNG300 (Nelson et
al., 2019a) we here exclusively use the highest resolution box TNG50 (Nelson et al.,
2019b; Pillepich et al., 2019) with a gas mass resolution of 𝑚bayron = 8.5 × 104 M⊙ and
a dark matter mass resolution of 𝑚DM = 4.5 × 105 M⊙ which is ∼ 15 (∼ 120) times
higher than TNG100 (TNG300). The corresponding spatial resolution of TNG50 is of
order ∼ 100 physical parsecs in the dense ISM, and this small-scale structure is useful
given the strong resolution dependence of Ly𝛼 radiative transfer at lower resolutions
as demonstrated in Behrens et al. (2018) and Camps et al. (2021), although a more
sophisticated model for the cold phase of the ISM would be needed to better capture Ly𝛼
RT effects on small scales.

6.2.2 voroILTIS

The Ly𝛼 radiative transfer is calculated with an updated version of ILTIS1, a light-weight
line emission transfer code as presented in Behrens et al. (2019). ILTIS implements a
Monte Carlo approach, spawning single-wavelength photon ‘packages’ (representing a
large number of actual photons) at emission sites, and following their scattering as they
traverse the underlying gas distribution. For efficiency, at each scattering event we output
the attenuated luminosity contributions along specified lines of sight towards assumed
observers (the ‘peeling-off’ algorithm; Whitney, 2011).

We have developed a new version of the code, voroILTIS, which runs directly on
the unstructured mesh of a Voronoi tessellation. As IllustrisTNG uses this geometry to

1The public version of the ILTIS code is currently available at github.com/cbehren/Iltis, where the
Voronoi version will also be released in the future.

github.com/cbehren/Iltis
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represent the gas distribution during the simulation and for the evolution of hydrody-
namical quantities, no intermediate interpolation or re-sampling steps are required, and
the density field in the RT calculation is self-consistent with the simulation. The mesh is
re-created in postprocessing with a parallelized wrapper to the Voronoi tessellation code
voro++ (Rycroft, 2009). We then spawn photons for each cell in the mesh according to
the local emissivity, an update which makes simulating diffuse emission feasible.

After emission, photons propagate through the simulation domain, and across the
periodic boundaries of the box as appropriate. Given the amplitude of the Hubble
flow (several 100 km/s/Mpc) in the simulated redshift range and typical gas velocities,
photons are quickly shifted into the far wings of the line profile where they have negligible
cross-section. Therefore, we do not need to construct light-cones and simply propagate
all photons for the necessary propagation length 𝑙 of order ∼ 10Mpc. Here, we chose
𝑙 = 28 cMpc/h. An upcoming methods paper will document the code improvements
used in the present work (Behrens & Byrohl, in prep). We present voroILTIS in Chapter 3.
Additional information on the predecessor of ILTIS, that has been used in Behrens et al.
(2018) and Byrohl et al., 2019, can be found in those publications.

6.2.3 Lyman-alpha radiative processes

Ly𝛼 photons are dominantly created by recombination of ionized hydrogen atoms with
electrons, and de-excitation of excited neutral hydrogen. Different physical processes
can power their creation: For recombination, ionizing radiation originates from star-
forming regions as well as from the metagalactic ultraviolet background. For collisional
de-excitation, the thermal state of the gas provides the gas heating mechanism. We refer
to those processes to emission sources and in figures call them ‘rec’, and ‘coll’, respectively.
As we discuss in the next paragraphs, we use a special description for the recombinations
in star-forming regions, which we abbreviate as ‘SF’ in figures.

We model recombinations after ionization by a spatially uniform background radi-
ation field and AGN radiative feedback as implemented in TNG50. These effects can
significantly change the ionization and temperature state of hydrogen that is reflected self-
consistently in TNG50. We can then adopt the description in Equation (2.44) to calculate
the recombinations. In addition to recombinations, the de-excitation of excited hydrogen
atoms can lead to the emission of Ly𝛼 sourced by collisional excitations depending on the
gas thermal state, which we incorporate according to Equation (2.45). In star-forming gas
cells, where the TNG model invokes a sub-grid effective equation of state model for the
two-phase ISM (Springel et al., 2003), the simulation’s temperature and hydrogen density
do not reflect their physical meaning entering Eqn. (2.44). Hence, we instead derive the
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recombination rate from the star-formation rate as a proxy for the amount of ionizing
flux recombining according to Equation (2.47). In condensed form, our emission model
is thus a combination of the following three sources:

𝜖rec = 𝑓rec(𝑇 ) 𝑛e 𝑛HII 𝛼(𝑇 ) 𝐸Ly𝛼 (6.1)

𝜖coll = 𝛾1s2p(𝑇 ) 𝑛e 𝑛HI 𝐸Ly𝛼 (6.2)

𝜖SF = 1042 ( �̇�⋆
M⊙yr−1 ) erg/s

𝑉⋆
(6.3)

A more detailed description of these equations and the choice of coefficients is given
in Section 2.6.1 and 2.6.2.

The star-formation rate is taken directly from the TNG output in each cell volume.
The TNG star-formation model is described in Pillepich et al. (2018b). In short, a gas cell
is star-forming if and only if its physical density exceeds 0.1 hydrogen atoms per cubic
centimeter, in which case collisionless star particles are stochastically formed (also see
Springel et al., 2003; Vogelsberger et al., 2013).

For recombination and de-excitations, we spawn one weighted photon package per
Voronoi cell with the luminosity according to the models above. For star-formation, we
only spawn photons in Voronoi cells bound to a halo of mass 𝑀200,crit > 1010 M⊙. In
TNG50 this results in a sample of ∼ 5000 to ∼ 13000 LAHs at redshifts 𝑧 ∈ [2, 5].

We found that a constant photon count per cell for Equations (2.44) and (2.45) results
in good convergence for the radial profiles. In such a scheme, photon packages can carry
vastly varying luminosity weights. This however is desired as we need to also trace faint,
optically relatively thin regions in the outer CGM where surface brightnesses are orders
of magnitudes lower than in the central regions of the LAHs.

In contrast, a Monte Carlo sampling relying on a fixed luminosity weight per photon
package appears faster for the emission from star-forming cells (see Eqn. (2.47)). For
simplicity, we stick with the fixedMonte Carlo photon count per cell, but confirm that this
photon count leads to a converged result (see supplementary material in Section 6.6.1)
for star-forming cells.

We refer to these photon packets as ‘photons’ for brevity. Photons are always injected
at the Ly𝛼 line-center in the rest-frame of the emitting gas cells. We have also explored
different spectral emission distribution and generally find little impact – details are given
in the supplementary material in Section 6.6.1.

In our model, we do not account for escaping ionizing radiation from star-forming
regions that recombines outside of its emission region (”fluorescent radiation”). Flu-
orescence in our simulations hence only arises from the uniform UV background and
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the radiation field from AGN incorporated in TNG. In the supplementary material in
Section 6.6.1 we discuss the impact of ionizing sources by means of the AGN radiation
implemented within the model underlying TNG50. The radiative feedback from AGN is
accounted for in that it affects the ionization state, temperature and cooling rates of the
gas and hence can boost recombinations and collisional excitations. We do not consider
additional recombinations in gas cells due to the activity of SMBHs.

6.2.4 Post-processing and observational realism

The radiative transfer simulations provide us with large outputs of Monte Carlo photons.
Each has a corresponding luminosity, frequency, emission source (see Section 6.2.3), and
positions of initial emission and last scattering. We save two distinct sets of photons:

• “intrinsic”: Ly𝛼 photons as directly emitted from gas cells, neglecting any subse-
quent interactions with gas.

• “processed”: Ly𝛼 photons, emitted and propagated through the surrounding gas.
This includes scatterings, IGM attenuation and potentially dust destruction.

Observed Ly𝛼 light corresponds to the ‘processed’ photons only. Comparing results
for intrinsic and processed photons allows us to quantify the redistribution of photons
since their initial emission and the overall importance of Ly𝛼 RT in our astrophysical
setting.

Both intrinsic and processed photons can be filtered based on the originating Voronoi
cell, which is recorded by the intrinsic photons, and inherited by any peeling-off contri-
bution. Using this, we can classify the emission origin of each photon according to four
distinct categories:

• “central galaxy”: The photon originates in the central subhalo (i.e., galaxy) of the
targeted halo.

• “outer halo”: The photon originates within the targeted halo, but outside of the
central galaxy.

• “IGM”: The photon originates in a region not associated with any halo.

• “other halo”: The photon originates from a region associated with a halo that is
different from the targeted.
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The definition of those categories relies on the halo and subhalo catalogues provided
by IllustrisTNG, where halos and subhalos are defined via the Friends-of-Friends and
Subfind algorithm respectively (see Nelson et al. (2019b)). Each photon falls into exactly
one of these categories.

First, we compute 2D surface brightness maps for all galaxies centered on the host
halo position, using a pixel size of 0.8 pkpc. We include all scattered (i.e. processed)
photons irrespective of their origin, as would be seen observationally. As a result these
maps include emission from diffuse gas around the halo and even emission from other
nearby galaxies and halos. For the projection depth we include all scattered photons
reaching the observer from within ±100 pkpc around the galaxy along the line of sight.
By adopting this simple prescription we effectively ignore Ly𝛼 frequency information
(diffusion). Observational studies using integral field spectroscopy commonly adopt
an adaptive wavelength window to incorporate all Ly𝛼 flux of the source based on the
sources varying spectral width. In our approach, we can waive the need for such adaptive
algorithm. In the supplementary amterial (Section 6.6.1), we show the impact when
incorporating spectral information and adopting a fixed wavelength window around
each emitter. Our quantitative results on LAH sizes and qualitative behaviour at large
radii remains unchanged irrespective of the chosen method of depth integration.

Unless otherwise stated, we always apply a Gaussian point spread function (PSF)
with a FWHM of 0.7 arcsec. This PSF roughly corresponds to that of MUSE UDF data we
compare in the later part of the chapter (see Section 6.3.2).

6.2.5 LAH sample and reduced statistics

In our analysis we focus on halos with galaxy stellar masses of 8.0 < log (𝑀⋆/M⊙) < 10.5.
For those halos, one dimensional radial profiles are computed by averaging the pixel
values for a given radial bin. We characterize these radial LAH profiles with a number of
‘reduced statistics’: two measurements of Lyman-𝛼 halo size, the half-light radius 𝑟1/2

and the exponential scale length 𝑟0, and the ‘central’ surface brightness value SB0, which
we take as the value of the surface brightness map pixel(s) closest to the halo center, after
smoothing by the PSF.

The Ly𝛼 half-light radius 𝑟1/2 is computed from the one-dimensional radial profile
as the radius enclosing half of the total surface brightness contained within 50 pkpc.
Because SB(𝑟) does not vanish at large distances due to contributions from other halos
and diffuse gas, this measure depends on this chosen outer radius.

We also fit the one-dimensional radial profile with a single exponential SB(r) =
SB0,fit exp(−r/r0) (as in Cai et al., 2019). The two parameters are the normalization SB0,fit
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and the scale length 𝑟0. We fit the simulated profiles between 0.4 and 2 arcsec, taking a
finite lower limit to exclude the impact of the PSF (as is common observationally; Wu et al.,
2020) and the upper limit where the profile commonly transitions from an exponential to
more flattened shape. Some observational studies fit a sum of two exponentials (Leclercq
et al., 2017; Wu et al., 2020), but this method sets one exponential scale length to that
of the UV light, adding additional modeling uncertainties which we avoid with the
simpler size measure. For comparison with observations, we impose a simple signal-to-
noise criterion, considering only data points with 𝑆/𝑁 ≥ 5. We derive the noise from
a Gaussian standard deviation of 2 × 10−19 erg/s/cm2/arcsec2 per pixel of the 2D SB
maps. While definitions of LAH sizes vary, we impose the same fitting routine to all
compared simulated and observed radial profiles for a fair comparison. Due to the variety
of radial shapes for individual LAH, the exponential function can be a bad fit at times.
We exclude such cases (<10%) by imposing a maximum relative error of 10% for either
fit parameter as given from the estimated covariance matrix of the least square fit. We
commonly specify the scale length of a given sample in the form of medianhigh

low where
”low” and ”high” are the 16th and 84th percentile.

6.3 Results

We begin in Figure 6.1 with a visual overview of Ly𝛼 emission from a large cosmological
region encompassing thousands of individual emitters. Here we show the large-scale
structure of the entire TNG50 simulation at 𝑧 = 3, with scattered Ly𝛼 photons illuminating
not only LAHs, but also the cosmic web within which they reside. The zoom-in panels
show two individual LAHs and their substructure (i.e. satellite galaxies), on the scale
of the halo virial radius, for moderate halo masses of 𝑀200 ≃ 5 × 1010 M⊙ (top) and
𝑀200 ≃ 1.2 × 1011 M⊙ (bottom), where Ly𝛼 photons are predominantly emitted at the
sites of star-formation in the central galaxy. These photons then resonantly scatter to
illuminate extended gaseous halos of the circumgalactic medium (CGM), where the
complex dynamics of high-redshift inflows mix with feedback-driven outflows.

In Figure 6.2 we show surface brightness maps for a collection of nine LAHs ordered
by star-formation rate at 𝑧 = 3, including the two LAHs from Figure 6.1. The three
colored contours all trace a surface brightness of 10−19 erg/s/cm2/arcsec2, differentiating
between the observable flux (i.e. from processed photons; blue), intrinsic emission (red),
and intrinsic emission due to star-formation alone (yellow).

Broadly, the Ly𝛼 scattering process increases the apparent sizes of LAHs beyond that
of intrinsic emission. In some instances, such as the lower right panel, red contoured
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Fig. 6.1 Ly𝛼 surface brightness map for the entire TNG50 cosmological simulation at 𝑧 = 3,
highlighting the large-scale structure of the cosmic web as seen in Ly𝛼 emission. We impose
a Gaussian point spread function (PSF) with a FWHM of 0.7 arcsec at a binning resolution
Δres of 8.5 ckpc/h and project through a slice depth of 5.25 cMpc/h. The inset panels (no PSF,
Δres = 0.4 pkpc) show two individual Lyman-𝛼 halos, on the scale of the halo virial radii,
for moderate mass objects: M200 ≃ 5 ⋅ 1010 M⊙ and M200 ≃ 1.2 ⋅ 1011 M⊙ (top and bottom,
respectively). Ly𝛼 photons are predominantly emitted in the star-forming regions of the central
galaxies, resonantly scatter and illuminate themore extended gaseous halos, including filamentary
inflows. The more massive halo (lower right) has a number of star-forming satellites which also
contribute Ly𝛼 emissivity and boost the local surface brightness.
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Fig. 6.2 Two-dimensional Ly𝛼 surface brightness maps of nine Lyman-𝛼 halos at 𝑧 = 3.0 in TNG50.
The LAHs are ordered by their star-formation rate in a mass range of roughly 1010-1012 M⊙.
Contours highlight the surface brightness value of 10−19 erg/s/cm2/arcsec2, showing the final
observable result (blue) contrasted against intrinsic photons (red) and intrinsic photons due
only to star-formation (yellow). We commonly find spatially extended intrinsic emission from
star-formation in the most massive halos (log10 (𝑀ℎ/𝑀⊙) ≥ 11.5), while intrinsic emission from
other sources is even more extended. The scattering of Ly𝛼 photons expands the extent of high
surface brightness features, particularly in the more massive halos. Here we adopt a pixel size of
Δres = 0.4 pkpc (no PSF).
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regions occur without corresponding yellow contours, indicating emission without the
presence of star-formation in filamentary structures. We note that the surface brightness
distributions of the scattered Ly𝛼 photons are significantly smoother and isotropic than
the more complex structure of the underlying density field. Qualitatively this is compat-
ible with the low eccentricities found for LAHs in observations (Wisotzki et al., 2016).
At distances beyond ≳ 20 pkpc from the central galaxies, LAHs become increasingly
anisotropic, due to the combination of satellite galaxies (for the more massive halos) and
anisotropic gas inflows.

6.3.1 Radial profiles
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Fig. 6.3 Radial surface brightness profiles of nine individual Lyman-𝛼 halos at 𝑧 = 3 in TNG50.
The objects and plotting order are the same as in Figure 6.2. The black solid lines show the total,
observable radial profiles extracted from the surface brightness maps of processed photons. We
decompose these profiles into their three physical emission sources, namely namely star-formation
(SF; blue), collisional excitations (coll; orange) and recombinations (rec; green). Generically, the
radial profiles drop steeply within ≲ 5 pkpc and flatten towards larger radii. For star-formation,
we also split profiles into intrinsic (processed) photons from the central galaxy only as dotted
(dashed) blue lines, emphasizing the important and non-negligible role of scattering in outer
LAHs.
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In Figure 6.3 we show the radial Ly𝛼 surface brightness profiles extracted from the
same nine intensity maps of Figure 6.2. We decompose the total profile (including
rescattering; black) into its contributions from the three emission sources: star-formation
(solid blue), collisional de-excitation (orange), and recombination (green). For star-
formation, we additionally show the emission neglecting subhalo/satellite contributions,
both intrinsic (dotted blue) and processed (i.e. scattered, dashed blue).

In general, radial profiles are steep near the center of the halo and quickly flatten
beyond 𝑟 ≳ 15 pkpc. The inner regions are dominated by star-formation sourced recombi-
nation, and even at larger radii up to 50 pkpc, star-formation often remains the dominant
contribution while excitations and recombinations (orange and green lines) reach similar
magnitude. Except for the most massive halos in the upper row, intrinsic Ly𝛼 emission
from star-forming regions (blue dotted line) quickly fades within 𝑟 ≲ 15 pkpc. At larger
radii, the profiles are shaped by scattered photons. However, as expected, there are
occasional bumps in the profile from star-formation in satellite galaxies of more massive
halos.

The scattered photons contributions highlight two important effects of the radiative
transfer. First, the central surface brightness is severely damped by photon rescattering
(dashed blue vs. dotted blue curves). Second, large amounts of those Ly𝛼 photons are
scattered further out, which provides an important contribution of star-formation to the
extended radial profiles even though little in-situ star-formation may take place at those
radii.

Collisional excitations and recombinations become important at radii 𝑟 ≳ 20 pkpc for
lowmass halos, and the typical surface brightness contribution from collisional excitation
exceeds that from recombination by a factor of ∼ 2. The most massive galaxies more
frequently host nearby satellites, which result in the occasional bumps in the profile from
star-formation in these subhalos.

We move from the case study of individual profiles to a quantitative exploration of
the average predicted LAH profiles. In Figure 6.4 we stack galaxies based on stellar mass
(main panel) and halo mass (lower left panel) at 𝑧 = 3. We also show the evolution with
redshift from 𝑧 = 2 to 𝑧 = 5 in a fixed stellar mass bin (lower right panel). Profiles always
show the median stacked profile after radial binning, which we note is not the same
as first median stacking the two-dimensional surface brightness maps. For the radial
binning we calculate the mean surface brightness for a given annulus. Shaded regions
show the central 68 percentiles. The dashed line in the main panel indicates the 0.7 arcsec
FWHM Gaussian PSF we adopt, which dominates the smoothing of the radial profiles at
small distances 𝑟 < 10 pkpc. At larger radii, the surface brightness rapidly flattens, as we
explore below.
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Fig. 6.4Overview of the predicted median Ly𝛼 surface brightness profiles around TNG50 galaxies,
as a function of mass and redshift. Main panel: Stacked radial profiles for five different stellar
mass ranges from 𝑀⋆ = 108 M⊙ to 1010.5 M⊙, at 𝑧 = 3. The respective count of contributing halos
to the stack is given in parentheses in the legend. At fixed cosmic time, the central Ly𝛼 surface
brightness increases monotonically with stellar mass, roughly as SB(r = 0) ∝ M0.9

⋆ . We overplot
the median radial profile of 58 observed LAHs at redshifts between 2.9 and 3.5 presented in
Leclercq et al. (2017) from the MUSE UDF (see text for details). Lower left: Stacked radial profiles
as a function of dark matter halo mass, also at 𝑧 = 3. The solid lines show the observed radial
profiles, while the dashed lines only consider those photon contributions originating from the
central halo. Lower right: Redshift evolution of stacked radial profiles for a fixed galaxy stellar
mass bin of 8.5 ≤ log10 (𝑀⋆/M⊙) ≤ 9.5. At fixed stellar mass, Ly𝛼 halos are more luminous
towards lower redshift. We contrast the full radiative transfer result (RT; solid lines) with the
intrinsic emission profiles (dashed lines). The scattering which occurs during the RT lowers the
Ly𝛼 surface brightness at halo center (≲ 5 pkpc) while increasing it at larger radii, producing an
overall flatter profile.
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In the top panel, stacking surface brightness in stellar mass bins from low-mass
galaxies with 𝑀⋆ = 108 M⊙ to Milky Way mass systems with 𝑀⋆ = 1010.5 M⊙, we see
that Ly𝛼 surface brightness increases monotonically, at all radii, with increasing stellar
mass. Despite this strong correlation between peak surface brightness and stellar mass,
the overall shape of the median radial profiles is largely independent of the stellar mass.
We note that a mass-dependent Ly𝛼 photon escape probability, i.e. due to dust physics,
would impact the trend of overall luminosity and stellar mass, which we explore further
in Section 6.3.5.

The lower left panel of Figure 6.4 shows the radial profiles in three halo mass bins.
The central surface brightness of the Ly𝛼 profiles rises as a function of halo mass. In
addition, we more clearly find a change in shape of the radial profiles as a function of
halo mass, whereby flattening begins at smaller radii for lower mass halos. Considering
central galaxy emission only (dashed lines), we observe that as star-formation decreases
towards lower mass, the luminosity budget available for rescattering in the halo does
likewise. Hence, diffuse emission outside of the central galaxy becomes dominant at
smaller radii. Equivalently, since the central (or total) luminosities are lower at lower
mass, external emission (i.e. from other halos) can take over more quickly.

In the lower right panel of Figure 6.4 we explore the redshift evolution of radial profiles
in a fixed stellar mass bin of 8.5 ≤ log

10
(𝑀⋆/M⊙) ≤ 9.5. Towards higher redshift, the

central surface brightness drops significantly while changes to the overall shape are minor.
Here we also show the radial profiles of the intrinsic photons (dashed lines), where Ly𝛼
photons are allowed to escape directly to the observer without scattering, contrasting
against the processed emission (solid lines). The intrinsic profiles’ lower brightnesses
at higher redshifts are driven by surface brightness dimming, which is however largely
countered by the higher specific star formation rates at fixed stellar mass. The intrinsic
central SB luminosities decrease much more slowly towards higher redshift, implying
that the photon redistribution due to resonant scattering is significantly more important
at higher redshifts.

6.3.2 Comparison of TNG50 and MUSE data

In the top panel of Figure 6.4 we also overplot the median radial profile from the obser-
vational LAH dataset of Leclercq et al. (2017) for thise objects with redshifts between
2.9 and 3.5. The data set is based on the MUSE Ultra Deep Field (UDF), which finds
extended Ly𝛼 emission around 145 of 184 star-forming galaxies at 3 ≲ 𝑧 ≲ 6 with a
median of 𝑧 ∼ 3.7. The observed galaxies extend in stellar mass down to ∼ 107 M⊙ with
an average stellar mass of 𝑀⋆ ∼ 108.5 M⊙ (Boogaard et al., 2018). As a result, the most
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appropriate comparison is against the orange line, where we find a excellent agreement
of the normalization and radial shape of the surface brightness profile between MUSE
and TNG50. At larger radii 𝑟 > 20pkpc the observed stacked profile becomes uncertain
given the large errorbars, so we cannot ascertain whether or not the strong flattening
we observe in the TNG50 LAHs is also seen in the data. Additionally, this flattening is
affected by MUSE’s more extended Moffat PSF (Bacon et al., 2017). The agreement of
stacked radial profiles between observed and simulated samples degrades toward higher
redshifts, particularly 𝑧 = 5.0. This discrepancy is largely driven by the flattening of
the simulated profiles at high redshifts (see bottom right panel) that is not found in the
observed sample.

We note that quantitatively comparing TNG50 to Lyman-𝛼 halo observations has
many challenges and subtleties. With respect to the MUSE data of Leclercq et al. (2017) in
particular, althoughwe address the issue of spatial smoothing and the PSF, remaining sys-
tematics could include details of (i) spectral smoothing, resolution, and the construction
of the surface brightness map with a frequency-space integration; (ii) noise, including
relevant surface brightness limits and sky backgrounds; (iii) the position chosen as the
center of the halo; (iv) the derivation of galaxy properties, including mass (where SED
fitting based on HST broad-band photometry lacks near-IR points, and neglecting emis-
sion lines including Ly𝛼 which can fall into the F606W filter (Feltre et al., 2020); and (v)
sample selection and selection biases, i.e. choosing appropriate analogs for comparison
to the observed halos and/or matching the observed galaxy population in general.

Beyond the stacked profile comparison, we also contrast individual LAHs as observed
in the MUSE UDF to those from TNG50. Figure 6.5 shows the 24 radial profiles from
Leclercq et al. (2017) closest in redshift to 𝑧 = 3 (blue data points with errorbars). For
each, we search for the best ‘match’ from among our catalog of simulated LAHs at that
redshift, and select the single LAH with the minimum least-squared difference2 which
are overplotted (orange).

In general, we are able to find excellent matches to the observed data, demonstrating
that TNG50 can reproduce the observed diversity and variety of observed LAH profile
shapes. For instance, we show good matches for more compact and more extended
objects (e.g. id 2178, id 6521), and although noise starts dominate at larger radii, we also
find good matches for candidates with very flattened profiles (e.g. id 1226). The stellar
masses of the observed galaxies, and the stellar mass of the selected TNG50 analog, are
both shown in the legend for reference. For the subsample of observed LAHs for which
we have a stellar mass estimate (Feltre et al., 2020, from), we find a mean difference in

2Note that the low surface brightness measurements at large radii 𝑟 > 2 ”, have only small weights in
the linear least-square fit.
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Fig. 6.5 Gallery of observed Lyman-𝛼 halos from from the MUSE UDF (blue points with uncer-
tainties; Leclercq et al., 2017), chosen as the 24 closest to redshift 𝑧 = 3. Every observed LAH
is matched to a simulated halo from TNG50 by choosing the best least-squares fit profile. All
simulated radial profiles are smoothed with a Gaussian 0.7 arcsec FWHM PSF, and overplotted
(orange lines). This demonstrates that the simulation has the diversity and sample statistics to
recover excellent matches to all observed halos, and that TNG50 can successfully reproduce every
observed profile, in both normalization and shape, with at least some simulated halo. For each
halo, we include the ID and redshift of the observed MUSE object, as well as its stellar mass
estimate if available. We also show the exponential scale length 𝑟0 (in pkpc) fitted to the MUSE
data. For the simulated profile we also include its galaxy stellar mass: observed LAHs and their
simulated matches from TNG50 surround galaxies of similar mass.
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Fig. 6.6 Gallery of observed Lyman-𝛼 halos from the MUSE UDF (blue points with uncertainties;
Leclercq et al., 2017), where here we show the first 8 LAHs shown from Figure 6.5. As before,
we search for the best matching LAH from TNG50, but now only fit data points for small radii
𝑟 < 2 arcsec, and show the best five fits for each profile. As before, we contrast the MUSE stellar
mass (if available) with the stellar mass range of the five simulated profiles, which are shaded
from light to dark orange with increasing stellar mass. We find that although the simulated
profiles show object-to-object variances at large distance, in most cases they are consistent with
the observed profile within its errorbars.

𝑀⋆,MUSE/𝑀⋆,TNG of 0.11 dex with a standard deviation of 0.43 dex. This indicates that
the simulated LAHs selected as good matches surround galaxies with comparable stellar
masses as the observed systems.

Figure 6.6 shows a similar comparison of matched LAH profiles between the MUSE
data and TNG50. However, we now restrict the least-square fit to those values at distances
below 𝑟 ≤ 2 arcsec, and include the five matches in each case to highlight the range of
predicted large radii behaviour from simulated profiles. Most of those fits are compatible
with the observed radial profiles and their error-bars at large radii (see also Song et al.,
2020, for fits to L17 SB(r) profiles using 3D Ly𝛼 RT coupled to idealized shell models
rather than cosmological simulations). A notable exception is the profile of MUSE-id
1281 which has an excess at 𝑟 ∼ 2 arcsec, possibly due to the existence of a satellite galaxy.

6.3.3 The origin and source of Lyman-alpha halo photons

Although LAHs are observed localized around galaxies and their dark matter halos, the
photons which contribute to that emission can arise from a number of different origins.
In Figure 6.7 we show the relative contribution to a stacked Ly𝛼 surface brightness
profile, depending on the origin of emission, for galaxies in the stellar mass bin 8.5 ≤
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Fig. 6.7 Median stacked radial Ly𝛼 pro-
file for galaxies with stellar masses
8.5 ≤ log10 (𝑀⋆/M⊙) ≤ 9.5 at 𝑧 = 3 in
TNG50. We decompose this profile into the
photons with differing emission origins: from
the central galaxy (blue), outer halo (orange),
the IGM (green), and other halos (red). At
𝑟 < 20 pkpc emission from the central subhalo
dominates, beyond which contributions from
other halos start contributing to the overall
shape. Beyond 40 pkpc the ‘other halo’ origin
is critical and produces the flattening of the
profiles towards large radii. The contributions
originating in the outer parts of the halo and the
IGM are negligible.
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(𝑀⋆/M⊙) ≤ 9.5. We categorize the emission origin of each photon as one of the
four categories previously introduced in Section 6.2.4.

We find that emission from the central galaxy (blue) clearly dominates the radial
profile below 𝑟 ≲ 20 pkpc after which emission originating from other halos but scattering
onto the targeted halo becomes increasingly important. Above 40 pkpc this ‘other halo’
origin (red) even dominates the radial profiles. The radial profile from rescattered
photons originating in other halos has a very shallow slope, thus leading in large part
to the flattening of the overall profiles at larger radii. In particular, we find that the
contribution from other halos is significantly boosted if more massive halos are nearby,
an effect we explore more in Section 6.4.1.

Emission originating in the IGM (green) and outside of the central subhalo (partic-
ularly from satellites; orange) is generally negligible, and never contributes more than
a few percent to the total stacked profile. However, there can be infrequent radial pro-
files of individual halos with larger contributions from IGM and satellites than for the
shown average. We note that the IGM contribution in particular will depend upon the
line-of-sight integration depth.

For higher mass halos (not shown) we find that the emission from the central subhalo
grows more rapidly than any of the other origins, pushing the observed flattening to
larger radii. Analogously, lower mass halos flatten at smaller radii. Other halos start to
significantly contribute (≥ 10% to the total stacked profile) at 7, 22 and ≥ 50 pkpc3 for
the respective 1 dex stellar mass binned halos starting at 7.5, 8.5 and 9.5 log (𝑀⋆/M⊙).
There is very little redshift evolution for these radii from 𝑧 = 2 to 𝑧 = 5.

3In the highest mass bin, the radius lies outside of the 50 pkpc radius aperture.
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Fig. 6.8 Median stacked Ly𝛼 surface brightness
radial profiles at 𝑧 = 3 for halos with 8.5 ≤
log10 (𝑀⋆/M⊙) ≤ 9.5decomposed into different
emission sources (upper panel), and the relative
fraction of each (lower panel) in TNG50. Dashed
lines show intrinsic emission, while solid lines
show the processed (i.e. scattered) signal. Emis-
sion from star-forming regions typically dom-
inates the intrinsic emission up to 10 pkpc af-
ter which collisional excitations start to domi-
nate. However, radiative transfer redistributes
this central emission towards the halo outskirts,
such that star-formation remains the dominant
source of Ly𝛼 emission for observed LAHs at all
radii shown.

In Figure 6.8 we similarly decompose the stacked profile into the relative contribu-
tions of different emission sources: star-formation sourced rescattered photons (blue),
collisional excitation (orange), and recombination (green). In addition to the ‘processed’
signal (solid lines) we also show the intrinsic emission signal (i.e. ignoring scattering
effects; dashed lines). In both cases we find that star-formation makes up the bulk of
the SB within the central 10 pkpc. At larger radii however rescattered photons from
star-forming regions drop to a ∼ 50% relative contribution as diffuse collisional excita-
tions and recombinations rise to ∼ 30% and ∼ 20% respectively. These relative fractions,
shown here at 𝑧 = 3, are similar at other redshifts (not shown).

6.3.4 Lyman-alpha halo sizes
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Fig. 6.9 The Ly𝛼 half-light radius r1/2 as a func-
tion of stellar mass over redshift in TNG50. The
colored solid lines show the median radius and
the shaded regions enclose the radii within the
central 68 percentiles. The typical 𝑟1/2 size lies
between 5 and 15 pkpc, and monotonically in-
creases with redshift, while being mostly con-
stant over the stellar mass range. For the colored
dashed lines, contributions originating outside
of the targeted halo have been ignored. The dif-
ference between solid and dashed lines therefore
indicates an increasing impact of unbound and
other halos’ contributions at low stellar masses.
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To study the dependence of LAH profiles on galaxy/halo properties and redshift,
we summarize each profile by a characteristic size and surface brightness, as defined in
Section 6.2.5. Figure 6.9 shows the Ly𝛼 half-light radius 𝑟1/2 as a function of stellar mass
across the studied redshift range. We find that the half-light radii of our LAHs is typically
between 5 and 15 pkpc. There is little correlation with stellar mass compared with the
scatter. Half-light radii are systematically larger in physical kpc towards higher redshift,
roughly doubling in size from 𝑧 = 2 to 𝑧 = 5 across the redshift range. This implies a
stronger redistribution through scatterings into the outskirts of halos at higher redshifts,
which is largely driven by a higher neutral hydrogen density at those redshifts.

In Figure 6.10 we show the fitted single exponential scale length 𝑟0. In all panels
we impose the noise modeling described in Section 6.2.5, which effectively imposes a
sensitivity limit and induces a lower cut-off mass below which modelled LAHs show no
observable extent. This limit starts to affect the median at a stellar mass below ∼ 2×108 M⊙

(∼ 109 M⊙) at 𝑧 = 2 (𝑧 = 5), causing the artificial drop-offs at low 𝑀⋆.
Except for this sensitivity limit, there are no clear trends of 𝑟0 with stellar mass. Simi-

larly, no clear redshift evolution is evident (upper panel). However, when looking at our
fiducial stellar mass range of 8.5 ≤ log

10
(𝑀⋆/M⊙) ≤ 9.5 only, we do find that 𝑟0 increases

with redshift from 3.4+1.3
−0.7 pkpc at 𝑧 = 2 to 3.7+1.7

−0.9 pkpc (4.0+1.7
−1.0 pkpc, 5.5+2.4

−1.6 pkpc) at
𝑧 = 3 (𝑧 = 4, 𝑧 = 5).

The middle panel of Figure 6.10 shows the scale radius as a function of stellar mass
at 𝑧 = 3. Here we decompose the contribution to LAH size by emission source, by
determining 𝑟0 based on each of three respective emission sources alone (colored lines).
The black solid line shows the median 𝑟0 relation combining all three emission sources, as
would be observable. We find that the overall scale radius 𝑟0 is largely determined by the
emission from star-formation due to its high surface brightness. Scale lengths from star-
formation show no correlationwith stellar mass, while both collisions and recombinations
do showa strong positive correlation. Thus, 𝑟0 follows the lack of evolutionwithmass seen
in the star-formation source. In contrast, both diffuse collisions and recombinations show
a strong positive correlation with mass. For halos between 8.5 ≤ log

10
(𝑀⋆/M⊙) ≤ 9.5

we find 𝑟0 to be 3.7+1.7
−0.9 pkpc for the overall profile and 3.1+1.4

−0.7 pkpc, 8.0+2.8
−1.7 pkpc or

9.2+3.2
−2.0 pkpc for SFR, excitations, recombinations only respectively.
Solid lines indicate processed photons, while the dashed lines show 𝑟0 based on

the intrinsic photons only. Not surprisingly, intrinsic photons typically give rise to a
smaller scale length than processed photons. Most importantly, intrinsic photons from
star-formation give rise to a scale length close to a point-like source convolved with the
PSF, while this value doubles from rescattering in the CGM.
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Fig. 6.10 The Ly𝛼 single exponential radius r0
as a function of stellar mass and redshift. The
colored solid lines show medians, while shaded
regions indicate the central 68 percentiles. Top:
𝑟0 as a function of stellar mass, at four distinct
redshifts. There is no clear trend of 𝑟0 with either
redshift or stellar mass. Middle: Decomposi-
tion of 𝑟0 at 𝑧 = 3.0 (black) into its three emis-
sion origins (SF, coll, rec), for both intrinsic and
processed photons. As the luminosity budget in
the proximity of the halos’ center is dominated
by star-formation, the latter effectively sets the
scale length. Bottom: 𝑟0 versus redshift com-
pared to observational data from the MUSE UDF
(Leclercq et al., 2017). For simulations and obser-
vations, we fit the scale length 𝑟0 using the same
procedure. We show three different bins of fixed
stellar mass for TNG50 (blue lines). At fixed stel-
lar mass, LAH sizes are overall larger towards
higher redshift. No clear redshift trend is evident
in the observations which are consistent with no
size evolution, although the galaxy stellar mass
distribution as a function of redshift in the data
is uncontrolled (see text for details).
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In the bottom panel of Figure 6.10 we show the explicit redshift evolution of LAH
sizes, from 𝑧 = 2 to 𝑧 = 5, and compare the TNG50 result with that of Leclercq et al.
(2017). For the comparison with MUSE, we show simulated halos in stellar mass bins
log

10
(𝑀⋆/M⊙) from 8.0 to 9.5, which overlap the observed distribution. At fixed stellar

mass, we find that the median 𝑟0 increases towards higher redshift and the magnitude of
this trend is similar to the scatter of 𝑟0 at each redshift. For the MUSE UDF observations,
we find 3.1+1.0

−0.6 pkpc, 2.9+1.3
−0.5 pkpc and 2.4+1.2

−0.3 pkpc for the redshift bins centered at 𝑧 = 3,
𝑧 = 4 and 𝑧 = 5, respectively.
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Our face value comparison with the MUSE data implies that LAHs in TNG50 are
slightly more spatially extended than in observations, by roughly a factor of ∼ 1.2 at
redshift three, increasing to ∼ 2.3 by redshift five with a simulated 𝑟0 ∼ 5.5 pkpc, the
two size distributions being roughly one standard deviation apart. We caution, however,
that the stellar mass distribution of the observed galaxies is not fixed as a function of
redshift. Moremassive galaxies aremore easily observed at higher redshift, and ideallywe
would match the joint (𝑀⋆, 𝑧) distribution to make this comparison. However, remaining
methodological differences likely still dominate the uncertainty in this comparison, as
sizes are not measured in exactly the same way in both the observational data and TNG50
simulation.

We note that observed sources of Ly𝛼 emission have been characterized by many
different sizes ranging from roughly 2 pkpc to 9 pkpc at 𝑧 ∼ 3 (Bond et al., 2009; Momose
et al., 2014). This large range of radii hints at the large diversity of different galaxy selection
(LBGs/LAEs), functional fitting forms (single/double exponential) and methodologies
(individual/stacking). We leave a quantitative comparison of Ly𝛼 sizes for future work,
and do not try to explicitly compare LAE sizes to the observational literature here.

6.3.5 LAH central brightness

Fig. 6.11 The central surface brightness SB0 as a
function of stellar mass across the studied red-
shift range in TNG50. The solid lines show the
median for the processed photons for a given
mass bin and the shaded region shows the corre-
sponding 68 central percentiles. In dashed, we
show the median for the intrinsic photons. The
dots show measured MUSE results color coded
by simulated redshift they are closest to. The
central surface brightness is a strong function
of galaxy mass both for intrinsic and processed
photons in our TNG50 simulation. There also is
significant redshift evolution of SB0 for the pro-
cessed photons, roughly scaling with (1 + 𝑧)4.
In the MUSE data, we find no significant corre-
lation, neither with stellar mass nor redshift.
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In addition to the two LAH size measures 𝑟1/2 and 𝑟0 we also calculate the central
surface brightness SB0. Figure 6.11 shows the trend between SB0 and galaxy stellar mass,
from 𝑧 = 2 to 𝑧 = 5 (different line colors). We derive this value for both the intrinsic
(dashed lines) and processed photons (solid lines). For the latter, we shade the central
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68% of outcomes in a given mass bin. Additionally, we show the results from the MUSE
UDF data set (circles), colored to match the nearest simulated redshift for comparison.

First, we see a strong correlation of the peak LAH brightness with galaxy stellar mass.
This trend was previously noted in Figure 6.4 for the simulated halos. Over four orders
of magnitude in stellar mass, the central surface brightness value increases by roughly
two orders of magnitude. The evolution of SB0 as a function of redshift is minimal for
intrinsic photons. While the intrinsic surface brightnesses are subject to cosmological
dimming, this seems to be countered by the increased specific star formation rate for
halos at higher redshifts. For processed photons, CGM diffusion and IGM attenuation
suppress SB0 with a scaling of roughly (1 + 𝑧)4.

In comparison to the clear correlation in the simulations, the MUSE data does not
show such a strong relationship between central surface brightness and either stellar
mass or redshift. Although the SB0 values are in reasonable agreement where the bulk
of the observed systems reside, 108 < 𝑀⋆/M⊙ < 109, the flat trend in the data leads to
lower inferred values at higher stellar masses, when compared to those in TNG50. This is
certainly caused in part by systematic uncertainties in the observational determinations
of stellar mass, which act to wash out this trend. Even more importantly, we speculate
that this difference arises due to our omission of a model for unresolved dust attenuation
and stochasticity on the smallest scales, as we discuss below.

6.4 Discussion

6.4.1 The shape and nature of Lyman-alpha halos

Based on our results we nowdiscuss the implications for the shape and nature of Lyman-𝛼
halos. In particular, is there a typical shape for LAH radial profiles, is there a common
cause for this shape, and what is the resulting interpretation of the observations? In
Section 6.4.1, we focus on ‘small’ scales, of order of ∼ 10 pkpc, where LAHs are de-
tected around star-forming galaxies. In Section 6.4.1 we discuss larger scales, and profile
flattening, as accessible in current and future intensity mapping studies.

Ly𝛼 profiles at small scales

We have shown that the radial profiles of our simulated LAHs are primarily shaped
through rescattered photons which originate from star-forming regions in the central
galaxy of a halo on scales around ∼ 10 pkpc. This rescattering gives rise to a smoothing of
the surface brightness maps and radial profiles that is larger than typical PSFs (0.7 arcsec
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adopted herein). Beyond this distance median radial profiles tend to steepen rapidly
before flattening on scales above ∼ 20 pkpc.

We find typical exponential scale lengths 𝑟0 of ∼ 4 pkpc with little to no correlation
with stellarmass. As radial profiles are largely dominated by emission from star-formation
on these scales, the typical shape of rescattered photons from the central galaxy sets
this typical 𝑟0 and leads to the lack of correlation with stellar mass. If diffuse emission
through collisions and recombinations were the dominant source of LAH photons, we
would infer much larger scale radii 𝑟0 and a strong correlation with stellar mass with
scale lengths starting at ∼ 5 pkpc growing to ∼ 15 pkpc between 108 and 1010 M⊙. Thus,
𝑟0 and its mass dependency can serve as a discriminator between rescattered photons
from star-forming regions and diffuse emission in observations. This holds even if the
relative importance of the different emission mechanisms is not precisely correct in our
simulations.

An important modification of the emission mechanism stems from local ionizing
sources. TNG’s simplified on-the-fly treatment of radiation stemming from AGN is
already reflected in our results. In particular, in our fiducial sample of LAH candidates
with stellar masses of 8.5 ≤ log

10
(𝑀⋆/M⊙) ≤ 9.5 1030 out of 1189 halos host a SMBH

and incorporate their ionizing flux. While, we expect that additional ionizing flux from
stellar populations could additionally boost diffuse emission, we only find a small impact
of local ionizing radiation from AGN on the radial profiles on small scales measured by
the exponential scale radius 𝑟0. As the AGN UV radiation (when present) dominates
over that of the stellar population, we similarly do not expect 𝑟0 results to significantly
change if latter radiation was incorporated.

Interestingly, as the scale length 𝑟0 keep growing toward higher masses for emission
sourced by cooling and the UV background, high mass halos in TNG50 reach the lower
end of extents observed in LABs. While a future dedicated study is required, this might
strengthen the case of such diffuse emission sources (without local sources ionizing flux)
causing observed LABs.

In comparison to data, our results for the stacked profiles are consistent with MUSE
UDF observations presented in Leclercq et al. (2017). At the level of individual LAH
profiles, we similarly find good agreement, such that there are numerous analogs in
TNG50 which have compatible Ly𝛼 radial profiles. This agreement is noteworthy as we
have no tuned or calibrated parameters in our Ly𝛼 modeling.

In the quantitative comparison of 𝑟0 for individual LAHswefindup to a 20%mismatch
at 𝑧 = 3, which grows to a factor of two at 𝑧 = 5. Similarly, the central surface brightness
values from Leclercq et al. (2017) show significant scatter and tend to be below those
obtained from TNG50 at the highest stellar masses. Despite these regimes of tension, the



6.4 Discussion 147

observations show no clear mass or redshift evolution in either 𝑟0 or SB0 values, which
together with the relatively small sizes implies that observed LAHs in the MUSE UDF
sample are sourced by star-formation.

Although a rigorous comparison between simulated and observed LAHs is compli-
cated by several systematic uncertainties, the SB0 and 𝑟0 tensions hint at possible short-
comings of our Ly𝛼 modeling. In Figure 6.10 we found that considering star-formation
alone gives the smallest exponential scale lengths. At 𝑧 = 3, we found 𝑟0 = 3.1+1.4

−0.7 pkpc
in this case, which is very similar to theMUSE UDF estimate of 3.1+1.0

−0.6 pkpc. The simplest
explanation is that we have underestimated the Ly𝛼 luminosity from star-forming regions,
or overestimated the Ly𝛼 luminosity from other sources. Further, the strong correlation
of SB0 with stellar mass found in our models is not clearly present in the data. As we
assume a fixed relation between star-formation and Ly𝛼 luminosity this outcome is not
surprising, and can be alleviated by developing a more realistic model for the underlying
relation between Ly𝛼 and SFR, as discussed in Section 6.4.2.

Ly𝛼 profiles at large scales
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Fig. 6.12 Radial profiles for halos with 8.5 ≤
log10 (𝑀⋆/M⊙) ≤ 9.5 at 𝑧 = 3 decomposed into
emission origin and extending to large-scales
of 3000 pkpc radii in TNG50. Here we neglect
PSF effects and integrate photon contributions
from within ±600 pkpc of each emitter along
the line of sight. The overall profile (solid black)
strongly flattens out as the very flat contribution
from other halos starts to dominate after 40 pkpc.
Contributions from the outer halo (orange) and
the IGM (green) are negligible in the stacked
profiles, while nearby neighbors strongly boost
the signal (solid red). To emphasize this envi-
ronmental effect, we also show the subsample of
127 (out of 1189) halos that have a more massive
halo, by at least a factor of 10, within 0.5 pMpc
(dashed red). The black dotted line shows the
surface brightness based on the global mean of
the luminosity density in the simulation.

Although much of our analysis has focused on the inner regions of LAH profiles,
≲ 20 pkpc, we here consider the general shape of extended Ly𝛼 profiles where the impact
of environment reveals itself.
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The most prominent feature in the median stacked profiles of Figure 6.4, regardless of
stellar mass, is the significant ‘flattening’ beyond the inner few 10s of pkpc. In Figure
6.12 we take advantage of our global, large-volume RT calculation and present the radial
profiles of halos with 8.5 ≤ log

10
(𝑀⋆/M⊙) ≤ 9.5 out to 3000 pkpc. Here we neglect the

PSF, and integrate through ±600 pkpc from the emitter’s position along the line of sight,
which roughly reflects the spectral resolution of the HETDEX survey.

We decompose this median surface brightness profile based on photon origin (dif-
ferent colored lines). For reference, the expected surface brightness given the average
luminosity density in TNG50 is shown with the black dotted line. We find that the con-
tribution from other halos (solid red line) is nearly constant with distance and reaches
down to roughly match the mean global. This ‘other halo’ contribution starts to dominate
the surface brightness profile beyond 100 pkpc by a factor of more than 10. To emphasize
this environmental effect, we also show a stack of the subsample of halos that have a close
(≤ 0.5 pMpc) massive neighboring halo, by a factor of ten or more, as the red dashed
line. For those galaxies there is an elevated plateau above the global mean that only starts
to drop around 100 pkpc.

This behavior is a proximity effect whereby nearby halos give rise to an effectively
elevated background. As a result, emission from star-formation from nearby neighbors
dominates the observed radial profiles over diffuse emission from the outer halo and
the IGM. Zheng et al. (2011b) find a similar flattening effect from rescattered photons
from other halos in their simulations, but are unable to assess the relative importance of
diffuse emission, which remains untreated. In contrast, Lake et al., 2015 do incorporate
both central sources and diffuse emission, reporting a flattening up to scales of 80 pkpc
that in equal parts stems from the two emission sources, in contrast to our results where
emission from other halos dominates over IGM emission.

We note that modeling of this proximity effect remains tricky: off-scattered photons
in a targeted halo originating in a neighboring halo could potentially not be modeled by
a classic 2-halo term as this would merely capture the overlap between different halos’
profiles. Here – in addition to the possible overlap of profiles – we have Ly𝛼 photons
freely traveling through the IGM to a neighboring halo at which point scatterings will
trace out part of the targeted halo.

Our findings are qualitatively compatible with stacking results by Matsuda et al.
(2012) showing a strong correlation of the flattening in the overdense regions. Wisotzki
et al. (2018) find significant flattening up to scales of around ∼ 50 pkpc, for which they
consider UVB fluorescence as a potential source. In contrast, we find that towards large
radii diffuse emission outside of halos contributes less than 10% to the surface brightness
(see Figure 6.12), while we find that scattering of Ly𝛼 photons from galaxies dominate
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the flattening. More recent Ly𝛼 intensity mapping results at 𝑧 = 5.7 and 6.6 by Kakuma
et al. (2021) found reasonable agreement with the MUSE stacking (see also Matthee et al.,
2020) and the simulated profiles of Zheng et al., 2011b on small scales (𝑟 < 150 ckpc),
they cannot confirm the proximity effect and flattening found here. We note a further
complication, that this flattening could be removed in large part or entirely in narrow-band
surveys due to the required background subtraction. However, a careful examination of
upcoming data, such as from HETDEX, could reveal this proximity effect, particularly by
stacking based on the presence of massive neighbor number or environmental density.

6.4.2 Current limitations and future outlook

Model limitations: TNG and its gas state

Our results depend inseparably on the outcome of the underlying cosmological simulation
as well as our Ly𝛼 radiative transfer post-processing, inheriting limitations from each.
The basis of our Ly𝛼 calculations is the TNG galaxy formation model (Weinberger et al.,
2017; Pillepich et al., 2018b) and the TNG50 simulation in particular. Although the TNG
model has been shown to reproduce a large variety of galaxy and CGM properties in
broad agreement with observations (see Section 6.2.1), it does not treat local ionizing
radiation self-consistently as done in radiation-hydrodynamical (RHD) simulations, that
are now becoming increasingly feasible for individual zoom simulations (e.g. Rosdahl
et al., 2012; Mitchell et al., 2021) as well as cosmological volumes down to redshifts
𝑧 = 5 − 6 (Gnedin et al., 2017; Rosdahl et al., 2018; Ocvirk et al., 2020). As a result, our
knowledge of the gas ionization and temperature state is limited to the outcome of the
physical modeling in our simulation, as is true in all galaxy formation simulations. As
TNG50 remains unfeasible as RHD simulation, it substitutes such approach with an
on-the-fly treatment of AGN as the dominant ionizing radiation source as studied in the
supplementarymaterial (Section 6.6.1). Towards higher redshifts, the relative importance
of stellar ionizing sources increases, thus potentially hinting at larger uncertainties of
TNG’s model only incorporating AGN’s radiative feedback.

While particularly emission from collisional excitation strongly depends on the tem-
perature (Furlanetto et al., 2005; Faucher-Giguère et al., 2010) and subsequently can boost
emission, we found that the diffuse emission remains subdominant to scattering from
the central sources even if radiation from AGNs is present. If central Ly𝛼 emission from
SMBHs themselves is incorporated, this finding will be further strengthened. Predicted
central surface brightnesses when only considering collisional excitations from the CGM
in TNG, even with AGN radiative feedback, are commonly an order of magnitude too
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small compared to the MUSE observations. Apart from this normalization problem,
collisional excitations from TNG’s predicted temperature and ionization state show scale
lengths significantly too extended for compatibility with observations (see Figure 6.10).
Reconciliation with observations in case collisional excitations are the dominant source
of LAHs thus requires significantly different ionization and temperature radial profiles
from those found in TNG. Independent constraints on the density, ionization state and
temperature from other observational probes would be useful to assess TNG’s model and
check resulting conclusions for predicted LAHs. In addition, these findings should be
revisited with future RHD simulations that come closer TNG’s sample size and studied
redshift range.

In addition, the TNG50 simulation has a resolution of ∼ 100pc in the dense interstellar
medium, which is furthermore modeled with an effective two-phase model. As above,
this implies that a number of approximations and simplifications must be adopted in
both the emission and transport of Ly𝛼 (see Section 6.2.3). Importantly, in the present
work, we have adopted a simple mapping from the star-formation rate of a gas cell to
its Ly𝛼 emissivity. We have also neglected dust in its entirety, as well as sub-resolution
(unresolved) density structure during the radiative transfer step.

Model limitations: ISM emissivity

As discussed, we do not include the destruction of Ly𝛼 photons by dust in our Ly𝛼
radiative transfer (although we have investigated its impact, see Section 6.6.1). Such
destruction would primarily take place in the ISM, where resolution is marginal for
capturing the complex density and ionization structure relevant for the Ly𝛼 radiative
transfer. If however we do not explicitly treat dust, we potentially overestimate the SF
luminosities in Eqn. (6.3), where we do not explicitly model dust destruction. We review
the emission model for stellar populations here, as such an overestimation would strongly
affect our conclusions of central Ly𝛼 emission dominating observed LAHprofiles through
CGM scatterings.

Equation (6.3) is derived by integrating the ionizing flux from stellar population
synthesis models, and a conversion of ∼ 2/3 of ionizing photons into Ly𝛼 (Dijkstra, 2019).
The proportionality factor between SFR and Ly𝛼 emission depends on a range of factors
such as the stellar population synthesis model, the escape of ionizing flux, the stellar
population’s age and metallicity, and the initial mass function (IMF) (Furlanetto et al.,
2005). Overall, this relation should only be seen as a rough estimate with an uncertainty
of a factor of a few. Furthermore, observations, such as from H𝛼, Ly𝛼/𝐻𝛼 and Ly𝛼/H𝛽
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show a large scatter in the relation of hydrogen line emission to SFR (Kennicutt, 1998;
Blanc et al., 2011; Weiss et al., 2021).

Given the large modeling uncertainties shown, we adopted this SFR-Ly𝛼 relation as a
rough estimate, which could potentially be rescaled after comparison with observations.
However, as we show in the following, such a calibration is not necessary for the mass
range 8.5 ≤ log

10
(𝑀⋆/M⊙) ≤ 9.5, where we already obtain reasonable agreement with

observations. This also implies that, while not used in the derivation of the relation, Ly𝛼
dust extinction is nevertheless effectively captured for the 8.5 ≤ log

10
(𝑀⋆/M⊙) ≤ 9.5. We

note however, that at the high mass end luminosities can be significantly overestimated,
and the role of dust becomes critical.

In Figure 6.11, we show the central luminosities as predicted in our simulations
compared to MUSE observations in Leclercq et al. (2017). We find that the simulations
show similar or slightly lower central surface brightnesses when compared with the
observational data.

We have also compared the LAH luminosity function (LF) of our samples with
observational LAE luminosity functions at 𝑧 = 2.2, 3.1 and 5.7 (respectively based on
Ouchi et al., 2008; Konno et al., 2016, 2018) (not shown). We calculate LAH luminosities
from the photon contributions of the targeted halos falling within a 3 arcsecond aperture.
We find very reasonable agreement of the observations with our intrinsic luminosity
functions in the luminosity range ∼ 3 × 1041 erg/s to ∼ 2 × 1042 erg/s, which includes
at least 68% of all halos with stellar masses 8.5 ≤ log

10
(𝑀⋆/M⊙) ≤ 9.5 for each redshift

𝑧 = 2 to 𝑧 = 5 in TNG50. Quantitatively comparing to Konno et al. (2016), we find that
at 𝐿 = 1.4 × 1042 erg/s, our intrinsic emission in fact underestimates the LF by just 0.16
(0.32, 0.17, 0.06) dex for 𝑧 = 2 (3,4,5). For the processed photons, our LFs underestimate
the observed LFs by 0.19 (0.10, -0.11, -0.63) dex at 𝑧 = 2 (3,4,5). That is, our preliminary
look already shows promising agreement, while a detailed analysis of the LFs remains a
topic for future work.

We are thus confident that, on average, for the fiducial stellar mass range of 8.5 ≤
log

10
(𝑀⋆/M⊙) ≤ 9.5, the luminosities reasonably match observations. We thus adopt

the simple SFR-Ly𝛼 relation without readjustment for dust attenuation. However, we
overestimate the high luminosity end of the LF, and thus inaccurately capture the high-
mass LAHs’ shape. This might also affect the overall amplitude of the flattening from
neighboring galaxies for the fiducial stellar mass range.

In observations there is a large scatter between the star-formation rate inferred from
Ly𝛼 luminosity compared to UV based estimates (Runnholm et al., 2020; Santos et al.,
2020). Typically, the median SFR estimate from Ly𝛼 exceeds that from UV measurements
below ∼ 10 M⊙/yr, but decreases above this value. This systematic trend implies a larger
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suppression of Ly𝛼 escape for emitters with higher SFR and stellar mass. In addition,
there is non-negligible scatter between individual objects with similar properties. It is
thought that Ly𝛼 emission traces the most recent star-formation (Santos et al., 2020),
which could be highly time variable, and is modified by the complex small-scale neutral
hydrogen distribution and kinematics (Blanc et al., 2011).

In our simulations we have instead assumed a strict proportionality between Ly𝛼
luminosity and SFR at the resolution scale, as given by Equation (6.3). We find that
subsequent scattering only adds minor scatter to this correlation, implying that sub-
resolution stochasticity may be required. As discussed in Section 6.4.1, we tend to slightly
overestimate the 𝑟0 metric of LAH sizes in comparison to the MUSE UDF sample, and
generally find strong trends of both 𝑟0 and SB0 with stellar mass, which are less clear in
the data. We suspect that adopting an observationally motivated scatter between Ly𝛼
luminosity and UV inferred SFR would also alleviate the tensions noted in the central
surface brightness SB0 trends between our simulations and the data. We ran a simple test
to test the impact of including a naive dust treatment (Section 6.6.1), which demonstrates
that the central brightness SB0 is increasingly attenuated towards higher stellar masses,
as dust counters the generally higher SFRs and thus Ly𝛼 luminosities of those halos.

While subgrid modeling and dust, along with intrinsic scatter between Ly𝛼 lumi-
nosity and SFR, should help reconcile the central surface brightness SB0 comparison in
Figure 6.11, we would additionally require the mean Ly𝛼 luminosity from star-formation
to increase in order to obtain smaller LAH sizes. For the typical objects considered
as LAH candidates with 8.5 ≤ log

10
(𝑀⋆/M⊙) ≤ 9.5 here, Santos et al. (2020) find

SFRLy𝛼/SFRUV ∼ 2 for SFR < 10 M⊙/yr with significant scatter. Beside the simplistic
model assumptions with significant uncertainties as previously discussed, we would
need to incorporate Ly𝛼 emission from AGN in future work, which would boost emission
and naturally induce scatter in the SFR-Ly𝛼 relation.

In conclusion, we demonstrated that the current ISM emissivities appear reasonable
given the simplistic model, but future work on the effective modeling of dust and a
modified SFR-Ly𝛼 relation (reflecting varying ISM environments and potential AGN
presence) in both proportionality factor and its scatter might help to simultaneously
diminish tensions of SB0 and 𝑟0 in future work.

Future directions

An important improvement for future Ly𝛼 radiative transfer modeling in large-scale
cosmological simulations such as TNG50 will be a treatment of complexities below the
resolution scale (∼ 100 pc). Such a model could either implement explicit numerical
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subgrid models (Hansen et al., 2006; Gronke et al., 2017b) and retain our current principle
of a parameter-untuned model. Alternatively, we could adopt an effective parameter-
basedmodel, incorporating observational findings tomotivate Ly𝛼 production and escape
fractions from star-forming regions (Weiss et al., 2021).

In future work we will also use our coupling of voroILTIS and TNG50 to examine
two key areas: environmental imprints on large-scale observations, and the information
content of the spectral dimension. We found a significant redistribution of photons from
star-forming regions to large scales (≳ 100 kpc) which might affect the interpretation of
Ly𝛼 intensity mapping experiments. Furthermore, spectral modeling of Ly𝛼 emission
in cosmological volumes remains challenging given its multi-scale nature (Byrohl et al.,
2020b; Song et al., 2020). However, detailed and spatially resolved spectral information on
Ly𝛼-halos is increasingly becoming available (Claeyssens et al., 2019; Leclercq et al., 2020),
and promises to offer significant insight into the kinematics and small-scale structure of
hydrogen gas in the CGM of dark matter halos across cosmic time.

Finally, we have here focused on lower mass star-forming galaxies with 𝑀halo <
1012 M⊙. Above this threshold, the AGN in more massive galaxies are known to have a
significant impact on the ionization state of the CGM and the Ly𝛼 scattering processes
occurring therein. Our current radiative transfer methodology does not account for local
radiation fields from AGN, but this is a natural extension of voroILTIS which will allow
us to compare to the many rich observational data sets of Ly𝛼 emission around quasars.

6.5 Conclusions

In this chapter we develop a technique to perform full radiative transfer calculations to
trace resonantly scattered Ly𝛼 emission, and the Ly𝛼 halos (LAHs) around galaxies, at 2 <
𝑧 < 5. We do so by post-processing the TNG50 cosmological magnetohydrodynamical
simulation (Nelson et al., 2019a; Pillepich et al., 2019) of the IllustrisTNG project.

This large volume offers a powerful statistical sample of thousands of LAHs, together
with a high resolution of order 100 physical parcsecs in the dense interstellar medium.
Furthermore, our new radiative transfer code voroILTIS (Behrens & Byrohl, in prep)
operates natively on the global Voronoi tessellation of the TNG simulation volume, incor-
porates both diffuse and galaxy emission, and self-consistently accounts for attenuation
within the intergalactic medium.

This allows us to carry out a detailed investigation into the origins, physical properties,
and emission sources which shape Lyman-𝛼 halos. At the same time, the realism of the
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underlying TNG50 simulation enables us to make quantitative connections between LAH
and galaxy properties. Our main findings are:

• Star-forming galaxies with 107 < 𝑀⋆/M⊙ < 1010.5 at 2 < 𝑧 < 5 emitting Ly𝛼
photons are surrounded by extended Lyman-alpha halos (LAHs). We present the
stacked, median predictions for TNG50 LAHs as a function of galaxy mass and
redshift. The radial surface brightness profiles of LAHs have a characteristic shape
comprised of a rapid, exponential decline followed by a large-distance flattening.
This flattening arises from the density structure probed by rescattering photons as
well as in-situ diffuse emission.

• Scattered photons from star-forming regions are the dominant contributor to LAH
profiles on typically observed scales 𝑟 ≲ 20 pkpc. Given the importance of scattered
photons, we stress the need to use radiative transfer simulations or semi-analytic
expressions capturing such behavior. At larger distances, contributions from diffuse
emission via recombinations and de-excitations become equally important.

• On larger scales 𝑟 ≳ 30 pkpc we find that the flattening of LAH profiles is actually
dominated by rescattered photons that originate from other nearby massive halos,
rather than the primary halo itself. This proximity effect is boosted in high density
environments, and should be observable. A careful reproduction of a survey’s
background subtraction and wavelength window are needed for comparison of
this flattening to observations.

• Characterizing LAH sizes, we find that their half-light radii 𝑟1/2 are of order 5 pkpc
at 𝑧 = 2, increasing to ∼ 15 pkpc at 𝑧 = 5. This signposts a significant redistribution
of photons due to higher neutral hydrogen densities at higher redshifts. The ex-
ponential scale lengths 𝑟0 also increase slightly towards higher redshift for galaxy
stellar masses of 8.5 ≤ log

10
(𝑀⋆/M⊙) ≤ 9.5. Neither 𝑟1/2 and 𝑟0 show clear trends

with mass. In contrast, our fiducial model shows a strong positive correlation of
the central surface brightness SB0 with both stellar mass and redshift.

• While AGN radiative feedback adds significant heating and ionization to the sur-
rounding CGM, subsequently boosting intrinsic emission from both collisional
excitations and recombinations, we only find a marginal impact on the emission
mechanisms’ relative importance and the overall scale lengths 𝑟0 for LAHs with
AGN activity in TNG.

• We compare the stacked, median LAH radial profile between TNG50 and data
for galaxies with 8.5 ≤ log

10
(𝑀⋆/M⊙) ≤ 9.5 from the MUSE UDF and find good
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qualitative agreement. We also demonstrate, by finding statistically consistent
simulated analogs for individual observed profiles, that the simulation successfully
reproduces the diversity of observed LAHs.

• For the quantitative comparison to observational results of LAH sizes as measured
by half-light radii 𝑟1/2 and exponential scale lengths 𝑟0, we find agreement at
the level of ∼ 20% at 𝑧 = 3, with the 𝑟0 ∼ 4 pkpc of our simulated profiles
slightly above those of the MUSE UDF data set (𝑟0 ∼ 3 pkpc). This difference
increases with redshift, to a factor of two at 𝑧 = 5. Similarly, we find that the
central surface brightness SB0 of LAHs is in good agreement at low stellar mass,
but becomes progressively worse towards higher 𝑀⋆. Both tensions arise because
LAH properties tend to correlate strongly with both galaxy mass and redshift in
the simulations, but less so in the data. We attribute this behavior to a number of
simplifying assumptions in our Ly𝛼 modeling, and discuss future improvements.

The extended Ly𝛼 emission around galaxies and quasars at 𝑧 > 2 provides an insight-
ful window into many aspects of galaxy formation and evolution. Here we have demon-
strated the power of coupling a large-volume cosmological hydrodynamical simulation
with a global Ly𝛼 radiative transfer modeling. Future improvements in our treatment
of unresolved small-scale gas structure and local radiation fields from AGN will enable
interpretation of additional datasets and upcoming surveys, from large-scale intensity
mapping experiments to highly detailed, spectral data from targeted IFU surveys.

Data Availability
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available and accessible at www.tng-project.org/data (Nelson et al., 2019b).
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6.6 Supplementary material

6.6.1 Modeling assumptions

In this appendix, we assess various modeling assumptions along with numerical conver-
gence convergence of our results. We focus on the star-formation emission source only, and
derive radial profiles neglecting rescattered light from other halos, as we limit ourselves to
rerunning the radiative transfer on halos with stellar masses 8.5 ≤ log

10
(𝑀⋆/M⊙) ≤ 9.5.

However, in Sections 6.6.1/6.6.1, we only vary the analysis on the original simulations,
hence the methodology there remains the same as in the main body in the Chapter 6
unless explicitly mentioned.

Hydrodynamical resolution

Fig. 6.13Median stacked Ly𝛼 surface brightness
radial profiles at 𝑧 = 3 for a fixed stellar mass
8.5 ≤ log10 (𝑀⋆/M⊙) ≤ 9.5 at different resolu-
tion runs of TNG50. TNG50-1 has a mass resolu-
tion of 𝑚baryon = 8.5 × 104 M⊙, which increases
by a factor of eight for each lower resolution run.
Only star-formation is considered as an emission
source, and scattered light contributions from
other halos are ignored. The dashed lines cor-
respond to the intrinsic emission radial profiles
with a corresponding solid line for the profiles af-
ter radiative transfer. The shaded regions show
the 16th to 84th percentiles. Differences between
resolution levels are generally minor.
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In Figure 6.13 we show the Ly𝛼 surface brightness radial profiles at different hydrody-
namical resolutions of TNG50 runs stacked at fixed stellar mass 8.5 ≤ log

10
(𝑀⋆/M⊙) ≤

9.5. Overall, we find the stacked profiles to be very robust over the different resolution
levels shown. For fixed stellar bins, we find the intrinsic emission to slightly expand with
increasing resolution. For the processed photons, there is a slight flattening of the stacked
profiles between 10 and 20 pkpc.

Despite this the inferred 𝑟0 values are effectively invariant with changing resolution:
we find 3.1+1.4

−0.6 pkpc (TNG50-1), 3.0+1.3
−0.7 pkpc (TNG50-2), 2.7+1.2

−0.5 pkpc (TNG50-3) and
3.0+0.8

−0.5 pkpc (TNG50-4). However, there appears to be a decrease in the scatter, which
may reflect the simpler density structure at lower resolution.

The resolution dependency appears to be significantly smaller than that in Zheng
et al. (2011b). We note that even the lowest resolution run presented here has a higher
resolution than that study in the proximity of halos.

Photon package count
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Fig. 6.14Median stacked Ly𝛼 surface brightness
radial profiles (solid lines) at 𝑧 = 3 in TNG50 for
a fixed stellar mass 8.5 ≤ log10 (𝑀⋆/M⊙) ≤ 9.5
for 1 (fiducial, blue) and 10 Monte Carlo pho-
ton packages per star-forming cell (orange). To
show the largest possible discrepancy, we also
include the least-converged individual radial
profile (dashed lines), which also demonstrates
near perfect convergence in 𝑛count. Our results
are clearly insensitive to this parameter.

In our fiducial runs, we spawn one photon package per Voronoi cell and emission
source (star-forming region). Particularly for photons originating from central star-
forming regions, there might be a convergence issue given the large volumes that are to
be traced out at larger radii. We thus focus on convergence checks for the photon package
count from star-forming regions.

In Figure 6.14we show the radial profileswith varying𝑛count of initial photon packages.
The median stacked profiles (solid) are already fully converged at our fiducial choice
of 𝑛photons = 1. As the most stringent test, we also plot the radial profile of the single
halo with the largest sum of squared errors between both these two test runs – the
least converged individual profile. In this case we also find only minuscule deviations
confirming that our choice of the photon count leads to a well converged result.
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We note that for halos with stellar masses between 8.5 ≤ log
10

(𝑀⋆/M⊙) ≤ 9.5, our
fiducial setup spawns ∼ 35000 intrinsic photons: the intrinsically high resolution of
TNG50-1 gives us already sufficient sampling.

Input spectrum

Fig. 6.15Median stacked Ly𝛼 surface brightness
radial profiles (solid lines) at 𝑧 = 3 in TNG50
for a fixed halo mass bin of log (Mh/M⊙) ∈
[10.5, 11.0]. Here we contrast four different in-
put photon wavelength offsets. In our fidu-
cial model, photons are injected at the line-
center within the rest-frame of the respective
star-forming cell, indicated here as an offset of
Δ = 0 km/s from the line center (blue). Three
non-zero offsets of Δ = 100 km/s (orange),
Δ = 200 km/s (green) and Δ = 500 km/s (red)
are shown, where the shaded regions enclose
the central 68 % of SB(r) at fixed r. We find little
difference in the resultant LAH profiles between
the different input spectra choices (Δ), except
for the unrealistically large case of 500 km/s.
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In our fiducialmodel, photons are injected at the Ly𝛼 line-center in the rest-frame of the
respective hydrodynamical cell. For diffuse emission, Equations (2.44)/(2.45), this is a fair
assumption given that optical depths are moderate, although subgrid clumpiness would
add complexity. However, in dense star-forming cells radiative transfer is significantly
more complex due to small-scale dust, clumpiness, and ionization. Our radiative transfer
simulations do not self-consistently capture these details. While attenuation on these
scales only changes the overall radial profile normalization of the attenuated component,
the spectral shape of emitted photons might have an effect on the radial profile shape
itself.

As shown in similar cosmological simulations by Byrohl et al. (2019), Ly𝛼 spectra
often appear to have too much flux at wavelength larger than the line-center (too ‘blue’)
compared to observations. We thus consider an additional redshift for the injected
photons, which naturally leads to a more realistic ‘red’ spectrum. In Figure 6.15 we show
the results of radiative transfer simulations where the redshift Δ from the line center
has been varied between 0 km/s (fiducial model) and 500 km/s, considering emission
from star-formation only. The corresponding intrinsic (dashed) and emergent (solid)
Ly𝛼 spectra are shown in Figure 6.16.
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Fig. 6.16 The mean stacked Ly𝛼 flux spectra at
𝑧 = 3 for a fixed halo mass log (Mh/M⊙) ∈
[10.5, 11.0] in TNG50 for a varied injected photon
wavelength offset Δ𝜆 from the Ly𝛼 line-center,
integrating within a 3 arcsecond radius aper-
ture. Dashed lines show the intrinsic photon
frequency distributions, while solid lines show
the emergent (processed) spectra. This corre-
sponds to the same sample for which we show
the stacked profiles in Figure 6.15.

We find that the choice of Δ has virtually no impact, except for the unrealistically
high offset of 500 km/s. We recover sizes of 3.1+1.4

−0.7 pkpc (Δ = 0 km/s), 3.1+1.4
−0.7 pkpc

(Δ = 100 km/s), 3.0+1.4
−0.7 pkpc (Δ = 200 km/s) and 2.5+1.0

−0.4 pkpc (Δ = 500 km/s) for
halos with 8.5 ≤ log

10
(𝑀⋆/M⊙) ≤ 9.5. For large Δ the scale length 𝑟0 decreases as

less scatterings occur given the lower cross-section in the Ly𝛼 line profile wings, while
interactionwith the IGMalso decreases as this ismostly driven by blue photons. Although
the frequency distribution at injection will be important for future studies, it is not crucial
for our study of LAH profiles.

Dust

In our fiducial model we have neglected dust. Comparison of luminosities with observa-
tions in Section 6.4.2 indicate that they are reasonable for the fiducial stellar mass range
8.5 ≤ log

10
(𝑀⋆/M⊙) ≤ 9.5 without further explicit dust modeling, although this will be

necessary for the high mass end. Dust modeling can either take the form of an additional
attenuation factor of Ly𝛼 emission, particularly of star-forming gas cells, or an explicit
dust treatment in the Ly𝛼 RT. In this section, we explore the option of including an explicit
dust treatment in the Ly𝛼 RT, as a preliminary study. We neglect clumpiness, such that
dust is smooth at the resolution scale of the simulation. We use the model for Milky Way
like dust (Weingartner et al., 2001) as implemented in Behrens et al. (2019), which relies
on the metallicity field in TNG50.

We expect that dust will primarily modulate the overall normalization of the radial
profiles for the emission from the ISM given in Equation (6.3). Nevertheless, this can
boost the relative importance of other emission mechanisms, and change the overall
radial profiles. As dust content is related to gas-phase metallicity and galaxy mass, the
impact of dust could alter the trends of LAH properties with mass, and be particularly
important at higher galaxy masses.
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Fig. 6.17Median stacked Ly𝛼 surface brightness
radial profiles in various stellar mass bins at
𝑧 = 3 in TNG50. In this plot, we only con-
sider contributions from star-forming regions,
where the impact from dust is most severe. We
show the results with (dashed lines) and with-
out (solid lines) dust modeling. We generally
find a significant suppression of flux that signif-
icantly increases for higher stellar mass halos. 0 10 20 30 40 50
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In Figure 6.17 we show the impact of dust in our simulations at 𝑧 = 3 for emission from
star-formation only. We contrast LAH radial profiles between the fiducial dust-free case
(solid lines) and the dust included model (dashed lines). Our findings on the impact
of dust are similar to those in Laursen et al. (2009). In particular, surface brightness
is increasingly suppressed in overdense, dusty regions. In addition, regions of lower
density are uniformly suppressed as dust limits the escaping (and then rescattering)
contributions from star-forming regions.

Dust attenuation strongly scales with the stellar mass. For example, the median
attenuation for the central surface brightnesses is less than one order of magnitude
for 8.5 ≤ log

10
(𝑀⋆/M⊙) ≤ 9.5, but roughly two orders of magnitude for 10.5 ≤

log
10

(𝑀⋆/M⊙) ≤ 11.5.
The inner ≲ 10 pkpc are particularly suppressed, decreasing the central surface

brightness values and thus increasing the exponential scale lengths. For the scale lengths
of halos with 8.5 ≤ log

10
(𝑀⋆/M⊙) ≤ 9.5, we find an average 𝑟0 ≃ 3.1+1.4

−0.7 pkpc without
dust and 5.1+2.4

−1.2 pkpc with dust. Both the median scale length and its variance within
the sample increase with dust. The increase in scale length with this dust modeling is
even larger when incorporating other emission sources, as they become relatively more
important (see Section 6.3). It is clear that future models will need to include at least a
basic dust model.

Impact of local ionizing sources

Properly accounting for the impact of local ionizing sources on the temperature and ion-
ization state of the CGM requires, ultimately, full radiation-hydrodynamical simulations.
However, this remains computationally infeasible for the present combination of galaxy
sample size, resolution and redshift.
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Fig. 6.18 Median radial profile at z=3.0 for 8.45 ≤ log10 (𝑀⋆/M⊙) ≤ 8.55 split into halos with-
/without AGN in TNG50 (148/122 halos) for the neutral hydrogen fraction (left) and temperature
(right). Angular averaging uses mass-weighting. The shaded regions show the 16th to 84th per-
centiles. The vertical dashed line shows, in the median, the radius corresponding to 2 arcseconds.

In this section, we assess the impact of local ionizing radiation from AGN and stellar
populations. An on-the-fly treatment (i.e. self-consistently considering local sources’
impact on cooling in each time step) is implemented for AGN radiative feedback in TNG.
Hence, we can measure such ionizing sources’ impact on the LAHs by comparing halo
samples with and without SMBHs, as in Section 6.6.1. In the subsequent Section 6.6.1 we
then discuss what impact ionizing radiation from stellar populations would have, given
that this is not included in our models.

Active Galactic Nuclei Ionizing radiation from SMBH is modelled in TNG, which we
will describe in the following. Note thatweuse the termsAGNand SMBH interchangeably
here.

The intrinsic luminosity from black hole mass accretion at a rate �̇�BH in TNG is taken
to be

𝐿SMBH
bol = (1 − 𝜖𝑓) ̃𝜖𝑟 �̇�BH 𝑐2. (6.4)

according to the radiative efficiency ̃𝜖𝑟 and feedback energy fraction 𝜖𝑓. The ionizing
luminosity escaping the galaxy is then given by

𝐿SMBH
UV,esc = 𝐴 𝑓AGN

esc 𝐿SMBH
bol , (6.5)

where 𝐴 describes the bolometric correction factor of ionizing luminosity for the assumed
spectral energy distribution and 𝑓AGN

esc incorporates the escape of ionizing flux from the
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galaxy as

𝑓AGN
esc = 𝜔1 (

𝐿SMBH
bol

1046 erg/s)
𝜔2

(6.6)

with 𝜔1 = 0.3, 𝜔2 = 0.07 (Hopkins et al., 2007) that results in a median obscuration of
𝑓AGN
esc ∼ 0.19+0.10

−0.08 for all AGN in TNG50 at 𝑧 = 3. The sub- and superscript denote the
interval of the central 99.73% of AGN. Higher obscuration factors typically occur for AGN
in higher mass halos.

For AGN with low accretion �̇�/�̇�Eddington < 0.002, the radiative feedback is set to
zero in the TNG model. The radiative output of AGN differs substantially with redshift.
While at 𝑧 = 0.0 the vast majority of halos are inactive given this threshold, only ≲ 5%
are radiatively inactive for the studied redshift range 𝑧 ≥ 2.

More details of the implemented radiative feedback model in TNG can be found
in Vogelsberger et al. (2013) and Weinberger et al. (2017, 2018).

TNG incorporates ”on-the-fly” ionizing radiation from SMBH in each time step as
given in Equation (6.5), which impacts gas cooling, temperature, and ionization state. For
the gas cooling, these local sources’ photoionization and photoheating are incorporated.
The model assumes the bolometric intensity as 𝐽SMBH

UV,esc ∝ 𝐿SMBH
UV,esc/𝑟2 at a distance 𝑟 of

each nearby AGN under the assumption that the gas is optically thin to SMBH radiation.
Photoionization and photoheating are calculated as a superposition of the local ionizing
radiation fromAGN and the uniformmetagalactic background. For halos with a radiating
black hole in TNG, the AGN field dominates over the UV background within the halo.

We will now assess the impact of the SMBHs’ ionizing radiation on the halos’ sur-
rounding gas and the modifications to their Ly𝛼 halos. To do this, we split the sample in
halos with and without SMBHs. In TNG50, this is equal to splitting the samples by AGN
radiative feedback activity.

In Figure 6.18 we show the median radial profiles for the neutral hydrogen frac-
tion 𝑥HI and temperature 𝑇 for the sample of halos in the stellar mass range 8.45 ≤
log

10
(𝑀⋆/M⊙) ≤ 8.55 at 𝑧 = 3.0 in TNG50. For this mass range, we have a roughly

equal sample of halos with (148) and without (122) SMBH activity (also see cutoff in
Figure 6.20). In addition to the central 68 percentiles as shaded area, we also show the 2
median arcsecond radius given the virial radii, along the x-axis (vertical dotted line).

Note that only 1 of the 148 AGN is radiatively inactive. Hence, for our sample, AGN
presence nearly always implies a significant ionizing flux in the surrounding CGM
according to Equation (6.5). As a consequency of the SMBH (radiative) feedback, we
find a strongly suppressed neutral hydrogen content in affected halos. At the same time,



6.6 Supplementary material 163

10 22

10 20

10 18

10 16

Ly
 S

B

8.45 log10(M /M ) 8.55

no SMBH
SMBH

total
SF
coll.
rec.

0 10 20 30 40 50
r [pkpc]

0.25

0.75

fra
ct

io
n

10 22

10 20

10 18

10 16

Ly
 S

B

8.45 log10(M /M ) 8.55

no SMBH
SMBH

total
SF
coll.
rec.

0 10 20 30 40 50
r [pkpc]

0.25

0.75

fra
ct

io
n

Fig. 6.19 Median stacked Ly𝛼 surface brightness radial profiles from (left) intrinsic emission
(i.e. no scattering) and from (right) processed photons (i.e. with scattering) at 𝑧 = 3 for halos
with 8.5 ≤ log10 (𝑀⋆/M⊙) ≤ 9.0 decomposed into different emission sources (upper panel), and
the relative fraction of each (lower panel) in TNG50. Dashed lines show the halos with AGN
activity (148 halos), while solid lines show the halos without AGN activity (122 halos). Without
scatterings collisional excitations are dominating the radial profiles outside of the star-forming
regions 𝑟0 ≳ 5 pkpc irrespective of AGN activity. AGN activity however largely boosts emission
from collisional excitations and recombinations.

the temperature is significantly higher outside the star-forming regions at 𝑟 > 0.2𝑟vir.
Given the decreased neutral hydrogen fraction, we expect a boosted Ly𝛼 emission from
recombinations, and in particular a boosted Ly𝛼 emission from collisional excitations
given the strong temperature dependency of the latter.

On the left of Figure 6.19 we show the intrinsic median Ly𝛼 surface brightness radial
profiles for 𝑧 = 3.0 and 8.45 ≤ log

10
(𝑀⋆/M⊙) ≤ 8.55 split into their respective emission

mechanisms and divided into the sample with and without SMBH activity similar to
the dashed lines in Figure 6.8. Without scattering, we generally find collisional excita-
tions to be the dominant emission mechanisms for the majority of halos above 7 pkpc
irrespective of SMBH activity. Particularly recombinations are strongly boosted in the
presence of a SMBH for 𝑟0 ≲ 20 pkpc. Interestingly, while the overall emission from
collisional excitations is boosted, the relative fraction decreases not just because of the
higher recombination rates but also due to a larger fraction of emission from star-forming
regions.

To understand latter point, we stress that the underlying samples differ. Particularly,
the sample hosting SMBHs, even though with a similar stellar mass, are typically more
massive with a median total halo mass log

10
(𝑀ℎ/M⊙) higher by about 0.2 dex and a

significant scatter towards higher masses. The high mass objects show a larger amount
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of satellites contributing to the additional emission from star-formation in the halos’
outskirts.

The right plot of Figure 6.19 shows the processed median radial profiles, i.e. after run-
ning the Ly𝛼 radiative transfer for the intrinsic emission. While all emission mechanisms
remain boosted in absolute terms when SMBH activity is present, collisional excitations
and particularly recombinations become more important in relative terms. However,
irrespective of SMBH activity the radial profiles remain dominantly sourced by emission
from star-forming cells. At 𝑟0 ≳ 20 pkpc, contributions from collisional excitations be-
come close to equally important to photons from star-forming regions. However, this
trend is the same for both the AGN and no-AGN sample.

From the median profiles it appears that there is a slight additional flattening for the
AGN hosting subsample compared to the no-AGN sample. To quantify the difference of
the LAHs’ shape, we calculate the individual exponential scale lengths 𝑟0 and find an
overall increase of roughly 11% from 3.6+1.2

−0.9 pkpc (no AGN) to 4.0+1.4
−1.0 pkpc (AGN).

This increase is however not solely driven by the ionizingAGN radiation but also by the
different halo population, given the fixed stellar mass ranges of the sample. If we instead
constrain the total halo mass to be within a fixed range of 10.6 ≤ log

10
(𝑀ℎ/M⊙) ≤ 10.8,

which corresponds to the central ∼ 68% of the non-AGN 8.45 ≤ log
10

(𝑀⋆/M⊙) ≤ 8.55
sample, we obtain a reversed trend with 𝑟0 being 3.8+1.4

−0.9 pkpc (3.6+1.7
−0.8 pkpc) for the

sample without (with) AGN.
In conclusion, the impact of ionizing radiation from SMBHs in TNG appears to be

significant in terms of ionization state, temperature and thus intrinsic Ly𝛼 emission of the
gas, but the findings on the LAH shape, particularly through the scale radius 𝑟0, remain
unchanged irrespective of modelled SMBH activity. We therefore do not split our sample
within the main body with respect to the presence of AGN.

Note that here, we only discuss the AGN’s impact through its ionizing budget onto
the surrounding. In particular, we do not discuss nor implement a description for the
unresolved Ly𝛼 emission from AGN itself at this point. We would expect that this
emission would scatter outwards and produce a contribution to the LAH of similar shape
to that of the star-formation, given the concentrated emission source scattering into the
surrounding CGM. As differences in the intrinsic emission in terms of spatial and spectral
distribution exist, this would need to be explored in future investigations.

Stellar Populations

TNG does not incorporate the ionizing flux from local stellar populations as is done for
SMBHs. Hence, the possible impact of those sources on our predicted LAH profiles
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cannot be assessed within the existing simulations. However, we can derive an estimate
of the upper limit of this effect, by comparing to the local ionization from AGN.

The ionizing luminosity escaping from the stellar populations, adopting a formulation
consistent with our model, is given as:

𝐿SF
UV,esc =

𝑓UV,esc

𝑓B (1 − 𝑓UV,esc)
⟨𝐸𝛾,UV⟩
𝐸𝛾,Ly𝛼

𝜖SF 𝑉⋆ (6.7)

As in Equation (6.3), we assume no dust and Case B recombination with 𝑓B = 0.68
being the conversion factor from ionizing to Ly𝛼 photons. ⟨𝐸𝛾,UV⟩/𝐸𝛾,Ly𝛼 is the ratio of
the average ionizing photon energy in the population and the Ly𝛼 line transition energy.
We assume 𝑓UV,esc = 0.1 in Equation (17) of Dijkstra (2019).
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Fig. 6.20 We show the median of the UV lumi-
nosity escaping the galaxy at a given stellar mass
of the host halo at 𝑧 = 3.0 in TNG50. The UV lu-
minosities for star-formation (SF) and SMBHare
derived from Equations (6.5)/(6.7) respectively.

In Figure 6.20 we show the escaping UV radiation from stellar sources and AGN as a
function of the stellar mass of the host halo at 𝑧 = 3.0 in TNG50. We find AGN activity
for the majority of halos with a stellar mass above log

10
(𝑀⋆/M⊙) ≳ 8.5. Above this

mass, we find an approximate power law 𝐿UV,esc = 𝐿0 ⋅ ( 𝑀⋆
108.5M⊙

)
𝛼
with 𝐿0 = 1041.7 and

𝛼 = 1.31 (𝐿0 = 1041.1, 𝛼 = 0.99) for AGN (SF). We thus find that 𝐿AGN
UV,esc ≳ 6 ⋅ 𝐿SF

UV,esc
at 𝑧 = 3.0 for the bulk of halos with AGN activity and a growing disparity between the
luminosities with larger mass given the larger slope for AGN. The discrepancy grows
(shrinks) at lower (higher) redshifts across the stellar mass range.

Changing 𝑓UV,esc or adopting different assumptions concerning e.g. metallicity, binary
fraction or IMF can boost the stellar populations’ escaping UV luminosity. Given the large
margin at 𝑧 = 3.0 between AGN and stellar luminosities, qualitative findings should be
robust. However, such adjustments might lower the redshift at which stellar populations’
UV luminosity becomes dominant into the upper studied redshift range. For the given
UV luminosities, the AGN ionizing flux integrated over the halo population dominates
over the ionizing flux from stellar populations. This ratio peaks at 𝑧 = 2 in TNG50, where
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AGN are most relevant, while stellar populations start to dominate the overall ionizing
flux at higher redshifts 𝑧 ≳ 6.

We found that the ionizing flux of SMBHs, if present, dominates over the ionizing
flux from stellar populations in the same host halo. A consideration of the impact
photoionization and photoheating thus needs to primarily address the impact of AGN,
for which a simplified description is indeed implemented in TNG50.

In our fiducial sample with stellar masses of 8.5 ≤ log
10

(𝑀⋆/M⊙) ≤ 9.5, 87% of
halos host at least one SMBH with a radiation field according to Eqn. 6.5. Therefore, our
analysis contains the primary ionization source. As demonstrated in the supplementary
material in Section 6.6.1, while the gas becomes significantly hotter and ionized, the LAH
size measurements and our conclusions remain largely unaffected. As a consequence, we
also find the inclusion of stellar ionizing sources, with overall weaker UV luminosities,
would have a small impact on our overall findings.

Impact of spectral information

Fig. 6.21 Median stacked radial Ly𝛼
profile for galaxies with stellar masses
8.5 ≤ log10 (𝑀⋆/M⊙) ≤ 9.5 at 𝑧 = 3 in TNG50.
We decompose the radial profiles into their
two dominant origins from central galaxies
(blue) and other halos (orange). For the solid
line, we show the fiducial method throughout
this chapter that ignores spectral information
and integrates all photon contributions that
scatter last in the ±100 pkpc around the halo’s
position. The dashed and dotted lines show
the contributions when incorporating spectral
information in a ∼ 12 Å (dashed) and ∼ 16 Å
(dotted) observed wavelength window around
the Ly𝛼 line center. The central surface bright-
ness is slightly suppressed when considering
spectral information due to some emitters with
a spectral diffusion from the central galaxies
exceeding the imposed wavelength window. At
large radii, the wavelength windows lead to a
stronger flattening due to the larger physical
depth.
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For simplicity, we ignored spectral information throughout this chapter and instead
sum all photons scattering last within ±100 pkpc depth around the halos’ center. Here,
we show the difference when instead using a simple spectral bandwidth from the photons’
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spectral information incorporating Hubble flow, peculiar velocity and spectral diffusion.
We note that a fair comparisonwill need to carefully incorporate the varyingmethodology.
For example Leclercq et al. (2017) uses an adaptive spectral bandwidth per emitter.

In Figure 6.21 we show the median stacked radial profiles using the fiducial depth
integration based on the last scattering of photons (solid line) opposed to a fixed spectral
bandwidth of ±6.1 Å (dashed line) and ±8.1 Å (solid line) for the overall radial profile
and split into the dominant emission origins (central galaxies in blue, other halos in
orange). Ignoring spectral diffusion, we effectively model an adaptive spectral bandwidth
to capture potentially large spectral diffusion. Thus, a fixed spectral bandwidth leads to
a slightly suppressed median radial profile in Figure 6.21.

The scale lengths 𝑟0 = 4.2+2.0
−1.1 pkpc (±6.1 Å) and 4.0+1.9

−1.0 pkpc (±8.1 Å) for the fixed
bandwidth window slightly increase compared to the fiducial setup due to the exclusion
of Ly𝛼 contributions that diffused outside of these windows.

In Figure 6.7 and 6.12 we demonstrate a flattening of the radial profiles that is domi-
nated by contributions from other halos. This flattening will therefore be heavily influ-
enced by the environment in a chosen field of view and the methodology for its detection
and stacking. A fair comparison will thus require a thorough reproduction of factors
such as field overdensity, source masking and chosen wavelength depth along the line
of sight. Generally, a fixed bandwidth as in Figure 6.21 causes a larger flattening due to
the larger relative background contribution from other halos which is expected to scale
roughly linear with the integration depth. The integration depth from the differential
Hubble flow corresponds to 2.4 pMpc and 3.2 pMpc respectively compared with the
0.2 pMpc in the fiducial setup.





Chapter 7
Outlook and conclusions

7.1 Outlook

In Section 7.1.1, we will briefly summarize the advances and potential improvements on
the results published from Chapters 4, 5 and 6. In Section 7.1.2, we will outline a few
possible applications of the radiative transfer code in the near future.

7.1.1 Follow-up on previous work

In Chapter 4, we have shown new phenomenology in the clustering signal of LAEs due
to Ly𝛼 spectral shifts. We have presented different schemes incorporating additional
information of the Ly𝛼 spectra to partially correct for this distortion. Since then, an
investigation by (Gurung-López et al., 2021) showed further improvement by applying
machine learning techniques to minimize the distortion effect.

As suggested in Byrohl et al. (2019) and Gurung-López et al., 2021, calibration of
those corrections to observations is desirable. Such calibration could be performed by
obtaining deeper spectra of a subsample of LAEs that contain additional nebular lines,
which can then be used to measure the true systemic redshift. The HETDEX survey is
currently spectroscopically surveying more than 500 square degrees until 2023 (Gebhardt
et al., 2021). Upon completion, one of its primary targets will be to constrain the equation
of state of dark energy. For competitive constraints, the two-point statistics need to be
properly corrected for a range of distortions, such as interlopers (Farrow et al., 2021).
These corrections also have to account for Ly𝛼 radiative transfer effects both frompotential
selection effects (Wyithe et al., 2011; Behrens et al., 2018) and the distortion from Ly𝛼
spectral shapes presented in Byrohl et al., 2019. As modeling uncertainties from our
simulations are significant, calibration remains necessary, such as from suggested other
emission line’s systemic redshift.
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Fig. 7.1 Spectrum and IGM transmission of a
simulated Ly𝛼 emitting galaxy in TNG100 at
𝑧 = 3. In blue, we show the transmission frac-
tion of Ly𝛼 radiation for a given line of sight. The
solid red line shows the spectrum resulting from
the full Ly𝛼 radiative transfer. The solid dotted
line shows the spectrum when we ignore IGM
interaction at radii 𝑟 ≥ 1.5 ⋅ 𝑟vir from the hosting
halo. Finally, the black line shows the multipli-
cation of the IGM transmission curve (blue line)
with the galaxy spectrum without IGM interac-
tion (red dotted line). From the good match
between solid red and black lines, we see that
we can separate the different scale’s interactions
and reproduce full spectra from the calculated
IGM transmission curves.
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In Chapter 5, we took a closer look at the IGM’s impact on spectra from Ly𝛼 emitting
galaxies. Introducing simple statistical measures, such as the fraction of triple-peaked
spectra, we investigated how to break the degeneracies of the galaxy scale and IGM scale
imprints. For more dedicated studies, e.g. using more realistic galaxy scale spectra, we
published the catalog of transmission curves (Byrohl et al., 2020a) that is being used
by the community. In addition, this catalog might be useful for incorporating the IGM
interaction in high-resolution zoom-in simulations, where the IGM interaction cannot
be calculated self-consistently within the volume. In Figure 7.1, we show a proof of
concept for incorporating the IGM interaction onto a galaxy-scale Ly𝛼 RT simulation:
by multiplying the line-of-sight transmission curve with the small-scale spectrum, we
reproduce the spectral shape that is arising from a full Ly𝛼 radiative transfer simulations
including the intergalactic scale very well.

In Chapter 6, we presented predictions for the radial profiles of Ly𝛼 halos based
on our radiative transfer code and the TNG simulations. We found good agreement
with observed LAH radial profiles from the MUSE-UDF survey at 𝑧 ∼ 3. Within these
simulations, we found that Ly𝛼 scattering is the dominant contribution to the extended
Ly𝛼 halos, which motivates the need for Ly𝛼 radiative transfer simulations. In those
previous simulations, we did not calibrate the luminosities to observations of the lumi-
nosity function and central surface brightnesses. Using such calibration in the future
will allow us to make predictions in yet unobserved regimes such as the cosmic web, see
Section 7.1.2. Also, the detection of a flattened radially averaged mean Ly𝛼 signal on
cMpc scale (Kakuma et al., 2021; Kikuchihara et al., 2021) needs further exploration into
its origin that we touched upon in this chapter.
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With integral field spectroscopy, three-dimensional cubes of the Ly𝛼 halos become
available. These cubes encode a range of the CGM’s properties, such as ionization
and kinematics. By employing our radiative transfer code and a suite of (radiation-
)hydrodynamical simulations of galaxy formation, we can explore the Ly𝛼 signatures
making the CGM visible at such high redshifts. Finding adequate statistical measures, we
can then deduce some of the CGM’s properties from observed IFS observations, whose
interpretation is made difficult due to the complex radiative transfer. The nature of LAHs
and the importance of scattering contributions to LAHs can be further constrained in
future simulations of multiple emission lines. Complementary emissions lines have
already been used in previous HST surveys for this purpose (Hayes et al., 2014) and
upcoming telescopes such as JWST will propel such studies.

7.1.2 New applications of the radiative transfer code

Within the presented framework developed around the radiative transfer code, there is a
range of applications under investigation or open for future exploration. Here, we list a
couple of those new avenues of research.

Correlation Lyman-alpha emission and absorption

The Ly𝛼 forest is a powerful tracer of the matter distribution yielding insights for the
Universe’s structure formation and underlying cosmology (Busca et al., 2013). The
Lyman-𝛼 forest arises from ionizing radiation that is redshifted in the expanding Universe
and subsequently absorbed by the Ly𝛼 transition upon reaching the Ly𝛼 line-center.
Observing bright spectra of galaxies and quasars in particular, these absorption features
can be used to map out the neutral hydrogen distribution along the line-of-sight to
such luminous objects. This allows to reconstruct the hydrogen distribution in three
dimensions (Lee et al., 2014, 2018) – even on Mpc scales given the sparsity of bright
background sources.

Cross-correlation of the Ly𝛼 forest with LAEs can reveal additional information about
the LAEs’ environment, such as the surrounding overdensity they formed in and the
subsequent escape of ionizing radiation back into it. First observational studies of such
cross-correlation exist using HETDEX LAEs and Ly𝛼 forest information from eBOSS and
the CLAMATO survey (Mukae et al., 2020).

Analysis with Ly𝛼 radiative transfer is desirable. It enables a self-consistent treatment
of the obscuration and modification of the spectral shape given the environment traced
by the Ly𝛼 forest, whose impact we have seen in Chapter 5. Additionally, we can use the
Ly𝛼 forest in cross-correlation to the Ly𝛼 intensity.
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Fig. 7.2 Correlating the Ly𝛼 forest and LAEs can reveal additional information. We show the
Ly𝛼 forest calculated with voroILTIS on top of TNG100 at 𝑧 = 3 with the line of sight along the
x-axis. We project a slice with a depth of 2.1 pMpc and show the whole box of 26.6 pMpc (twice
periodically along the line of sight). Additionally, the LAE (real space) positions are shown with
circles with their sizes scaling with their star-formation rate. Additionally, color-coding of the
LAE positions indicates the velocity along the line of sight.

Other resonant emission lines

The Ly𝛼 radiative transfer code can be easily expanded to other resonant emission lines
whose scattering we need to capture to explain current and upcoming observations. Two
promising resonant lines that have been observed with extended shapes are:

• MgII: Singly ionizedmagnesium, in the ground state with only one valence electron
left, can be excited from 2p63s to 2p63pwith next to 100%decay back into the ground
state with the emission lines at 2796 and 2803Å (Prochaska et al., 2011). This enables
resonant scattering. Spin-orbit coupling for the 2p63p state leads to an emission
line doublet with a moderate splitting of 780 km/s. While MgII optical depths are
lower than for Ly𝛼 in the CGM, they can still be significant, leading to numerous
scattering events depending on direction (Nelson et al., 2021).

• CIV: The triply ionized carbon’s 1s22s to 122p resonant doublet with wavelengths of
1548 and 1550Å traces highly ionized environments given the required ionization
energy of ∼ 48 eV (Draine, 2011). Complementary to Ly𝛼 as a potential indicator
of Lyman continuum photon leakage, CIV could give further constraints on the
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Fig. 7.3 Surface brightness maps for the MgII emission from the CGM of three different halos with
stellar mass M⋆ ≈ 1010 M⊙ at 𝑧 = 0.7 in TNG50. The data was taken from the study published
in Nelson et al. (2021). The maps only show the intrinsic emission, while in reality, MgII photons
experience resonant scatterings due to moderate optical depths. With voroILTIS, we are able to
simulate MgII and other resonant emission lines natively in AREPO based simulations such as
TNG.

escape of higher ionizing photons in particular, which in turn can help to further
pin the ionizing sources in the epoch of reionization (Berg et al., 2019).

Extended emission from the resonant CIV and MgII lines has been observed in the
last years (Cai et al., 2017; Marques-Chaves et al., 2019; Rupke et al., 2019; Burchett et al.,
2021; Zabl et al., 2021). However, detection of these lines is not guaranteed with deep
observations (Arrigoni Battaia et al., 2015). The presented radiative transfer code can be
modularly extended to treat other resonant emission lines such as MgII in optically thick
environments.

Combining different resonant emission lines, such as Ly𝛼, FeII, MgII, as well as other
suitable candidates such as FeII and SiIV (Finley et al., 2017a,b; Berg et al., 2019), and
non-resonant emission lines such as H𝛼 will enable a detailed characterization of the
CGM’s state.

In Figure 7.3, we show the surface brightnessmaps ofMgII emissionmodeled on top of
three halos in TNG50 from Nelson et al. (2021). The derived predictions for observational
studies neglect the substantial optical depths the photons experience within the halos.

In the future, we will extend voroILTIS’s capability to perform the radiative transfer
for MgII and other resonant emission lines in a modular fashion to provide a link between
the wealth of incoming observations with state-of-the-art simulations. The analysis of
individual three-dimensional cubes from integral field spectrographs (e.g. for MUSE Ly𝛼
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halos Leclercq et al., 2020) could enable the study of the CGM’s kinematics and ionization
state.

Lyman-alpha intensity mapping and detection of the cosmic web

Line intensity mapping (LIM)measures spatial fluctuations of a line’s luminosity without
resolving individual emitters (Kovetz et al., 2017; Kovetz et al., 2019). Intensity mapping
for Ly𝛼 enables us to use additional information of voxels that are individually below the
signal-to-noise ratio to be identified as a source with confidence.

First measurements of Ly𝛼 intensity mapping have been performed using data sets
from the Baryon Oscillation Spectroscopic Survey. After subtracting the best-fit model
of low redshift luminous red galaxies, the residual flux at high wavelengths is cross-
correlated with the positions of quasars at 𝑧 ∼ 2.55. The resulting signal is attributed to
the Ly𝛼 emission around those quasars on large scales that had first been explained by
emission from star-forming regions but later revised to primarily arise from emission
associated with the quasars (Croft et al., 2016, 2018). Additionally, the cross-correlations
show distortions potentially related to the Ly𝛼 radiative transfer effects.

Intensitymapping has been explored theoretically for a range of emission lines (Schaan
et al., 2021a,b) with the goal of obtaining cosmological and astrophysical constraints and
additional information beyond classical redshift surveys. Dedicated studies of Ly𝛼
intensity mapping into the epoch of reionization (Silva et al., 2013, 2016) exist and have
been complemented with Ly𝛼 radiative transfer run on top of semi-analytical reionization
simulations (Visbal et al., 2018). Nevertheless, an investigation on the grounds of the
latest cosmological RHD simulations is lacking.

Moving beyond the circumgalactic medium that is traced by Ly𝛼 halos and blobs,
the cosmic web that is already indirectly visible in absorption spectra of quasars might
soon become visible through Ly𝛼 emission. A recent analysis of oriented LAH stacks
by Gallego et al. (2018) was not able to detect a signal on intergalactic scales. Detection of
filamentary structures on Megaparsec scale between large Ly𝛼 nebulae is challenging
but appears achievable (Lusso et al., 2019; Umehata et al., 2019).

Recently Bacon et al. (2021) reported the discovery of Ly𝛼 filamentary structure on
megaparsecs scale between redshifts 𝑧 = 3 − 4.5. The authors argue that the majority of
the filaments’ flux does not seem to be associated with identified LAEs and cannot be
explained by the UVB as ionizing sources. A favored explanation by the authors is the
Ly𝛼 flux stemming from LAEs the sensitivity limits. In this case, the filaments would, in
large parts, be powered by low luminosity emitters, i.e. the faint end of the luminosity. If
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Fig. 7.4 The Ly𝛼 cosmic web as a radiative transfer simulation on top of TNG50 at 𝑧 = 3. In
addition, we show the HETDEX footprint for its 78 integral field units. With the TNG simulation
suite, we can make predictions for the Ly𝛼 cosmic web’s observability.

true, this could provide constraints for the LAE luminosity function’s faint end, such as
its slope and its cut-off.

Using the simulation setup from Chapter 6, we can explore the detectability of the Ly𝛼
cosmic web and the physical information that can be extracted from it. These explorations
can be improved by calibrating the luminosities against the observed high luminosity
LF end. In Figure 7.4, we show the HETDEX footprint on top of the TNG50 simulation,
with which we can provide predictions for the detectability of the cosmic web with a
dedicated HET survey.

Constraining the epoch of reionization

Astrophysicists long for the arrival of the James Webb Space Telescope (JWST) and the
extremely large telescopes. With their arrival, large advances in the understanding of the
epoch of reionization are expected. Ly𝛼 emission and absorption are to play a major role
in these advances (Dunlop, 2013; Finkelstein et al., 2019). Naturally, the Ly𝛼 observations’
interpretation is complicated, even more so given the more complex ionization state of
the IGM. Applications to the epoch of reionization were primarily out of the scope of
this thesis for two reasons. First, we would not be able to rely on the Illustris(TNG)
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but would need a high-resolution radiation-hydrodynamics simulation to capture the
IGM’s evolution and progression of reionization. Second, the IGM’s ionization state
poses an additional complication of the Ly𝛼 radiative transfer. Instead, establishing a
model at lower redshifts provides a stepping stone for future investigations into the epoch
of reionization.

The work in Chapter 5 will be important to expand into the epoch of reionization to
separate the impact from the IGM and the galaxy structure on the Ly𝛼 spectra. Both the
galaxy structure and the IGM rapidly change in the EoR. Hence, disentangling the impact
from galaxy structure and IGM will help to understand the EoR better. For example, the
Ly𝛼 spectra contain information about the escape of Lyman-continuum photons from
star-forming regions into the IGM (Chisholm et al., 2018; Izotov et al., 2018) driving (in
part) the reionization.

7.1.3 Observational advances

MUSE

HETDEX

KCWI

fo
re

ca
st

JWST

SPHEREx

blueMUSE

Narrow-band
Spectrograph
Integral field spectrograph

GMT, ELT and TMT

Subaru HSC  / PFS

Fig. 7.5 Visualization of some recent and future instruments and telescopes for Ly𝛼 observations.

Many instruments are currently providing Ly𝛼 observations. Notably, data acquisition
and reduction are underway for the HETDEX survey that will map out close to a million
LAEs with spectroscopic redshift in a blind survey over the next years (Gebhardt et al.,
2021). MUSE (Bacon et al., 2010) is providing yet another instrument beside HETDEX to
map out Ly𝛼 emission with IFS at higher resolution with a smaller field of view. Soon,
MUSE will be complemented by blueMUSE, enabling Ly𝛼 down to 𝑧 ≥ 2 instead of
𝑧 ≥ 3 facilitating observation of diffuse emission given the lower cosmological redshift
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dimming. Lately, the KCWI has started its operation to map extended Ly𝛼 structures
using IFS (Morrissey et al., 2018; Cai et al., 2019).

The HETDEX survey currently underway will allow an impressive first intensity
mapping study with Ly𝛼 making use of the more than 500 square degrees to be spectro-
scopically mapped out. A low resolution a Ly𝛼 intensity mapping survey at 𝑧 > 5.2 can
launch around 2025 with SPHEREx, which will be a promising cross-correlation probe to
the 21cm-line signal (Doré et al., 2016, 2018).

The James Webb Space Telescope will launch this fall, enabling us to observe the
earliest formed galaxies in the Universe by their Ly𝛼 emission. Furthermore, at the end
of this decade, multiple extremely large telescopes will come online to push to fainter
Ly𝛼 sources than currently possible. See Figure 7.5 for current and upcoming instru-
ments and telescopes that further improve sensitivities and quantity of Ly𝛼 observations.
These extremely large telescopes with 25 to 38 m diameter will allow the observation of
significantly fainter Ly𝛼 objects. Three of these telescopes, the Thirty Meter Telescope
(TMT) in Hawaii, the Giant Magellan Telescope (GMT), and European Extremely Large
Telescope (E-ELT) in Chile, are projected to see first light at the end of this decade. These
telescopes and their respective instruments, along with JWST, will be able to push Ly𝛼
observations well into the epoch of reionization and yield novel constraints on the nature
of these early Ly𝛼 emitting galaxies and the reionization’s progression (Evans et al., 2015;
Sharp et al., 2016; Finkelstein et al., 2019).

7.2 Conclusions

In this thesis, we presented a Ly𝛼 radiative transfer code applied to galaxy formation
simulations in cosmological volumes regarding different astrophysical and cosmolog-
ical applications, namely the clustering of Ly𝛼 emitters, the encoded signature of the
intergalactic medium in Ly𝛼 emitting galaxies’ spectra, and the nature of Ly𝛼 halos:

• Beside previous studies of potential selection effects in LAE clustering analyses, we
studied a new phenomenological effect originating from the shifted Ly𝛼 spectral
signature for the line of sight localization. We find this new effect to be analogously
modeled to the Fingers of God effect from the peculiar velocity field, albeit we
find that scales of up to 𝑘 ∼ 0.1 h Mpc−1 can be affected. We presented multiple
approaches to correct for such distortion (Chapter 4).

• We investigated the impact of the IGM on Ly𝛼 emitting galaxies’ spectra. We pro-
pose going beyond the commonly used averaged transmission curves and stacked
spectra. Using the distributions of new statistical measures such as the peak count
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and peak asymmetry help to differentiate the redshift evolution from the evolution
of the ISM of galaxies. We make our set of 𝒪(108) transmission curves available1

for more dedicated studies (Chapter 5).

• The nature of Ly𝛼 halos remains debated since their first discovery. For the first time,
we present the predicted signal from a statistical sample of star-forming galaxies
for different halo masses over multiple orders of magnitude with resolutions down
to ∼ 100 pc. For intermediate redshifts also targeted by observational studies by
e.g. MUSE and HETDEX, we find reasonable agreement of our fiducial emission
model. Our radiative transfer simulations imply that extended Ly𝛼 halos are pri-
marily sourced by scattering photons from the galaxy’s inner star-forming regions
(Chapter 6).

With the current and upcoming observations, we expect the quality and quantity
of Ly𝛼 observations to grow substantially over the next years. The applications and
advances in this thesis, combined with improvements in (radiation-)hydrodynamical
simulations, will enable us to decode the physical information imprinted by the Ly𝛼
radiative transfer and thus to make Ly𝛼 radiation an even more important probe to study
our cosmological and astrophysical models in the future.

1A reduced data set has been published as Byrohl et al. (2020a) with the full set available on request.
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