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Summary

A key question in biology is how one genome sequence can lead to the great cellular diversity

present in multicellular organisms. Enabled by the sequencing revolution, RNA sequencing

(RNA-seq) has emerged as a central tool to measure transcriptome-wide gene expression levels.

More recently, single cell RNA-seq was introduced and is becoming a feasible alternative to

the more established bulk sequencing. While many different methods have been proposed,

a thorough optimisation of established protocols can lead to improvements in robustness,

sensitivity, scalability and cost effectiveness.

Towards this goal, I have contributed to optimizing the single cell RNA-seq method "Single

Cell RNA Barcoding and sequencing" (SCRB-seq) and publishing an improved version that

uses optimized reaction conditions and molecular crowding (mcSCRB-seq). mcSCRB-seq

achieves higher sensitivity at lower cost per cell and shows the highest RNA capture rate

when compared with other published methods. We next sought the direct comparison to

other scRNA-seq protocols within the Human Cell Atlas (HCA) benchmarking effort. Here

we used mcSCRB-seq to profile a common reference sample that included heterogeneous cell

populations from different sources.

Transfer of the acquired knowledge on single cell RNA sequencing methods to bulk RNA-seq,

led to the development of the prime-seq protocol. A sensitive, robust and cost-efficient bulk

RNA-seq protocol that can be performed in any molecular biology laboratory. We compared

the data generated, using the prime-seq protocol to the gold standard method TruSeq, using

power simulations and found that the statistical power to detect differentially expressed

genes is comparable, at 40-fold lower cost.

While gene expression is an informative phenotype, the regulation that leads to the different
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2 Summary

phenotypes is still poorly understood. A state-of-the-art method to measure the activity of

cis-regulatory elements (CRE) in a high throughput fashion are Massively Parallel Reporter

Assays (MPRA). These assays can be used to measure the activity of thousands of cis-

Regulatory Elements (CRE) in parallel.

A good way to decode the genotype to phenotype conundrum is using evolutionary information.

Cross-species comparisons of closely related species can help understand how particular

diverging phenotypes emerged and how conserved gene regulatory programs are encoded in

the genome. A very useful tool to perform comparative studies are cell lines, particularly

induced Pluripotent Stem Cells (iPSCs). iPSCs can be reprogrammed from different primary

somatic cells and are per definition pluripotent, meaning they can be differentiated into cells

of all three germlayers. A main challenge for primate research is to obtain primary cells.

To this end I contributed to establishing a protocol to generate iPSCs from a non-invasive

source of primary cells, namely urine. By using prime-seq we characterized the primary

Urine Derived Stem Cells (UDSCs) and the reprogrammed iPSCs.

Finally, I used an MPRA to measure activity of putative regulatory elements of the gene

TRNP1 across the mammalian phylogeny. We found co-evolution of one particular CRE with

brain folding in old world monkeys. To validate the finding we looked for transcription factor

binding sites within the identified CRE and intersected the list with transcription factors

confirmed to be expressed in the cellular system using prime-seq. In addition we found that

changes in the protein coding sequence of TRNP1 and neural stem cell proliferation induced

by TRNP1 orthologs correlate with brain size.

In summary, within my doctorate I developed methods that enable measuring gene expression

and gene regulation in a comparative genomics setting. I further applied these methods in a

cross mammalian study of the regulatory sequences of the gene TRNP1 and its association

with brain phenotypes.







1 | Introduction

1.1 Reading the Code of Life - A brief history
of genomics

Ever since desoxyribonucleic acid (DNA) has been identified as the bio molecule holding the

heritable instructions for building a functioning organism (Avery et al. 1944), much effort

was put into reading and understanding this encrypted information. It was clear early on

that DNA consisted of four chemically distinct building blocks, the so called nucleotides,

each consisting of a sugar, a phosphate group and four nitrogen bases Adenine, Guanine,

Thymine and Cytosine (Hammarsten 1895; Levene and Mori 1929; Levene and Tipson 1935).

How only four "letters", A,T,G and C could encode the information necessary to build not

only humans, but all living creatures on this planet was a long standing question and is still

not fully understood despite incredible advances.

A first important step however, was to understand the structure of DNA and how the

four bases interacted. Many groups worked on this particular problem and made pivotal

contributions, first and foremost Rosalind Franklin’s group (Franklin and Gosling 1953).

Finally, James Watson and Francis Crick put together the pieces of evidence and published

their model of the DNA double helix in 1953 (Watson and Crick 1953). Briefly, the DNA

exists as two complementary strands that are held together by hydrogen bonds between a

pair of bases. The pairing of the bases is non-random in a way that Adenine always pairs

with Thymine and Guanine always pairs with Cytosine. Watson and Crick postulated, based

on a picture taken in Rosalind Franklin’s laboratory, that these two strands form a so called

5



6 1. Introduction

double helix.

1.1.1 The genetic code

While this finding was remarkable, the next step in understanding the information stored in

the entirety of our DNA, our genome, was to identify different functional units and how they

are translated into proteins that execute the information in our genome. Those functional

units were first identified by Gregor Mendel (Mendel 1866) and later termed "genes". A

genetic code, that relates the four bases to 20 amino acids that form all proteins, was proposed

by Crick and others (Crick et al. 1961), experimentally confirmed with the discovery of the

first "word" or codon by Marshall Nirenberg and colleagues (Nirenberg and Matthaei 1961;

Nirenberg and Leder 1964) and finished in 1966 by Har Gobind Khorana and colleagues

(Khorana et al. 1966).

However, the first step to understand the information stored in our genome is to be able

to read its sequence efficiently. Researchers worked on developing technologies to read the

sequence of individual genes of interest already for decades (Sanger et al. 1973; Fiers et al.

1976), when in 1990 an international consortium started to read and assemble the entire

human genome (National Research Council et al. 1988; National Center for Human Genome

Research (U.S.) et al. 1990). The project was termed the Human Genome Project and the

international consortium aimed to complete the entire genome sequence within 15 years. A

key limitation in this endeavor was the ability to read long stretches of DNA efficiently and

at sufficient throughput.

1.1.2 Sequencing technologies

The first generation sequencing methods were based on incorporation of radioactively or

later fluorescently labeled nucleotides at the end of a DNA fragment (Maxam and Gilbert

1977; Sanger and Coulson 1975; Sanger et al. 1977). Several developments led to big

improvements in usefulness and throughput of those initial technologies, namely synthetic

didesoxy nucleotides (ddNTPs) (Chidgeavadze et al. 1984), Polymerase Chain Reaction (PCR)
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Figure 1. Three generations of DNA Sequencing Technologies. The first two
generations of sequencing technologies displayed here (Sanger and Illumina) are based on
sequencing by synthesis of DNA and incorporation of fluorescent nucleotides. The main
difference however is the massive parallelization achieved by second generation technologies.
Third generation sequencing technologies like Nanopore sequencing don’t share these features
and enable longer read lengths often at single molecule resolution. (A) Sanger sequencing-
based shotgun sequencing uses introduction of DNA fragments by cloning (1) and one-by-one
sequencing of the clones using capillary gel electrophoresis and fluorescently labeled ddNTPS
(2). (B) Next Generation Sequencing by Synthesis as commercialized by Illumina requires
the ligation of universal adapter sequences (1) that enable hybridization of the fragments to
a sequencing flow cell coated with complementary adapter sequences, followed by cluster
amplification of molecules on the flow cell and reading of fluorescent nucleotides by imaging
(2). (C) Third Generation Sequencing using a Nanopore as displayed here enables reading
of longer fragments and native RNA. Similar to NGS, Nanopore requires the addition of
adapter sequences that are in this case coupled to a motor protein (1) This motor protein
attaches to Nanopore proteins bound to a membrane, unwinds the DNA and pushes the
DNA molecule through the pore. Sequencing is performed by measuring the ionic current
passing though the pore where each base leads to a characteristic change in ionic current(2).
Created with BioRender.com
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(Saiki et al. 1988) and Capillary Gel Electrophoresis (Swerdlow and Gesteland 1990; Luckey et

al. 1990; Hunkapiller et al. 1991). The limitation of this technology was the maximum length

of the sequenced fragment (~1,000 nucleotides) (Heather and Chain 2016) and was overcome

by shotgun sequencing (Anderson 1981), i.e. by cloning DNA fragments into bacterial

plasmids, sequencing the inserts and assembling larger contiguous sequences (contigs) using

computational methods (Staden 1979) (Fig. 1 A). Together with the automatization and

miniaturization of Sanger sequencing machines, these approaches increased the throughput

immensely and led to the publication of the first human genome draft in 2001 (Lander

et al. 2001; Venter et al. 2001) and the full assembly in 2004 (International Human Genome

Sequencing Consortium 2004).

Second Generation Sequencing - more reads, lower costs

While Sanger sequencing was essential for the success of the human genome project, sequenc-

ing continued to evolve, leading to a second wave of technologies that increased throughput

and decreased costs (Mardis 2008; Dijk et al. 2014). This was fueled by the goal to sequence

a whole human genome for less than 1,000 US$ (Mardis 2006). Even though technologies

differed in their approaches, the main improvement they shared was the massive parallelisa-

tion that increased throughput from 96 simultaneously measured sequences to millions at a

time. While other technologies, namely 454 Pyro Sequencing (Margulies et al. 2005) and

SOLiD’s ligation-based approach performed comparable in regards to throughput (Dijk et al.

2014), Illumina (formerly Solexa) took over the sequencing market and is currently the gold

standard for most sequencing applications (Greenleaf and Sidow 2014) (Fig. 1 B).

Illumina Sequencing by Synthesis

Illumina started out as one of many companies at the beginning of the next generation

sequencing revolution and now is the most popular solution for most applications. This

was enabled by continuously improving data quality, throughput and cost. Despite the

technological improvements, the basic principle of Illumina Sequencing By Synthesis (SBS)
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has not changed considerably. It features three main concepts, (1) clonal amplification of

DNA fragments that are immobilized on a sequencing flow cell by hybridisation to grafted

oligos, (2) fluorescent reversible terminator nucleotides, and (3) bridge amplification on the

flow cell leading to DNA strand exchange. Using these main principles Illumina is able to

overcome several challenges (Bentley et al. 2008). By spatially separating DNA fragments

and amplifying them locally in so called clusters on the flow cell, they are able to increase

the signal and distinguish different fragments. In a second step the fluorescently labeled

nucleotides are incorporated by a polymerase one base at a time enabled by the reversible

terminator technology. After each sequencing cycle the newly incorporated nucleotide is

detected using high resolution imaging and identified by its characteristic fluorescent signal.

As the molecules are immobilized on the flow cell, this process happens in a massively parallel

manner and information on millions to billions of fragments is collected simultaneously. After

each cycle the fluorescent group is cleaved off and the terminator is removed. This continues

for typically between 35 and 300 cycles resulting in sequencing reads of the respective lengths.

Next, a process called bridge amplification leads to reversing the direction of the molecules

relative to the flow cell. Now, the sequencing by synthesis process is repeated reading the

other end of the DNA fragment. This paired end sequencing is an important part of the

method as it allows for better mapping to the genome, estimation of fragment sizes, and

error correction when the two reads overlap. In 2017 Illumina produced over 90 % of world

wide sequencing data, according to their own estimates (Illumina Inc. 2017)

Third generation sequencing - single molecules, long reads

Illumina SBS’s main limitation is the relatively short read length with a feasible maximum of

~300 nucleotides. Longer reads of up to ~600 bp are available on the MiSeq system, however,

at a substantially higher cost. This might change with Illumina’s announcement at the

2022 "Advances in Genome Biology and Technology Meeting" (AGBT) of a 600 cycle kit for

the NextSeq system (Illumina Inc. 2022). While this is an improvement, it is still rather

short. Read length might not seem like a big problem at first sight and, especially with the

availability of a complete genome sequence, it is sufficient for many sequencing applications.
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However especially for repetitive sequences and structural variation this poses a considerable

computational challenge. This is where so called third generation sequencing approaches

come into play. Namely the two approaches commercialized by Oxford Nanopore (Fig. 1 C)

and Pacific Biosciences (Roberts et al. 2013; Branton et al. 2008; Lee et al. 2016). The two

technologies share two main features that set them apart from second generation technologies.

Firstly, both are single molecule readouts in contrast to Illumina where a cluster of clonal

molecules is measured. Secondly, they are long read technologies with read length of up to

100,000 bases. The long reads are a big advantage for de novo genome assemblies of more

species, but have also enabled to determine the full human genome sequence including the

repetitive regions that could not be assembled in the human genome project (Nurk et al.

2022). Also, single molecule sequencing has clear advantages over previous technologies. The

main draw back to this day however, remains the substantially higher cost and higher error

rates (Lee et al. 2016; Cui et al. 2020). In addition, long reads and single molecule resolution

are superfluous for most standard applications where accurate counting of short sequence

tags is sufficient.

Today, sequencing technologies are essential tools for molecular biology, evolutionary biology

and biomedicine (Koboldt et al. 2013). Large scale projects like the Vertebrate Genome

Project aim to capture more of the diversity of life (Genome 10K Community of Scientists

2009; Rhie et al. 2021), cancer genome sequencing guides targeted therapies (Hutter and

Zenklusen 2018) and long read sequencing of viral genomes has been an essential tool to

monitor viral genome evolution during the COVID 19 pandemic (Oude Munnink et al. 2021).

Sequencing costs still continue to decrease and new technologies emerge. Especially with

the first Illumina patents running out, some companies try to challenge them by lowering

the prices dramatically. Recently Ultima Genomics claimed to be able to sequence a whole

human genome for 100 US$, however, their claims remain to be independently validated

(Almogy et al. 2022). Another example is Roswell Biotech who make use of semiconductor

technology and aim to apply these molecular electronics to DNA sequencing (Fuller et al.

2022).
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1.1.3 From genome to phenotype

The primary goal of the human genome project was to determine the sequence, but its

promise has always been that with the complete sequence we would be able to understand

human biology on a molecular level. This means to understand how a single genome can

lead to the development of over 200 different cell types that our body consists of (National

Center for Human Genome Research (U.S.) et al. 1990).

A first step in understanding the genome is to annotate it. The foundation to this was

laid with Francis Cricks hypothesis that DNA is transcribed into RNA which in turn is

translated into proteins and became known as the central dogma of biology (Crick 1970).

Using the genetic code, it was thus possible to identify the over 20,000 protein coding genes

and based on their transcription and translation we can measure where and when a particular

gene or its product, a protein, is active.

While the central dogma still holds true and is widely accepted there are exceptions to the

rule, particularly non-coding RNAs that perform functions without being translated (Stefani

and Slack 2008). The ENCODE consortium that aimed to annotate the entire human genome

found almost three quarters of the sequence to be transcribed (Djebali et al. 2012). However,

it should be noted that expression does not equal function and many of the transcribed

regions of the genome that they found are thought to be only spuriously expressed at very

low levels (Graur et al. 2013). Many of the remaining sequences that are not associated

with a particular function, albeit show evolutionary constraint, are thought to be gene

regulatory elements. While each cell contains the same genome, they express different genes

at different levels. These different sets of expressed genes lead to the production of proteins

that ultimately functionally distinguish different cell types. A cellular phenotype is thus

encoded in the genome and defined by the expression of different proteins and non-coding

RNAs. Arguably, proteins have been studied for much longer than non-coding RNAs and are

more interpretable in terms of their function. The most relevant phenotypic readout would

thus be protein levels. However while DNA sequencing technology has improved immensely

in the past decades and is a robust, flexible, sensitive and cost efficient technology, protein

sequencing is much less optimized. This may in part be due to the pressure to innovate that
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DNA sequencing has faced, but is likely also due to the more challenging biochemical nature

of proteins over DNA and the lack of protein amplification methods (Alfaro et al. 2021). A

good proxy for protein expression are, however, messenger ribonucleic acid (mRNA) levels.

1.2 Gene expression quantification - the era of

RNA-sequencing

Gene expression quantification has been performed for many decades already and just like

DNA sequencing it has developed from a single gene approach to whole transcriptome

sequencing over the years. One of the first methods to quantitatively measure the amount,

identity and length of a particular RNA in a sample was Northern Blot (Alwine et al.

1977). In this method, RNA is size separated using gel electrophoresis, transferred onto a

membrane and hybridized to labeled DNA probes. Later, real time measurement of DNA

amplification by PCR enabled accurate quantification of starting molecules (Higuchi et al.

1993). Coupled with reverse transcription prior to PCR, this can be used to accurately

quantify RNA expression (Heid et al. 1996). Even though Reverse Transcription quantitative

PCR (RT-qPCR) was a big improvement in terms of reproducibility and sensitivity (Wong

and Medrano 2005) it is still a per gene approach. The first high throughput gene expression

measurements of the whole transcriptome, were enabled by microarray technology, where

RNAs are reverse transcribed and hybridized to complementary oligonucleotides spotted on

a surface and quantitated by measuring the signal intensity of each spot (Schena et al. 1995;

Schena et al. 1995; Wodicka et al. 1997). Finally, first sequencing-based approaches emerged

that relied on counting short gene fragments called tags. Serial analysis of gene expression

(SAGE) used restriction enzymes to create small cDNA fragments and concatenated them

randomly by ligation. Sequencing these tags using Sanger sequencing provided quantitative

data on gene expression, based on tag abundance and assignment to a gene (Velculescu et al.

1995). SAGE is thus the first occurrence of Tag sequencing for gene expression and can be

seen as early predecessor of current end counting RNA-seq methods. Another iteration of

this approach is Cap analysis of Gene Expression (CAGE) which particularly captures the 5’
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ends of the transcript (Shiraki et al. 2003). CAGE was used extensively to map transcription

start sites (TSS) (FANTOM Consortium and the RIKEN PMI and CLST (DGT) et al. 2014).

Whole transcriptome complementary DNA (cDNA) sequencing or more commonly known

as RNA sequencing (RNA-seq) is based on reverse transcription (RT) of RNA into cDNA

using a viral reverse transcription enzyme, subsequent second strand synthesis and sequencing

adapter ligation (Fig. 2). This general workflow leads to a library of cDNA molecules that

can be sequenced, aligned to the genome and and finally quantified per gene or transcript.

The general assumption being that the frequency of a given cDNA molecule in the library is

reflective of its expression level. Advantages of RNA-seq over the previous gold standard

technology expression microarrays are numerous: it is unbiased, does not require prior

knowledge of expressed genes, is species agnostic, sensitive and allows for extremely high

throughput (Marioni et al. 2008). As RNA-seq is sequencing-based, its cost have dropped

rapidly with sequencing costs. In addition, optimized more cost-efficient methods for library

preparation have been developed (Li et al. 2020; Alpern et al. 2019). In summary, RNA-seq

has become the primary cellular phenotyping tool in recent years (Stark et al. 2019).

1.2.1 What we talk about when we talk about RNA-

sequencing

Most RNA-seq protocols follow the general workflow described above, however, a multitude

of different protocol variants has been developed. For each step of the protocol different

strategies are available that have their own set of advantages and disadvantages (Fig. 2).

RNA isolation

The first step in any RNA sequencing experiment is obtaining RNA. RNA can be purified

before subjecting it to RNA-seq, using for example spin columns with silica membrane

or extracted, using solid phase reversible immobilisation (SPRI) beads. Column-based

isolation is the commercial standard, however, bead-based isolation is increasing in popularity

(Oberacker et al. 2019). SPRI beads are paramagnetic particles coated with carboxyl residues
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Figure 2. Flavours of RNA-seq library preparation methods. The "standard"
RNA-seq workflow with different variations of RNA sequencing protocols. Key differences
between protocols are the way RNA is isolated, how is dealt with rRNA and other RNA
species, at which step the full length molecules are fragmented, how second strand synthesis
is achieved and how sequencing adapters are added. Created with BioRender.com

that reversibly bind nucleic acids in the presence of Poly ethylene glycol (PEG) and high salt

concentrations. In the absence of the the high salt concentrations binding is reversed and

nucleic acids are released (DeAngelis et al. 1995). Thus, SPRI beads by default isolate total

nucleic acids, which makes digesting DNA, by using a DNA specific nuclease, necessary to

obtain pure RNA. A different approach is to start with crude lysate and skip RNA isolation,

however this might have adverse effects on RT efficiency with higher cell numbers (Svec et al.

2013; Le et al. 2015).

The whole transcriptome - total RNA, small RNA and mRNA

Although often referred to as whole transcriptome sequencing, most RNA-seq protocols either

enrich for polyadenylated mRNA or deplete ribosomal RNA (rRNA). This step is necessary

as only roughly 3-5 % of total cellular RNA in eukaryotes is mRNA, with the majority of

it being ribosomal RNA followed by transfer RNA (tRNA). While rRNA and tRNA are

an interesting field of study by themselves, they carry little to no information in regard to

the cellular phenotype. Spending 95 % of sequencing reads on these molecules is thus to

be avoided. A very useful feature of eukaryotic mRNAs and many long non coding RNAs
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(lncRNA) (Sun et al. 2018) is that they are polyadenylated upon transcription. This so

called poly(A) tail can be used to selectively enrich for these molecules. However, other RNA

species like small non-coding RNAs (sncRNAs) and some lncRNAs are not polyadenylated

and thus missed with poly(A) enrichment methods. In addition their short length makes

sncRNAs a challenging target for Illumina sequencing that usually requires fragments to be

>200 bases long to be sequenced efficiently. Despite these limitations, the most commonly

used RNA-seq methods use either poly(A) priming in the RT or hybridisation of the RNA to

oligo(dT) coated beads and subsequent removal of unbound RNA.

Another option, that is especially important for prokaryotes that do not feature a poly(A)

tail, is rRNA depletion. Two main options exist for removing rRNA, enzymatic digestion or

hybridisation and removal of the most common rRNA species (O’Neil et al. 2013). While

efficient protocols for this purpose have been developed (Wangsanuwat et al. 2020), the most

commonly used rRNA depletion kits are prohibitively expensive (Janjic et al. 2022). On top

of that, most researchers are still interested in the coding transcriptome and would thus have

to sequence much deeper to get to the same coverage for protein coding transcripts (Zhao

et al. 2018).

Finally, there is a set of methods for small RNA sequencing available that overcome

the aforementioned size limitations and additional challenges in small RNA sequencing like

2’-O-methyl modifications at the 3’ end of some sncRNAs that inhibit adapter ligation

(Dard-Dascot et al. 2018).

Second strand synthesis

A common step that is present in all RNA-seq protocols, even direct RNA sequencing which

is possible only with third generation sequencing technologies (Garalde et al. 2018), is reverse

transcription (RT). While transcription is a one way road in all DNA-based organisms, as

postulated in the central dogma of molecular biology, some RNA viruses (retroviridae) have

an RNA-dependent DNA Polymerase, also referred to as Reverse Transcriptase. Since its

discovery in 1970 (Temin and Mizutani 1970; Baltimore 1970) it has earned their discoverers

the Nobel price and has transformed molecular biology (Coffin 2021). In RNA sequencing,



16 1. Introduction

RT is used to convert RNA into complementary DNA (cDNA). Usually reverse transcription

is either primed using oligo(dT) primers that hybridize to the poly(A) tail or random hexamer

primers, random six nucleotide long DNA fragments that bind all over the transcript. Like

DNA-dependent DNA polymerases, RT enzymes move along their template and incorporate

matching dNTPs into the growing DNA strand. This results in a double stranded RNA-DNA

hybrid. Unlike DNA-dependent polymerases, RT enzymes do not generate a new template

during this process that would enable synthesizing the second strand of DNA. However,

DNA sequencing technologies require double stranded DNA as input, necessitating second

strand synthesis. One traditional technique for second-strand synthesis is the removal of the

template RNA using RNAseH and synthesis of the second strand using DNA polymerase I

(Gubler and Hoffman 1983). This is followed by fragmentation, end repair, dA-tailing and

sequencing adapter ligation (Agarwal et al. 2015). This however, leads to loss of strand

specificity which is often overcome by incorporating dUTP instead of dTTP in the second

strand, followed by dUTP specific digestion of the second strand after adapter ligation. A

method that avoids conventional second strand synthesis ligates adapters specifically to

either the 3’ or 5’ end of the to first strand cDNA, followed by PCR (Agarwal et al. 2015).

An alternative that has become popular in recent years is harnessing the terminal

transferase activity of Moloney Murine Leukemia Virus Reverse Transcriptase (M-MLV RT).

M-MLV RT adds non-template nucleotides at the 5’ end of the transcripts (Zajac et al.

2013) which can be used for a process called template switching, where a template switching

oligo (TSO), consisting of DNA and RNA bases, binds to the non-template cytosines and

subsequently serves as a template for extension of the cDNA, adding a defined 5’ end (Wulf

et al. 2019). This Switch Mechanism at the 5’ End of RNA Templates (SMART) enables the

generation of full-length cDNA libraries and is highly sensitive (Zhu et al. 2001).

cDNA amplification

While initial techniques used several micrograms of RNA as input, the need to generate

RNA-seq data from small amounts of RNA became clear even before the advent of single

cell RNA-seq (scRNA-seq). While cDNA synthesis can be performed with small amounts
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of RNA, the resulting library would be too lowly concentrated for further processing and

sequencing. To enable cDNA sequencing from small amounts of input, several strategies were

developed that usually involve PCR amplification of the cDNA prior to library preparation.

Generally this requires a universal sequence for primer binding on both ends of the cDNA.

While the 3’ sequence is usually introduced with the oligodT primer, a 5’ sequence can be

added by ligation or via the Template switch oligo in the SMART™ approach.

Another option is using a combination of RT followed by in vitro transcription (IVT)

to amplify input RNA and a final RT with second strand synthesis. As IVT is a linear

amplification process, this aims to introduce less bias compared to PCR (Eberwine et al.

1992). The main limitation here are the high input amount required for IVT (Hashimshony

et al. 2012).

Illumina Sequencing library preparation

Often already combined with second strand synthesis in standard RNA-seq methods, the

goal of sequencing library preparation is to (1) add sequencing adapters that enable binding

to the p5 and p7 grafted oligo nucleotides of Illumina sequencing flow cells and priming of

the sequencing reads; (2) select for fragments between 200 and 1,000 base pairs length to

enable efficient sequencing. Additionally while initial RNA-seq methods used at least one

lane of sequencing per RNA-seq library (Marioni et al. 2008), with increases in data obtained

from one lane and improvements in RNA-seq library composition such an approach would

be excessive and multiplexing of many samples on one lane has become the standard. To

demultiplex the individual samples after sequencing, sample specific DNA Barcode sequences

on both ends of the fragments are introduced using PCR at this step.

Essentially two methods exist for library preparation, Fragmentation (either enzymatic

or chemical), end repair, d(A)Tailing, phosphorylation and ligation of adapters, or Tn5

Transposase mediated fragmentation and ligation. These steps are usually followed by a

PCR amplification of fragments carrying both 3’ and 5’ adapters, that adds sample barcodes

via overhang primers to be read in the index reads of Illumina sequencing. Size selection is

achieved using either SPRI beads, silica columns or agarose gel excision.
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1.2.2 The next level - single cell RNA-sequencing

While the first wave of RNA-seq and RNA-seq development was driven by bulk sequencing

it was shortly followed by the first single cell method (Tang et al. 2009). The usefulness

of having single cell information is manifold and was recognized early on (Eberwine et al.

1992). Cells are the fundamental operational units of life and as such they are the most

relevant level at which transcriptomes should be compared. Bulk information can be very

useful for investigating differences between homogeneous cell populations but as soon as

cellular heterogeneity is to be expected, single cell information is necessary to make the right

comparisons. As expression levels in bulk RNA-seq represent mean expression over the whole

population, subtle differences in a small fraction of cells or changes in the composition can

often be missed (Sandberg 2014).

Two limitations for single cell RNA-seq are the minute input amounts that are usually in

the low picogram range and the necessity to dissociate tissues into intact single cells before

processing. While the latter is specific to the cell type or tissue under investigation and

no general rules can be applied to overcome this challenge, low input amounts are a more

general problem. Finally, the key to make single cell methods useful to the broader scientific

community is cost efficiency. Only if several thousand cells can be processed at a reasonable

cost, single cell RNA-seq can fulfill its promise of uncovering cellular heterogeneity. These

technical challenges were overcome by several key innovations in the past years.

Key innovations introduced by single cell methods

In principle there are two ways to increase the amount of available input, amplification

and pooling. While PCR amplification is generally suitable, it can introduce serious bias

in the composition of molecules by preferential amplification of some molecules over the

others. This problem becomes more pronounced the more cycles are performed and leads

to incorrect gene expression levels and lower library complexity (Phipson et al. 2017). In

addition, performing one PCR reaction per single cell is very tedious and costly (Ramsköld

et al. 2012). The second strategy, pooling, brings input amounts back to bulk levels but
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only makes sense if transcripts can be assigned back to the originating single cells in the

end. The key innovation that made this possible is the introduction of a cell barcode during

reverse transcription with the oligo(dT) primer or TSO and subsequent early pooling (Islam

et al. 2011; Islam et al. 2014). In addition early pooling reduces the number of reactions

to be performed per single cell drastically and thus decreased the library preparation costs

immensely.

A different approach for amplifying the input is employed by the Cell Expression by Linear

amplification and Sequencing (CEL-seq) methods (Hashimshony et al. 2012; Hashimshony

et al. 2016). They use early barcoding of first strand cDNA as described above, followed by

pooling, bulk IVT for linear amplification of the cDNA and finally a second round of RT

including second strand synthesis.

To overcome the problem of amplification bias, researchers introduced a second random

sequence in the reverse transcription reaction called Unique Molecular Identifiers (UMIs)

(Kivioja et al. 2011). After sequencing, reads from the same cell that map to the same gene

and have the same UMI sequence are assumed to originate from the same initial molecule

and are thus collapsed. This reduces amplification artifacts to a minimum (Islam et al. 2014),

however, it cannot recover molecules that were outcompeted during amplification and thus

not detected later on. This last challenge was tackled by several groups that tried to improve

existing protocols systematically by optimizing RT and PCR reaction conditions to capture

more of the initial RNA molecules and ensure more even amplification (Picelli et al. 2013;

Bagnoli et al. 2018; Sasagawa et al. 2018; Hughes et al. 2020).

Finally, a main difference between scRNA-seq methods that use early pooling and

methods that perform one reaction per cell like the SMART-seq methods (Ramsköld et al.

2012; Picelli et al. 2013; Hagemann-Jensen et al. 2020) is the fact that early pooling methods

generally only sequence either the 3’ or 5’ end of the transcript to capture the cell barcode.

SMART-seq methods are full length, meaning reads from all over the gene body are sequenced.

Both of these approaches have their own advantages and disadvantages and the choice of

method depends on the scientific question.
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Figure 3. Single cell RNA-seq innovations. (A) Different single cell isolation strategies.
Integrated fluidic circuits (IFC) as commercialized by Fluidigm, trap cells in small chambers
and subsequently deliver reagents directly to the wells. Nanowells are dense arrays of
nanoscale wells where barcoded beads as well as cells are flushed over the surface and sink
into the wells by gravity. Droplet microfluidics as commercialized by 10x Genomics aim to
co-encapsulate barcoded beads with cells in water-in-oil emulsion droplets. Deterministic
methods like laser capture micro dissection or Fluorescence Activated Cell Sorting (FACS)
actively deposit cells in reaction vessels. (B) Key innovations introduced by single cell RNA-
seq. Early barcoding of mRNA molecules by adding barcodes in the reverse transcription
enables processing many cells at low cost. Unique molecular identifiers (UMI) tag each
original RNA molecule with a random sequence. This enables distinguishing initial molecules
from PCR duplicates and makes quantification more accurate. Adding particular reaction
enhancers makes reactions more efficient in capturing more of the initial complexity and
miniaturization reduces reagent costs. Created with BioRender.com
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Different strategies for isolation of single cells

Generally, two different strategies of cell isolation can be distinguished, stochastic and

deterministic methods. The deterministic methods often use Fluorescence Activated Cell

Sorting (FACS) or Laser-capture micro dissection to deposit single cells in reaction chambers

containing lysis buffer (Ziegenhain et al. 2018). This ensures efficient use of resources, as

each reaction chamber contains exactly one cell and enables enrichment for specific rare

cell types. Conversely, these approaches are time consuming, require additional specialized

equipment as well as expertise and, due to the lengthy cell handling, might introduce

unwanted transcriptome changes and batch effects (Massoni-Badosa et al. 2020). The

stochastic methods come in a variety of different forms, namely integrated fluidic circuits

(IFC), droplet-based microfluidics, nanowell microfluidics and split-pool barcoding approaches.

IFC have similar limitations in terms of throughput and cost as the deterministic approaches.

Conversely the other stochastic methods often require a relatively high number of cells

as input, don’t enable enriching for certain populations and suffer from multiplets, empty

reaction chambers and background RNA contamination. The great advantage of those

methods is the high number of cells that can be processed in a single experiment, their mostly

unbiased nature and the extremely low cost per cell (Ziegenhain et al. 2018).

Most popular for the last years and the current standard of single cell RNA-seq are

droplet-based methods, namely the 10x Genomics Chromium platform (Zheng et al. 2017).

The two original droplet-microfluidics methods Drop-seq (Macosko et al. 2015) and InDrops

(Klein et al. 2015) were home-brew methods that can, in theory, be set up in most molecular

biology labs. The basic principle is that single cells are stochastically co-encapsulated with

beads or hydrogels that carry barcoded oligo(dT) primers in a water-in-oil emulsion droplet.

After this droplet generation process, reverse transcription is performed within each droplet,

transcripts from a single cell are uniquely barcoded and can be pooled by breaking the

emulsion. The co-encapsulation in this process follows a poisson sampling and thus, to

encapsulate on average just one cell, most droplets will have to be empty and some will

carry 2-n cells. Nanowell techniques like Seq-well (Gierahn et al. 2017) or Microwell-seq

(Han et al. 2018) generally have similar properties but with slightly more control over the
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co-encapsulation (Prakadan et al. 2017). The technology that intrinsically allows for the

highest number of cells profiled in a single experiment is combinatorial in situ barcoding of

cells by splitting and pooling (Rosenberg et al. 2018; Cao et al. 2017). These technologies

led to the exponential scaling of scRNA-seq throughput from tens of cells to currently up to

100,000 cells in a single experiment within just a few years (Svensson et al. 2018). Recently

different strategies have tried to overcome some of those drawbacks of stochastic methods by

combining combinatorial indexing and droplet-based cell isolation (Datlinger et al. 2021) or

deterministic mRNA-capture bead and cell co-encapsulation (DisCo) (Bues et al. 2022).

The best single cell RNA-seq method and current state of the field

Following the large increase in single cell RNA-seq methods, several groups have compared

methods in regard to cost, accuracy of the measured gene expression levels, sensitivity,

power to detect differential expression, the ability to distinguish different sub populations,

throughput and other factors (Ziegenhain et al. 2017; Svensson et al. 2017; Ding et al.

2020; Mereu et al. 2020; Bagnoli et al. 2018). While these benchmarks arrived at different

conclusions in regard to which method is the best, they have been important guides to

select the right method for the particular scientific question at hand. Researchers continue

to improve existing methods (Hagemann-Jensen et al. 2020; Hagemann-Jensen et al. 2022;

Hughes et al. 2020; De Rop et al. 2022; Scalable Single Cell Sequencing 2021) and even

though 10x Genomics is the current standard (Svensson et al. 2018) the fight for the best

method is not yet over. However, while the first years of single cell RNA-seq were strongly

driven by method development, the technologies are now mature enough to answer the

particular biological questions that motivated their development.

1.2.3 Computational analysis of gene expression data

Early on in the human genome project, researchers realized that to cope with the quantities of

data being produced, computational resources and methods to analyze high dimensional data

would have to keep up (National Research Council (US) Chemical Sciences Roundtable 1999).

For RNA-sequencing the plethora of methods can be subdivided into different areas, pre-
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processing, standard analysis methods including, but not limited to, differential expression

analysis and single cell specific methods.

Pre-processing RNA-seq data

While often taken for granted, the steps leading from raw sequencing data to a normalized

expression matrix are complex and have great impact on downstream analysis (Vieth et al.

2019). The first step for most sequence data is quality filtering based on PHRED scores

and adapter trimming, i.e. removing unwanted sequences like poly(A) stretches or flow

cell adapters. Omitting this step can lead to serious problems like mismapping and other

artifacts, especially in de-novo assembly methods (Coker and Davies 2004). The first RNA-

seq specific step is the alignment of the reads to the genome or transcriptome, often also

referred to as mapping. A particular challenge when mapping to the genome is that mRNA

is usually spliced, since the genome sequence contains introns a read spanning two exons

would thus map to two different genomic locations. Splice aware aligners like STAR take

this into account (Dobin et al. 2013). Other approaches are de-novo transcriptome assembly

(Hölzer and Marz 2019) and pseudo alignment methods (Patro et al. 2017; Bray et al. 2016).

While pseudo alignment methods already include the gene expression quantification step, for

alignment-based methods a separate counting step is necessary. Commonly used tools that

summarize the number of times a sequencing read overlaps a feature/gene are featureCounts

and HTseq (Liao et al. 2014; Anders et al. 2015). A major factor that influences the accuracy

of counting is the quality of the reference annotation (Vieth et al. 2019). This goes so far that

it might be preferable to map to a well annotated genome of a closely related species rather

than to the native genome (Parekh et al. 2018). Especially for less well annotated genomes it

might be advisable to extend the existing annotation to capture reads falling in potentially

unannotated UTRs (Derr et al. 2016). However, even for the human genome it was shown

recently that these strategies are beneficial (Pool et al. 2022). All these preprocessing steps

lead to a count matrix, a simple sample by gene matrix with the summed up counts per

gene, as final output.
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Normalization, Filtering and Outlier detection

One of the steps that has the biggest impact on downstream data analysis is the normalization

of the data (Vieth et al. 2019). Consequently many methods have been developed over the

years for this purpose. The main goal of normalization is to account for technical variation

like sequencing depth or compositional differences in the input RNA pool. Classical depth

normalization methods like counts per million (CPM) take care of the sequencing depth but

neglect compositional biases. More sophisticated methods like edegeR’s trimmed mean of

M-values (TMM) or Median of Ratios (MR) as implemented in the DESeq2 package take

this into account (Robinson and Oshlack 2010; Anders and Huber 2010; Love et al. 2014).

Additionally dedicated methods try to explicitly remove technical variation, for example by

using External RNA Controls Consortium (ERCC) spike-in molecules or control genes (Risso

et al. 2014; Jiang et al. 2011; Leek 2014). Removing lowly expressed genes only present in a

fraction of samples with low counts and removing outlier samples is important. A common

strategy to find outliers is principal component analysis (PCA) where samples affected by e.g.

high technical noise often explain much of the variance in the data and thus are separated

from the remaining samples in the first two principal components (Chen et al. 2016).

Recently, normalization methods specifically for single cell RNA-seq have been developed

to tackle particular challenges like the sparseness of the data, big differences in RNA content

per cell and high variance between cells caused by for example cell cycle or transcriptional

bursting (Vieth et al. 2019; Booeshaghi et al. 2022).

Common downstream analyses

Even though RNA-seq can be used for diverse purposes, the most common use is differential

expression analysis (DEA) between two or more groups of samples (Conesa et al. 2016). To

test for significant expression differences, a generalized linear model is fit, based on a specified

design matrix. Next, statistical testing and multiple testing correction of raw p-values are

performed. The most commonly used tools for DEA are DESeq2 (Love et al. 2014) and

limma (Ritchie et al. 2015). To increase interpretability of the resulting lists of DE genes,

several approaches have been devised that associate the DE genes with databases containing
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functional annotation. Popular tools are Gene Set Enrichment Analysis (GSEA) (Mootha

et al. 2003; Subramanian et al. 2005), using Gene Ontologies (TopGO) (Gene Ontology

Consortium 2021; Alexa and Rahnenfuhrer 2022) and Reactome Pathway Analysis (Yu and

He 2016). While also for DE analysis specific single cell approaches have been developed,

Soneson et al. found that classical general linear models-based (GLM) methods like limma

perform well with single cell data in regard to power (Soneson and Robinson 2018). One

problem of these methods however is that pseudoreplication over cells from the same sample

inflates power (Zimmerman et al. 2021), with pseudo bulk aggregation of single cells and

mixed models as a potential solution (Zimmerman et al. 2021; Murphy and Skene 2022).

Single cell analysis methods

In addition to the aforementioned single cell adaptations of bulk methods, there is a whole

field dedicated to developing methods particularly for single cell RNA-seq. The scRNA-tools

database currently contains over 1200 computational analysis methods (Zappia et al. 2018).

Early on, new tools for dimensionality reduction and visualisation of the high dimensional

data in 2D were developed, like t-distributed stochastic neighbor embedding (tSNE) (Van

Maaten and Hinton 2008) and Uniform Manifold Approximation and Projection (UMAP)

(McInnes et al. 2018). With increasing amounts of bulk and single cell RNA-seq reference

data sets available, many tools are dedicated to classifying cells into cell types based on their

transcriptome (Abdelaal et al. 2019). Other important areas of method development include

trajectory inference (Saelens et al. 2019), data integration (Luecken et al. 2022), clustering

(Yu et al. 2022) and gene regulatory network inference (Pratapa et al. 2020).

Benchmarking and power simulations

This vastness of RNA-seq methods and corresponding analysis tools calls for thorough

comparisons to understand the strength and limitations of the different methods. One

important prerequisite for meaningful benchmarks is a ground truth data set to use. This can

be a real data set produced for the purpose of benchmarking (Tian et al. 2019) or a simulated

data set computationally produced based on the properties of the real data (Vieth et al.
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2017). One way to assess how well a particular method or tool is suited to detect differential

expression are statistical power analyses. Firstly, differential expression is simulated based

on the input parameters, secondly detected using DEA and finally the confusion matrix can

be calculated including the False Discovery Rate (FDR) and True Positive Rate (TPR), also

referred to as power. The power to detect DE depends on the amount of technical variance,

reflected in the mean dispersion relationship of data from a homogeneous source, relative to

the biological variance (Vieth et al. 2017).

1.2.4 Optimizing cost-efficiency of RNA-sequencing pro-

tocols

To develop better more robust and cost-efficient RNA-seq methods, we started from single-cell

RNA barcoding and sequencing (SCRB-seq) (Soumillon et al. 2014) to develop molecular

crowding SCRB-seq (mcSCRB-seq) (Bagnoli et al. 2018). The main innovation being, as

the name suggests, the use of a molecular crowding agent. Molecular crowding is a process

that can speed up reactions and thereby make them more efficient by increasing contact

probabilities between reagents. This observation has first been described for blunt end

ligation reactions (Zimmerman and Pheiffer 1983), but is also used in transposase based

library preparation protocols (Picelli et al. 2014). By systematically optimizing the reverse

transcription and pre-amplification PCR reactions for increased yield we improved gene

detection and UMI counts compared to previous versions of the protocol (Bagnoli et al. 2018).

Using power simulations and ERCC spike-in molecules we compared the sensitivity of our

method to published data of other methods and found superior performance of mcSCRB-seq.

However, we wanted to further validate our method in a more realistic scenario, namely

a direct comparison with other methods on a unified heterogeneous input sample (Mereu

et al. 2020). The sample contained a mixture of human peripheral blood mononuclear cells

(PBMCs), the Human Embryonic Kidney cell line (HEK293T) and a mouse colon sample. We

and other method developers performed their protocol on these cells and the resulting data

was jointly analyzed and compared to each other. While our method did not perform as well
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as expected due to unclear reasons this benchmark gave us directions for further improvement

and highlighted the need to not only optimize for high sensitivity and yield but also for the

power of a method to distinguish different sub populations. In addition, the improvements

in 10x scRNA-seq methodology made the continued optimization of mcSCRB-seq less urgent

and hence, we focused on adapting SCRB-seq to improve bulk RNA-seq methodologies.

Guided by the single cell method optimization and the demand for affordable efficient

bulk RNA-seq we developed a version of SCRB-seq suitable for bulk inputs (Janjic et al.

2022). Namely, we introduced a direct RNA isolation step using magnetic beads, which

enabled us to work with crude lysate as input. This has several advantages: It avoids costly

RNA extraction using commercial kits, makes the method more amenable to high throughput

processing without specialized equipment and makes input cell numbers as low as 1,000 cells

feasible without particular adjustments. To show that this type of isolation does not lead to

systematic biases or reduced sensitivity relative to the more standard column purification,

we compared these two methods on three different input types. We found that the two

methods performed similar for all parameters that we investigated, gene detection, library

complexity and accuracy as measured using ERCC spike-in molecules. Finally, we compared

the power to detect differential expression of our method prime-seq to the gold standard

method TruSeq. We again saw comparable performance with power being a function of

expression level and fold change, but most importantly the number of replicates per group.

As the number of replicates used with a particular method is often restricted by the cost of

library preparation and sequencing, we calculated the cost per sample for several commercial

and non commercial methods. Using this information we compared the power of different

methods to detect DE as a function of the budget. This metric clearly highlighted the big

advantage of low cost methods like prime-seq over costly commercial methods like TruSeq.

In addition the increased number of biological replicates that low cost methods enable will

increase the reproducibility and statistical soundness of DE analyses (Li and Wang 2021).
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1.3 Regulation of gene expression - The next

frontier

As discussed above, quantifying gene expression levels using RNA-seq is currently the most

powerful tool to measure complex cellular phenotypes, but how these phenotypes are encoded

in the genome sequence can not be derived efficiently using RNA-seq alone. Unlike for coding

sequences, where we can translate DNA sequence into protein sequence using the genetic

triplet code, we can not readily interpret regulatory regions and predict their impact on gene

expression.

A non-trivial first step is to identify regulatory regions and associate them to genes. For

proximal, cis-regulatory regions (CRE) this is usually achieved by measuring chromatin

accessibility and associating the open chromatin regions to the closest gene. Openness of

chromatin can be measured genome wide by DNAse-seq (Crawford et al. 2006) or Assay for

Transposase Accessible Chromatin with sequencing (ATAC-seq) (Buenrostro et al. 2013).

In addition, early on, regulatory sequences have been identified by sequence conservation

e.g. between human and mouse (Loots et al. 2000). Another level of gene regulation are

biochemical marks. Most prominently, cytosine methylation and histone modifications,

measured typically using RRBS and ChIP-seq for particular biochemical marks. Even though

DNA methylation and histone modifications can be relatively well interpreted, they are

not predictive of enhancer function on their own. Once identified, one way to interpret

putative CREs on a sequence level is by looking at transcription factor binding sites (TFBS)

(Wasserman and Sandelin 2004). Transcription Factors (TF) are proteins that recognize

certain DNA motifs and recruit the transcriptional machinery to the promoters of proximal

genes, leading to their transcription (Lambert et al. 2018). However, looking for TF motif

enrichment in a particular CRE is no definitive proof that this sequence leads to increased

transcription when open and gives no information of how strongly it activates transcription.

Based on chromosome confirmation capture (3C) experiments, genome architecture has

been linked to gene regulation and these technologies have led to a model where enhancers

physically interact with promoters by looping, i.e folding of the chromatin to bring promoter
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and enhancer in close proximity. In addition chromatin domains have been found that lead

to partial insulation of promoter enhancer pairs when located in different domains (Misteli

2020).

1.3.1 Measuring activity of regulatory regions is chal-

lenging

In order to directly measure the activity of a putative regulatory region, reporter assays have

been used classically. In fact the most studied type of cis-regulatory elements, enhancers,

were discovered using an episomal reporter assay and many of the defining properties were

derived using this type of data (Banerji et al. 1981). Reporter assays use, as the name

suggests, a reporter gene, often a flourescent or luminescent protein, that indicates activity

of the CRE to be measured. For this purpose, a CRE is cloned in front of e.g. a luciferase

gene and the activity is quantified based on the strength of the luminescence. The bottleneck

for this approach is that only one CRE can be measured at a time. A strategy that alleviates

this problem are Massively Parallel Reporter Assays (MPRA). They enable measuring CRE

activity for thousands of sequences in a single assay by switching from an optical to a

sequencing-based readout.

1.3.2 Massively Parallel Reporter Assays measure CRE

activity efficiently

Sequencing-based reporter assays exist in a variety of different forms, however, two approaches

have been used the most and work in a similar fashion. Massively Parallel Reporter Assays

(MPRA) use barcodes to identify the individual CREs, while the Self Transcribing Active

Regulatory Region sequencing approach (STARR-seq) reads the CREs themselves as part of

the transcript (Inoue and Ahituv 2015). In fact, both assays are referred to as MPRA in

literature.

The first step in the workflow of an MPRA is the design of a library of sequences to be
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Figure 4. Workflow of Massively Parallel Reporter Assays. First, regulatory regions
to be tested have to be identified, split into overlapping tiles of 200-300 bp, adapter sequences
for cloning have to be added and final constructs have to be synthesized on an oligo array.
Next, the synthesized library has to be introduced into an expression plasmid containing the
CRE tiles, a minimal promoter sequence, 10-50 unique barcode sequences per CRE and a
reporter gene like GFP. These elements can be combined by classical cloning or using PCR
and Gibson assembly. If a lentiviral system is to be used, an additional step is necessary
to introduce the library into a suitable plasmid. Once the reporter library is prepared,
its complexity is measured using high throughput sequencing. The two options for the
introduction of the library are either lentiviral transduction with genomic integration or
transfection of non-integrating episomal vectors. Depending on the experimental question,
cell lines are transfected/transduced with the library and cultured. Additionally, stimuli can
be applied to measure CRE activity under dynamic conditions. During this experiment the
reporter gene will be transcribed more or less, according to how strongly the CRE drives
expression. Finally, RNA is extracted and and barcodes are counted by sequencing. Activity
is then calculated per CRE as expressed barcode counts over total counts in the initial library.
Created with BioRender.com
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tested in silico. Due to length limitations in sequence synthesis, potential regulatory regions

can not be assayed as a whole, but have to be broken up into pieces of around 200-300 bp

(Klein et al. 2016). These sequences are usually tiled across the whole CRE with considerable

overlap to increase resolution. The average length of a putative enhancer is ~420 bp (Mills

et al. 2020), their length can frequently be over 1 kilobases (kb) (Li and Wunderlich 2017).

Bound by the cost and capabilities of DNA synthesis, cloning and transfection efficiencies,

the typical size of MPRA libraries is in the range of 10,000 to 100,000 different sequences.

Notably, the library should also contain a number of scrambled control sequences that match

the CRE tiles in regard to base composition (Ashuach et al. 2019). After DNA synthesis, the

next step is to generate a highly complex plasmid library containing all CRE tiles in similar

frequencies. To enable this high throughput library cloning, all sequences should be flanked

by universal adapter sequences (Fig. 4, panel 1). One important step is to introduce DNA

barcodes that uniquely identify the CRE tile. Those barcodes can either be synthesized with

the CRE tiles or added by PCR afterwards. Early protocols designed specific barcodes as

part of the synthesized oligo pool, however, this limited the assay in several regards (Melnikov

et al. 2012). Mainly, it reduces the length of the sequence to be tested further due to the fixed

total length for oligo synthesis. In addition, it was found that barcode sequences themselves

can have impacts on activity measurements and thus bias the readout (Ulirsch et al. 2016;

Lee et al. 2021). This limitation can be overcome by adding more barcodes for the same

CRE and average the activity measurements over them. In fact, to properly account for this,

each CRE should be represented by at least 10 barcodes (Ulirsch et al. 2016). If synthesized

as fixed barcodes this effectively reduces the number of CRE tiles that can be tested 10-fold,

as arrays are limited in the number of sequences that can be synthesized simultaneously. A

more efficient solution to add many barcodes per CRE, is introducing random barcodes by

PCR. As PCR is inherently biased and the process of adding the barcodes is stochastic, a

complexity of at least 50 times the initial size of the CRE pool should be aimed for. This

should result in CRE tiles having an average of 50 barcodes and at least 10 for the lowest

ones.

Finally, the CREs have to be introduced into an expression plasmid containing a minimal

promoter and a reporter gene e.g. GFP (Fig. 4, panel 2). Depending on the mode of delivery,
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the final expression plasmid can be episomal or lentiviral. At this point, library complexity

and uniformity are confirmed by high throughput sequencing to determine relative abundance

of each CRE tile in the pool and potentially associate tiles to their barcodes if introduced by

PCR. Different protocols have been published to make the cloning step straightforward and

ensure high library complexity. They differ in the reporter gene used, the cloning strategy,

the placement of the barcode and the CRE, as well as the sequencing library preparation

(Klein et al. 2020).

For the actual reporter assay, the library is introduced into the cells of interest, i.e. cells

in which the CRE is suspected to be active. Typically the cells are either transfected or

lentivirally transduced for this purpose. Depending on the type of question, the cells are

then stimulated or cultured for few days before they are harvested. In most cases, cells are

subsequently lysed and RNA is extracted followed by sequencing and counting the transcribed

barcodes (Fig. 4, panel 3). The activity is finally calculated as RNA counts divided by

DNA counts and summarized over all barcodes per CRE tile (Fig. 4, panel 4). Another

alternative that enables high throughput screening is sorting cells into bins based on their

GFP positivity and counting representation of barcodes in each of these bins by sequencing.

Based on the GFP signal and enrichment of a CRE in the expression bins, activity is inferred

(Sharon et al. 2012).

1.4 Applying RNA-seq and MPRAs to mea-

sure gene expression evolution across pri-

mates

The first cross species comparisons of DNA date back to the discovery of different ratios

of the four nucleotides between different species by Chargaff and colleagues (Vischer and

Chargaff 1948). While their method just compared genome wide factions, it was already

enough to distinguish different species. For the next five decades, researchers compared

sequences on a per gene level until the era of genomics (Felsenstein 1985). The power of
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comparative approaches in genomics has been recognized early on and was one of the reasons

for sequencing the mouse genome (Loots et al. 2000; Mouse Genome Sequencing Consortium

et al. 2002). Using evolutionary information i.e. sequence conservation, regulatory elements

could be identified and annotated (Mouse Genome Sequencing Consortium et al. 2002; Jegga

et al. 2002).

Figure 5. Comparative genomics on three levels. Comparative genomics can be
performed on multiple levels, coding sequences, regulatory sequences and gene expression.
Generally, inferences about either conservation or derivedness/specialization of a feature
can be made on the basis of these comparisons. Both evolution of coding sequences and
expression evolution have been recognized as an informative predictor of function. Expression
evolution can be measured on the level of the output i.e. gene expression or on the level
of the regulatory landscape leading to a particular transcriptional output. Created with
BioRender.com

Due to its role as the major animal model for humans, the mouse genome has been

extensively characterized using comparative genomics (Breschi et al. 2017). Although the

mouse is a very useful model, non-human primates can help to bridge the phylogenetic

gap between human and mouse. This is particularly important for biomedical purposes

(Enard 2012), but also studies of the evolution of gene expression. Already some of the
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first comparative studies using primates, showed their huge potential to identify human

specific innovations (Enard et al. 2002b). While comparative genomics was initially limited

by the availability of genome sequences, soon after the human genome, sequencing of the

chimpanzee genome followed (Chimpanzee Sequencing and Analysis Consortium 2005) and by

2009 several key primate species had been sequenced (Marques-Bonet et al. 2009). By now,

genomes of 57 primates are available, nine of which are considered high quality assemblies

(Kuderna et al. 2020).

1.4.1 Gene expression is encoded in the genome

While much of the effort in primate genomics was focused on sequence comparisons and

annotation (Rogers and Gibbs 2014) the importance of gene regulation has historically

been acknowledged (Britten and Davidson 1971; Britten and Davidson 1969) and argued

for to explain the rather small differences in protein coding sequences and cross species

DNA hybridization between humans and chimpanzee (King and Wilson 1975). The large

phenotypic differences between species, but also between cell types within species, can

be understood by comparing gene expression patterns across development, cell types and

conditions. As outlined above gene expression can not readily be computed from the DNA

sequence and is dependent on the activity of gene regulatory elements. Expression is an

intermediate phenotype that can be used to compare stable, genetic, differences in gene

regulation between species and importantly can be measured easily.

Early on, gene expression between primate species was compared using microarrays

(Enard et al. 2002a), however, RNA-seq has been a transformative tool to study gene

expression evolution, as it is species agnostic and enables studying more distantly related

species (Brawand et al. 2011; Levin et al. 2016). In addition to RNA-seq, other high

throughput assays, mainly ChIP-seq, ATAC-seq and RRBS but also MPRAs have been

employed in a comparative framework (Klughammer et al. 2022; Garcı́a-Pérez et al. 2021;

Uebbing et al. 2021; Whalen et al. 2022; Klein et al. 2018b). In summary, comparative gene

expression evolution has been a very successful strategy to better understand human health

and disease as reviewed extensively (Romero et al. 2012; Enard 2014; Khaitovich et al. 2006).
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1.4.2 Induced pluripotent stem cells are an invaluable

tool for comparative gene expression evolution

However, one common challenge for comparative studies, is the availability of comparable

samples. While the origin of the DNA that is sequenced is largely irrelevant for genome

comparisons, e.g. recently sequence comparisons of DNA extracted from feces revealed

population dynamics in chimpanzees (Fontsere et al. 2022), gene expression is cell type and

state specific. Obtaining comparable samples for several individuals and species is much

more challenging, especially as access to primates for such experiments is restricted for

ethical but also conservation reasons (Kuderna et al. 2020). Soon after their development,

induced pluripotent stem cells (iPSCs) have been recognized as a potential solution, as they

are comparable between species, can be derived from diverse primary cell sources, can be

cultured indefinitely in vitro and can be differentiated into most cell types (Takahashi and

Yamanaka 2006; Wunderlich et al. 2014). However, currently only few cell lines are available

publicly and primary cells for reprogramming are still sparse.

A non-invasive primary cell source for the generation of primate

iPSCs

Non-invasive sampling is a practical solution. Particularly, urine derived primary cells have

been shown to reprogram efficiently for humans once isolated (Zhou et al. 2011). I contributed

to the development of a protocol to derive primate iPSCs from urine, sampled in an unsterile

environment (Geuder et al. 2021). Already as little as five milliliters of urine are sufficient to

isolate primary cells and the addition of a broad spectrum antibiotic agent efficiently removed

contamination. In this manner, iPSCs of human as well as orangutan and gorilla could be

generated. I contributed to this project by using the bulk RNA-seq protocol prime-seq to

characterize both the primary cells as well as the iPSCs. Transcriptome characterization

using prime-seq is a low cost alternative to other costly methods to assess pluripotency.
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1.4.3 Brain size and folding are among the most diverged

traits in mammals

One promise of comparative genomics is to lead to a better understanding of human specific

traits such as the increase in brain size and folding of the neocortex in the human lineage

(Enard 2015; Enard 2014; Enard 2016). When comparing the brain between species, several

measures can be compared, for example brain mass, the ratio of brain to body mass or

gyrification i.e. foldedness of the cortex (Jerison 1961; Zilles et al. 1989). Gyrification is

a mammalian innovation and is found in several branches of the mammalian phylogeny at

varying degrees (Lewitus et al. 2014). It is thought to have been present in the most recent

common ancestor of all mammals (O’Leary et al. 2013), but was lost subsequently in some

species like the mouse that is completely lissencephalic (smooth brained) (Kelava et al. 2013).

Gyrification is usually summarized in the Gyrification Index (GI) and measured as the overall

cortical surface area, including folds, divided by the outer surface area, excluding folds. This

metric ranges between GI=1, indicating complete lissencephaly and up to GI=5.55 at the

most extreme (Sun and Hevner 2014), with values greater than one indicating increasing

degrees of folding. Both, brain mass and GI vary considerably throughout the mammalian and

primate phylogeny (Lewitus et al. 2014; Sun and Hevner 2014) and are thus and interesting

trait for evolutionary analyses.

The case of TRNP1

Cell biologically, the increase in cortex size and folding is relatively well understood and can

be well explained by differences in the number of cortical progenitor cells and their mode of

division (Espinós et al. 2022). However, the genetic basis of the evolutionary switches that

alter those parameters are not as well understood. Despite several human or primate specific

genes that have been linked to the phenotype, human or primate specific neofunctionalization

of paralogs can not explain gyrification in other mammalian branches, let alone the last

common ancestor of mammals.

In 2009, researchers found that a knock down of the TMF-regulated nuclear protein 1
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(TRNP1 ) in mice can induce folding of the mouse cortex. Furthermore,TRNP1 leads to a

switch between symmetric and asymmetric cell division of basal radial glia cells. TRNP1

originally has been described as a highly conserved gene in mammals that drives proliferation

(Volpe et al. 2006). Recent molecular characterization revealed that expression of TRNP1

leads to shortening of the cell cycle by phase separation (Esgleas et al. 2020). Increased

TRNP1 expression in human basal progenitor cells is mediated by higher levels of histone H3

acetylation proximal to the promoter and leads to increased proliferation in humans relative

to the mouse (Kerimoglu et al. 2021). Expansion of this population of progenitor cells is

associated with increased cortical folding (Espinós et al. 2022). In addition, studies in ferret

found TRNP1 to be expressed in a precise temporal and spacial pattern during cortical

development (Martı́nez-Martı́nez et al. 2016).

1.4.4 Co-evolution of regulatory sequences of TRNP1

with cortical folding

While the aforementioned research links TRNP1 expression to gyrification, the evolutionary

perspective can help to shed light on which parts of the coding and regulatory sequences of

TRNP1 co-evolved with brain size and gyrification. To investigate this in a high throughput

manner, we devised an approach to associate changes in the sequence to the different

brain phenotypes in a phylogenetically aware manner. Towards this goal, I contributed by

performing an MPRA on five putative regulatory regions of TRNP1. The putative CREs

were defined by DNAse-seq of fetal human and mouse brain. In addition to the human and

mouse sequences, orthologous regulatory regions of 33 mammalian species were included.

Transcription enhancing activity of these sequences was assayed in iPSC-derived human and

cynomolgus macaque neural progenitor cells. Measured CRE tile activities were normalized

and summarized per region and associated with brain phenotypes using a phylogeny aware

regression model (phylogenetic generalized least squares, PGLS). We found that one putative

CRE, located in the first intron of TRNP1, was significantly associated to gyrification, but

not brain size or body mass, within old world monkeys and great apes. Combining MPRA



38 1. Introduction

with our bulk RNA-seq method prime-seq, enabled us to not only measure CRE tile activity

but also the trans environment, i.e. transcription factor expression within the assayed cells.

Using motive enrichment analysis on the intron 1 CRE of all assayed catarrhine monkeys,

revealed an association of the brain phenotypes with the presence of three transcription factor

binding motives. In addition we found that the coding sequence of TRNP1 co-evolved with

brain size, and that TRNP1 orthologs from species with bigger brains drive proliferation of

E14 mouse neural stem cells more strongly than TRNP1 orthologs from species with smaller,

less gyrified brains.

1.4.5 Measuring primate gene expression evolution using

high throughput transcriptomics and massively

parallel reporter assays

In summary, in this thesis I have elaborated on how the sequencing revolution has enabled

modern molecular biology. Particularly, studying gene expression and regulation is now

possible at unprecedented scale. Gene expression can be measured transcriptome wide

using RNA-sequencing of populations of cells or even individual cells. Especially single

cell RNA-sequencing has undergone continuous systematic optimizations, leading to the

high throughput, high content technologies available today. Towards these methodological

advances, I have contributed by co-developing the mcSCRB-seq protocol that for the first

time introduced molecular crowding as a means to increase RT efficiency (Bagnoli et al.

2018). I have further participated in a single cell RNA-seq benchmarking effort that aimed

to find the technologies most suited for the human cell atlas (Mereu et al. 2020).

While single cell RNA-seq technologies are one of the greatest recent technological

innovations, bulk methods that assay 10,000s of cells per sample are a powerful and robust

tool and often the better choice compared to single cell technologies. To make bulk RNA-seq

available to any molecular biology lab, I, together with co-first author Aleksandar Janjic, have

developed prime-seq, a bulk RNA-seq method that is cost-efficient and enables processing

more samples at a similar resolution compared to standard methods (Janjic et al. 2022).
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Next, I highlighted the challenges of linking gene regulation to the gene expression phenotype

observed with RNA-seq and NGS-based massively parallel reporter assays as an emerging

tool to study enhancer activity at scale. Applying these tools in a comparative evolution

framework can help to better understand evolution of gene expression. In particular, I have

used prime-seq to characterize urine derived induced pluripotent stem cells of different primate

species, human, gorilla and orangutan. iPSCs are an important tool for comparative studies

as they are a renewable, comparable and versatile source of pluripotent and differentiated cells

(Geuder et al. 2021). Subsequently I used Neural Progenitor Cells (NPC) derived from the

iPSCs described in Geuder et al. 2021 in a comparative study of brain size evolution. In this

study we compared the coding and regulatory sequences of the gene TRNP1, implicated in

cortical folding, across mammals and found co-evolution with brain phenotypes. I contributed

by measuring activity of putative CRE sequences of TRNP1 from 45 mammalian species

using an MPRA combined with bulk RNA-seq (Kliesmete et al. 2021).
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2.1 Developing and Improving

RNA-sequencing methods

RNA-seq methods have been improved immensely over the last decade, leading to increased

sensitivity, information content, robustness and reduced costs (Janjic et al. 2022). These

improvements led to the adoption of this technology in almost all areas of biology. Especially

single cell RNA-seq method developments have helped push the boundaries continuously at

an incredible pace. Recently, we and others transferred those improvements to bulk RNA-seq,

bringing it one step closer to being a standard technique that any molecular biology lab

independent of budget and specialized expertise and equipment can use (Janjic et al. 2022).

One aspect that should not be neglected in this regard is that data analysis has to become

just as standard for the method to be accessible to every researcher. While there is no such

thing as a standard analysis, much effort is put into standardizing parts of the analysis

workflow that can then be used in a modular way to tailor the analysis to the scientific

question (e.g. Zhang and Jonassen 2020; Spinozzi et al. 2020). In addition, as data analysis is

being integrated into the curriculum of bachelor and master programs, the current generation

of graduate students is much more proficient in processing this kind of data. So is RNA-seq

method development at a point where further optimization is futile? While methods are

suitable now to analyze large sample sizes with relatively limited bias, there is still plenty of

room for improvement.

41
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2.1.1 The issue of barcode swapping

Persistent limitations particularly for single cell RNA-seq are that methods are either optimal

in terms of cost and throughput or data quality. High throughput methods like droplet-based

methods or split-pool approaches suffer from background noise, multiplets and lower gene

detection compared to the leading methods (Ding et al. 2020). High content methods

like the SMART-seq host of methods with its most recent iteration SMART-seq3xpress

(Hagemann-Jensen et al. 2022), on the other hand, are still relatively expensive and much

less accessible, despite great improvements in regard to cost enabled by miniaturization. To

reach a throughput, even remotely in the range of the high throughput methods, considerable

expertise and non standard equipment like liquid handling robots are required.

One area that has been neglected in method development is the phenomenon of noise

introduced by barcode swapping. This is particularly a problem of methods that use pooled

amplification by PCR, where chimeric PCR products can arise. These chimeric PCR products

lead to the misassignment of transcripts to cells in cases where the 3’ barcode sequence of

one transcript gets swapped (Dixit 2021). In addition, even for switching events within the

same barcode group, this phenomenon will lead to inflated molecule counts. Methods usually

test for this kind of noise implicitly using human/mouse mixture experiments, where the

fraction of reads assigned to a species per cell gives information about potential doublets

but also barcode swapping. Another way to look at it is by investigating how well a method

can distinguish between different cell types, a property often visualized using dimensionality

reduction and evaluated based on clustering, marker genes and silhouette scores. In a recent

benchmark study of single cell RNA-seq methods for cell atlas building this "clusterability"

was actually a decisive factor (Mereu et al. 2020). One reason for the poor performance

of some methods was potentially cross contamination in the form of barcode swapping or

background RNA. While background RNA is a likely explanation for cross contamination in

stochastic isolation methods it is less so for methods that rely on deterministic isolation. One

more direct way to measure barcode swapping is by using genetic information to distinguish

transcripts coming from different individuals. Using methods like cellSNP, designed for

deconvolution of donors in pooled single cell RNA-seq experiments, it is possible to more
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accurately quantify this phenomenon, however, as mentioned before, this signal is usually

convoluted with background RNA (Huang et al. 2019). One method that explicitly models

barcode swapping and background RNA contamination independently is cellbender (Fleming

et al. 2019). Adapting it to investigate barcode swapping could be a potential first step

in quantifying the effect of this contamination across methods. While it is important to

better understand this artifact, methods have been optimized for high clustering accuracy

and marker gene expression and thus low levels of barcode swapping. In contrast, using gene

detection and transcript counts as main optimization parameter might favour conditions

with more barcode swapping as it leads to higher gene counts, more uniform gene detection

and high UMI counts. Recently, researchers could show that one method optimization that

claimed big improvements in gene detection over previous methods was purely artifactual.

They were able to show this experimentally by using a new type of spike-in molecules that

contain UMIs called "molecular spikes". (Ziegenhain et al. 2022). In the future, this approach

can also help identify barcode swapping more readily and enable direct optimization towards

lower barcode swapping frequencies.

2.1.2 Using statistical power analysis for method devel-

opment

A strategy that we have used extensively in the past to compare different methods or

parameters are statistical power simulations (Ziegenhain et al. 2017; Bagnoli et al. 2018;

Vieth et al. 2019; Janjic et al. 2022). Power simulations are very useful as they integrate

different aspects of a method, i.e. gene detection, variability, mean expression, as well as

dynamic range and translate them into a tangible outcome, the power to detect differential

expression (Vieth et al. 2017). However, methods with high rates of barcode swapping will

perform better in terms of power, as swapping might shrink technical variance and increase

gene detection. One caveat of this approach is that it assumes independence of each single cell

leading to pseudo replication in the DE testing. However, when doing relative comparisons

between methods, power to detect DE should still be an informative criterion. To enable
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more realistic power simulations different populations of cells and between-cell biological

variability have to be modeled explicitly.

In summary, single cell RNA-seq methods are far from optimal and still under active

development and while it might seem that 10x Genomics is currently the only reasonable

choice for scRNA-seq, this can change very quickly. The tireless efforts of many researchers

have the potential to further improve single cell RNA-seq methods. Already now, 10x

Genomics’ Chromium platform has many competitors, e.g. ParseBio and Fluent Biosciences

(Scalable Single Cell Sequencing 2021; Clark et al. 2022), and will only be able to keep its

spot as the top method if it keeps innovating and improving.

2.1.3 The perfect RNA-seq method does not exist

Benchmarking studies have contributed immensely to narrow down the list of methods most

suitable to answer particular biological questions. However, the variability of questions that

can be investigated with RNA-seq is vast and there is no "one size fits all" solution that

performs well for all types of questions. Generally, RNA-seq methods have been shaped

largely by the sequencing technology. Examples are the typical fragment length, the need

for amplification and even the need to reverse transcribe RNA in the first place. Third

generation sequencing enables real time long read sequencing, identification of mutations,

mapping of transcriptional start sites, single molecule resolution and allelic information

(Murphy and Skene 2022). Some methods even allow for direct sequencing of RNA (Garalde

et al. 2018). Nanopore-based sequencing is getting more affordable and accurate at the

same time and might soon be at a similar per base cost as Illumina sequencing. So will

third generation sequencing methods take over and change the way we do RNA-seq in its

wake? The answer is likely no. Even if long read native RNA-sequencing becomes feasible

at the scale of current cDNA-based RNA-seq, it is still less efficient in terms of resources.

Short read sequencing is so successful because it generates just enough information to very

efficiently and accurately count. In most cases, the sequence is not relevant beyond being

assignable to the genomic position it originated from. Jay Shendure and coauthors made

this point very clear by differentiating between sequencing and molecule counting (Shendure
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et al. 2017). Sequencing is not necessary for most current applications where the goal is to

accurately quantify the number of molecules. For applications where accurate counting of

genes and transcripts for quantitative comparisons is the goal, current technology is near

optimal. Currently, efforts that aim to annotate transcript isoforms or genes in non-model

species use long read sequencing, particularly PacBio Iso-seq, but are often complemented

with short read RNA-seq for quantification (Ferrández-Peral et al. 2021). The diversity of

methods designed for particular applications will likely increase further in the future with

the rise of epitranscriptomics, i.e. detection of RNA modifications, and investigations of

post-transcriptional processes. Recently a study compared transcription levels, measured by

RNA-seq, and translation levels, measured by Ribosome profiling and sequencing (Ribo-seq),

in an evolutionary context. They found more tight control of translation levels compared to

transcription levels across species, hinting towards conserved mechanisms to buffer changes

in expression levels towards stable translation levels and thus protein expression (Wang et al.

2020).

2.1.4 Beyond RNA-seq

Most developments in recent years have not focused on (single cell) RNA-seq itself but on

combining it with other modalities, like single cell ATAC-seq, CRISPR perturbation screens,

protein expression using antibodies, B-/T-cell receptor sequencing, detection of expressed

mutations and additional levels of multiplexing (Lee et al. 2020). Some protocols even

combine scRNA-seq with more than one additional layer of information (Clark et al. 2018).

In addition to these multiomics measurements, spatial transcriptomics has been a big topic

in the field for years and is starting to become more standard. Spatial transcriptomics, where

cells are profiled in their native tissue context, is subjected to massive method development,

both commercial as well as academic. The technologies are still sub-optimal in one or the

other regard, either in terms of resolution or the need for expensive specialized equipment

(Stark et al. 2019). However, the potential advantages are clear, and in addition to the more

obvious advantages of having a spatial dimension to gene expression, there are some additional

strengths. One aspect is for example that they enable measuring the transcriptomes of many
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cells at a time with large capture areas, often containing millions of cells. In addition, they

are less biased as they do not suffer from dissociation induced artifacts and enable profiling

cells of all shapes and sizes.

2.2 Measuring and linking enhancer activity

at scale

Much effort has been put into cataloging enhancers and understanding the code that underlies

gene regulation. Many different assays have been developed for this purpose most of which

provide indirect evidence of a DNA element participating in regulating gene expression.

Methods that fall into this class are assays that measure accessibility of chromatin like

ATAC-seq or DNAse-seq (Buenrostro et al. 2013; Crawford et al. 2006). While both openness

and proximity of regulatory and regulated sequences is a prerequisite, it is by no means a

prove for enhancing activity. Especially linking potentially active sequences to targets is not

possible with these methods and thus always relies on arbitrary proximity-based thresholds.

A Key to overcome this association problem have been chromatin confirmation capture-based

assays like HiC or ChIA-PET, that map three dimensional genome confirmation (Gasperini

et al. 2020). Finally, ChIP-seq and similar methods associate histone modifications and other

kinds of biochemical marks to particular regulatory states (Stillman 2018).

It has been shown that histones and histone modifications are highly conserved in eukaryotes

(Grau-Bové et al. 2022). However, while correlated with particular states, the presence or

absence of certain histone marks does not provide direct evidence that a sequence acts as

enhancer. In addition, biochemical marks can not give quantitative information on how

strongly a particular CRE enhances gene expression. More direct evidence can come from

MPRAs or CRISPR/Cas9-based enhancer perturbation screens.
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2.2.1 Limitations and strength of MPRAs

MPRAs have been discussed extensively as a potential approach to overcome a lot of the

aforementioned limitations as they are the only high throughput assay that directly measure

activity of a potential enhancer sequence (Inoue and Ahituv 2015). They are undoubtedly

useful but at the same time limited in many regards. Firstly, they are limited by DNA

synthesis abilities, secondly, MPRAs are highly artificial in vitro assays that have biases and

fail to capture higher order interactions.

DNA synthesis has revolutionized biology but longer sequences at

lower costs are needed

While DNA synthesis is as important to molecular biology as sequencing, or potentially even

more, there has been less progress compared to sequencing technologies. Synthetic stretches

of DNA often called oligonucleotides are essential i.e. for PCR where they are used as primers,

for CRISPR/Cas9 gene editing where they are used as guide RNA, but also for sequencing,

gene therapy, mRNA vaccines and many more. These applications, however, usually require

only short sequences which might be part of the reason for the lack of innovation because short

sequences can be synthesized efficiently with existing technology. The current gold standard

for DNA synthesis is phosphoramidite chemistry-based synthesis on columns or microarrays

(Song et al. 2021; Kosuri and Church 2014). Synthetic biology laboratories that aim to

generate whole chromosomes from scratch would profit most from these synthesis capabilities,

but also DNA data storage technology is in dire need for improved DNA synthesis (Song

et al. 2021). New approaches that are currently under active development to enable these

endeavors are based on enzymatic synthesis (Eisenstein 2020). MPRAs represent another

occasion where efficient high throughput synthesis of hundreds of thousands of sequences

with lengths over 1kb are desirable. The human genome contains around 1 million putative

enhancer sequences and thus ~50 times the number of genes (Mills et al. 2020). Enhancer

sequences amount to 426 million base pairs in total. Considering that current technologies

are limited to 300 bps, tiling requires considerable overlap to avoid edge effects and adapter
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sequences have to be synthesized as well, the effective length is reduced to ~100 bp per

tile. Testing all enhancer sequences in one assay would thus require the synthesis of over 5

million 300 bp sequences and subsequently cloning them with on average 50 unique barcodes

resulting in a total of at least 250 mio unique sequences. This is in principle possible but

completely infeasible. Strategies for the assembly of short sequences into more physiological

lengths have been devised but suffer from higher error rates (Klein et al. 2016). A systematic

comparison of MPRAs assessed the impact of enhancer length and orientation on activity

scores. They found only slight impact of the enhancer orientation as defined in the original

description of enhancers and their properties (Banerji et al. 1981). Consistent with the notion

that MPRAs are limited by DNA synthesis technology, they found considerable differences

when comparing scores of short CRE tiles with their longer counterparts. They highlight

that longer sequences capture more of the true biological signal (Klein et al. 2020).

Another way to overcome the limitations of DNA synthesis is by avoiding it all together.

This is the approach taken by the STARR-seq MPRAs (Arnold et al. 2013), where instead

of synthesizing enhancer sequences they are often derived from genomic DNA. While this

allows for a much higher number of sequences to be tested, it is much less controlled and does

not allow for a pre-selection of sequences to test. Enrichment approaches combine STARR-

seq with other approaches that enrich for putative enhancer sequences by hybridization,

multiplexed PCR, bacterial artificial chromosome (BAC) libraries or ChIP-seq (Vanhille

et al. 2015; Vockley et al. 2015; Muerdter et al. 2018; Vockley et al. 2016). One particularly

interesting approach enriched for open chromatin regions using ATAC-seq and subsequently

cloned the transposase accessible DNA into a STARR-seq plasmid. This not only ensures to

sample regions of open chromatin in the cell type of interest but does so in a quantitative

manner where regions that are more open, i.e. open in a higher proportion of cells, are more

prevalent in the pool (Wang et al. 2018).
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MPRAs can measure sequence activity but lack a physiological chro-

matin environment

A major shortcoming of all MPRAs including STARR-seq is the in vitro nature of the

assay that is completely devoid of genomic context, interaction with other enhancers and

particularly the promoter. Several studies have tried to quantify these biases and overcome

them. Muerdter et al. found leaky activation of the reporter by the bacterial origin of

replication and subsequently showed that the bacterial origin of replication (ORI) in complete

absence of a core promoter provides a less biased readout. In addition, they found an

interferon-γ response after introducing the exogenous DNA (Muerdter et al. 2018). An

approach to overcome the episomal nature of the assay using integrating lentiviral vectors

for delivery of the reporter library was developed and termed lentiMPRA (Inoue et al.

2017). However, the integration into the genome is random and thus not representative

of the native chromosomal environment of the CRE. To test the impact of integration on

enhancer activity estimates, Inue et al. compared the same set of CREs in the same cell

line using either integrating or integration deficient lentiviral particles. They found substan-

tial differences between the two assays and showed that the results from the integrating

assay are both more in line with ENCODE annotations and more reproducible between

replicates (Inoue et al. 2017). In a follow up study the authors took a similar approach

but increased the set of MPRA variants to be tested. In particular they tested what effect

the positioning of the barcode and the CRE tile itself at either the 3’ or the 5’ end of the

reporter construct has. In addition, they again tested integrating versus non integrating

versions for each of the conditions as well as two STARR-seq versions either with or without

promoter (Klein et al. 2020). This very comprehensive study found that the positioning

of the CRE tile relative to the minimal promoter explained most of the variance between

assays, followed by the distinction of plasmid-based and lentiviral assays. When comparing

the dynamic range of the assays they found the biggest range for plasmid-based assays with

the original MPRA plasmid (Melnikov et al. 2012) showing the greatest dynamic range

and separation between positive and negative control sequences. Notably, they trained a

model to predict enhancer activity from the sequence, based on biochemical, evolutionary,
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and sequence-derived features that achieved reasonable predictive power. Using a model

based on the same features, they aimed to pinpoint the differences between the different

assays and found RNA binding proteins and splicing factors to be more predictive for assays

that integrate the enhancer at the 3’ end of the transcript. On the other hand, they found

promoter binding proteins to be more predictive of activity in 5’ CRE assays. In summary,

they concluded that assays with 5’ CRE are biased for enhancers that show promoter-like

activity and 3’ CRE assays like STARR-seq are biased by mRNA stability and splicing factors.

Are those really weaknesses?

Even though often discussed as a drawback of MPRAs, some of these aspects can and

should be viewed as advantages as well. The synthetic nature of the sequences enables

design of denovo sequences to derive rules of gene regulation (King et al. 2020) or targeted

perturbations of binding sites (Noack et al. 2022; Kreimer et al. 2022). Similarly, the artificial

nature of episomal reporter assays can be viewed as a feature as it only measures the intrinsic

activity of a sequence to act as enhancer in a given trans-environment without confounding

factors.

2.2.2 New tools that can help derive rules of gene regu-

lation by enhancers

In recent years, a number of tools have been developed that are able to link enhancers to the

genes they regulate. Either by linking genetic variants to expression differences via expression

Quantitative Trait Loci (eQTL) or using perturbation screens.

eQTLs provide functional links but no mechanistic explanation

Large consortium efforts like the Genotype Tissue Expression (GTEx) project (GTEx

Consortium 2015) have enabled the identification of genetic variants that alter expression in

diverse tissues (GTEx Consortium et al. 2017). This approach is powerful as it uses existing
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genetic variance and is able to link CREs to the genes they regulate. A mechanistic link is

not possible with this approach and it is limited to existing variation that is present at a

reasonable frequency in the population. However, with the amount of sequencing that is

being performed and its likely increase in the near future, more data will be available for

this type of inference.

CRISPR screens can associate enhancer activity with transcriptional

changes

A promising approach that has been proposed are CRISPR perturbation screens (Klein

et al. 2018a). CRISPR screens coupled with single cell RNA-seq to knock down genes have

been used widely (Dixit et al. 2016; Datlinger et al. 2017), recently on a genome wide scale

(Replogle et al. 2022). These types of screens measure the transcriptome of single cells and

capture the gRNA that it has been perturbed with. Applying the same strategy to regulatory

regions by directly targeting them and then measuring the impact of this perturbation on gene

expression is a promising strategy, particularly due to the high amount of multiplexing that

is possible with single cell technologies and pooled screens. Gasperini and colleagues showed

the power of this approach by testing the impact of perturbation of nearly 6,000 candidate

enhancers on gene expression. Usually perturbation screens aim to infect cells with on average

one gRNA, limiting the number of perturbations that can be done in one experiment. Their

strategy involved infecting cells with the gRNA library at a high multiplicity of infection

(MOI) which led to the detection of on average 28 gRNAs per cell. While this might lead to

interaction effects, they showed that this approach is very useful as they needed much fewer

cells to reach the same power (Gasperini et al. 2019). Recently MPRAs have been used in

a similar manner with single cell readout and perturbation of binding sites in the tested

CRE tiles along a differentiation trajectory (Kreimer et al. 2022). While such assays do

not perturb the binding of transcription factors in the genomic sequence, they can measure

the effect of such perturbation in different cell types i.e. trans-environments. The single

cell transcriptome is just a means to classify cell types i.e. different trans-environments

here rather that the actual readout. This can be a valuable strategy in testing enhancer
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activity in diverse backgrounds. A more direct way of associating TFs with the CREs they

act on was recently developed and termed transMPRA. Here gRNAs targeting specific TFs

are coupled to putative enhancer sequences in one construct. This enables knockdown of a

transcription factor and direct measurement of the impact of this knockdown on activity as

measured by MPRA (Calderon et al. 2020). However the drawback of this approach is that

the combinatorics lead to large numbers of TF/CRE pairs to be tested.

New approaches can be used to derive general rules

The ultimate goal of all these studies is to derive generalizable rules that make it possible to

predict gene expression from enhancer sequences, chromatin state (both accessibility and

domain structure) and biochemical marks with high confidence. A number of recent studies

have used smart experimental setups to derive some of those general rules and test some of

the core assumptions related to transcriptional activation by enhancers. For example, Zuin

and colleagues tested in how far distance between enhancer and promoter altered expression

of their target. To this end, they integrated a reporter construct containing a well established

enhancer-promoter pair into a so called "gene desert", a chromosomal region that is devoid

of genes. Next they mobilized the enhancer by a piggyBac transposase mediated system

causing it to randomly integrate in neighboring regions at different distances upstream and

downstream of the promoter. Using this system they found a non-linear relationship between

transcription activation and distance. As a function of distance the enhancer-promoter

contact probability declines and with it burst frequency. Depending on the strength of the

enhancer, they found complete or partial insulation by chromatin domain boundaries marked

by CCCTC-binding factor (CTCF) (Zuin et al. 2022). A complementary approach used

CRISPR-based recruitment of individual transcription factors to a promoter and measured

how different TFs altered burst probability and size. They found three classes of TFs that

altered bursting in different ways, by altering either burst probability, burst size or both.

Notably, these groups of TFs where not classifiable by their DNA binding domain but rather

the cofactors they are known to recruit (Mamrak et al. 2022). A third study used a smart

combination of molecular tools, namely the auxin-inducible degron (AID) system to deplete
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specific core cofactors and measure the effect of this perturbation on particular enhancers

using a genome wide STARR-seq MPRA. By integrating an AID-tag in the genomic sequence

of eight cofactors they were able to deplete the tagged protein upon auxin induction. With

this strategy they could identify different classes of enhancer sequences based on their

dependency on different cofactors (Neumayr et al. 2022).

2.2.3 If we can’t crack the regulatory code, we have to

learn it from the data

These new approaches have already enabled solving some long standing questions in the field

of gene regulation. However, their generalizability remains limited as shown in the CRISPR

perturbation screen performed by Gasperini et al. where they found many exceptions to

the current rules of gene regulation. Many enhancers did not fall within the same TAD as

the gene they regulate. Others were not identified as contacts in HiC data sets, however,

at least enriched for proximity in 3D space. And one third of enhancers did not regulate

the most proximal gene but rather skipped one TSS and regulated the next gene (Gasperini

et al. 2019). This clearly shows that these presumptions are not set in stone but are context

dependent. As it is impossible to measure all different modalities that contribute to gene

expression in every possible cell type and state, we have to come up with a set of rules

that is able to predict gene expression with high accuracy based on limited data, ideally

only DNA sequence. One potential way out is to use machine learning for this task. While

mathematics was once referred to as "unreasonably effective" in describing the natural sciences

(Wigner 1960), Google scientists have proclaimed the "unreasonable effectiveness of data"

to solve complex problems such as natural language understanding. Their claim is that,

while we can not solve such problems with a simple formula or rule, we can use machine

learning (Halevy et al. 2009). That this is true for long standing biological problems has

been shown by the superior performance of Google’s Neural Network-based protein folding

prediction tool AlphaFold (Jumper et al. 2021). Already many groups have applied deep

learning, particularly convolutional neural networks, to derive the rules of gene regulation.
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For example by using what they call a Gigantic Parallel Reporter Assay in yeast (Boer

et al. 2020; Vaishnav et al. 2022) and learning cis-regulatory logic from tens of millions of

random DNA sequences measured in a single experiment. They first used a biologically

interpretable model to predict how TF binding to promoters alters expression and found

that weak regulatory interactions explain most of the expression (Boer et al. 2020). Next

they used deep neural networks to predict expression and fitness landscapes and test how

evolutionary pressures act on regulatory sequence evolution (Vaishnav et al. 2022). Another

study performed deep single cell RNA and ATAC sequencing of the Drosophila brain across

9 developmental time points. By identifying chromatin accessibility in diverse cell types

along the developmental trajectory and associating these with transcription factors and their

downstream targets they were able to construct enhancer gene regulatory networks using

deep learning (Janssens et al. 2022).

This shows how modern molecular methods combined with massively parallel sequencing

and machine learning can help to elucidate principles of gene regulation. However, it has

to be kept in mind that also machine learning approaches as employed above need to be

interpretable in the way they generate their predictions if we truly want to understand gene

regulation. In addition, it has been argued that already the earliest such methods have

benefited a lot from the biological knowledge of their developers and this is likely still true

today (Bromberg 2022).
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2.3 Comparing gene expression between species

relies on gene orthology

Comparative genomics and particularly comparative transcriptomics and regulation is a

powerful approach and has led to great insight. However, while we are able to measure gene

expression transcriptome wide, comparative approaches limit themselves to the comparison of

1-to-1 orthologous genes potentially at the cost of power and resolution. For well-annotated

genomes like human and mouse this still leaves a large fraction of genes (15,736) for analysis

(Yue et al. 2014). As soon as more species are compared or species with less well annotated

genomes, this number drops drastically. For example a recent paper investigating isoform

diversity in five primate species restricted their analysis to 7,858 1-to-1 orthologs (Ferrández-

Peral et al. 2021).

2.3.1 Orthologs, Paralogs and functional conservation

Generally, two types of homologous genes are distinguished, orthologs and paralogs. While

orthologs are generated by a speciation event, paralogs are descendants of the same gene and

are generated by a duplication event (Koonin 2005). To search for these types of relationships,

many computational tools have been developed that use sequence similarity and build a

hierarchical gene tree using all homologs between the species. This leads to the identification

of 1-to-1 orthologs as well as 1-to-many orthologs and paralogs (Trachana et al. 2011). As

most methods compare transcriptomes on a gene level, all information for genes that can not

be matched unambiguously in a 1-to-1 manner is usually discarded. This biases the analysis

towards the most conserved genes and in addition assumes that sequence conservation and

homology relationships are a predictor of functional conservation. This notion has been

termed the ortholog conjecture and has been discussed extensively (Gabaldón and Koonin

2013; Stamboulian et al. 2020). Particularly, the assumption that orthologs are functionally

more similar than paralogs has been challenged by some (Stamboulian et al. 2020).
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2.3.2 Potential ways out, beyond single gene compar-

isons

A solution would ideally not even have to rely on the inferred 1-to-1 orthology relationship

but would associate homologs based on their function. Some groups have tried to solve this

problem by summarizing the expression by ortholog-groups (Hu et al. 2017; Levin et al.

2016; Leong et al. 2021), however this masks potentially important changes. A different

approach could be associating genes within their ortholog-group based on their expression

or their expression change upon a given stimulus or perturbation. To this end, it might be

helpful to first align homologous cell types as the higher order evolutionary unit. Cell types

can be defined based on their gene regulatory network (Arendt 2008; Arendt et al. 2019)

and comparing the topology of these networks between species beyond 1-to-1 orthologs can

shed light on which homologous genes are functionally the most similar. One study using

whole organism atlases of several early branching metazoa, aligned cell types using the whole

homology tree in a recursive manner. When comparing gene expression patterns within the

ortholog-groups they found several examples of paralogs that showed more similar expression

patterns than the corresponding orthologs (Tarashansky et al. 2021). Perturbation of cell

type programs might help establish functional links between genes of different species. Using

CRISPRi perturbation screens coupled with single cell RNA-seq read out can be used to

perturb gene regulatory networks across species and obtain functionally homologous genes or

groups of genes.
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In this work I have presented the state of the art on RNA-sequencing, both for bulk and

single cell approaches. Since its invention over ten years ago, RNA-seq has developed into a

key tool for molecular biology. Single cell RNA-seq has led to huge improvements in RNA-seq

methodology that decreased costs and increased sensitivity, accuracy and library complexity

at the same time. I contributed to these improvements by developing a sensitive single cell

RNA-seq method, benchmarking it against other methods and finally transferring these

improvements into bulk RNA-seq. The Human Cell Atlas (HCA) has been established with

the goal to build a reference of all human cell types using mainly scRNA-seq (Regev et al.

2017). The first results of this international effort are being published (Domı́nguez Conde

et al. 2022; Sikkema et al. 2022; Tabula Sapiens Consortium* et al. 2022) and soon a

comprehensive set of many tissues will be available. This will be particularly useful for

bulk RNA-seq. Using the information from detailed single cell atlases to deconvolute the

cell type composition of bulk samples can help to use cell atlases efficiently for biomedical

purposes (Chu et al. 2022). The advantage of low cost bulk methods like prime-seq over

single cell RNA-seq is that they enable processing thousands of biological replicates in a

single experiment.

One of the biggest challenges in the field of genomics today is understanding the code

that regulates gene expression and leads to different cell types. The main differences between

the genetic code and the regulatory code lie in how they affect the cellular phenotype. A

fixed change in the coding sequence leads to an organism-wide change in protein sequence

and thus protein function. In contrast, a change in the regulatory sequence of a gene

leads to quantitative spatio-temporal changes, leaving the protein function intact and

57



58 3. Conclusion and Outlook

only affecting specific cell types or developmental times. While both types of sequences

are under evolutionary constraint, the fundamental difference in the type of code is that

regulatory evolution does not directly act on the exact sequence of bases but rather on a

CREs quantitative effect on gene expression. Regulatory evolution thus leads to functional

conservation but not necessarily sequence conservation. Genes that show little expression

variation between species must have conserved regulatory architectures. Thus, looking at the

regulation of genes with conserved expression patterns and identifying the commonalities of all

active/open regulatory regions per gene is a promising approach to understand the basis of the

regulatory code. Practically, this can be achieved by comparing gene expression, chromatin

state and enhancer activity in parallel in a dynamic system. While of course challenging,

this is technically possible by combining MPRA with single cell RNA-seq and potentially

even single cell ATAC-seq of the same cell. Measuring these modalities in a differentiation

experiment involving different species can be used to define conserved expression patterns

and associate them with enhancer activity and regulatory architecture. In this context,

STARR-seq combined with ATAC-seq enrichment would provide a feasible strategy for testing

many species-specific enhancer sequences at once without the need for a priori sequence

selection.

In conclusion, the combination of new high throughput single cell technologies in a

single assay in a comparative evolutionary framework enables to measure gene regulation

at unprecedented scale and will lead to a better understanding of the evolution of gene

expression and the regulatory code in the coming years.
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Abstract

Single-cell RNA sequencing (scRNA-seq) has emerged as a central genome-wide method

to characterize cellular identities and processes. Consequently, improving its sensitivity,

flexibility, and cost-efficiency can advance many research questions. Among the flexible plate-

based methods, single-cell RNA barcoding and sequencing (SCRB-seq) is highly sensitive

and efficient. Here, we systematically evaluate experimental conditions of this protocol

and find that adding polyethylene glycol considerably increases sensitivity by enhancing

cDNA synthesis. Furthermore, using Terra polymerase increases efficiency due to a more

even cDNA amplification that requires less sequencing of libraries. We combined these and

other improvements to develop a scRNA-seq library protocol we call molecular crowding

SCRB-seq (mcSCRB-seq), which we show to be one of the most sensitive, efficient, and

flexible scRNA-seq methods to date.
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Whole transcriptome single-cell RNA sequencing
(scRNA-seq) is a transformative tool with wide
applicability to biological and biomedical questions1,2.

Recently, many scRNA-seq protocols have been developed to
overcome the challenge of isolating, reverse transcribing, and
amplifying the small amounts of mRNA in single cells to generate
high-throughput sequencing libraries3,4. However, as there is no
optimal, one-size-fits all protocol, various inherent strengths and
trade-offs exist5–7. Among flexible, plate-based methods, single-
cell RNA barcoding and sequencing (SCRB-seq)8 is one of the
most powerful and cost-efficient6, as it combines good sensitivity,
the use of unique molecular identifiers (UMIs) to remove
amplification bias and early cell barcodes to reduce costs. Here,
we systematically optimize the sensitivity and efficiency of SCRB-
seq and generate molecular crowding SCRB-seq (mcSCRB-seq),
one of the most powerful and cost-efficient plate-based methods
to date (Fig. 1a).

Results
Systematic optimization of SCRB-seq. We started to test
improvements to SCRB-seq by optimizing the cDNA yield and
quality generated from universal human reference RNA (UHRR)9

in a standardized SCRB-seq assay (see Supplementary Fig. 1a and
Methods). By including the barcoded oligo-dT primers in the
lysis buffer, we increased cDNA yield by 10% and avoid a time-
consuming pipetting step during the critical phase of the protocol
(Supplementary Fig. 1b). Next, we compared the performance of
nine Moloney murine leukemia virus (MMLV) reverse tran-
scriptase (RT) enzymes that have the necessary template-
switching properties. Especially at input amounts below 100 pg,

Maxima H- (Thermo Fisher) performed best closely followed by
SmartScribe (Clontech) (Supplementary Fig. 1c). In order to
reduce the costs of the reaction, we showed that cDNA yield and
quality is not measurably affected when we reduced the enzyme
(Maxima H-) by 20%, reduced the oligo-dT primer by 80%, or
used the cheaper unblocked template-switching oligo (Supple-
mentary Fig. 2). Next, we evaluated the effect of MgCl2, betaine
and trehalose, as these led to the increased sensitivity of the
Smart-seq2 protocol10. Since both Smart-seq2 and SCRB-seq
generate cDNA by oligo-dT priming, template switching, and
PCR amplification, we were surprised that these additives
decreased cDNA yield for SCRB-seq (Supplementary Fig. 3a).
Apparently, the interactions between enzymes and buffer condi-
tions are complex and optimizations cannot be easily transferred
from one protocol to another.

Molecular crowding significantly increases sensitivity. An
additive that has not yet been explored for scRNA-seq protocols
is polyethylene glycol (PEG 8000). It makes ligation reactions
more efficient11 and is thought to increase enzymatic reaction
rates by mimicking (macro)molecular crowding, i.e., by reducing
the effective reaction volume12. As small reaction volumes can
increase the sensitivity of scRNA-seq protocols5,13, we tested
whether PEG 8000 can also increase the cDNA yield of SCRB-seq.
Indeed, we observed that PEG 8000 increased cDNA yield in a
concentration-dependent manner up to tenfold (Supplementary
Fig. 3b). However, at higher PEG concentrations, unspecific DNA
fragments accumulated in reactions without RNA (Supplemen-
tary Fig. 3d) and therefore we chose 7.5% PEG 8000 as an optimal
concentration balancing yield and specificity (Supplementary
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Fig. 3c). With the addition of PEG 8000, yield increased sub-
stantially, making it possible to detect RNA inputs under 1 pg
(Fig. 1b).

To test whether these increases in cDNA yield indeed
correspond to increases in sensitivity, we generated and
sequenced 32 RNA-seq libraries from 10 pg of total RNA
(UHRR) using eight replicates for each of the following four
SCRB-seq protocol variants (Supplementary Tables 1, 2): the
original SCRB-seq protocol8 (“Soumillon”; with Maxima H- as
RT and Advantage2 as PCR enzyme), the slightly adapted
protocol benchmarked in Ziegenhain et al.6 (“Ziegenhain”; with
Maxima H- and KAPA), the same protocol with SmartScribe as
the RT enzyme (“SmartScribe”) and our optimized protocol
(“molecular crowding”; with Maxima H-, KAPA, 7.5% PEG, 80%
less oligo-dT, and 20% less Maxima H-). As expected, the
molecular crowding protocol yielded the most cDNA, while
variant “Soumillon” yielded the least, confirming our systematic
optimization (Supplementary Fig. 4a). After sequencing, we
processed data using zUMIs14 and downsampled each of the 32
libraries to one million reads per sample, which has been
suggested to correspond to reasonable saturation for single-cell
RNA-seq experiments5,6. Of the 32 libraries, 31 passed quality
control with a median of 71% of the reads mapping to exons
(range: 50–77%), 12% to introns (9–15%), 13% to intergenic
regions (10–31%), and 4% (3–7%) to no region in the human
genome (Supplementary Fig. 4b). Of note, we observe that a
higher proportion of reads are mapping to intergenic regions for
the “molecular crowding” condition (Supplementary Fig. 4b). As
UHRR is provided as DNAse-digested RNA, these reads are likely
derived from endogenous transcripts, but why their proportion is
increased in the molecular crowding protocol is unclear. In any
case, we assessed the sensitivity of the protocols by the number of
detected genes per cell (>=1 exonic read), representing a
conservative estimate for the molecular crowding protocol with
its higher fraction of intergenic reads (Fig. 1c). This sensitivity
measure correlates fairly well with cDNA yield (Supplementary
Fig. 4a). Hence, it shows that Maxima H- is indeed more sensitive
than SmartScribe (5542 detected genes per sample in “Ziegen-
hain” vs. 3805 in “SmartScribe”, p= 3 × 10–5, Welch two sample
t-test) and that the molecular crowding protocol is the most
sensitive one (7898 vs. 5542 detected genes, p= 7 × 10–7, Welch
two sample t-test). In summary, we can show that our optimized
SCRB-seq protocol, in particular due to the addition of PEG 8000,
increases the sensitivity compared to previous protocol variants at
reduced costs.

Terra retains more complexity during cDNA amplification.
Next, we aimed to increase the efficiency of this protocol by
optimizing the cDNA amplification step. Depending on the
number of cycles, reaction conditions, and polymerases, sub-
stantial noise and bias is introduced when the small amounts of
cDNA molecules are amplified by PCR15,16. While UMIs allow
for the correction of these effects computationally, scRNA-seq
methods that have less amplification bias require fewer reads to
obtain the same number of UMIs and hence are more
efficient6,17. As a first step, we evaluated 12 polymerases for
cDNA yield and found KAPA, SeqAmp, and Terra to perform
best (Supplementary Fig. 5a). We disregarded SeqAmp because of
a decreased median length of the amplified cDNA molecules
(Supplementary Fig. 5b) as well as the higher cost of the enzyme
and continued to compare the amplification bias of KAPA and
Terra polymerases. To this end, we sorted 64 single mouse
embryonic stem cells (mESCs) and generated cDNA using our
optimized molecular crowding protocol. Two pools of cDNA
from 32 cells were amplified with KAPA or Terra polymerase (18

cycles) and used to generate libraries. After sequencing and
downsampling each transcriptome to one million raw reads14, we
found that amplification using Terra yielded twice as much
library complexity (UMIs) than when using KAPA (Supple-
mentary Fig. 5c). This is in agreement with a recent study that
optimized the scRNA-seq protocol Quartz-seq2, which also found
Terra to retain a higher library complexity17. In addition to
choosing Terra for cDNA amplification, we also reduced the
number of cycles from 19 in the original SCRB-seq protocol to 14,
as fewer cycles are expected to decrease amplification bias fur-
ther15 and 14 cycles still generated sufficient amounts of cDNA
(~1.6–2.4 ng/µl) from mouse ESCs to prepare libraries with
Nextera XT (~0.8 ng needed). Depending on the investigated
cells, which may have a lower or higher RNA content than ESCs,
the cycle number might need to be adapted to generate enough
cDNA while avoiding overcycling.

With the final improved version of the molecular crowding
protocol (mcSCRB-seq), we tested to what extent cross-
contamination occurs. For example, chimeric PCR products
may occur following the pooling of cDNA18 and we assessed
whether this might potentially be influenced by PEG that is
present during cDNA synthesis before pooling. To this end, we
sorted 96 cells of a mixture of mESCs and human-induced
pluripotent stem cells, synthesized cDNA according to the
mcSCRB-seq protocol with and without the addition of PEG
and generated libraries for each of the two conditions. After
mapping the sequenced reads to the joint human and mouse
reference genomes, each barcode/well could be clearly classified
into human or mouse cells, indicating that no doublets were
sorted into wells, as may be expected for a fluorescence-activated
cell sorting (FACS)-based cell isolation (Supplementary Fig. 6a).
Importantly, the median number of reads mapping best to the
wrong species is less than 2000 per cell (<0.4% of all reads or
<1.5% of uniquely mapped reads). This is not influenced by the
addition of PEG, as may be expected, since PEG is only present
during cDNA generation (Supplementary Fig. 6b; two-sided t-
test, p value= 0.81). In summary, we developed an optimized
protocol, mcSCRB-seq, that has higher sensitivity, a less biased
amplification and little crosstalk of reads across cells.

mcSCRB-seq increases sensitivity 2.5-fold more than SCRB-
seq. To directly compare the entire mcSCRB-seq protocol to the
previously benchmarked SCRB-seq protocol used in Ziegenhain
et al.6 (Supplementary Table 2), we sorted for each method 48
and 96 single mESCs from one culture into plates, and added
ERCC spike-ins19. Following sequencing, we filtered cells to
discard doublets/dividing cells, broken cells, and failed libraries
(see Methods). The remaining 249 high-quality libraries all show
a similar mapping distribution with ~50% of reads falling into
exonic regions (Supplementary Fig. 7). When plotting the num-
ber of detected endogenous mRNAs (UMIs) against sequencing
depth, mcSCRB-seq clearly outperforms SCRB-seq and detects
2.5 times as many UMIs per cell at depths above 200,000 reads
(Fig. 2a and Supplementary Fig. 8a). At two million reads,
mcSCRB-seq detected a median of 102,282 UMIs per cell and a
median of 34,760 ERCC molecules, representing 48.9% of all
spiked in ERCC molecules (Supplementary Fig. 8b). Assuming
that the efficiency of detecting ERCC molecules is representative
of the efficiency to detect endogenous mRNAs, the median
content per mESC is 227,467 molecules (Supplementary Fig. 8c
and 8d), which is very similar to previous estimates using mESCs
and STRT-seq, a 5′ tagged UMI-based scRNA-seq protocol20. As
expected, the higher number of UMIs in mcSCRB-seq also results
in a higher number of detected genes. For instance, at 500,000
reads, mcSCRB-seq detected 50,969 UMIs that corresponded to
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5866 different genes, 1000 more than SCRB-seq (Supplementary
Fig. 9). Congruent with the above comparison of Terra and
KAPA polymerase, mcSCRB-seq showed a less noisy and less-
biased amplification (Supplementary Fig. 10). Furthermore,
expression levels differed much less between the two batches of
mcSCRB-seq libraries, indicating that it could be more robust
than SCRB-seq (Supplementary Fig. 11a). In contrast to findings
for other protocols21, neither mcSCRB-seq nor SCRB-seq showed
GC content or transcript length-dependent expression levels
(Supplementary Fig. 11b, c).

Decisively, we find by using power simulations6,22 that
mcSCRB-seq requires approximately half as many cells as
SCRB-seq to detect differentially expressed genes between two
groups of cells (Fig. 2b and Supplementary Fig. 11d). Hence, the
higher sensitivity and lower noise of mcSCRB-seq compared to
SCRB-seq, as measured in parallelly processed cells, indeed
matters for quantifying gene expression levels and can be
quantified as a doubling of cost-efficiency. Furthermore, we have

reduced the reagent costs from about 1.70 € per cell for SCRB-
seq6 to less than 0.54 € for mcSCRB-seq (Supplementary Fig. 12a
and Supplementary Table 3). Together, this makes mcSCRB-seq
sixfold more cost-efficient than SCRB-seq. Moreover, owing to an
optimized workflow, we could reduce the library preparation time
to one working day with minimal hands-on time (Supplementary
Fig. 12b and Supplementary Table 4). As SCRB-seq was already
one of the most cost-efficient protocols in our recent bench-
marking study6, this likely makes mcSCRB-seq the most cost-
efficient plate-based method available.

Benchmarking by ERCCs. The widespread use of ERCC spike-
ins also allows us to estimate and compare the absolute sensitivity
across many scRNA-seq protocols using published data5. As in
Svensson et al.5, we used a binomial logistic regression to estimate
the number of ERCC transcripts that are needed on average to
reach a 50% detection probability (Supplementary Fig. 13a).
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mcSCRB-seq reached this threshold with 2.2 molecules, when
ERCCs are sequenced to saturation (Supplementary Fig. 13b).
When comparing this to a total of 26 estimates for 20 different
protocols obtained from two major protocol comparisons5,6 as
well as additional relevant protocols17,23, mcSCRB-seq has the
highest sensitivity among all protocols compared to date (Fig. 2c).
It should be noted that the data show large amounts of variation
within protocols, even for well-established, sensitive methods like
Smart-seq2. This is the case, especially in Svensson et al.5, because
the data were generated from many varying cell types sequenced
in numerous labs. Similarly, mcSCRB-seq sensitivity estimates
could be variable across labs and conditions. Nevertheless, the
average ERCC detection efficiency is the most representative
measure to compare sensitivities across many protocols.

mcSCRB-seq detects biological differences in complex tissues.
Finally, we applied mcSCRB-seq to peripheral blood mono-
nuclear cells (PBMCs), a complex cell population with low
mRNA amounts, to test whether it is efficient in recapitulating
biological differences. We obtained PBMCs from one healthy
donor, FACS-sorted cells in four 96-well plates and prepared
libraries using mcSCRB-seq with a more stringent lysis condition
(see Methods; Fig. 3a). We sequenced ~203 million reads for the
resulting pool, of which ~189 million passed filtering criteria in
the zUMIs pipeline (see Methods). Next, we filtered low-quality
cells (<50,000 raw reads or mapping rates <75%; Supplementary
Fig. 14a), leaving 349 high-quality cells for further analysis
(Supplementary Fig. 14b). Using the Seurat package24, we clus-
tered the expression data and obtained five clusters that could be
easily attributed to expected cell types: B cells, Monocytes, NK
cells, and T cells (Fig. 3b). Rare cell types, such as dendritic cells
or megakaryocytes that are known to occur in PBMCs at fre-
quencies of ~0.5–1%, could not be detected, as expected from the
low power to cluster 2–3 cells. For the detected cell types, known
marker gene expression fits closely to previously described
results23 (Fig. 3c, d). Overall, we show that mcSCRB-seq is a
powerful tool to highlight biological differences, already when a
low number of cells are sequenced.

Discussion
In this work, we developed mcSCRB-seq, a scRNA-seq protocol
utilizing molecular crowding. Based on benchmarking data gen-
erated from mouse ES cells, we show that mcSCRB-seq con-
siderably increases sensitivity and decreases amplification bias
due to the addition of PEG 8000 and the use of Terra polymerase,
respectively. Furthermore, it shows no indication of bias for GC
content and transcript lengths, and has low levels of crosstalk
between cell barcodes, which has been seen especially in droplet-
based RNA-seq approaches23,25. Compared to the previous
SCRB-seq protocol, mcSCRB-seq increases the power to quantify
gene expression twofold. Additionally, optimized reagents and
workflows reduce costs by a factor of three. Qualitatively, we
validate our protocol by sequencing PBMCs, a complex mixture
of different cell types. We show that mcSCRB-seq can identify the
different subpopulations and marker gene expression correctly
and distinctively detect the major cell types present in the
population.

In this context, we found that it was necessary to use different
lysis conditions for the PBMCs than for mESCs. In our experi-
ence, some cell types may require a more stringent lysis buffer to
stabilize mRNA, which might be a result of internal RNAses and/
or lower RNA content. Therefore, we also provide an alternative
lysis strategy for mcSCRB-seq to deal with more difficult cell
types or samples.

Taken together, mcSCRB-seq is—to the best of our knowledge
—not only the most sensitive protocol when benchmarked using
ERCCs, it is also the most cost-efficient and flexible plate-based
protocol currently available, and could be a valuable methodo-
logical addition to many laboratories, in particular as it requires
no specialized equipment and reagents.

Methods
cDNA yield assay. For all optimization experiments, universal human reference
RNA (UHRR; Agilent) was utilized to exclude biological variability. Unless
otherwise noted, 1 ng of UHRR was used as input per replicate. Additionally,
Proteinase K digestion and desiccation were not necessary prior to reverse tran-
scription. In order to accommodate all the reagents, the total volume for reverse
transcription was increased to 10 µl. All concentrations were kept the same, with
the exception that we added the same total amount of reverse transcriptase (25 U),
thus lowering the concentration from 12.5 to 2.5 U/µl. After reverse transcription,
no pooling was performed, rather preamplification was done per replicate. For each
sample, we measured the cDNA concentration using the Quant-iT PicoGreen
dsDNA Assay Kit (Thermo Fisher).

Comparison of reverse transcriptases. Nine reverse transcriptases, Maxima H-
(Thermo Fisher), SMARTScribe (Clontech), Revert Aid (Thermo Fisher), Enz-
Script (Biozym), ProtoScript II (New England Biolabs), Superscript II (Thermo
Fisher), GoScript (Promega), Revert UP II (Biozym), and M-MLV Point Mutant
(Promega), were compared to determine which enzyme yielded the most cDNA.
Several dilutions ranging from 1 to 1000 pg of universal human reference RNA
(UHRR; Agilent) were used as input for the RT reactions.

RT reactions contained final concentrations of 1 ×M-MuLV reaction buffer
(NEB), 1 mM dNTPs (Thermo Fisher), 1 µM E3V6NEXT barcoded oligo-dT
primer (IDT), and 1 µM E5V6NEXT template-switching oligo (IDT). For reverse
transcriptases with unknown buffer conditions, the provided proprietary buffers
were used. Reverse transcriptases were added for a final amount of 25 U per
reaction.

All reactions were amplified using 25 PCR cycles to be able to detect low inputs.

Comparison of template-switching oligos (TSO). Unblocked (IDT) and blocked
(Eurogentec) template-switching oligonucleotides were compared to determine
yield when reverse transcribing 10 pg UHRR and primer-dimer formation without
UHRR input. Reaction conditions for RT and PCR were as described above.

Effect of reaction enhancers. In order to improve the efficiency of the RT, we
tested the addition of reaction enhancers, including MgCl2, betaine, trehalose, and
polyethylene glycol (PEG 8000). The final reaction volume of 10 µl was maintained
by adjusting the volume of H2O.

For this, we added increasing concentrations of MgCl2 (3, 6, 9, and 12 mM;
Sigma-Aldrich) in the RT buffer in the presence or absence of 1M betaine (Sigma-
Aldrich). Furthermore, the addition of 1 M betaine and 0.6 M trehalose (Sigma-
Aldrich) was compared to the standard RT protocol. Lastly, increasing
concentrations of PEG 8000 (0, 3, 6, 9, 12, and 15% W/V) were also tested.

Comparison of PCR DNA polymerases. The following 12 DNA polymerases were
evaluated in preamplification: KAPA HiFi HotStart (KAPA Biosystems), SeqAmp
(Clontech), Terra direct (Clontech), Platinum SuperFi (Thermo Fisher), Precisor
(Biocat), Advantage2 (Clontech), AccuPrime Taq (Invitrogen), Phusion Flash
(Thermo Fisher), AccuStart (QuantaBio), PicoMaxx (Agilent), FideliTaq (Affy-
metrix), and Q5 (New England Biolabs). For each enzyme, at least three replicates
of 1 ng UHRR were reverse transcribed using the optimized molecular crowding
reverse transcription in 10 µl reactions. Optimal concentrations for dNTPs, reac-
tion buffer, stabilizers, and enzyme were determined using the manufacturer’s
recommendations. For all amplification reactions, we used the original SCRB-seq
PCR cycling conditions8.

Cell culture of mouse embryonic stem cells. J126 and JM827 mouse embryonic
stem cells (mESCs) were provided by the Leonhardt lab (LMU Munich) and ori-
ginally provided by Kerry Tucker (Ruprecht-Karls-University,Heidelberg) and by
the European Mouse Mutant Cell repository (JM8A3; www.eummcr.org), respec-
tively. They were used for the comparison of KAPA vs. Terra PCR amplification
(Supplementary Fig. 5c) and the comparison of SCRB-seq and mcSCRB-seq,
respectively. Both were cultured under feeder-free conditions on gelatine-coated
dishes in high-glucose Dulbecco’s modified Eagle’s medium (Thermo Fisher)
supplemented with 15% fetal bovine serum (FBS, Thermo Fisher), 100 U/ml
penicillin, 100 μg/ml streptomycin (Thermo Fisher), 2 mM L-glutamine (Thermo
Fisher), 1 ×MEM non-essential amino acids (NEAA, Thermo Fisher), 0.1 mM β-
mercaptoethanol (Thermo Fisher), 1000 U/ml recombinant mouse LIF (Merck
Millipore) and 2i (1 μM PD032591 and 3 μM CHIR99021 (Sigma-Aldrich)).
mESCs were routinely passaged using 0.25% trypsin (Thermo Fisher).
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mESC cultures were confirmed to be free of mycoplasma contamination by a
PCR-based test28.

Cell culture of human-induced pluripotent stem cells. Human-induced plur-
ipotent stem cells were generated using standard techniques from renal epi-
thelial cells obtained from a healthy donor with written informed consent in
accordance with the ethical standards of the responsible committee on human
experimentation (216–08, Ethikkommission LMU München) and with the

current (2013) version of the Declaration of Helsinki. hiPSCs were cultured
under feeder-free conditions on Geltrex (Thermo Fisher)-coated dishes in
StemFit medium (Ajinomoto) supplemented with 100 ng/ml recombinant
human basic FGF (Peprotech) and 100 U/ml penicillin, 100 μg/ml streptomycin
(Thermo Fisher). Cells were routinely passaged using 0.5 mM EDTA. Whenever
cells were dissociated into single cells using 0.5 × TrypLE Select (Thermo
Fisher), the culture medium was supplemented with 10 µM Rho-associated
kinase (ROCK) inhibitor Y27632 (BIOZOL) to prevent apoptosis.
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Fig. 3mcSCRB-seq distinguishes cell types of peripheral blood mononuclear cells. a PBMCs were obtained from a healthy male donor and FACS sorted into
four 96-well plates. Using the mcSCRB-seq protocol, sequencing libraries were generated. b tSNE projection of PBMC cells (n= 349) that were grouped
into five clusters using the Seurat package24. Colors denote cluster identity. c tSNE projection of PBMC cells (n= 349) where each cell is colored according
to its expression level of various marker genes for the indicated cell types. Expression levels were log-normalized using the Seurat package. d Marker gene
expression from c was summarized as the mean log-normalized expression level per cell. B-cell markers: CD79A, CD74, MS4A1, HLA-DRA; Monocyte
markers: LYZ, PSAP, FCN1, CD14, FCGR3A; NK-cell markers: GNLY, NKG7, GZMA, GZMB; T-cell markers: CD3E, CD3D, TRAC, CCR7
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hiPSC cultures were confirmed to be free of mycoplasma contamination by a PCR-
based test28.

SCRB-seq cDNA synthesis. Cells were dissociated using trypsin and resuspended
in 100 µl of RNAprotect Cell Reagent (Qiagen) per 100,000 cells. Directly prior to
FACS sorting, the cell suspension was diluted with PBS (Gibco). Single cells were
sorted into 96-well DNA LoBind plates (Eppendorf) containing lysis buffer using a
Sony SH800 sorter (Sony Biotechnology; 100 µm chip) in “Single Cell (3 Drops)”
purity. Lysis buffer consisted of a 1:500 dilution of Phusion HF buffer (New
England Biolabs). After sorting, plates were spun down and frozen at −80 °C.
Libraries were prepared as previously described6,8. Briefly, proteins were digested
with Proteinase K (Ambion) followed by desiccation to inactivate Proteinase K and
reduce the reaction volume. RNA was then reverse transcribed in a 2 µl reaction at
42 °C for 90 min. Unincorporated barcode primers were digested using Exonu-
clease I (Thermo Fisher). cDNA was pooled using the Clean & Concentrator-5 kit
(Zymo Research) and PCR amplified with the KAPA HiFi HotStart polymerase
(KAPA Biosystems) in 50 µl reaction volumes.

mcSCRB-seq cDNA synthesis. A full step-by-step protocol for mcSCRB-seq has
been deposited in the protocols.io repository29. Briefly, cells were dissociated using
trypsin and resuspended in PBS. Single cells (“3 drops” purity mode) were sorted
into 96-well DNA LoBind plates (Eppendorf) containing 5 µl lysis buffer using a
Sony SH800 sorter (Sony Biotechnology; 100 µm chip). Lysis buffer consisted of a
1:500 dilution of Phusion HF buffer (New England Biolabs), 1.25 µg/µl Proteinase
K (Clontech), and 0.4 µM barcoded oligo-dT primer (E3V6NEXT, IDT). After
sorting, plates were immediately spun down and frozen at −80 °C. For libraries
containing ERCCs, 0.1 µl of 1:80,000 dilution of ERCC spike-in Mix 1 was used.

Before library preparation, proteins were digested by incubation at 50 °C for
10 min. Proteinase K was then heat inactivated for 10 min at 80 °C. Next, 5 µl
reverse transcription master mix consisting of 20 units Maxima H- enzyme
(Thermo Fisher), 2 ×Maxima H- Buffer (Thermo Fisher), 2 mM each dNTPs
(Thermo Fisher), 4 µM template-switching oligo (IDT), and 15% PEG 8000
(Sigma-Aldrich) was dispensed per well. cDNA synthesis and template switching
was performed for 90 min at 42 °C. Barcoded cDNA was then pooled in 2 ml DNA
LoBind tubes (Eppendorf) and cleaned up using SPRI beads. Purified cDNA was
eluted in 17 µl and residual primers digested with Exonuclease I (Thermo Fisher)
for 20 min at 37 °C. After heat inactivation for 10 min at 80 °C, 30 µl PCR master
mix consisting of 1.25 U Terra direct polymerase (Clontech) 1.66 × Terra direct
buffer and 0.33 µM SINGV6 primer (IDT) was added. PCR was cycled as given:
3 min at 98 °C for initial denaturation followed by 15 cycles of 15 s at 98 °C, 30 s at
65 °C, 4 min at 68 °C. Final elongation was performed for 10 min at 72 °C.

Library preparation. Following preamplification, all samples were purified using
SPRI beads at a ratio of 1:0.8 with a final elution in 10 µl of H2O (Invitrogen). The
cDNA was then quantified using the Quant-iT PicoGreen dsDNA Assay Kit
(Thermo Fisher). Size distributions were checked on high-sensitivity DNA chips
(Agilent Bioanalyzer). Samples passing the quantity and quality controls were used
to construct Nextera XT libraries from 0.8 ng of preamplified cDNA.

During library PCR, 3′ ends were enriched with a custom P5 primer
(P5NEXTPT5, IDT). Libraries were pooled and size-selected using 2% E-Gel
Agarose EX Gels (Life Technologies), cut out in the range of 300–800 bp, and
extracted using the MinElute Kit (Qiagen) according to manufacturer’s
recommendations.

Sequencing. Libraries were paired-end sequenced on high output flow cells of an
Illumina HiSeq 1500 instrument. Sixteen bases were sequenced with the first read
to obtain cellular and molecular barcodes and 50 bases were sequenced in the
second read into the cDNA fragment. When several libraries were multiplexed on
sequencing lanes, an additional 8 base i7 barcode read was done.

Primary data processing. All raw fastq data were processed using zUMIs together
with STAR to efficiently generate expression profiles for barcoded UMI data14,30.
For UHRR experiments, we mapped to the human reference genome (hg38) while
mouse cells were mapped to the mouse genome (mm10) concatenated with the
ERCC reference. Gene annotations were obtained from Ensembl (GRCh38.84 or
GRCm38.75). Downsampling to fixed numbers of raw sequencing reads per cell
were performed using the “-d” option in zUMIs.

Filtering of scRNA-seq libraries. After initial data processing, we filtered cells by
excluding doublets and identifying failed libraries. For doublet identification, we
plotted distributions of total numbers of detected UMIs per cell, where doublets
were readily identifiable as multiples of the major peak.

In order to discard broken cells and failed libraries, spearman rank correlations
of expression values were constructed in an all-to-all matrix. We then plotted the
distribution of “nearest-neighbor” correlations, i.e., the highest observed
correlation value per cell. Here, low-quality libraries had visibly lower correlations
than average cells.

Species-mixing experiment. Mouse ES cells (JM8) and human iPS cells were
mixed and sorted into a 96-well plate containing lysis buffer as described for
mcSCRB-seq using a Sony SH800 sorter (Sony Biotechnology; 100 µm chip). cDNA
was synthesized according to the mcSCRB-seq protocol (see above), but without
addition of PEG 8000 for half of the plate. Wells containing or lacking PEG were
pooled and amplified separately. Sequencing and primary data analysis was per-
formed as described above with the following changes: cDNA reads were mapped
against a combined reference genome (hg38 and mm10) and only reads with
unique alignments were considered for expression profiling.

Complex tissue analysis. PBMCs were obtained from a healthy male donor with
written informed consent in accordance with the ethical standards of the
responsible committee on human experimentation (216–08, Ethikkommission
LMUMünchen) and with the current (2013) version of the Declaration of Helsinki.
Cells were sorted into 96-well plates containing 5 µl lysis buffer using a Sony
SH800 sorter (Sony Biotechnology; 100 µm chip). Lysis buffer consisted of 5 M
Guanidine hydrochloride (Sigma-Aldrich), 1% 2-mercaptoethanol (Sigma-Aldrich)
and a 1:500 dilution of Phusion HF buffer (New England Biolabs). Before library
preparation, each well was cleaned up using SPRI beads and resuspended in a mix
of 5 µl reverse transcription master mix (see above) and 4 µl ddH2O. After the
addition of 1 µl 2 µM barcoded oligo-dT primer (E3V6NEXT, IDT), cDNA was
synthesized according to the mcSCRB-seq protocol (see above). Pooling was per-
formed by adding SPRI bead buffer. Sequencing and primary data analysis was
performed as described above using the human reference genome (hg38). We
retained only high-quality cells with at least 50,000 reads and a mapping rate above
75%. Furthermore, we discarded potential doublets that contained more than
40,000 UMIs and 5000 genes. Next, we used Seurat24 to perform normalization
(LogNormalize) and scaling. We selected the most variable genes using the
“FindVariableGenes” command (1108 genes). Next, we performed dimensionality
reduction with PCA and selected components with significant variance using the
“JackStraw” algorithm. Statistically significant components were used for shared
nearest-neighbor clustering (FindClusters) and tSNE visualization (RunTSNE).
Log-normalized expression values were used to plot marker genes.

Estimation of cellular mRNA content. For the estimation of cellular mRNA
content in mESCs, we utilized the known total amount of ERCC spike-in molecules
added per cell. First, we calculated a detection efficiency as the fraction of detected
ERCC molecules by dividing UMI counts to total spiked ERCC molecule counts.
Next, dividing the total number of detected cellular UMI counts by the detection
efficiency yields the number of estimated total mRNA molecules per cell.

ERCC analysis. In order to estimate sensitivity from ERCC spike-in data, we
modeled the probability of detection in relation to the number of spiked molecules.
An ERCC transcript was considered detected from 1 UMI. For each cell, we fitted a
binomial logistic regression model to the detection of ERCC genes given their input
molecule numbers. Using the MASS R-package, we determined the molecule
number necessary for 50% detection probability.

For public data from Svensson et al.5, we used their published molecular
abundances calculated using the same logistic regression model obtained from
Supplementary Table 2 (https://www.nature.com/nmeth/journal/v14/n4/extref/
nmeth.4220-S3.csv). For Quartz-seq217, we obtained expression values for ERCCs
from Gene Expression Omnibus (GEO; GSE99866), sample GSM2656466; for
Chromium23 we obtained expression tables from the 10 × Genomics webpage
(https://support.10xgenomics.com/single-cell-gene-expression/datasets/1.1.0/ercc)
and for SCRB-seq, Smart-seq2, CEL-seq2/C1, MARS-seq and Smart-seq/C16, we
obtained count tables from GEO (GSE75790). For these methods, we calculated
molecular detection limits given their published ERCC dilution factors.

Power simulations. For power simulation studies, we used the powsimR pack-
age22. Parameter estimation of the negative binomial distribution was done using
scran normalized counts at 500,000 raw reads per cell31. Next, we simulated two-
group comparisons with 10% differentially expressed genes. Log2 fold-changes
were drawn from a normal distribution with a mean of 0 and a standard deviation
of 1.5. In each of the 25 simulation iterations, we draw equal sample sizes of 24, 48,
96, 192 and 384 cells per group and test for differential expression using ROTS32

and scran normalization31.

Batch effect analysis. In order to detect genes differing between batches of one
scRNA-seq protocol, data were normalized using scran31. Next, we tested for
differentially expressed genes using limma-voom33,34. Genes were labeled as sig-
nificantly differentially expressed between batches with Benjamini–Hochberg
adjusted p values <0.01.

Code availability. Analysis code to reproduce major analyses can be found at
https://github.com/cziegenhain/Bagnoli_2017.

Data availability. RNA-seq data generated here are available at GEO under
accession GSE103568.
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Further data including cDNA yield of optimization experiments is available on
GitHub (https://github.com/cziegenhain/Bagnoli_2017). A detailed step-by-step
protocol for mcSCRB-seq has been submitted to the protocols.io repository
(mcSCRB-seq protocol 2018). All other data available from the authors upon
reasonable request.
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Abstract

Single-cell RNA sequencing (scRNA-seq) is the leading technique for characterizing the

transcriptomes of individual cells in a sample. The latest protocols are scalable to thousands

of cells and are being used to compile cell atlases of tissues, organs and organisms. However,

the protocols differ substantially with respect to their RNA capture efficiency, bias, scale

and costs, and their relative advantages for different applications are unclear. In the present

study, we generated benchmark datasets to systematically evaluate protocols in terms of their

power to comprehensively describe cell types and states. We performed a multicenter study

comparing 13 commonly used scRNA-seq and single-nucleus RNA-seq protocols applied to a

heterogeneous reference sample resource. Comparative analysis revealed marked differences
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in protocol performance. The protocols differed in library complexity and their ability to

detect cell-type markers, impacting their predictive value and suitability for integration into

reference cell atlases. These results provide guidance both for individual researchers and for

consortium projects such as the Human Cell Atlas.
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Single-cell genomics provides an unprecedented view of the 
cellular makeup of complex and dynamic systems. Single-cell 
transcriptomic approaches in particular have led the techno-

logical advances that allow unbiased charting of cell phenotypes1. 
The latest improvements in scRNA-seq allow these technologies 
to scale to thousands of cells per experiment, providing compre-
hensive profiling of tissue composition2,3. This has led to the iden-
tification of new cell types4–6 and the fine-grained description of 
cell plasticity in dynamic systems, such as development7,8. Recent 
large-scale efforts, such as the Human Cell Atlas (HCA) project9, are 
attempting to produce cellular maps of entire cell lineages, organs 
and organisms10,11 by conducting phenotyping at the single-cell 
level. The HCA project aims to advance our understanding of tis-
sue function and to serve as a reference for defining variation in 

human health and disease. In addition to methods that capture the 
spatial organization of tissues12,13, the main approach being used is 
scRNA-seq analysis of dissociated cells. Therefore, tissues are disag-
gregated and individual cells captured either by cell sorting or using 
microfluidic systems1. In sequential processing steps, cells are lysed, 
the RNA is reverse transcribed to complementary DNA, amplified 
and processed to sequencing-ready libraries.

Continuous technological development has improved the scale, 
accuracy and sensitivity of scRNA-seq methods, and now allows us 
to create tailored experimental designs by selecting from a plethora 
of different scRNA-seq protocols. However, there are marked differ-
ences across these methods, and it is not clear which protocols are best 
for different applications. For large-scale consortium projects, expe-
rience has shown that neglecting benchmarking, standardization  
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Single-cell RNA sequencing (scRNA-seq) is the leading technique for characterizing the transcriptomes of individual cells in 
a sample. The latest protocols are scalable to thousands of cells and are being used to compile cell atlases of tissues, organs 
and organisms. However, the protocols differ substantially with respect to their RNA capture efficiency, bias, scale and costs, 
and their relative advantages for different applications are unclear. In the present study, we generated benchmark datasets to 
systematically evaluate protocols in terms of their power to comprehensively describe cell types and states. We performed a 
multicenter study comparing 13 commonly used scRNA-seq and single-nucleus RNA-seq protocols applied to a heterogeneous 
reference sample resource. Comparative analysis revealed marked differences in protocol performance. The protocols differed 
in library complexity and their ability to detect cell-type markers, impacting their predictive value and suitability for integration 
into reference cell atlases. These results provide guidance both for individual researchers and for consortium projects such as 
the Human Cell Atlas.
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and quality control at the start can lead to major problems later on 
in the analysis of the results14. Thus, success depends critically on 
implementing a high common standard. A comprehensive compar-
ison of available scRNA-seq protocols will benefit both large- and 
small-scale applications of scRNA-seq.

The available scRNA-seq protocols vary in the efficiency of RNA-
molecule capture, which results in differences in sequencing library 
complexity and the sensitivity of the method to identify transcripts 
and genes15–17. There has been no systematic testing of how their 
performance varies between cell types, and how this affects the 
resolution of cell phenotyping in complex samples. In the present 
study, we extend previous efforts to compare the molecule-capture 
efficiency of scRNA-seq protocols15,16 by systematically evaluating 
the capability of these techniques to describe tissue complexity and 
their suitability for creating a cell atlas. We performed a multicenter 
benchmarking study to compare scRNA-seq protocols using a uni-
fied reference sample resource. Our reference sample contained: (1) 
a high degree of cell-type heterogeneity with various frequencies, 
(2) closely related subpopulations with subtle differences in gene 
expression, (3) a defined cell composition with trackable markers 
and (4) cells from different species. By analyzing human periph-
eral blood and mouse colon tissue, we have covered a broad range 
of cell types and states from cells in suspension and solid tissues, 
to represent common scenarios in cell atlas projects. We have also 
added spike-in cell lines to allow us to assess batch effects, and have 
combined different species to pool samples into a single reference. 
We performed a comprehensive comparative analysis of 13 different 
scRNA-seq protocols, representing the most commonly used meth-
ods. We applied a wide range of different quality control metrics 
to evaluate datasets from different perspectives, and to test their 
suitability for producing a reproducible, integrative and predictive 
reference cell atlas.

We observed striking differences among protocols in converting 
RNA molecules into sequencing libraries. Varying library complexi-
ties affected the protocol’s power to quantify gene expression lev-
els and to identify cell-type markers, a trend consistently observed 
across cell and tissue types. This critically impacted on the resolution 
of tissue profiles and the predictive value of the datasets. Protocols 
further differed in their capacity to be integrated into reference tis-
sue atlases and, thus, their suitability for consortium-driven projects 
with flexible production designs.

Results
Reference sample and experimental design. We benchmarked 
current scRNA-seq protocols to inform the methodological selec-
tion process of cell atlas projects. Ideally, methods should: (1) be 
accurate and free of technical biases, (2) be applicable across dis-
tinct cell properties, (3) fully disclose tissue heterogeneity, including 
subtle differences in cell states, (4) produce reproducible expression 
profiles, (5) comprehensively detect population markers, (6) be 
integratable with other methods and (7) have predictive value with 
cells mapping confidently to a reference atlas.

For a systematic comparison of protocols, we designed a refer-
ence sample containing human peripheral blood mononuclear cells 
(PBMCs) and mouse colon, which are tissue types with highly het-
erogeneous cell populations, as determined by previous single-cell 
sequencing studies18,19. In addition to the well-defined cell types, 
the tissues contain cells in transition states (for example, colon 
transit-amplifying (TA) or enterocyte progenitor cells) that show 
transcriptional differences during their differentiation trajectory20. 
The reference sample also included a wide range of cell sizes (for 
example, B cells: ~7 µm; HEK293 cells: ~15 µm) and RNA content, 
which are key parameters that affect performance in cell capture 
and library preparation. Interrogation of tissues from different spe-
cies allowed us to pool a large variety of cell types in a single refer-
ence sample to maximize complexity while minimizing variability  

introduced during sample preparation. In addition to the intra-tis-
sue complexity, the fluorescence-labeled, spiked-in cell lines allowed 
us to monitor cell-type composition during sample processing, and 
to identify batch effects and biases introduced during cell capture 
and library preparation.

Specifically, the reference sample contained (estimated percent-
age viable cells): PBMCs (60%, human), colon cells (30%, mouse), 
HEK293T cells (6%, red fluorescent protein (RFP)-labeled human 
cell line), NIH3T3 cells (3%, green fluorescent protein (GFP)-
labeled mouse cells) and MDCK cells (1%, TurboFP650-labeled dog 
cells) (Fig. 1). To reduce variability due to technical effects during 
library preparation, the reference sample was prepared in a single 
batch, distributed into aliquots of 250,000 cells and cryopreserved. 
We have previously shown that cryopreservation is suitable for sin-
gle-cell transcriptomic studies of these tissue types21. For cell cap-
ture and library preparation, the thawed samples underwent FACS 
to remove damaged cells and physical doublets (see the next section 
for detailed analysis of cell viability sorting).

A reference dataset for benchmarking experimental and com-
putational protocols. To obtain sufficient sensitivity to capture 
low-frequency cell types and subtle differences in the cell state, we 
profiled ~3,000 cells with each scRNA-seq protocol. In total, we pro-
duced datasets for five microtiter plate-based methods and seven 
microfluidic systems, including cell-capture technologies based on 
droplets (four), nanowells (one) and integrated fluidic circuits, to 
capture small (one) and medium (one)-sized cells (Fig. 1 and see 
Supplementary Table 1). We also included experiments to produce 
single-nucleus RNA-sequencing (snRNA-seq) libraries (one), and 
an experimental variant that profiled >50,000 cells to produce a 
reference of our complex sample. The unified sample resource and 
standardized sample preparation (see Methods) were designed 
largely to eliminate sampling effects and allow the systematic com-
parison of scRNA-seq protocol performance.

To compare the different protocols, and to create a resource for 
the benchmarking and development of computational tools (for 
example, batch effect correction, data integration and annotation), 
all datasets were processed in a uniform manner. Therefore, we 
designed a streamlined, primary data-processing pipeline tailored to 
the peculiarities of the reference sample (see Methods). Briefly, raw 
sequencing reads were mapped to a joint human, mouse and canine 
reference genome, and separately to their respective references to 
produce gene count matrices for subsequent analysis (accession no. 
GSE133549). Overall, we detected human, mouse and canine cell 
numbers consistent with the composition design of the reference 
sample (Fig. 1). However, some protocols varied markedly from 
the expected frequencies in human (34–95%), mouse (4–66%) and 
canine (0–9%) cells. Although the reference sample was prepared 
in a standardized way, we cannot entirely exclude the introduction 
of composition variability during sample handling. Thus, the sub-
sequent evaluation of protocol performance was performed on cell 
types and states common to all protocols.

Notably, we observed a higher fraction of mouse colon cells in 
unsorted (Chromium) and the snRNA-seq datasets (Chromium 
(sn)). This probably results from damaging the more fragile colon 
cells during sample preparation, resulting in proportionally fewer 
colon cells when selecting for cell viability. To test whether this 
composition bias in scRNA-seq can be avoided by skipping via-
bility selection, we generated matched datasets either selecting or 
not selecting for intact cells. After quality control the detection of 
mouse colon cells increased proportionally without viability selec-
tion (51% versus 19%), with good-quality cells showing compa-
rable library complexity in both libraries (for example, numbers of 
detected genes; see Supplementary Figs. 1 and 2). However, con-
siderably more cells were removed during quality filtering (44% 
versus 15%), and this is a source of unwanted sequencing costs that 
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must be taken into account, especially for tissues with high cell 
damage. Consequently, replacing viability staining with thorough 
in silico quality filtering in cell atlas experiments might better con-
serve the composition of the original tissue, but result in higher 
sequencing costs.

The canine cells, spiked-in at a low concentration, were detected 
by all protocols (1–9%) except gmcSCRB-seq. Furthermore, the dif-
ferent methods showed notable differences in mapping statistics 
between different genomic locations (Fig. 1). As expected, due to 
the presence of unprocessed RNA in the nucleus, the snRNA-seq 
experiment detected the highest proportion of introns, although 
scRNA-seq protocols also showed high frequencies of intronic and 
intergenic mappings. The increased detection of unprocessed tran-
scripts in CEL-seq2 may be due to a freezing step (−80 °C) after cell 
isolation and subsequent denaturation at high temperatures (95 °C), 
which could favor the accessibility of nuclear and chromatin-bound 
RNA molecules.

Molecule-capture efficiency and library complexity. We produced 
reference datasets by analyzing 30,807 human and 19,749 mouse 
cells (Chromium v.2; Fig. 2a–c). The higher cell number allowed 
us to annotate the major cell types in our reference sample, and to 
extract population-specific markers (see Supplementary Table 2).  

It was noteworthy that the reference samples solely provided the 
basis to assign cell identities and gene marker sets, and were not 
used to quantify the method’s performance. This strategy ensured 
that the choice of technology for deriving the reference does not 
influence downstream analyses. Cell clustering and reference-
based cell annotation showed high agreement (average 83%; see 
Supplementary Table 3), and only cells with consistent annotations 
were used subsequently for comparative analysis at the cell-type 
level. The PBMCs (human) and colon cells (mouse) represented 
two largely different scenarios. Although the differentiated PBMCs 
clearly separated into subpopulations (for example, T/B cells, 
monocytes; Fig. 2b, and see Supplementary Figs. 3a and 4a–d), 
colon cells were ordered as a continuum of cell states that differ-
entiate from intestinal stem cells into the main functional units of 
the colon (that is, absorptive enterocytes and secretory cells; Fig. 2c, 
and see Supplementary Figs. 3b and 5a–d). Notably, the subpopula-
tion structure of our references was largely consistent with that of 
published datasets for human PBMCs18 and mouse colon cells22 (see 
Supplementary Figs. 6 and 7). After identifying major subpopula-
tions and their respective markers in our reference sample, we clus-
tered the cells of each sc/snRNA-seq protocol and annotated cell 
types using matchSCore2 (see Methods). This algorithm allows a 
gene marker-based projection of single cells (cell by cell) on to a 
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reference sample and, thus, the identification of cell types in our 
datasets (see Supplementary Figs. 8 and 9).

To compare the efficiency of messenger RNA capture between 
protocols, we down-sampled the sequencing reads per cell to a com-
mon depth and stepwise-reduced fractions. Stochasticity introduced 
during down-sampling did not affect the reproducibility of the 
results (see Supplementary Fig. 10). Library complexity was deter-
mined separately for largely homogeneous cell types with markedly 
different cell properties and function, namely human HEK293T 
cells, monocytes and B cells (Fig. 2d,e), and mouse colon secretory 
and TA cells (see Supplementary Fig. 11a,b). We observed large dif-
ferences in the number of detected genes and molecules across the 
protocols, with consistent trends across cell types and gene quan-
tification strategies (see Supplementary Fig. 11c,d). Notably, some 
protocols, such as Smart-seq2 and Chromium v.2, performed better 
with higher RNA quantities (HEK293T cells) compared with lower 
starting amounts (monocytes and B cells), suggesting an input-sen-
sitive optimum. Considering the different assay versions and appli-
cation types of the Chromium system, a dedicated analysis showed 

increased detection of molecules and genes from nuclei to intact 
cells and toward the latest protocol versions (see Supplementary  
Fig. 12). Consistent with the variable library complexity, the proto-
cols presented large differences in dropout probabilities (Fig. 2f), 
with Quartz-seq2, Chromium v.2 and CEL-seq2 showing consis-
tently lower probability. Note that, despite the considerable differ-
ences between protocols, we observed a generally high technical 
reproducibility within the methods (see Supplementary Fig. 13).

Technical effects and information content. We further assessed the 
magnitude of technical biases, and the protocol’s ability to describe 
cell populations. To quantify the technical variation within and 
across protocols, we selected highly variable genes (HVGs) across 
all datasets, and plotted the variation in the main principal compo-
nents (PCs; Fig. 3a). Using the down-sampled data for HEK293T 
cells, monocytes and B cells, we observed strong protocol-specific 
profiles, with the main source of variability being the number of 
genes detected per cell (Fig. 3b). Data from snRNA-seq did not 
show notable outliers, indicating conserved representation of the 
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transcriptome between the cytoplasm and the nucleus. To quantify 
the protocol-related variance, we identified the PCs that correlated 
with the protocol’s covariates in a linear model23. Indeed, the vari-
ance in the data was mainly explained by the protocols (HEK293T 
cells = 37.3%, monocytes = 52.8% and B cells = 36.2%), a value that 
was reduced in HEK293T cells and monocytes when considering 
snRNA-seq as a specific covariate (HEK293T cells = 9.7%, mono-
cytes = 22.2% and B cells = 48.3%; see Methods). The technical 
effects were also visible when using t-distributed stochastic neigh-
bor embedding (tSNE) as a nonlinear, dimensionality reduction 
method (see Supplementary Fig. 14). By contrast, the methods 
largely mixed when the analysis was restricted to cell-type-specific 
marker genes, suggesting a conserved cell identity profile across 
techniques (see Supplementary Fig. 15).

Next, we quantified the similarities in information content of 
the protocols. Again, we used the down-sampled datasets and com-
monly expressed genes and calculated the correlation between 
methods in average transcript counts across multiple cells, thus 
compensating for the sparseness of single-cell transcriptome data. 

For the three human cell types, we observed a broad spectrum of 
correlation across technologies, with generally lower correlation for 
smaller cell types (Fig. 3c). Although the transcriptome represen-
tation was generally conserved (Fig. 3a), the snRNA-seq protocol 
resulted in a notable outlier when correlating the expression levels of 
common genes across protocols, possibly driven by decreased cor-
relation of immature transcripts. Restricting the correlation analy-
sis to population-specific marker genes, we observed less variation 
between protocols (Pearson’s r = 0.5–0.7), which underlines that the 
expression of these markers is largely conserved across the methods 
(see Supplementary Fig. 16).

To further test the suitability of protocols for describing cell 
types, we determined their sensitivity to detect population-specific 
expression signatures, and found that they had remarkably variable 
power to detect marker genes. Specifically, population markers were 
detected with different accuracies (see Supplementary Figs. 17 and 
18), and the detection level varied substantially (Fig. 3d,e and see 
Supplementary Table 4). Quartz-seq2 and Smart-seq2 showed high 
expression levels for all cell-type signatures, indicating that they 
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log(expression) values of cell-type-specific reference markers for down-sampled (20,000) HEK293T cells, monocytes and B cells. e, Log(expression) 
values of reference markers on down-sampled data (20,000) for HEK293T cells, monocytes and B cells (maximum of 50 random cells per technique).  
f, Cumulative gene counts per protocol as the average of 100 randomly sampled HEK293T cells, monocytes and B cells, separately on down-sampled  
data (20,000).
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have higher power for cell-type identification. As marker genes are 
particularly important for data interpretation (for example, annota-
tion), low marker detection levels could severely limit the interpre-
tation of poorly explored tissues, or when trying to identify subtle 
differences across subpopulations. SnRNA-seq showed generally 
lower marker detection levels. However, gene markers were selected 
from intact cell experiments, which could lead to an underestima-
tion of the performance of snRNA-seq to identify cell-type-specific 
signatures in this analysis approach.

The protocols also detected vastly different total numbers of 
genes when accumulating transcript information over multiple 
cells, with strong positive outliers observed for the smaller cell types  
(Fig. 3f). In particular, CEL-seq2 and Quartz-seq2 identified many 
more genes than other methods. Intriguingly, CEL-seq2 outper-
formed all other methods by detecting many weakly expressed 
genes; genes detected specifically by CEL-seq2 had significantly 
lower expression than the common genes detected by Quartz-seq2 
(P < 2.2 × 10−16). The greater sensitivity to weakly expressed genes 
makes this protocol particularly suitable for describing cell popula-
tions in detail, an important prerequisite for creating a comprehen-
sive cell atlas and functional interpretation.

Surprisingly, considering the increased library complexity of 
scRNA-seq compared with snRNA-seq, the latter protocol iden-
tified a similar number of genes when combining information  
across multiple cells and suggesting overall similar transcriptome 
complexity of the two compartments (see Supplementary Fig. 12).  
ScRNA-seq detected additional genes enriched in biological pro-
cesses such as organelle function, including many mitochondrial 
genes that were largely absent in the snRNA-seq datasets (see 
Supplementary Table 5).

To further illustrate the power of the different protocols to chart 
the heterogeneity of complex samples, we clustered and plotted 
down-sampled datasets in two-dimensional space (Fig. 4a) and 
then calculated the cluster accuracy and average silhouette width 
(ASW24, Fig. 4b), a commonly used measure for assessing the quality 
of data partitioning into communities. Consistent with the assump-
tion that library complexity and sensitive marker detection provide 
greater power to describe complexity, methods that performed well 
for these two attributes showed better separation of subpopulations, 
and greater ASW and cluster accuracy. This is illustrated in the 
monocytes, for which accurate clustering protocols separated the 
major subpopulations (CD14+ and FCGR3A+), whereas methods 
with low ASW did not distinguish between them. Similarly, several 
methods were able to distinguish between CD8+ and natural killer 
(NK) cells, whereas others were not.

Joint analysis across datasets. A common scenario for cell atlas 
projects is that data are produced at different sites using different 
scRNA-seq protocols. However, the final atlas is created from a 
combination of datasets, which requires that the technologies used 
be compatible. To assess how suitable it is to combine the results 
from our protocols into a joint analysis, we used down-sampled 
human and mouse datasets to produce a joint quantification matrix 
for all techniques25. Importantly, single cells grouped themselves by 
cell type, suggesting that cell phenotypes are the main driver of het-
erogeneity in the joint datasets (Fig. 5a–d, and see Supplementary 
Figs. 19a,b and 20). Indeed, the combined data showed a clear sepa-
ration of cell states (for example, T cell and enterocyte subpopula-
tions) and rarer cell types, such as dendritic cells. However, within 
these populations, differences between the protocols pointed to the 
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presence of technical effects that could not be entirely removed with 
down-sampling to equal read depth and different merging tools 
(Fig. 5e,f, and see Supplementary Figs. 19c,d, 21a,b and 22a,b). To 
formally assess the capacity of the methods to be combined, we cal-
culated the degree to which technologies mix in the merged datasets 
(Fig. 5g,h, and see Supplementary Figs. 21c,d and 22c,d). The suit-
ability of protocols to be combined (mixability) was directly corre-
lated with their power to discriminate between cell types (clustering 
accuracy). Thus, well-performing protocols result in high-reso-
lution cellular maps and are suitable for consortium-driven proj-
ects that include different data sources. When integrating further 
down-sampled datasets, we observed a drop in mixing ability (see 
Supplementary Fig. 19e). Consequently, quality standard guidelines 
for consortia might define minimum coverage thresholds to ensure 
the subsequent option of data integration. A separate analysis of the 
single-nucleus and single-cell Chromium datasets resulted in well-
integrated profiles, further supporting the potential to integrate cell 
atlases from cells and nuclei (see Supplementary Figs. 23 and 24).

Cell atlas datasets will serve as a reference for annotating cell 
types and states in future experiments. Therefore, we assessed cells’ 
ability to be projected on to our reference sample (Fig. 2b,c). We 
used the population signature model defined by matchSCore2 
and evaluated the protocols based on their cell-by-cell mapping 
probability, which reflects the confidence of cell annotation (see 
Supplementary Fig. 25a–c). Although there were some differences 

in the projection probabilities of the protocols, and a potential bias 
due to the selection of the reference protocol, a confident annota-
tion was observed for most cells with inDrop and ddSEQ reporting 
the highest probabilities. Notably, high probability scores were also 
observed in further down-sampled datasets (see Supplementary 
Fig. 25b). This has practical consequences, because data derived 
from less well-performing methods (from a cell atlas perspec-
tive), or from poorly sequenced experiments, could be identifiable  
and thus suitable for specific analysis types, such as tissue composi-
tion profiling.

Discussion
Systematic benchmarking of available technologies is a crucial pre-
requisite for large-scale projects. In the present study, we evaluated 
scRNA-seq protocols for their power to produce a cellular map of 
complex tissues. Our reference sample simulated common scenarios 
in cell atlas projects, including differentiated cell types and dynamic 
cell states. We defined the strengths and weaknesses of key features 
that are relevant for cell atlas studies, such as comprehensiveness, 
integratability and predictive value. The methods revealed a broad 
spectrum of performance, which should be considered when defin-
ing guidelines and standards for international consortia (Fig. 6).

We expect that our results will guide informed decision-mak-
ing processes for designing sc/snRNA-seq studies. There are sev-
eral features to consider when selecting protocols to produce a 
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reproducible, integrative and predictive reference cell atlas. At a 
given sequencing depth, the number and complexity of detected 
RNA molecules define the power to describe cell phenotypes and 
infer their function. There are also additional essential features 
for cell atlas projects and their interpretation, such as population 
marker identification. Improved versions of plate-based methods, 
including Quartz-seq2, CEL-seq2 and Smart-seq2, generate such 
high-resolution transcriptome profiles. Also, microfluidic systems 
showed excellent performance in our comparison, particularly the 
Chromium system. Although the scale of plate-based experiments 
is limited by the lower throughput of their individual processing 
units, microfluidic systems, especially droplet-based methods, can 
be easily applied to thousands of cells simultaneously. Protocol 
modification scales up throughput even further, and allows more 
cost-effective experiments26–29. Generally, late multiplexing meth-
ods, such as Smart-seq2, are more costly, but costs can be reduced 
by miniaturization30 and use of noncommercial enzymes31. Custom 
droplet-based protocols have lower costs than their commercialized 
counterparts, but the optimized chemistry in commercial systems 
resulted in improved performance in this comparison. Nevertheless, 
existing platforms are undergoing continued development in both 
the private (see Supplementary Fig. 12) and the academic sectors, so 
updated protocol versions promise to improve performance further. 
For consortium-driven projects, it is important to consider the inte-
gratability of data. We have shown that several protocols, including 
those with reduced library complexity and snRNA-seq, were readily 
integratable with other methods.

The use of PBMCs is ideal for multicenter benchmarking efforts; 
blood cells are easy to isolate and show a high recovery rate after 
freezing. We also included mouse colon, a solid tissue requiring dis-
sociation before scRNA-seq. Tissue digestion and cryopreservation 
of colon cells present additional challenges (for example, increased 
rate of damaged cells), which we addressed by focusing on commonly  

detected cell types. Although we observed differences in the fre-
quencies of cells from mice and humans, the composition of cell 
subtypes within tissues was conserved, reassuring the consistent 
capture of major cell types across all methods. Accordingly, subse-
quent analyses could be stratified by cell type, avoiding the need for a 
ground truth in sample composition. Furthermore, viability sorting 
with minimal mechanical forces (low speed and wide nozzle size) 
was applied to remove damaged cells and benchmark protocols with 
high-quality samples. This work standardized sample processing to 
limit technical variance in the library preparation steps, a crucial 
requisite for the multicenter benchmarking design. Nevertheless, 
on-site differences introduced during sample thawing or viability 
sorting could not be entirely excluded. However, our analysis also 
showed that viable cells selected by sorting or through thorough 
data quality control generate highly similar library complexity, sug-
gesting that potential differences in sample processing have minor 
impacts on the data quality and supporting the robustness of our 
results. Processing time presents another variable related to sample 
and data quality. Although cells are directly sorted into their respec-
tive reaction volumes for plate-based methods, processing times can 
vary across microfluidic systems. However, this was considered to 
be an inherent feature of the library preparation workflow of the 
protocols that contributes to the overall performance.

Across sample origins and cell types, all tested features pointed 
to consistent protocol performance. In addition to the differences 
in protocol performance, it was the cells’ RNA content and com-
plexity that dominated the molecule and gene detection rates, which 
we have seen through the stratified analysis of vastly different cell 
types. As such, we expect the conclusions to be valid beyond the 
human and mouse tissues tested in the present study.

Several additional steps are crucial for the success of single-cell 
projects, especially sample preparation. Optimization of sample 
procurement and tissue-processing conditions is of crucial impor-
tance to avoid composition biases and gene expression artifacts32–35 
that could limit the value of a cell atlas. Therefore, dedicated stud-
ies are required to define optimal conditions for tissue and organ 
preparation in healthy and disease contexts.

From a technical perspective, multiple steps of a protocol are 
critical for generating complex sequencing libraries. All sc/snRNA-
seq methods require multi-step, whole-transcriptome amplifica-
tion, including reverse transcription, conversion to amplifiable 
cDNA and amplification1. Theoretically, the multiplicative reaction 
efficiency of respective steps determines a method’s power to detect 
RNA molecules, and in this sense Quartz-Seq2 was particularly effi-
cient. We specifically tested for potential advantages of the Quartz-
seq2 column-based over bead-based purification, but did not detect 
differences in cDNA yield (see Supplementary Fig. 26). However, 
we observed that bead concentration critically affected the yield of 
amplified cDNA. Moreover, performance was more stable for puri-
fication with columns compared with beads, which should be taken 
into account when implementing existing or developing new sc/
snRNA-seq methods.

A further essential step toward complex libraries is the con-
version of first-strand cDNA to amplifiable cDNA. Three main 
strategies are used for this conversion: (1) template switching, (2) 
RNaseH/DNA polymerase I-mediated, second-strand synthesis for 
in vitro transcription and (3) poly(A) tagging1. Improvement of the 
three strategies led to better quantitative performance of scRNA-
seq36–39. For Quartz-Seq2 (ref. 37), improved poly(A) tagging was 
most important to increase the amplified cDNA yield compared 
with Quartz-Seq40, and probably explains the excellent result in this 
benchmarking exercise. However, optimization of the cDNA con-
version still has the potential to improve scRNA-seq methods.

Within the cDNA amplification step, increased PCR cycle num-
bers lead to PCR biases within the sequencing libraries. Early pool-
ing increases the number of cDNA molecules in the amplification  
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step and reduces PCR bias. This especially favors early pooling 
methods at low sequencing depth (as performed in the present 
study), as previously shown for bulk RNA-seq41. Similarly, in vitro 
transcription linearly amplifies cDNA with fewer biases than PCR-
based methods, and partly explains the good performance of CEL-
seq2. Furthermore, early multiplexing of different cell numbers 
leads to different PCR cycle requirements (Quartz-Seq2 with 768 
cells and 10 cycles versus gmcSCRB-seq with 96 cells and 19 cycles, 
using the same DNA polymerase for amplification). The number of 
cells per amplification pool depends on the amount of amplifiable 
cDNA, implying that the good performance of Quartz-Seq2 was 
mainly due to efficient conversion of amplifiable cDNA from RNA 
with poly(A) tagging.

It is equally important to benchmark computational pipelines for 
data analysis and interpretation23,42–44. We envision the datasets pro-
vided by our study serving as a valuable resource for the single-cell 
community to develop and evaluate new strategies for an informa-
tive and interpretable cell atlas. Moreover, the multicenter bench-
marking framework presented in the present study can readily be 
transferred to other organs where common tissue/cell types are 
analyzed using different scRNA-seq protocols (for example, brain 
atlas projects).
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Methods
Ethical statement. The present study was approved by the Parc de Salut MAR 
Research Ethics Committee (reference no. 2017/7585/I) to H.H. We adhered to 
ethical and legal protection guidelines for human participants, including  
informed consent.

Reference sample. Cell lines. NIH3T3-GFP, MDCK-TurboFP650 and HEK293-
RFP cells were cultured at 37 °C in an atmosphere of 5% (v:v) carbon dioxide in 
Dulbecco’s modified Eagle’s medium, supplemented with 10% (w:v) fetal bovine 
serum (FBC), 100 U penicillin, and 100 µg l−1 of streptomycin (Invitrogen). On 
the reference sample preparation day, the culture medium was removed and the 
cells were washed with 1× phosphate-buffered saline (PBS). Afterwards, cells 
were trypsinized (trypsin 100×), pelleted at 800g for 5 min, washed in 1× PBS, 
resuspended in PBS + ethylenediaminetetraacetic acid (EDTA) (2 mM) and  
stored on ice.

Mouse colon tissue. The colons from 11 mice (7 LGR5/GFP and 4 wild-type) 
were dissected and removed. For single-cell separation the colons were treated 
separately. The colon was sliced, opened and washed twice in cold 1× Hank’s 
balanced salt solution (HBSS). It was then placed on a Petri dish on ice and minced 
with razor blades until disintegration. The minced tissue was transferred to a 15-ml 
tube containing 5 ml of 1× HBSS and 83 µl of collagenase IV (final concentration 
166 U ml−1). The solution was incubated for 15 min at 37 °C (vortexed for 10 s every 
5 min). To inactivate the collagenase IV, 1 ml of FBS was added and it was vortexed 
for 10 s. The solution was filtered through a 70-µm nylon mesh (changed when 
clogged). Finally, all samples were combined, and the cells pelleted for 5 min at 
400g and 4 °C. The supernatant was removed and the cells resuspended in 20 ml of 
1× HBSS and stored on ice.

Isolation of PBMCs. Whole blood was obtained from four donors (two female, 
two male). The extracted blood was collected in heparin tubes (GP Supplies) 
and processed immediately. For each donor, PBMCs were isolated according to 
the manufacturer’s instructions for Ficoll extraction (pluriSelect). Briefly, blood 
from two heparin tubes (approximately 8 ml) was combined, diluted in 1× PBS 
and carefully added to a 50-ml tube containing 15 ml of Ficoll. The tubes were 
centrifuged for 30 min at 500g (minimum acceleration and deceleration). The 
interphase was carefully collected and diluted with 1× PBS + 2 mM EDTA. After a 
second centrifugation, the supernatant was discarded and the pellet resuspended in 
2 ml of 1× PBS + 2 mM EDTA and stored on ice.

Preparation of the reference sample. Cell counting was performed using an 
automated cell counter (TC20 Automated Cell Counter, Bio-Rad Laboratories). 
The reference sample was calculated to include human PBMCs (60%), mouse 
colon cells (30%), and HEK293T (6%, RFP-labeled human cell line), NIH3T3 
(3%, GFP-labeled mouse cells) and MDCK (1%, TurboFP650-labeled dog cells) 
cells. To adjust for cell integrity loss during sample processing, we measured 
the viability during cell counting and accounted for an expected viability loss 
after cryopreservation (10% for cell lines and PBMCs; 50% for colon cells21). 
All single-cell solutions were combined in the proportions mentioned above 
and diluted to 250,000 viable cells per 0.5 ml. For cryopreservation, 0.5 ml of 
cell suspension was aliquoted into cryotubes and gently mixed with a freezing 
solution (final concentration 10% dimethylsulfoxide; 10% heat-inactivated FBS). 
Cells were then frozen by gradually decreasing the temperature (1 °C min−1) to 
−80 °C (cryopreserved), and stored in liquid nitrogen. MARS-Seq and Smart-Seq2 
experiments were performed to validate sample quality and composition before 
distributing aliquots to the partners.

Sample processing. Samples were stored at −80 °C on arrival. Before processing, 
samples were de-frozen in a water bath (37 °C) with continuous agitation until the 
material was almost thawed. The entire volume was transferred to a 15-ml Falcon 
tube using a 1,000-µl tip (wide-bored or cut tip) without mixing by pipetting; 
1,000 µl of prewarmed (37 °C) Hibernate-A was added drop-wise while gently 
swirling the sample. The sample was then rested for 1 min. An additional 2,000 µl 
of prewarmed (37 °C) Hibernate-A was added drop-wise while gently swirling the 
sample. The sample was again rested for 1 min. Another 2,000 µl of prewarmed 
(37 °C) Hibernate-A was added drop-wise while gently swirling the sample and the 
sample was rested for 1 min. Then, 3,000 µl of prewarmed (37 °C) Hibernate-A was 
added drop-wise and the Falcon tube inverted six times. The sample was rested for 
1 min. An additional 5,000 µl of prewarmed (37 °C) Hibernate-A was added drop-
wise and the Falcon tube inverted six times. The sample was rested for 1 min. It was 
then centrifuged at 400g for 5 min at 4 °C (pellet clearly visible). The supernatant 
was removed until 500 µl remained in the tube. The pellet was resuspended by 
gentle pipetting. Then 3,500 µl of 1× PBS + 2 mM EDTA was added and the sample 
stored on ice until processing. Before FACS isolation, cells were filtered through 
a nylon mesh and 3 µl DAPI was added before gentle mixing. During FACS 
isolation, DAPI-positive cells were excluded to remove dead and damaged cells. 
Furthermore, the exclusion of GFP-positive cells simulated the removal of a cell 
type from a complex sample. Supplementary Fig. 27 shows representative FACS 
plots and gating strategies.

ScRNA-seq library preparation. For a detailed sample processing description, see 
Supplementary Notes.

Data analysis. For primary data preprocessing, clustering, sample deconvolution 
and annotation, and reference datasets, see Supplementary Notes.

MatchSCore2. To systematically assign cell identities to unannotated cells coming 
from different protocols, we used matchSCore2, a mathematical framework 
for classifying cell types based on reference data (https://github.com/elimereu/
matchSCore2). The reference data consist of a matrix of gene expression 
counts in individual cells, the identity of which is known. The main steps of the 
matchSCore2 annotation are the following:

	(1)	 Normalization of the reference data. Gene expression counts are 
log(normalized) for each cell using the natural logarithm of 1 + counts per 
10,000. Genes are then scaled and centered using the ScaleData function in 
the Seurat package.

	(2)	 Definition of signatures and their relative scores. For each of the cell types 
in the reference data, positive markers were computed using Wilcoxon’s 
rank-sum test. The top 100 ranked markers in each cell type were used as 
the signature for that type. To each cell, we assigned a vector x = (x1, .., xn) of 
signature scores, where n is the number of cell types in the reference data. The 
ith signature score for the kth cell is computed as follows:

Scorek ¼
X

j in J
zj k

where J is the set of genes in signature i, and zjk represents the z-score of gene 
j in the kth cell.

	(3)	 Training of the probabilistic model on the reference data.

We proposed a supervised multinomial logistic regression model, which uses 
enrichment of the signature of each reference cell type in each cell to assign identity 
to that cell. In other words, for each cell k and signature i, we calculate the ith 
cell-type signature score xi in the kth cell as described in point 2. The distribution 
of the signature scores is preserved, independent of which protocol is used (see 
Supplementary Figs. 28 and 29). More specifically, we defined the variables x1, …, xn, where xi is the vector in which the scores for signature i of all cells are 
contained. Then we used xi as the predictor of a multinomial logistic regression.

The model assumes that the number of cells from each type in the training 
reference data T1, T2, …,Tn are random variables and that the variable T = (T1, T2, …,Tn) follows a multinomial distribution M(N, π = (π1, …, πn)), where πi is the 
proportion of the ith cell type and N is the total number of cells.

To test the performance of the model, training and test sets were created by 
subsampling the reference into two datasets, maintaining the original proportions 
of cell types in both sets. The model was trained by using the multinom function 
from the nnet R package (decay = 1 × 10−4, maxit = 500). To improve the 
convergence of the model function, xi variables were scaled to the interval [0,1].

Cell classification. For each cell, model predictions consisted of a set of probability 
values per identity class, and the highest probability was used to annotate the cell if 
it was >0.5; otherwise the cell remained unclassified.

Model accuracy. To evaluate the fitted model using our reference datasets, we 
assessed the prediction accuracy in the test set, which was around 0.9 for human 
and 0.85 for mouse reference. We further assessed matchSCore2 classifications 
in datasets from other sequencing methods by looking at the agreement between 
clusters and classification. Notably, the resulting average agreement was 80% 
(range: from 58% in gmcSCRB-seq to 92% in Quartz-Seq2), whereas the rate for 
unclassified cells was <2%.

Down-sampling. To decide on a common down-sampling threshold for 
sequencing depth per cell, we inspected the distribution of the total number of 
reads per cell for each technique, and chose the lowest first quartile (fixed to 
20,000 reads per cell). We then performed stepwise down-sampling (25%, 50% 
and 75%) using the zUMIs down-sampling function. We omitted cells that did 
not achieve the required minimum depth (see Supplementary Table 6). Notably, 
stochasticity introduced during down-sampling did not affect the results of the 
present study, as exemplified by the consistent numbers of detected molecules 
across different down-sampling iterations (see Supplementary Fig. 10).

Estimation of dropout probabilities. We investigated the impact of dropout 
events in HEK293T cells, monocytes and B cells extracted for each technique 
on down-sampled data (20,000 reads per cell). For datasets with >50 cells from 
the selected populations, we randomly sampled 50 cells to eliminate the effect of 
differing cell number. The dropout probability was computed using the SCDE R 
package45. SCDE models the measurements of each cell as a mixture of a negative 
binomial process to account for the correlation between amplification and 
detection of a transcript and its abundance, and a Poisson process to account for 
the background signal. We then used estimated individual error models for each 
cell as a function of expression magnitude to compute dropout probabilities using 
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SCDE’s scde.failure.probability function. Next, we calculated the average estimated 
dropout probability for each cell type and technique. To integrate dropout 
measures into the final benchmarking score, we calculated the area under the curve 
of the expression prior and failure probabilities (see Fig. 2f and also Supplementary 
Table 7). We expected that protocols resulting in fewer dropouts would have 
smaller areas under the curve.

Quantification of variance introduced by batches. To quantify the amount of 
variance that is introduced by batches (protocols, processing units or experiments), 
we used the top 20 PCs and the s.d. of each PC, previously calculated on HVGs. 
Next, using the pcRegression function of kBET R package23, we regressed the 
batch covariate (protocols/processing units/experiments as categories defined 
in the kBET model) and each PC to obtain the coefficient of determination as 
an approximation of the variance explained by batches, and the proportions of 
explained variance in each PC. We either reported the percentage of the variance 
that correlates significantly with the batch in the first 20 PCs, or R-squared 
measures of the model for each PC.

Cumulative number of genes. The cumulative number of detected genes in the 
down-sampled data was calculated separately for each cell type. For cell types 
with >50 cells annotated, we randomly selected 50 cells and calculated the average 
number of detected genes per cell after 50 permutations over n sampled cells, 
where n is an increasing sequence of integers from 1 to 50.

GO enrichment analysis. To compare functional gene sets between single-cell and 
single-nucleus datasets, we performed Gene Ontology (GO) enrichment analysis 
on the set of protocol-specific genes using simpleGO (https://github.com/iaconogi/
simpleGO). For each cell type (HEK293T cells, monocytes and B cells), we selected 
two gene sets extracted from the cumulated genes and using the maximum number of 
detected cells common to all three Chromium versions: (1) genes that were uniquely 
detected in the intersection of Chromium (v.2) and (v.3), but not in Chromium (sn), 
and (2) genes that were uniquely identified with Chromium (sn). For each of the gene 
sets, we identified the union over cell types before applying simpleGO.

Correlation analysis. Pearson’s correlations across protocols were computed 
independently for B cells, monocytes and HEK293T cells. For each cell type, cells 
were down-sampled to the maximum common number of cells across all protocols. 
Gene counts of commonly expressed genes (from datasets down-sampled to 20,000 
reads) were averaged across cells before computing their Pearson’s correlations. 
The corplot library was then used to plot the resulting correlations. Protocols were 
ordered by agglomerative hierarchical clustering.

Silhouette scores. To measure the strength of the clusters, we calculated the 
ASW24. The down-sampled data (20,000 reads per cell) were clustered by Seurat46, 
using graph-based clustering with the first eight PCs and a resolution of 0.6. We 
then computed an ASW for the clusters using a Euclidean distance matrix (based 
on PCs 1–8). We reported the ASW for each technique separately.

Dataset merging. Dataset integration across protocols is challenging and we 
applied different tools to assess the integratability of the sc/snRNA-seq methods, 
while conserving biological variability. To integrate datasets, we used Seurat46, 
harmony47 and scMerge25, evaluated the results separately and averaged the 
integration capacity of the protocols into a joint score. We combined down-
sampled count matrices using the sce_cbind function in scMerge, which includes 
the union of genes from different batches. Although both harmony and Seurat 
integration apply similar preprocessing steps (log(normalization), scaling and 
HVG identification), as implemented in the Seurat tool, scMerge uses a set of genes 
with stable expression levels across different cell types, and then creates pseudo-
replicates across datasets, allowing the estimation and correction for undesired 
sources of variability. However, for all three alignment methods, Seurat was applied 
to perform clustering and Uniform Manifold Approximation and Projection 
(UMAP) after the protocol correction, to minimize the variability related to the 
downstream analysis. The clustering accuracy metric was used together with 
the mixability score to quantify the success of the integration. Omitting the cell 
integration step before visualizing the datasets together in a single tSNE/UMAP 
resulted in a protocol-specific distribution with cell types scattered to multiple 
clusters (see Supplementary Fig. 30).

Clustering accuracy. To determine the clusterability of methods to identify cell 
types, we measured the probability of cells being clustered with cells of the same 
type. Let Ck, k∈{1,…,N} represent the cluster of cells corresponding to a unique 
cell type (based on the highest agreement between clusters and cell types), and Tj, 
j∈{1,…,S} represent the set of different cell types, where C⊆T. For each cell type Tj, 
we compute the proportion pjk of Tj cells that cluster in their correct cluster Ck. We 
define the cell-type separation accuracy as the average of these proportions.

Mixability. To account for the level of mixing of each technology, we used kBet23 
to quantify batch effects by measuring the rejection rate of Pearson’s χ2 test for 
random neighborhoods. To make a fair comparison, kBet was applied to the 

common cell types separately by subsampling batches to the minimum number of 
cells in each cell type. Due to the reduced number of cells, the option heuristic was 
set to ‘False’, and the testSize was increased to ensure a minimum number of cells.

Mixability was calculated by averaging cell-type-specific rejection rates.

Benchmarking score. To create an overall benchmarking score against which 
to compare technologies, we considered six key metrics: gene detection, overall 
level of expression in transcriptional signatures, cluster accuracy, classification 
probability, cluster accuracy after integration and mixability. Each metric was 
scaled to the interval [0,1], then, to equalize the weight of each metric score, 
the harmonic mean across these metrics was calculated to obtain the final 
benchmarking scores. Gene detection, overall expression in cell-type signatures 
and classification probabilities were computed separately for B cells, HEK293T 
cells and monocytes, and then aggregated by the arithmetic mean across cell 
types. Notably, the choice of protocol to create the reference dataset (Chromium) 
for initial cell annotation had no impact on the outcome of the present study (see 
Supplementary Fig. 31).

Reporting summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
All raw sequencing data and processed gene expression files are freely available 
through the Gene Expression Omnibus (accession no. GSE133549).

Code availability
All code for the analysis is provided as supplementary material. All code is also 
available under https://github.com/ati-lz/HCA_Benchmarking and https://github.
com/elimereu/matchSCore2.
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Supplementary Notes 

 

Single-cell RNA sequencing library preparation 

 

Quartz-Seq21 

We isolated single-cells into 1 μL of lysis buffer (0.1111 μM respective RT primers, 0.12 mM 

dNTP mix, 0.3% NP-40, 1 unit/μL RNasin plus) in each well of 384-well PCR plates from cell 

suspension using a MoFlo Astrios EQ (Beckman Coulter) cell sorter. The event-rate in flow 

cytometry was approximately 200 events per second. The cell sorter was equipped with a 100-μm 

nozzle and a custom-made splash-guard (Supplementary Fig. 32). In total, we analyzed 3,072 

wells corresponding to eight 384-well PCR plates. Sequence library preparation of Quartz-Seq2 was 

performed as described previously1 with the following modifications. For lysis buffer, we used 768 

kinds of RT primers corresponding to v3.2A and v3.2B (Supplementary Table 8). We prepared 

two sets of the 384-well PCR plate with lysis buffer containing no ERCC spike-in RNA. We added 

1 μl of RT premix (2X Thermopol buffer, 1.25 units/μL SuperScript III, 0.1375 units/μL RNasin 

plus) to 1 μl of lysis buffer for each well. After cell barcoding, we collected cDNA solution into one 

well reservoir from two sets of 384-well plates, which corresponded to 768 wells. For cDNA 

purification and concentration, we used four Zymo-Spin-I Columns (Zymo Research) for cDNA 

solution from two 384-well PCR plates. In the PCR step, we amplified the cDNA for 10 cycles 

under the following conditions: 98 °C for 10 s, 65 °C for 15 s, and 68 °C 5 min.  In an additional 

purification step for amplified cDNA, we added 26 μl (0.65X) of resuspended AMPure XP Beads to 

the cDNA solution. We obtained amplified cDNA of 32.6 ± 6.8 ng (n = 4) from the 768 wells. We 

sequenced the Quartz-Seq2 sequence library with a NextSeq 500/550 High Output Kit v2 (75 

cycles). Sequence specification was as follows (Read1, 23 cycles; Index1, 6 cycles; Read2, 63 

cycles). The BCL files obtained were converted to FASTQ files using bcl2fastq2 (v2.17.1.14) with 
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demultiplexing pool barcodes. Each FASTQ file was split into single FASTQ files for each cell 

barcode using a custom script (https://github.com/rikenbit/demultiplexer_quartz-seq2, DOI: 

10.5281/zenodo.2585429). 

 

  

Quartz-Seq2 splash-guard design. a. For Quartz-Seq2, MoFlo Astrios EQ (Beckman Coulter) cell sorter was 
equipped with a custom-made splash-guard (red arrowhead). Splash-guard prevents droplet sorting into 
unexpected well-position. b. Specification of custom-made stainless-steel splash-guard. c. Splash-guard was 
attached to the embedded magnet-bar of the SortRescue tray. d. Photograph of splash-guard after single-cell 
sorting. Prevention of droplet sorting into unexpected well-position resulted in the spots of dried droplets on 
the splash-guard (purple line). 
 

inDrop System (1CellBio)2 

Cells were isolated using an Aria3Fusion (BD Bioscience) cell sorter with a 100µm nozzle and a 

flow rate of 6-7. The sort rate was 40-50 events per second. In 30 min 80.000-90.000 cells were 

sorted. The landing buffer was PBS with 1% BSA, 0.6U/µl Ambion RNase, 0.3U/µl SuperaseIN. A 

total landing buffer volume of 670µl was used. The workflow was carried out using the inDrop 

instrument and the inDrop single cell RNA-seq kit (Cat. No. 20196, 1CellBio) according to the 

manufacturer’s protocols. Microfluidic chips were prepared by silanization, and barcode labeled 

hydrogel microspheres (BHMs) were prepared shortly before cell capture, according to protocol 

(version v2.0., 1CellBio website). Droplet-making oil, single-cell suspension (200 cells/µL), and 

freshly prepared RT/lysis buffer were loaded onto the chip for droplet generation, according to the 
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inDrop protocol for single-cell encapsulation and reverse transcription (version 2.1., 1CellBio 

website). An emulsion corresponding to ~4000 droplets was collected in a cooled tube and 

irradiated with UV light to release the photo-cleavable barcoding oligos from the BHMs. cDNA 

synthesis proceeded within the droplets, and the emulsion was subsequently split into equal 

volumes in such a way as to not exceed ~2000 droplets per reaction tube. The 1CellBio run took 20-

30 min (including time to adjust the speed for each fluid and to stabilize the flow). The collection of 

emulsion for library preparation took 5 min of the total time. After de-emulsification, cDNA 

contained in the aqueous phase was stored at -80°C. The RT product was further processed 

according to the InDrop library preparation protocol (version 1.2. 1CellBio website). The cDNA 

was fragmented by ExoI/HinfI and purified by AMPure XP beads. Second strand synthesis was 

conducted using NEB second-strand synthesis module (Cat. no. E6111S, NEB). In vitro-

transcription was conducted using HiScribe T7 High Yield RNA Synthesis kit (cat. no. E2040S, 

NEB). Amplified RNA was then fragmented, and the fragments used in a second reverse 

transcription reaction with random hexamers to convert the sample back into DNA and to add a 

read primer-binding site to each molecule. Hybrid molecules of RNA and DNA were cleaned up 

using AMPure beads and amplified by PCR. Final libraries were sequenced using HiSeq4000 and 

NextSeq (Illumina). Sequence specification was as follows (Read1, 36 cycles; Index1, 6 cycles; 

Read2, 50 cycles). 

  

ICELL8 SMARTer Single-Cell System (Takara Bio)3 

Cells were isolated using an Aria3Fusion (BD Bioscience) cell sorter with a 100µm nozzle and a 

flow rate of 6-7. The sort rate was 40-50 events per second. In 30 min 80.000-90.000 cells were 

sorted. The landing buffer was PBS with 1% BSA, 0.6U/µl Ambion RNase, 0.3U/µl SuperaseIN. A 

total landing buffer volume of 670µl was used. 

Hoechst 33342 and propidium iodide co-stained single-cell suspension (20 cells/µL) was distributed 

in eight wells of a 384-well source plate (Cat. No. 640018, Takara) and dispensed into a barcoded 
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SMARTer ICELL8 3’ DE Chip with 5184 nano-wells (Cat. No. 640143, Takara) using an ICELL8 

MultiSample NanoDispenser (MSND, Takara). 4 chips were used to target ~3000 single cells. 

Nanowells were imaged using the ICELL8 Imaging Station (Takara). Loading of the ICell8 nano-

well chip was determined by the pre-defined ICell8 program, which took about 20 min. Subsequent 

chip imaging took 30-40 min. After imaging, the chip was sealed, placed in a pre-cooled freezing 

chamber, and stored at −80 °C. CellSelect software was used to identify each nanowell that 

contained a single cell. These nanowells were then selected for subsequent targeted deposition of a 

50 nL/nanowell RT-PCR reaction solution from the SMARTer ICELL8 3’ DE Reagent Kit (Cat. 

No. 640167, Takara) using the MSND. After RT and amplification in a Chip Cycler, barcoded 

cDNA products from nanowells were pooled together using the SMARTer ICELL8 Collection Kit 

(Cat. No. 640048, Takara). cDNA was concentrated using the Zymo DNA Clean & Concentrator 

kit (Cat. No. D4013, Zymo Research), and purified using AMPure XP beads. cDNA was then used 

to construct Nextera XT (Illumina) DNA libraries, followed by 0.6X AMPure XP bead purification.  

Compared to the original 1CellBio protocol the following changes have been made: Step 1 to 26: 

Surfaces were cleaned with RNase AWAY® decontamination reagent. All tubes and reagents were 

kept RNase-free. Steps 3./4: Post-RT material volume was measured with a pipette while 

transferring it into the Costar Spin X tube filters resting on ice. Accordingly, the exact amount of 

Digestion Mix was calculated and prepared. Step 4: DNA Lobind tubes were used instead of Costar 

Spin X tubes. After steps 6 and 7: Tubes were vortexed and centrifuged briefly, respectively. Step 

8: Agencourt® RNAClean™ XP beads from Beckman Coulter were used. Step 8b: The exact 

volume of digestion mix/post-RT-material was measured with a pipette to calculate the exact 

volume of beads needed. Step 8c: The incubation time was 10 min. Step 8i: The eluent was 

Nuclease-free water. Step 8j: Eluate was transferred into Axygen® 0.2 mL Maxymum Recovery® 

Thin Wall PCR Tubes. From this point onwards, all steps were performed in these tubes. Step 11: 

Incubation time was 15 hours. Step 12: Agencourt® RNAClean™ XP beads from Beckman Coulter 

were used. Step 29: During this purification the bead pellet was dried until it showed cracks 
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(approximately 2 min) before elution. Step 30: qPCR was performed with triplicates. AccuStart II 

PCR Tough Mix from QuantBio was used instead of 2x Kapa HiFi Hot Start PCR Mix. Step 32: 

For the library amplification PCR 1.5-2 cycles more than the Ct value from the diagnostic PCR 

were used. Step 33: A 50µl-reaction was set up with 10.5 µl water; 9.5 µl eluate; 25µl PCR Mix; 

and 5µl PE1/PE2 primer mix. AccuStart II PCR Tough Mix by QuantBio was used instead of 2x 

Kapa HiFi Hot Start PCR Mix. Step: 36: 50µl Elution buffer was added. Step 37: 70µl Ampure 

beads were added. The library was eluted in 40µl Elution buffer. The bead pellet was not dried 

excessively; it was still glossy. After step 37: A second bead purification was performed; 28µl 

beads were added to the 40µl eluate and processed as usual. The library was eluted in 20 µl Elution 

buffer. 

Library quantification and size distribution was done using Qubit, KAPA Library Quantification 

and Agilent TapeStation. Final libraries were sequenced using HiSeq4000 and NextSeq500 

(Illumina). Sequence specification was as follows (Read1, 26 cycles; Index1, 8 cycles; Read2, 100 

cycles). 

 

Drop-Seq (Dolomite)4 

Cells were sorted using a BD Aria Fusion and a 100um nozzle (100 events per second). Single-cell 

RNA Drop-Seq experiments were performed using the scRNA system with P-Pumps and a scRNA-

chip (100µm channel width) from Dolomite Bio (Royston, UK). Encapsulation was conducted 

according to the manufacturer’s instructions, and library construction was completed according to 

the published DropSeq protocol4. Briefly, polyT-barcoded beads (MACOSKO-2011-10; 

ChemGenes) were loaded at a concentration of 600/µl, and cells at a concentration of 450/µl. The 

pumps were operated at a flowrate of 30 µl/min for beads and cell suspension (PBS+2mM EDTA), 

and at 200 µl/min for oil (QX200™ Droplet Generation Oil for EvaGreen; BioRad). After 

encapsulation, cell lysis, and hybridization of RNA to the beads, droplets were broken using PFO 

(Sigma-Aldrich) and aliquots of a maximum of 90000 beads were collected. Reverse transcription 
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was performed in a 200µl volume with Maxima H Minus Reverse Transcriptase (Thermo Fisher 

Scientific) and 2.5 µM TSO-primer (AAGCAGTGGTATCAACGCAGAGTGAATrGrGrG; 

Qiagen) at room temperature for 30 min, followed by 90 min at 42°C. After exonuclease treatment 

(ExoI; New England Biolabs) at 37°C for 45 min in 200 µl, to digest the unbound primer, cDNA 

was amplified by PCR using HiFi HotStart mix (Kapa Biosystems) and amplification primer 

(AAGCAGTGGTATCAACGCAGAGT; Qiagen) in batches of 4000 beads in a volume of 50 µl 

(95°C - 3min; 4 cycles: 98°C - 20s, 65°C - 45s, 72°C - 3min; 9 cycles: 98°C - 20s, 67°C - 20s, 72°C 

- 3min; 72°C - 5min). Libraries were generated using the Nextera XT library Kit (Illumina) in five 

pooled PCR samples with 600 pg of cDNA and a custom P5-primer 

(AATGATACGGCGACCACCGAGATCTACACGCCTGTCCGCGGAAGCAGTTGGTATCAA

CGCAGAGT*A*C; Qiagen). Final library QC was conducted using the BioAnalyzer High 

Sensitivity DNA Chip (Agilent Technologies). For sequencing on an Illumina HiSeq2500 V4, we 

used a custom read 1 primer (GCCTGTCCGCGGAAGCAGTGGTATCAACGCAGAGTAC; 

Qiagen). Sequence specification was as follows (Read1, 75 cycles; Index1, 8 cycles; Index2, 8 

cycles; Read2, 75 cycles). 

 

Chromium V2 (10X Genomics): Single-cell RNA sequencing5 

Two cell preparations were conducted on two different days: one to prepare 2 libraries for 

sequencing at high read depth, and one to prepare 8 libraries at low read depth. To prepare the 

libraries for high read depth, one frozen vial of a Human Cell Atlas reference sample was thawed 

and prepared as described. At the end of this protocol, the cells were resuspended in PBS with 

2 mM EDTA. Since cells showed clumping and low viability, they were centrifuged 3 times at 150 

g for 10 min at room temperature, and resuspended in 50% PBS, 2mM EDTA and 50% Iscove’s 

Modified Dulbecco Medium (IMDM, ATCC) supplemented with 10% FBS and filtered through a 

40µm FlowMi cell strainer (Sigma-Aldrich) to remove cell aggregates and large cell debris. At the 

final count before loading, the cell suspension demonstrated a viability of 60%. To prepare the 
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libraries for low read depth, two frozen vials of a the reference sample were thawed and prepared as 

described in an updated version of the HCA Benchmark protocol. At the end of this protocol, the 

cells were resuspended in IMDM, 10% FBS and 1mM EDTA, and filtered through a 40-µm 

FlowMi cell strainer to remove cell aggregates and large cell debris. At the final count before 

loading, the cell suspension demonstrated a viability of 65%. The cells were not processed using 

FACS isolation, but run directly on the 10x Chromium system (10x Genomics, Pleasanton, CA, 

USA). 

Cells were mixed with single-cell master mix, and the resulting cell suspensions were loaded on a 

10x Chromium system to generate 2 libraries at 5,000 cells each and 5 libraries at 10,000 cells each. 

The single-cell libraries were generated using 10x Chromium Single Cell gene expression V2 

reagent kits according to the manufacturer’s instructions (Chromium single cell 3’ reagents kits v2 

user guide). Single cell 3’ RNA-seq libraries were quantified using an Agilent Bioanalyzer with a 

high sensitivity chip (Agilent), and a Kapa DNA quantification kit for Illumina platforms (Kapa 

Biosystems). The libraries were pooled according to the target cell number loaded. Sequencing 

libraries were loaded at 200 pM on an Illumina NovaSeq6000 with Novaseq S2 Reagent Kit (100 

cycles) using the following read lengths: 26 bp Read1, 8 bp I7 Index and 91 bp Read2. The 2 

libraries of 5,000 cells and the 8 libraries of 10,000 cells were sequenced at 250,000 and 25,000 

reads per cell, respectively. 

 

Chromium V2 (10X Genomics): Single-nucleus RNA sequencing  

We isolated nuclei from the cell suspension using a protocol provided by 10x Genomics (Isolation 

of Nuclei for Single Cell RNA Sequencing - Demonstrated Protocol - Sample Prep - Single Cell 

Gene Expression - Official 10x Genomics Support). We counted the nuclei using a Countess II 

(Thermo Fisher Scientific). We made an aliquot containing ~11,000 nuclei in a volume of 33.8 µL 

in RB buffer (1x PBS, 1% BSA, and 0.2U/µl RNaseIn (TaKaRa)) as sample A, and stained the rest 

of the nuclei suspension with Vybrant DyeCycle Violet Stain (Thermo Fisher Scientific) at a 
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concentration of 10 µM. We used a MoFlo Astrios EQ cell sorter (Beckman Coulter) and set 

fluorescence activated cell sorting (FACS) gating on forward scatter plot, side scatter plot and on 

fluorescent channels to pick Violet-positive (for nuclei), while excluding debris and doublets. We 

used a 100 µm nozzle to sort 20,000 nuclei at a rate of 340 events per second into 20 μl RB buffer 

resulting in a final volume of about 70 µl. After sorting, we measured the volume of B with a 

pipette, spun it at 500 g for 5 min at 4ºC, and then carefully removed part of the supernatant to leave 

~40µl. We resuspended B by gentle pipetting 40 times.  

Immediately after nuclei isolation, we loaded sample A into one channel of a Chromium Single Cell 

3' Chip (10x Genomics, PN-120236), and then processed it through the Chromium Controller to 

generate GEMs (Gel Beads in Emulsion). We then loaded 33.8 µL of B 25 minutes later after 

sorting and centrifugation, as described above, into one channel of a second chip, and processed it 

in the same way as the first chip. We prepared RNA-Seq libraries for both samples in parallel with 

the Chromium Single Cell 3' Library & Gel Bead Kit V2 (10x Genomics, PN-120237), according to 

the manufacturer's protocol. We pooled the 2 samples based on molar concentrations and sequenced 

them on a NextSeq500 instrument (Illumina) with 26 bases for Read 1, 57 bases for Read 2, and 8 

bases for Index Read 1. 

 

Smart-seq26 

Cells were sorted using a BD Aria III and a 100um nozzle (100 events per second). Smart-seq2 

libraries were prepared at half the volume, as described previously6, with minor modifications. In 

brief, 2 µl of lysis buffer containing 0.1 % Triton X-100 (Sigma-Aldrich), 1 U/µl RNase inhibitor 

(Takara), 2.5 mM dNTPs (Thermo Fisher) and 2 µM oligo-dT primer (5′–

AAGCAGTGGTATCAACGCAGAGTACT30VN-3′; IDT) were dispensed into each well of a 384-

well plate (4titude). Lysis plates were stored at -20°C until cell sorting, after which single-cell 

lysates were kept at -80 °C. Before reverse transcription, cell lysates were denatured at 72 °C for 3 

min and immediately placed on ice. The RT reaction was performed in a 5 µl total volume, with 
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final reagent concentrations of 1x Superscript first-strand buffer (Thermo Fisher), 5 mM DTT 

(Thermo Fisher), 1 M Betaine (Sigma-Aldrich), 9 mM MgCl2 (Sigma-Aldrich), 1 U/µl RNase 

inhibitor (Takara), 1 µM LNA template-switching oligo (5′-

AAGCAGTGGTATCAACGCAGAGTACATrGrG+G-3′; Exiqon), and 10 U/µl Superscript II RT 

enzyme. Next, pre-amplification PCR was performed for 22 cycles at final concentrations of 1x 

KAPA HiFi HotStart ReadyMix (Roche) and 0.08 µM ISPCR primer (5′-

AAGCAGTGGTATCAACGCAGAGT-3′; IDT) in a total reaction volume of 11 µl. The cDNA 

was cleaned up by adding 10 µl of SPRI beads (bead stock composition: 19.5 % PEG, 1 M NaCl, 1 

mM EDTA, 0.01 % IGEPAL CA-630), washing twice with 20 µl 80 % ethanol, and eluting in 10 µl 

H2O. The cDNA concentration was measured for all wells using Picogreen dsDNA assay (Thermo 

Fisher), and diluted to 200 pg/µl using a Mantis liquid handler (Formulatrix). Next, 1 µl of cDNA 

was used as input for the Nextera XT library preparation kit (Illumina) at 1/5 volume, according to 

the manufacturer’s instructions. During the 12 cycles library PCR, custom i7 and i5 indexing 

primers (IDT) were added at 0.5 µM each. Finally, 5 µl of library per well were pooled, cleaned and 

concentrated using SPRI beads (19.5 % PEG; see above). Final libraries were sequenced using 

HiSeq2500 V4 (Illumina). Sequence specification was as follows (Read1, 75 cycles; Index1, 8 

cycles; Index2, 8 cycles; Read2, 75 cycles). 

 

CEL-Seq27,8 

Single-cell RNA sequencing was performed using a modified version of the mCEL-Seq2 protocol, 

an automated and miniaturized version of CEL-Seq2, on a Mosquito nanoliter-scale liquid-handling 

robot (TTP LabTech). A detailed step-by-step protocol is available8. Briefly, cells were sorted using 

a BD Aria Fusion and a 100um nozzle (100 events per second) into 384-well plates (Bio-Rad) 

containing 240 nl of lysis buffer containing polyT primers and 1.2 μl of mineral oil (Sigma-

Aldrich). Sorted plates were centrifuged at 2200 x g for several minutes at 4°C, snap-frozen in 

liquid nitrogen and stored at −80°C until processing. On the day of processing, sorted plates were 
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thawed on ice and heat lysed at 95ºC for 3 min prior to cDNA synthesis. 160nl of reverse 

transcription reaction mix and 2.2 μl of second strand reaction mix were used to convert RNA into 

cDNA. cDNA from 96-cells were pooled together before clean up and in vitro transcription, 

generating 4 libraries from one 384-well plate. 11 PCR cycles were used for library amplification. 

During all purification steps, including the library cleanup, we used 0.8 μl of AMPure/RNAClean 

XP beads (Beckman Coulter) per 1 μl of sample. Sixteen libraries with 96 cells each (one of the 

libraries contained 30,000 RNA molecules from ERCC spike-in mix per cell) were sequenced on an 

Illumina HiSeq3000 sequencing system (pair-end multiplexing run). Sequence specification was as 

follows (Read1, 30 cycles; Read2, 75 cycles). 

 

MARS-Seq9 

To construct single-cell libraries from poly(A)-tailed RNA, we used massively parallel single-cell 

RNA sequencing (MARS-Seq). Briefly, single cells were FACS-isolated with a BD Aria III and a 

100um nozzle (100 events per second) into 384-well plates containing lysis buffer (0.2% Triton X-

100 (Sigma-Aldrich); RNase inhibitor (Invitrogen)) and reverse-transcription (RT) primers. Single-

cell lysates were denatured and immediately placed on ice. The RT reaction mix, containing 

SuperScript III reverse transcriptase (Invitrogen), was added to each sample. After RT, the cDNA 

was pooled using an automated pipeline (epMotion, Eppendorf). Unbound primers were eliminated 

by incubating the cDNA with exonuclease I (NEB). A second stage of pooling was performed 

through cleanup with SPRI magnetic beads (Beckman Coulter). Subsequently, pooled cDNAs were 

converted into double-stranded DNA using the Second Strand Synthesis enzyme (NEB), followed 

by clean-up and linear amplification by T7 in vitro transcription overnight. The DNA template was 

then removed by Turbo DNase I (Ambion), and the RNA purified using SPRI beads. Amplified 

RNA was chemically fragmented using Zn2+ (Ambion), and then purified using SPRI beads. The 

fragmented RNA was ligated with ligation primers containing a pool barcode and partial Illumina 

Read1 sequencing adapter using T4 RNA ligase I (NEB). The ligated products were reverse-
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transcribed using the Affinity Script RT enzyme (Agilent Technologies) and a primer 

complementary to the ligated adapter, partial Read1. The cDNA was purified using SPRI beads. 

Libraries were completed by a PCR step using the KAPA Hifi Hotstart ReadyMix (Kapa 

Biosystems) and a forward primer containing the Illumina P5-Read1 sequence, and a reverse primer 

containing the P7-Read2 sequence. The final library was purified using SPRI beads to remove 

excess primers. Library concentration and molecular size were determined with a High Sensitivity 

DNA Chip (Agilent Technologies). Multiplexed pools were run on Illumina HiSeq2500 Rapid flow 

cells (Illumina). Sequence specification was as follows (Read1, 52 cycles; Index1, 7 cycles; Read2, 

15 cycles). 

 

C1 High-Throughput (HT-IFC)10 

Cells were sorted into 15-ml tubes containing 7 ml of PBS with 5% FBS, using a Sony SH800 Cell 

Sorter. Cells were concentrated by centrifugation at 350 x g for 5 minutes at 4ºC (recovery 81%). 

The supernatant was removed, and cells were counted and diluted to 900 cells/ul for the Fluidigm 

C1 HT Small-Cell Integrated Fluidic Circuits (IFCs), and 450 cells/ul for the Fluidigm C1 HT 

Medium-Cell IFCs. A total of eight small-cell and seven medium-cell IFCs were used to generate 

cDNA on the Fluidigm C1 System. cDNA generation and the subsequent preparation of sequencing 

libraries were performed according to the recommended Fluidigm C1 HT protocols. Enrichment 

Primers from the Fluidigm reagent kit were replaced with NEBNext i5xx primers from NEBNext 

Multiplex Oligos for Illumina (Dual Index Primers Set 1 & 2) (New England BioLabs), to enable 

library pooling. Libraries from fifteen IFCs were pooled and sequenced on the NovaSeq6000 

system (Illumina) in two runs on the S2 flow cell. Sequence specification was as follows (Read1, 26 

cycles; Index1, 8 cycles; Read2, 85 cycles). 
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ddSEQ (Bio-Rad) 

Flow cytometry analysis and cell sorting were performed on the S3e Cell Sorter using ProSort 

Software (Bio-Rad Laboratories, #12007058) for acquisition and sorting. 41,749 viable cells were 

sorted with a 100 um nozzle at 231 events per second into 1x PBS with + 0.1% BSA and kept at 

4°C until scRNA-Seq (approx. 1 h). Cell concentration of sorted cells was determined using the 

TC20 Automated Cell Counter (Bio-Rad Laboratories, #1450102) and adjusted to a final 

concentration of 2,500 cells/ul. Cells were then prepared for single-cell sequencing using the 

Illumina Bio-Rad SureCell WTA 3’ Library Prep Kit for the ddSEQ (Illumuina, #20014280). Cells 

were loaded onto ddSEQ cartridges and processed in the ddSEQ Single-Cell Isolator (Bio-Rad 

Laboratories, #12004336) to isolate and barcode single cells in droplets. First-strand cDNA 

synthesis occurred in droplets, which were then disrupted for second strand cDNA synthesis in 

bulk. Libraries were prepared according to manufacturer’s instructions and then sequenced on the 

NextSeq500 system (Illumina). 

 

gmcSCRB-seq11 

Cells were sorted and processed using the alternative lysis (Guanidine Hydrochloride) condition 

(gmcSCRB-seq) as described suitable for PBMCs in Bagnoli et al (2018). Briefly, single cells (“3 

drops” purity mode) were sorted (Sample pressure: 5, 2-20 events per second) into 96-well DNA 

LoBind plates (Eppendorf) containing 5 µl lysis buffer using a Sony SH800 sorter (Sony 

Biotechnology #LE-SH800SZGCPL; Chip series: LE-C32, 100 µm). Lysis buffer consisted of 5 M 

guanidine hydrochloride (Sigma-Aldrich), 1% 2-mercaptoethanol (Sigma-Aldrich) and a 1:500 

dilution of Phusion HF buffer (New England Biolabs). Samples were processed in six batches, with 

one batch of two plates and five batches of six plates. SPRI Beads (GE Healthcare) were prepared 

and diluted 50-fold (final concentration 1 mg/mL) in bead-binding buffer (22% PEG8000 (w/v), 

1M NaCl, 10mM Tris-HCl pH 8.0, 1 mM EDTA, 0.01% IGEPAL, 0.05% Sodium Azide ). Each 

well was cleaned up using a ratio of 2:1 of 1 µg/µL beads (10 µL beads and 5 µL lysate) and 
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resuspended in 4 µl H2O (Invitrogen) and a mix of 5 µl reverse transcription master mix, consisting 

of 20 units Maxima H- enzyme (Thermo Fisher), 2 × Maxima H- Buffer (Thermo Fisher), 2 mM 

each dNTPs (Thermo Fisher), 4 µM template-switching oligo (IDT), and 15% PEG 8000 (Sigma-

Aldrich). For libraries containing ERCCs, 30,000 molecules of ERCC spike-in Mix 1 (Ambion) 

was used and the H2O (Invitrogen) was adjusted accordingly. After the addition of 1 µl 2 µM 

barcoded oligo-dT primer (E3V6NEXT, IDT), cDNA synthesis and template switching was 

performed for 90 min at 42 °C. Barcoded cDNA and remaining beads were then pooled in 2 ml 

DNA LoBind tubes (Eppendorf) and an equal volume of bead-binding buffer was added. Purified 

cDNA was eluted in 17 µl and residual primers digested with Exonuclease I (Thermo Fisher) for 

20 min at 37 °C. After heat inactivation for 10 min at 80 °C, 30 µl PCR master mix consisting of 

1.25 U Terra direct polymerase (Clontech) 1.66 × Terra direct buffer and 0.33 µM SINGV6 primer 

(IDT) was added. PCR was cycled as given: 3 min at 98 °C for initial denaturation followed by 19 

cycles of 15 s at 98 °C, 30 s at 65 °C, 4 min at 68 °C. Final elongation was performed for 10 min at 

72 °C. Batch 4 was erroneously denatured for 10 min due to a cycler error, but left in as we consider 

such errors as possible batch variation errors. 

Following pre-amplification, all samples were purified using SPRI beads at a ratio of 1:0.8 of 1 

µg/µL beads (40 µL beads and 50 µL sample) with a final elution in 10 µl of H2O (Invitrogen). The 

cDNA was then quantified using the Quant-iT PicoGreen dsDNA Assay Kit (Thermo Fisher). Size 

distributions were checked using high-sensitivity DNA Fragment Analyzer kits (AATI) and high-

sensitivity DNA Bioanalyzer kits (Agilent). As the samples had large primer peaks, they were 

purified a second time using SPRI beads at a ratio of 1:0.8 and then pre-amplified for an additional 

3 cycles, as above. The cDNA was then purified and reanalyzed as above. Samples passing the 

quantity and quality controls were used to construct Nextera XT libraries from 0.8 ng of pre-

amplified cDNA. During library PCR, 3′ ends were enriched with a custom P5 primer 

(P5NEXTPT5, IDT). Libraries were pooled and size-selected using 2% E-Gel Agarose EX Gels 

(Life Technologies), cut out in the range of 300–800 bp, and extracted using the MinElute Kit 
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(Qiagen) according to manufacturer’s recommendations. Libraries were sequenced on high output 

flow cells of an Illumina HiSeq 1500 instrument. Sequence specification was as follows (Read1, 16 

cycles; Index1, 8 cycles; Read2, 50 cycles). 16 bases were sequenced with the first read to obtain 

cellular and molecular barcodes and 50 bases were sequenced in the second read into the cDNA 

fragment. An additional 8 base i7 barcode read was done to allow multiplexing. 
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Data analysis 

 

Primary data preprocessing 

FASTQ files for each technique were collected and processed in a unified manner. We developed a 

snakemake12 workflow that streamlines all steps, including read filtering and mapping, 

quantification, downsampling and species deconvolution, and provides a Single Cell Experiment 

Object13 output with detailed metadata. We used zUMIs14, a single-cell processing tool compatible 

with all major scRNA-Seq protocols for filtering, mapping and quantification, ensuring comparable 

primary data processing between all methods. First, we discarded low-quality reads (barcodes and 

UMI sequences with more than 1 base below the Phred quality threshold of 20) and removed 

barcodes with less than 100 reads.  

For techniques with known barcodes, we provided zUMIs with these barcode sequences, and used 

the automatic barcode detection function to detect the sequenced cells for other techniques. Next, 

cDNA reads were mapped to the human GRCh38, mouse GRCm38, and a human-mouse-dog 

mixed (for species level doublet detection) reference genomes using STAR15. Reads were then 

assigned to exonic and intronic features using featureCounts16 and counted using the default 

parameters of zUMIs for human-only, mouse-only and mixed bam-files, separately. The output 

expression matrix of reads mapping to both exonic and intronic regions was selected for the 

downstream analysis. Of note, we included intronic counts in the expression quantification to 

improve gene detection and to enable a comparison with the snRNA-seq derived dataset. To 

deconvolute species, detect doublets and low quality cells, the mixed-species mapped data was 

used. Cells for which >70% of the reads mapped to only one species were assigned to the 

corresponding species. The remaining cells (those for which <70% of the reads mapped to only one 

species) were removed from the downstream analysis. Finally, for each technique, a human and 

mouse Single Cell Experiment object was created by combining the expression matrix and the 

metadata. 
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For subsequent data analysis, we discarded cells with <10,000 total number of reads as well as the 

cells having <65% of the reads mapped to their reference genome. Cells in the 95th percentile of the 

number of genes/cell and those having <25% mitochondrial gene content were included in the 

downstream analyses. Genes that were expressed in less than five cells were removed.  

For the comparative viability analysis, we used EmptyDrops17to determine the inflection point on 

the ranked barcodes vs number of detected UMIs for each library separately. We assigned all 

barcodes before the inflection point as cells and the remaining as empty drops. 

 

Clustering 

Filtering, normalization, selection of highly variable genes (HVG), and clustering of cells were 

performed using the Seurat18 package (version 2.3.4). We normalized the gene expression 

measurements for each cell by the total expression, multiplied by a scale factor (10e4), and log-

transformed the result. We used 10e4 (instead of 10e6 more commonly used in bulk RNA-seq) due 

to the reduced number of transcripts present in single-cell data. To avoid spurious correlations, the 

library sizes were regressed out, and the genes were scaled and centered. The scaled Z-score values 

were then used as normalized gene measurement input for clustering and for visualizing differences 

in expression between cell clusters. We selected HVGs by evaluating the relationship between gene 

dispersion (y.cutoff = 0.5) and the log mean expression. The clustering procedure projects cells 

onto a reduced dimensional space, and then groups them into subpopulations by computing a 

shared-nearest-neighbour (SNN) based on the Euclidean distance (finding highly interconnected 

communities). The algorithm is a variant of the Louvain method, which uses a resolution parameter 

to determine the number of clusters. 

In this step, the dimension of the subspace was set to the number of significant principal 

components (PC) based on the distribution of the PC standard deviations and by inspecting the 

ElbowPlot graph. For downsampled data, the number of PCs was set to 8 after inspecting all 

ElbowPlot separately. The number of clusters was aligned to the expected biological variability, and 
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cluster identities were assigned using previously described gene markers5,19. T-SNE and UMAP 

were used to visualize the clustering distribution of cells. Cluster-specific markers were then 

identified using the Wilcoxon rank-sum test.  

Trajectory analysis and pseudo-ordering of cells was performed using the Monocle20 package 

(version 2.8.0) with the previously identified HVGs. Monocle works with the raw data and allows 

to specify the family distribution of gene measurements, which was set to a negative binomial, as 

defined in the family function from the VGAM package. As for the clustering, the expression space 

was reduced before ordering cells using the DDRTree algorithm. To validate cell populations, and 

for cell type identification and annotation, we used pseudotime ordering of single cells derived from 

the mouse colon.  

 

Sample deconvolution and annotation 

To identify and annotate cell types and states, we analyzed the individual single-cell experiments 

separately, taking advantage of the original sequencing depth. Gene expression counts were log-

normalized to identify HVGs, as input to compute cell-to-cell distances and graph-based clustering 

(see Clustering). Cell clusters were visualized in two-dimensional space using t-SNE and UMAP, 

and then annotated by examining previously described cell population marker genes5,19 

(Supplementary Fig. 8 and 9). All methods were able to recapitulate most cell types in both human 

and mouse samples, although in different proportions and resolutions.  

In human samples, the T-cell marker CD3 was used to differentiate T-cells from other populations. 

While the CD4 T-cells cluster was clearly identifiable (with non-overlapping expression of 

markers), CD8 T-cells and Natural Killer (NK) were often intermixed. Monocytes were the second 

most abundant cell type, including subpopulations of CD14 and FCGR3A monocytes. High levels 

of CD79A and CD79B allowed the clear identification of B-cells. HEK293T cells generally fell into 

the same cluster, separate from blood subpopulations. They were clearly identifiable by the high 

number of detected genes (up to six-fold higher than PBMC populations). However, there was a 
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correlation between the expression profiles of immune cells, leading in some instances to mixtures 

of PBMCs and HEK293T cells. 

With few exceptions (Chromium), significantly fewer cells mapped to the mouse genome (half that 

of human cells, on average), leading to poorer clustering performance. However, the expected 

subpopulation composition of the colon was maintained overall. A small set of putative intestinal 

stem cells (Lgr5 and Smoc2 expression) were close (in transcriptional space) to rapidly proliferating 

transit amplifying (TA) cells (showing high ribosomal genes). Secretory cells (e.g. Muc2, Tff3, 

Agr2) resulted in a well-defined cluster. Enterocytes were more heterogeneous and ordered along 

their grade of lineage commitment. Notably, in some experiments two distinct clusters of 

enterocytes were identified, as well as a very small group of enterocyte progenitors. In addition to 

colon cells, fibroblasts and immune-cells were detected in all samples. 

 

Reference datasets 

To compare the efficiency of scRNA-seq protocols in describing the structure of a mixed 

population, we produced a reference dataset with 30,807 human and 19,749 mouse cells. Cells were 

clustered and annotated as described above. Due to the high number of cells, major cell types were 

clustered and clearly identifiable using population marker genes (Supplementary Fig. 4a-b)5,19. 

However, to improve cell-to-cell annotations, we combined clustering with additional analyses. To 

annotate human blood cells, we used matchSCore2 (see Methods) using an annotated set of 2700 

PBMCs5 as reference (Supplementary Fig. 4c-d). We used cluster-specific markers of annotated 

populations as input to create a multinomial logistic model according to the matchSCore2 

algorithm. For each unknown cell, we assigned probability values for any possible cell identity, and 

the most likely identity was used for the classification (where this probability was >0.5; otherwise 

the cell was considered unclassified). Cell identities inferred by matchSCore2 were highly 

consistent with clusters, with agreement ranging from 96% for CD4 T-cells to 100% for B-cells. 

Cell-by-cell prediction helped to identify smaller cell subsets, such as FCGR3A monocytes, 
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dendritic cells and megakaryocytes. For all clusters, 17% of the cells remained unclassified 

(Supplementary Fig. 4c). Half of these were previously annotated as HEK293T cells, which split 

into three different clusters because they varied in number of genes (Supplementary Fig. 4d). Cells 

with fewer genes (cluster HEK293T cell2 and partially HEK293T cell3) were classified as CD4+ T-

cells, although these did not show expression of any of the key blood markers. For the purposes of 

subsequent analysis, we removed the unclear cluster, representing 1% of the total number of cells, 

as well as the unclassified cells (except cells in HEK293T clusters). To further validate annotations, 

we assigned a score to each cell, corresponding to the overall expression of cell type signatures 

from the list of the top 100 computational markers (Supplementary Fig. 4d). Transcriptional 

signatures revealed a set of cells from the HEK293T cell1 and HEK293T cell2 clusters showing 

high scores (>0.5, range 0-1) for multiple signatures. We considered these as potential doublets, and 

removed them. The remaining cells were then used to compute an unbiased set of cell-type specific 

markers. 

In the case of the mouse reference sample, we used clustering to dissect the colon subpopulation 

structure (excluding immune cells and fibroblasts). The largest cluster was formed by immature 

enterocytes (Supplementary Fig. 5a-b). Other clusters included similar proportions of mature 

enterocytes, secretory cells, transit-amplifying cells and other undifferentiated cells. To refine 

annotations of immature cells, we ordered cells by intermediate states and projected them along a 

trajectory (see Clustering). The trajectory analysis (Supplementary Fig. 5c-d) revealed 9 different 

states, ranging from intestinal stem cells and transit-amplifying cells (expressing high levels of 

Lgr5, Smoc2, Top2a) to enterocytes (Slc26a3, Saa1). Based on the pseudo-ordering and expression 

levels of previously described markers, states were merged into four major groups (Supplementary 

Fig. 5d). For annotation, we labeled these four groups as Intestinal Stem cells (ISC), Transit 

Amplifying cells (TA), Enterocyte progenitors (Epr), and Enterocyte (E). We combined this finer-

grained annotation with the remaining cell types, and then computed population-specific gene 

markers for training the reference model.  
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Supplementary Figure legends 
 
Supplementary Fig. 1. The effect of viability sorting on data quality (human cells).  
a,b. Quality control displaying the number of detected genes and the relative proportion of reads mapped to 
mitochondrial transcripts (a; indicating cell damage) or total number of mapped reads (b). Cells with a 
mitochondrial proportion >25% and <1,778 (log10=3.25) sequencing reads were considered low-quality cells. 
c. T-SNE visualizations of unsupervised clustering in human samples with (left, 4,941 cells) or without (right, 
4,094 cells) viability selection. Each dataset was analyzed separately and cells are colored by cell types inferred 
by matchSCore2. Cells that did not reach a probability score of 0.5 for any cell type were considered 
unclassified. d. Cell type composition of samples with or without viability selection with annotations from the 
reference dataset. 
 
Supplementary Fig. 2. The effect of viability sorting on data quality (mouse cells).  
a,b. Quality control displaying the number of detected genes and the relative proportion of reads mapped to 
mitochondrial transcripts (a; indicating cell damage) or total number of mapped reads (b). Cells with a 
mitochondrial proportion >25% and <1,778 (log10=3.25) sequencing reads were considered low-quality cells. 
c. Relationship between the number of mapped reads and detected genes for high-quality cells color-coded by 
cell type. d. T-SNE visualizations of unsupervised clustering in mouse samples with (left, 1,159 cells) or 
without (right, 4,245 cells) viability selection. Each dataset is analyzed separately and cells are colored by cell 
types inferred by matchSCore2. d. Cell type composition of samples with or without viability selection with 
annotations from the reference dataset. 
 
Supplementary Fig. 3. Gene expression levels of selected marker genes. 
UMAP visualization of normalized expression levels for selected marker genes of the most common PBMC 
(a, 30,807 cells) and colon (b, 19,749 cells) populations. Maps are shown for CD4+ T-cell markers IL7R and 
CD4 (expressed also in monocytes), the CD8+ T-cell marker CD8A, the B-cell marker CD79A, NK cell 
markers GNLY and NKG7, and monocyte-specific markers LYZ, CD14 and FCGR3A. In (b) maps are shown 
for markers of Intestinal Stem cell and proliferation (Smoc2, Miki67 and Top2a), secretory markers (Muc2, 
Agr2 and Tff3), enteroendocrine cell markers (Chga and Chgb), and enterocyte markers (Slc26a3, Car1 and 
Fabp2). 
  
Supplementary Fig. 4. Identifying PBMC cell types using unsupervised clustering and classification.  
a. UMAP visualization of 38,195 human PBMC and HEK293T human cells colored according to their 
assignment to clusters. Cluster labels are defined by examining the expression levels of known markers. b. 
Heatmap indicating the relative expression and gene detection rates for most common PBMC marker genes. 
c.UMAP visualization of 38,195 PBMC and HEK293T cells color coded by cell classification inferred by 
matchSCore2. 17% of cells were unclassified and were removed from the analysis. d. UMAP visualization of 
38,195 PBMC and HEK293T cells showing the number of genes per cell, and scores for transcriptional 
signatures obtained by computing cell-type-specific markers (lightgray: low-score, blue: high score). 
  
Supplementary Fig. 5. Identifying colon cell types by unsupervised clustering and trajectory analysis.  
a. UMAP visualization of 17,558 mouse colon cells. Cells are colored by their assignment to clusters. 
Annotations are defined by examining the expression of known markers and differentially expressed genes 
(DEG). b. Heatmap of top DEG per cluster. Key markers of common colon cell populations are shown. c. 
Trajectory and pseudotime analysis of 8,716 immature enterocytes (IE) showing the transition from intestinal 
stem cells (ISC) to enterocytes. Trajectories with the relative expression of known markers are shown (yellow: 
low, gray: mid, blue: high). d. (Top) Ordered 17,558 colon cells are grouped into four different states according 
to their differentiation stage: intestinal stem cell (ISC), transit amplifying (TA), enterocyte progenitor (Epr), 
Enterocytes (E). (Bottom) UMAP visualization of IE cells colored according to the four resulting states. 
  
Supplementary Fig. 6. Comparison of PBMC human reference with PBMC data from Zheng et al., 
(Nature Communications 2017).  
a. UMAP visualization of 2,700 PBMCs from the Zheng et al. Chromium PBMC-3k dataset (left) and our 
human reference dataset (right). The colors indicate the cell types based on the annotation of the PBMC-3k 
dataset. Cell labels are transferred from the PBMC-3k data using the matchSCore2 classification. b. Jaccard 
Indexes (JI) of cell type-specific markers from the two datasets (30,807 vs 2,700). For each annotated cluster, 
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the top 100 ranked markers were considered. c. Cell type composition of our human reference clusters with 
annotations form the PBMC-3k dataset. 
  
Supplementary Fig. 7. Comparison of our mouse colon reference with the Tabula Muris (TM) colon 
dataset (Nature 2019).  
a. UMAP visualization of 3,938 colon cells from the Smart-seq2 TM dataset (left) and our mouse reference 
dataset (right). Colors indicate the cell type based on the annotation provided by the TM Consortium. Cell 
labels of the mouse reference are transferred from the TM using the matchSCore2 classification. b. Jaccard 
Indexes (JI) of cell type-specific markers from the two datasets (19,749 vs 3,938). For each annotated cluster, 
the top 100 ranked markers were considered. c. Cell type composition of our mouse reference clusters with 
annotations from the TM dataset. 
  
Supplementary Fig. 8. Clustering analysis of 13 sc/snRNA-seq methods.  
T-SNE visualizations of unsupervised clustering in human samples from 13 different methods. Each dataset is 
analyzed separately by taking advantage of its original sequencing depth. Cells are colored by cell type inferred 
by matchSCore2. Cells that did not reach a probability score of 0.5 for any cell type were considered 
unclassified. 
  
Supplementary Fig. 9. Clustering analysis of 11 sc/snRNA-seq methods.  
T-SNE visualizations of the unsupervised clustering in mouse samples from 11 different methods. Each dataset 
is analyzed separately by taking advantage of its original depth. Cells are colored according to cell type inferred 
by matchSCore2. Cells that did not reach a probability score of 0.5 for any cell types were considered 
unclassified. 
 
Supplementary Fig. 10. Downsampling iterations.  
Number of detected molecules per cell type (HEK293T, monocytes and B cells) with 5 downsampling 
iterations and at different downsampling thresholds (5K, 10K, 15K, 20K, 50K). 
 
Supplementary Fig. 11. Performance comparison of 13 scRNA sequencing methods. 
a. Boxplots comparing the number of detected genes across protocols on downsampled data (20K), in mouse 
secretory and transit amplifying cells. Cell identities were defined by cell projection onto the reference. b. 
Number of genes detected at step-wise downsampled sequencing depths. Points represent the average number 
of genes detected for all cells of the corresponding cell type at the corresponding sequencing depth. c,d. 
Boxplots comparing the number of detected genes from countification of reads mapping to only exonic regions 
(c) and UMI (d, from exonic and intronic counts) across protocols on downsampled data (20K) of human 
HEK293T cells, monocytes and B-cells. All the boxplots display the minimum, 1st, 2nd, 3rd quantiles and 
maximum values.   
 
Supplementary Fig. 12. Performance across Chromium versions and application types (sc/snRNA-seq). 
a,b. Boxplots comparing the number of molecules (a) and genes (b), in downsampled (10K) HEK293T cells, 
monocytes and B-cells. The results are displayed for gene quantification including (open boxes) or excluding 
(filled boxes) intronically mapping reads. c. Cumulative gene counts per protocol as the average of 50 
randomly sampled HEK293T cells, monocytes and B-cells on downsampled data (10K). d. Overlap of detected 
genes using cumulative gene counts from the maximum of consistently detected cells numbers (HEK293T: 
46, Monocytes: 50, B-cells: 13) on downsampled (10K) data from different cells types. All the boxplots display 
the minimum, 1st, 2nd, 3rd quantiles and maximum values. 
 
Supplementary Fig. 13. Technical reproducibility within sc/snRNA-seq protocols. a,b. Boxplots 
comparing the number of genes detected across processing units (e.g. plates, droplet lanes and IFCs), in 
downsampled (20K) HEK293T (a) and B-cells (b). Each protocol was stratified into processing units and only 
replicates with >5 cells were included. All the boxplots display the minimum, 1st, 2nd, 3rd quantiles and 
maximum values.  c,d. Pearson correlation plots across replicates using the expression of all genes and cells 
per replicate for HEK293T (c) and B-cells (d). Protocols are ordered by Ward agglomerative hierarchical 
clustering. e. R-squared measures of the PC regression model using KBET to quantify variation in the total 
human dataset introduced by processing units (Online Methods). 
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Supplementary Fig. 14. T-SNE representation of human cell types using highly variable genes. 
a,b. T-SNE representation (calculated on first 8 principle components) on downsampled data (20K) using 
highly variable genes across protocols, separated by HEK293T cells, monocytes and B-cells and color coded 
by protocols (a) or the number of detected genes per cell (b).  

  
Supplementary Fig. 15. PCA representation of human cell types using cell type markers. 
a,b. PCA analysis on downsampled data (20K) for HEK293T cells, monocytes and B-cells separately using 
the corresponding cell type’s reference markers and color coded by protocols (a) or number of detected genes 
per cell (b).  
  
Supplementary Fig. 16. Gene expression correlations across 13 sc/snRNA-seq methods.  
Pearson correlation plots between protocols using gene expression of cell-type-specific signatures for 
HEK293T cells (a), monocytes (b) and B-cells (c). For a fair comparison, cells were downsampled to the same 
number for each method (B cells=32, Monocytes = 57, HEK293T= 55). Cells are ordered by agglomerative 
hierarchical clustering.  
  
Supplementary Fig. 17. Comparison of cell type-specific markers across protocols.  
a. Jaccard Indexes (JI) of B-cells, monocytes and HEK293T cell markers comparison across protocols. For 
each protocol, the top 100 ranked markers were considered for the JI computation. b. Evaluation of human 
marker accuracy. Protocols are compared in their ability to identify cell type-specific markers (as defined from 
the human reference). Jaccard Indexes are shown per cell type for each protocol (left) and their averages are 
displayed in relation with the clustering accuracy (right). c. Evaluation of mouse marker accuracy. Protocols 
are compared in their ability to identify cell type-specific markers (as defined from the mouse reference).  
  
Supplementary Fig. 18. Marker overlap across protocols.  
Overlap percentages of B-cells, monocytes and HEK293T markers across protocols considering the top 100 
ranked markers.  
  
Supplementary Fig. 19. Data integration using Seurat.  
a,b. UMAP visualization of clusters after the integration of technologies for 18,034 human (a) and 7,902 
mouse (b) cells. Cluster annotations are assigned on the basis of the most frequent cell type. c,d. Barplots 
showing normalized and method-corrected (integrated) expression scores in cell type specific signatures for 
CD4+ and CD8+ T-cells (c) and enterocytes 1, enterocytes 2 and intestinal stem cells (d). Bars are colored by 
method. e. Evaluation of dataset mixability after integration. Protocols are compared in their ability to mix 
with other technologies within same cell types. Barplots correspond to the mixability scores and colors are 
indicating the level of sequencing depths (10K and 20K), highlighting the drop of integratability at lower 
depth. 
  
Supplementary Fig. 20. Integration of human sc/snRNA-seq datasets (original sequencing reads).  
a,b. UMAP visualization of cells after Seurat integrations for 20,237 human sc/snRNA-seq datasets without 
downsampling. Cells are colored by cell type (a) and protocol (b).  
  
Supplementary Fig. 21. Integration of human sc/snRNA-seq.  
a,b. UMAP visualization of 18,034 cells after harmony (a) and scMerge (b) integrations for human sc/snRNA-
seq datasets (downsampled to 20K). Cells are colored by cell type (left) and protocol (right). c,d. Evaluation 
of protocol integratability in harmony (c) and scMerge (d). Protocols are compared according to their ability 
to group cell types into clusters (after integration) and mix with other technologies within the same clusters. 
Points are colored by sc/snRNA-seq protocol.  
 
Supplementary Fig. 22. Integration of mouse sc/snRNA-seq downsampled datasets.  
a,b. UMAP visualization of 7,902 cells after harmony (a) and scMerge (b) integrations for mouse sc/snRNA-
seq datasets (downsampled to 20K). Cells are colored by cell type (left) and protocol (right). c,d. Evaluation 
of protocol integratability in harmony (c) and scMerge (d). Protocols are compared according to their ability 
to group cell types into clusters (after integration) and mix with other technologies within the same clusters. 
Points are colored by sc/snRNA-seq protocol.  
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Supplementary Fig. 23. Integration of human Chromium (V2) sc/snRNA-seq datasets.  
a,b. UMAP visualization of cells after data integration with scMerge, Seurat and harmony for human 
Chromium scRNA-seq (1,599 cells) and snRNA-seq (856 cells) datasets (downsampled to 20K). Cells are 
colored by cell type (a) and protocol (b). c. Evaluation of protocol integratability based on the clustering 
accuracy after merging (separately for the three integration tools). The boxplots display the minimum, 1st, 
2nd, 3rd quantiles and maximum clustering accuracies obtained for the different cell types. For all three 
alignment methods, Seurat was applied to perform clustering and UMAP after the protocol correction, in order 
to minimize the variability related to the downstream analysis. Results were consistent across tools with 
Chromium (single-cell) showing the highest clustering accuracy and Chromium (single-nuclei) displaying 
higher variability. While B-cells, monocytes and T-cells were robustly clustered, NK cells were grouped with 
CD8+ T-cells in Chromium scRNA-seq. CD14+ monocytes, CD8+ T-cells and HEK293T cells were poorly 
clustered in Chromium snRNA-seq.  
  
Supplementary Fig. 24. Integration of mouse Chromium (V2) sc/snRNA-seq datasets.  
a,b. UMAP visualization of 7,902 cells after data integration with scMerge, Seurat and harmony for mouse 
Chromium scRNA-seq and snRNA-seq datasets (downsampling to 20K). Cells are colored by cell type (a) and 
protocol (b). c. Evaluation of protocol integratability based on the clustering accuracy after merging for the 
three integration tools. Boxplots displaying the minimum, 1st, 2nd, 3rd quantiles and maximum clustering 
accuracies obtained for the different cell types. For all three alignment methods, Seurat was applied to perform 
clustering and UMAP after the protocol correction, in order to minimize the variability related to the 
downstream analysis. After integration, the clustering accuracy was largely conserved. Of note, transit 
amplifying cells were divided into two main cluster pointing to a heterogeneity between the protocols and 
potentially due to the decreased frequency of highly abundant ribosomal genes when sampling from the 
nucleus.  
 
Supplementary Fig. 25. Comparison of mappability scores across technologies.  
Boxplots displaying minimum, 1st, 2nd, 3rd quantiles and maximum probabilities values (scores) obtained by 
matchSCore2 in classifying most common cell types in human (a,b) and mouse (c) samples. B-cells, HEK293T 
cells and CD14+ monocytes are shown with data downsampled to 20K (a) and 10K (b) sequencing reads. 
  
Supplementary Fig. 26. Comparing column and bead purification in Quartz-seq2.  
a. Sequential processing steps from poly-A tailed RNA to sequencing-ready libraries common to most 
sc/snRNA-seq protocols. b. Experimental design to systematically compare the yield of amplified cDNA using 
column or bead cDNA purifications, at different bead concentrations. c. Relative amount of amplified cDNA 
using different concentrations of beads. d. Comparing the yield of amplified cDNA using column and bead 
purification.  
 
Supplementary Fig. 27. FACS sample processing strategy.  
Representative FACS plot (BD Aria III) displaying sample composition and viability statistics for the HCA 
reference sample. 
 
Supplementary Fig. 28. Human reference signature scores for plate-based protocols.  
Boxplots comparing the distribution of B cell, monocyte and HEK293T signature scores across the different 
human cell types. For each cell, a score is computed by combining z-scores of genes in each signatures. 
   
Supplementary Fig. 29. Human reference signature scores for microfluidic-based protocols.  
Boxplots comparing the distribution of B cell, monocyte and HEK293T signature scores across the different 
human cell types. For each cell, a score is computed by combining z-scores of genes in each signatures. 
 
Supplementary Fig. 30. Merging of human and mouse sc/snRNA-seq datasets.  
a,b. T-SNE (left) and UMAP (right) visualization of 18,034 cells after the datasets were combined and 
normalized by library size. Cells are colored by cell type (a) and protocol (b), showing a strong protocol-
specific distribution. 
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Supplementary Fig. 31. Protocol performance with Chromium or inDrops as reference dataset.  
a. Mappability comparison assigning the human Chromium or inDrop datasets as reference. High similarity in 
the ranking of mappability for B-cells, monocytes and HEK293T cells. b. Similar overall performance despite 
the reduced dataset size of the inDrop reference. c. Comparison of the protocol ranking to detect cell type-
specific marker expression levels (using Chromium or inDrop as reference datasets). Scaled values of the 
averaged expression levels (data downsampled to 20K) between B-cells, monocytes and HEK293T cells are 
displayed. 
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Background
RNA sequencing (RNA-seq) has become a central method in biology and many techno-
logical variants exist that are adapted to different biological questions [1]. Its most fre-
quent application is the quantification of gene expression levels to identify differentially 
expressed genes, infer regulatory networks, or identify cellular states. This is done on 
populations of cells (bulk RNA-seq) and increasingly with single-cell or single-nucleus 
resolution (scRNA-seq). Choosing a suitable RNA-seq method for a particular biological 
question depends on many aspects, but the number of samples that can be analyzed is 
almost always a crucial factor. Including more biological replicates increases the power 
to detect differences and including more sample conditions increases the generalizability 
of the study. As the limiting factor for the number of samples is often the budget, the 
costs of an RNA-seq method are an essential parameter for the biological insights that 
can be gained from a study. Of note, costs need to be viewed in the context of statistical 
power, i.e., in light of the true and false positive rate of a method [2, 3] and these “nor-
malized” costs can be seen as cost efficiency. On top of reagent costs per sample, aspects 
like robustness, hands-on time, and setup investments of a method can also be seen as 
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cost factors. Other important factors less directly related to cost efficiency are the num-
ber and types of genes that can be detected (complexity), the amount of input material 
that is needed to detect them (sensitivity), and how well the measured signal reflects the 
actual transcript concentration (accuracy).

In recent years, technological developments have focused on scRNA-seq due to its 
exciting possibilities and due to the urgent need to improve its cost efficiency and sen-
sitivity [4–6]. A decisive development for cost efficiency was “early barcoding”, i.e., the 
integration of sample-specific DNA tags in the primers used during complementary 
DNA (cDNA) generation [7, 8]. This allows one to pool cDNA for all further library 
preparation steps, saving time and reagents. However, the cDNA and the barcode need 
to be sequenced from the same molecule and hence cDNA-tags and not full-length 
cDNA sequences are generated. An improvement in measurement noise is achieved 
by integrating a random DNA tag along with the sample barcode, a Unique Molecular 
Identifier (UMI), that allows identifying PCR duplicates and is especially relevant for the 
small starting amounts in scRNA-seq [2, 7, 9]. Optimizing reagents and reaction con-
ditions (e.g., [10, 11]) and the efficient generation of small reaction chambers such as 
microdroplets [12–14], further improved cost efficiency and sensitivity and resulted in 
the current standard of scRNA-seq, commercialized by 10X Genomics [5].

Despite these exciting developments, bulk RNA-seq is still widely used and—more 
importantly—still widely useful as it allows for more flexibility in the experimental design 
that can be advantageous and complementary to scRNA-seq approaches. For example, 
investigated cell populations might be homogenous enough to justify averaging, single-
cell or single-nuclei suspensions might be difficult or impossible to generate, or single-cell 
or single-nucleus suspension might be biased towards certain cell types. Most trivial, but 
maybe most crucial, the number of replicates and conditions is limited due to the high 
costs of scRNA-seq per sample. Furthermore, as more knowledge on cellular and spatial 
heterogeneity is acquired by scRNA-seq and spatial approaches, bulk RNA-seq profiles 
can be better interpreted, e.g., by computational deconvolution of the bulk profile [15]. 
Hence, bulk RNA-seq will remain a central method in biology, despite or even because of 
the impressive developments from scRNA-seq and spatial transcriptomics. However, bulk 
RNA-seq libraries are still largely made by isolating and fragmenting mRNA to generate 
random primed cDNA sequencing libraries. Commercial variants of such protocols, such 
as TruSeq and NEBNext, can be considered the current standard for bulk RNA-seq meth-
ods. This is partly because improvements of sensitivity and cost efficiency were less urgent 
for bulk RNA-seq as input amounts were often high, overall expenses were dominated by 
sequencing costs, and n = 3 experimental designs have a long tradition in experimen-
tal biology [16]. However, input amounts can be a limiting factor, sequencing costs have 
decreased and will further decrease, and low sample size is a central problem of reproduc-
ibility [17, 18]. To address these needs, several protocols have been developed, including 
targeted approaches [19–21] and genome-wide approaches that leverage the scRNA-seq 
developments described above [16, 22]. However, given the importance and costs of bulk 
RNA-seq, even seemingly small changes, e.g., in the sequencing design of libraries [16], 
the number of PCR cycles [9], or enzymatic reactions [22], can have relevant impacts on 
cost efficiency, complexity, accuracy, and sensitivity. Furthermore, protocols need to be 
available to many labs to be useful and insufficient documentation, limited validation, 
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and/or setup costs can prevent their implementation. Accordingly, further developments 
of bulk RNA-seq protocols are still useful.

Here, we have optimized and validated a bulk RNA-seq method that combines 
several methodological developments from scRNA-seq to generate a very sensi-
tive and cost-efficient bulk RNA-seq method we call prime-seq (Fig. 1, Additional 
file 1: Fig. S1). In particular, we have integrated and benchmarked a direct lysis and 
RNA purification step, validated that intronic reads are informative as they are not 
derived from genomic DNA, and show that prime-seq libraries are similar in com-
plexity and statistical power to TruSeq libraries, but at least fourfold more cost-
efficient due to almost 50-fold cheaper library costs. Prime-seq is also robust, as we 
have used variants of it in 22 publications [9, 23–43], 132 experiments, and in 17 
different organisms (Additional file 2: Table S1, Additional file 1: Fig. S2). Addition-
ally, it has low setup costs as it does not require specialized equipment and is well 
validated and documented. Hence, it will be a very useful protocol for many labs or 
core facilities that quantify gene expression levels on a regular basis and have no 
cost-efficient protocol available yet.

Results
Development of the prime‑seq protocol

The prime-seq protocol is based on the scRNA-seq method SCRB-seq [44] and our 
optimized derivative mcSCRB-seq [11]. It uses the principles of poly(A) priming, 

Fig. 1  Graphical overview of prime-seq, highlighting its robustness, sensitivity, affordability, and the 
validation experiments performed. Cells are first lysed, mRNA is then isolated using magnetic beads, and in 
turn reverse transcribed into cDNA. Following cDNA synthesis, all samples are pooled, libraries are made, and 
the samples are sequenced. The protocol has been validated on 17 organisms, including human, mouse, 
zebrafish, and arabidopsis. Additionally, prime-seq is sensitive and works with low inputs, and the affordability 
of the method allows one to increase sample size to gain more biological insight. To verify prime-seq’s 
performance, we first compared prime-seq to TruSeq using the publicly available MAQC-III Study data. We 
then showed robust detection of marker genes in NPC differentiation and high-throughput analysis of 
AML-PDX patient samples without compromising the archived samples
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template switching, early barcoding, and UMIs to generate 3′ tagged RNA-seq librar-
ies (Fig. 1 and Additional file 1: Fig. S1). Compared to previous versions as described, 
e.g., in [32], we have optimized the workflow, switched from a Nextera library prepa-
ration protocol to an adjusted version of NEBNext Ultra II FS, and made the sequenc-
ing layout analogous to 10X Chromium v3 gene expression libraries to facilitate 
pooling of libraries on Illumina flow cells, which is of great practical importance [16]. 
A detailed step-by-step protocol of prime-seq, including all materials and expected 
results, is available on protocols.io (https://​doi.​org/​10.​17504/​proto​cols.​io.​s9veh​66). 
We have so far used this and previous versions of the protocol in 22 publications [9, 
23–43] and have generated just within the last year over 24 billion reads from > 4800 
RNA-seq libraries in 97 projects from vertebrates (mainly mouse and human), plants, 
and fungi (Additional file 2: Table S1 and Fig. 2A). From these experiences, we find 
that the protocol works robustly and detects per sample on average >20,000 genes 
with 6.7 million reads of which 90.0% map to the genome and 71.6% map to exons and 
introns (Additional file 2: Table S1). Notably, a large fraction (21%) of all UMIs map 
to introns with considerable variation among samples (Fig. 2A). Across all data sets, 
about 8000 genes are detected only by exonic reads, ~ 8000 by exonic and intronic 
reads, and ~ 4000 by intronic reads only (Additional file  1: Fig. S2B, Additional 
file 2: Table S1). Previous studies for scRNA-seq data showed that intronic reads can 
improve cluster identification [45] and allow to infer expression dynamics [46]. Also 
for bulk RNA-seq data, it has been shown that they are informative [47]. Neverthe-
less, it is an uncommon practice to use them. This might be due to concerns that 

Fig. 2  Intronic reads account for a variable but substantial fraction of UMIs and stem from RNA. A Fraction 
of exonic and intronic UMIs from 97 primate and mouse experiments using various tissues (neural, 
cardiopulmonary, digestive, urinary, immune, cancer, induced pluripotent stem cells). Sequencing depth is 
indicated by shading of the individual bars. We observe an average of 21% intronic UMIs, with some level 
of tissue-specific deviations as, e.g., immune cells generally have higher fractions of intronic reads. B To 
determine if intronic reads stem from genomic DNA or mRNA, we extracted DNA from mouse embryonic 
stem cells (mESCs) and RNA from human-induced pluripotent stem cells (hiPSCs), pooled the two in various 
ratios (75, 50, 25, and 0% gDNA), and either treated the samples with DNase I (green) or left them untreated 
(gray). We then counted the percentage of genomic (=mouse-mapped) UMIs. This indicates that DNase I 
treatment in prime-seq is complete and that observed intronic reads are derived from RNA
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intronic reads could at least partially be derived from genomic DNA as MMLV-type 
reverse transcriptases could prime DNA that escaped a DNase I digest. Therefore, we 
investigated the origin of the intronic reads in prime-seq.

Intronic reads are derived from RNA

First, we measured the amount of DNA yield generated from genomic DNA (gDNA). 
We lysed varying numbers of cultured human embryonic kidney 293T (HEK293T) 
cells and treated the samples with DNase I, RNase A, or neither prior to cDNA gen-
eration using the prime-seq protocol (up to and including the pre-amplification step). 
Per 1000 HEK cells, this resulted in ~5 ng of “cDNA” generated from gDNA in addi-
tion to the 12–32 ng of cDNA generated from RNA (Additional file  1: Fig. S3A). 
To test the efficiency of DNase I digestion and quantify the actual number of reads 
generated from gDNA, we mixed mouse DNA and human RNA in different ratios 
(Fig.  2B). Prime-seq libraries were generated and sequenced from untreated and 
DNase I-treated samples and reads were mapped to the mouse and human genome 
(Fig. 2B). In the sample that did not contain any mouse DNA, ~70% of reads mapped 
to exons or introns (Additional file 1: Fig. S3B) and ~0.5% of the exonic and intronic 
UMIs mapped to the mouse genome (Additional file  1: Fig. S3C), representing the 
background level due to mismapping. Importantly, the DNase I-treated sample had 
almost the same distribution and amount of mismapped UMIs (0.7%), strongly sug-
gesting that the DNase I digest is nearly complete and that essentially all reads in the 
DNase I-treated sample are derived from RNA (Fig. 2B and Additional file 1: Fig. S3).

As expected, with increasing amounts of mouse DNA, the proportion of mouse-
mapped UMIs increased (Fig.  2B), but even with 75% of the sample being mouse 
DNA, only 3.6% of the UMIs map to the mouse genome, suggesting that also for 
gDNA-containing samples (e.g., single cells) the impact of genomic reads on expres-
sion levels is likely small. Notably, with increasing amounts of gDNA, the fraction 
of unmapped reads also increased (Additional file  1: Fig. S3B), suggesting that the 
presence of gDNA does decrease the quality of RNA-seq libraries and does influence 
which molecules are generated during cDNA generation.

We also analyzed the properties of the intronic reads in DNase-digested prime-
seq libraries from HEK cells (Additional file  1: Fig. S4). Intronic reads are enriched 
towards the 3′ end of genes albeit not as strongly as exonic reads, suggesting that they 
are derived from internal as well as poly(A)-tail priming events (Additional file 1: Fig. 
S4). The probability of obtaining an intronic read from a gene depends probably on 
many factors, such as splicing dynamics (~10% of all transcripts are thought to be 
pre-mRNAs [46]), expression levels, efficiency of poly(A)-tail priming, and presence 
of internal priming sites. But as long as these reads are derived from RNA molecules, 
it seems reasonable to use them for quantifying and comparing gene expression levels 
as has been laid out previously [47].

In summary, these results indicate that essentially all reads in prime-seq libraries are 
derived from RNA when samples are DNase I treated and hence that intronic reads can 
be used to quantify expression levels.

206 5. Appendices



Page 6 of 27Janjic et al. Genome Biology           (2022) 23:88 

Prime‑seq performs as well as TruSeq

Next, we quantitatively compared the performance of prime-seq to a standard bulk 
RNA-seq method with respect to library complexity, accuracy, and statistical power. 
A gold standard RNA-seq data set was generated in the third phase of the Microarray 
Quality Control (MAQC-III) study [48], consisting of deeply sequenced TruSeq RNA-
seq libraries generated from five replicates of Universal Human Reference RNA (UHRR) 
and External RNA Controls Consortium (ERCC) spike-ins. As Illumina’s TruSeq pro-
tocol can be considered a standard bulk RNA-seq method, and as the reference RNAs 
(UHRR and ERCCs) are commercially available, this is an ideal data set to benchmark 
our method. As in the MAQC-III design, we mixed UHRR and ERCCs (Additional file 1: 
Fig. S5) in the same ratio but at a 1000-fold lower input and generated eight prime-seq 
libraries, which were sequenced to a depth of at least 30 million reads. We processed 
and downsampled both data using the zUMIs pipeline [45] and compared the two meth-
ods with respect to their library complexity (number and expression levels of detected 
genes), accuracy (correlation of estimated expression level and actual number of spiked-
in ERCCs), and statistical power (true positive and false positive rates in data simulated 
based on the mean-variance distribution of technical replicates of each method).

We found that prime-seq has a slightly lower fraction of exonic and intronic reads that 
can be used to quantify gene expression (78% vs. 85%; Fig.  3A, Additional file  1: Fig. 
S6A). But despite the slightly lower number of reads that can be used, prime-seq does 
detect at least as many genes as TruSeq (Fig. 3B). Of these, 33,230 genes are detected 
with both methods (76.2%) (Additional file  1: Fig. S6B). Pairwise sample comparisons 
between (R2 = 0.64) the two methods are lower than within the methods (R2 = 0.94 and 
0.97), as one would expect (Additional file 1: Fig. S6C). Additionally, the comparison of 
normalized expression data between prime-seq and TruSeq shows stronger correlation 
in ERCC spike-in molecules (R2 = 0.95) than endogenous molecules (R2 = 0.67) (Addi-
tional file 1: Fig. S6D). This is likely explained by the biological variation of the samples, 
as the ERCC spike-ins are synthetically produced to exact specifications, and UHRR is 
extracted from a mixture of cell lines, which may have altered in composition or expres-
sion in the 7 years separating the two experiments. Both methods also show a similar 
distribution of gene expression levels (Fig. 3D), indicating that the complexity of gener-
ated libraries is generally very similar.

The accuracy of a method, i.e., how well estimated expression levels reflect actual con-
centrations of mRNAs, is relevant when expression levels are compared among genes. 
Here, TruSeq and prime-seq show the same correlation (Pearson’s R2 = 0.94) between 
observed expression levels and the known concentration of ERCC spike-ins, indicating 
that their accuracy is very similar (Fig. 3C).

However, for most RNA-seq experiments, a comparison among samples—e.g., to 
detect differentially expressed genes—is more relevant. Therefore, it matters how well 
genes are measured by a particular method, i.e., how much technical variation a method 
generates across genes. As we have 8 and 5 technical replicates of the same RNA for 
prime-seq and TruSeq, respectively, we can estimate for each method the mean and 
variance per gene. Note that UMIs are only available for prime-seq and hence only 
prime-seq can profit from removing technical variance by removing PCR duplicates 
(Fig. 3A). The empirical distribution shows the characteristic dependency of RNA-seq 
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data on sampling (Poisson expectation) at low expression levels and an increasing influ-
ence of the additional technical variation at higher expression levels (Fig.  3D). Prime-
seq shows a slightly lower variance for medium expression levels where most genes are 
expressed (Fig. 3D). To quantify to what extent these differences in the mean-variance 

Fig. 3  Prime-seq has similar sensitivity and power compared to TruSeq (MAQC-III data). A Mapped reads, 
UMIs (dashed line, only prime-seq), and B detected genes (exonic + intronic reads) at varying sequencing 
depths between TruSeq data from the MAQC-III Study and matched prime-seq data, show prime-seq and 
TruSeq are similarly sensitive (filtering parameters: detected UMI ≥ 1, detected gene present in at least 25% 
of samples and is protein coding). C Accuracy, measured by spike-in molecules, is similarly high in both 
methods (R2 = 0.94). D The distribution of genes across mean expression is similar for both methods, as well 
as the dispersion, which follows a Poisson distribution (dark gray dashed line) for lower expressed genes and 
then increases as technical variation increases for highly expressed genes. The local polynomial regression 
fit between mean and dispersion estimates per method is shown in solid lines with 95% variability band 
per gene shown in dashed lines. E Power analysis at a sequencing depth of 10 million reads shows almost 
identical power between prime-seq and TruSeq, and a similar increase at varying sample size for F mean 
expression and G absolute log2 fold change. Data filtering parameters: detected UMI ≥ 1, detected gene 
present in at least 25% of samples
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distribution actually matter, we used power simulations as implemented in powsimR 
[49]. We simulated that 10% of genes sampled from the estimated mean-variance rela-
tion of each method are differentially expressed between two groups of samples. The 
fold changes of these genes were drawn from a distribution similar to those we observed 
in actual data between two cell types (iPSCs and NPCs) or two types of acute myeloid 
leukemia (AML) (see below and Additional file 1: Fig. S7A). The comparison between 
this ground truth and the identified differentially expressed genes in a simulation allows 
us to estimate the true positive rate (TPR) and the false discovery rate (FDR) for a par-
ticular parameter setting. We stratified TPR and FDR across the number of replicates 
(Fig. 3E), the expression levels (Fig. 3F), and the fold changes (Fig. 3G) to illustrate the 
strong dependence of power on these parameters. At a given FDR level, a more powerful 
method reaches a TPR of 80% with fewer replicates, at a lower expression level, and/or 
for a lower fold change. We find that the power of the two methods is almost identical as 
FDR and TPR are very similar across conditions for both methods. The false discovery 
rates (FDR) are—as expected—generally below 5% for 12, 24, or 48 replicates per condi-
tion (Additional file 1: Fig. S7B-D) and the (marginal) TPR across all expression levels 
and fold changes is 80% for both methods at ~12 replicates per condition (Fig. 3E). The 
power increases for both methods in a similar manner with increasing expression levels 
(Fig.  3F) and increasing fold changes (Fig.  3G). This is also the case when using only 
exonic reads for the power analysis (Additional file 1: Fig. S7B and S7E-F). In summary, 
prime-seq and TruSeq perform very similarly in estimating gene expression levels with 
respect to library complexity, accuracy, and statistical power.

Bead‑based RNA extraction increases cost efficiency and throughput

As library costs and sequencing costs drop, standard RNA isolation becomes a consider-
able factor for the cost efficiency of RNA-seq methods. RNA isolation using magnetic 
beads is an attractive alternative [50] and we have used it successfully in combination 
with our protocol before [11]. To investigate the effects of RNA extraction more sys-
tematically, we compared prime-seq libraries generated from RNA extracted via silica 
columns and via affordable carboxylated magnetic beads (for more information see 
Additional file  3. Supplemental Text). Libraries from cultured HEK293T cells, human 
peripheral blood mononuclear cells (PBMC), and mouse brain tissue showed a similar 
distribution of mapped reads, albeit with a slightly higher fraction of intronic reads in 
magnetic bead libraries (Fig. 4A and S8) and considerable differences in expression lev-
els (Fig. 4B and S9).

To further explore these differences, we tested the influence of the Proteinase K 
digestion and its associated heat incubation (50 °C for 15 min and 75 °C for 10 min), 
which is part of the bead-based RNA isolation protocol. We prepared prime-seq 
libraries using HEK293T RNA extracted via silica columns (“Column”), magnetic 
beads with Proteinase K digestion (“Magnetic Beads”), magnetic beads without Pro-
teinase K digestion (“No Incubation”), and magnetic beads with the same incuba-
tions but without the addition of the enzyme (“Incubation”). Interestingly, the shift 
to higher intronic fractions and the expression profile similarity is mainly due to the 
heat incubation, rather than the enzymatic digestion by Proteinase K (Additional 
file 1: Fig. S8A and B).
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Hence, bead-based extraction does create a different expression profile than col-
umn-based extraction, especially due to the often necessary Proteinase K incuba-
tion step. This confirms the general influence of RNA extraction protocols on gene 
expression profiles [51]. Importantly, the complexity of the two types of libraries is 
similar, with a slightly higher number of genes detected in the bead-based isolation 
(Fig.  4C, Additional file  1: Fig. S8C and S8D), potentially due to a preference for 
longer transcripts with lower GC contents (Additional file 1: Fig. S9C).

So while bead-based RNA isolation and column-based RNA isolation create dif-
ferent but similarly complex expression profiles, bead-based RNA isolation has the 
advantage of being much more cost-efficient. At least four times more RNA samples 
can be processed for the same budget (Fig. 4D, Additional file 4: Table S2). In addi-
tion, RNA isolation using magnetic beads is twice as fast and without robotics more 
amenable to high-throughput experiments (Additional file  5: Table  S3). Thus, we 
show that bead-based RNA isolation can make prime-seq considerably more cost-
efficient without compromising library quality.

Prime‑seq is sensitive and works well with 1000 cells

As prime-seq was developed from a scRNA-seq method [44], it is very sensitive, i.e., it 
generates complex libraries from one or very few cells. This makes it useful when input 

Fig. 4  RNA extraction with beads, rather than columns, provides similar sequencing data while increasing 
throughput capabilities. A Feature distributions of RNA isolated with a column-based kit and magnetic beads 
show that both RNA extraction protocols produce similar amounts of useable reads from cultured human 
embryonic kidney 293T (HEK293T) cells, peripheral blood mononuclear cells (PBMC), and harvested mouse 
brain tissue. B Gene expression between both bead and column extraction are also similar in all three tested 
inputs (R2 = 0.86 HEK, 0.84 PBMCs, and 0.74 tissue). C Detected UMIs and detected genes for column and 
magnetic beads in HEK293T, PBMCs, and tissue are almost identical, with slightly more detected genes in the 
bead condition (filtering parameters: detected UMI ≥ 1, detected gene present in at least 25% of samples 
and is protein coding). Comparison of costs (D) and time (E) required for different RNA extractions
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material is limited, e.g., when working with rare cell types isolated by FACS or when 
working with patient material. To validate a range of input amounts, we generated RNA-
seq libraries from 1000 (low input, ~10–20 ng total RNA) and 10,000 (high input, ~100–
200 ng) HEK293T cells. The complexity of the two types of libraries was very similar, 
with only a 2% decrease in the fraction of exonic and intronic reads and a 7.7% and 1.9% 
reduction in the number of UMIs and detected genes at the same sequencing depth 
(Additional file 1: Fig. S10A). The expression profiles were almost as similar between the 
two input conditions as within the input conditions (median r within = 0.94, median r 
between = 0.93; Additional file  1: Fig. S10B), indicating that expression profiles from 
1000 and 10,000 cells are almost identical in prime-seq. Using a lower number of input 
cells is certainly possible and unproblematic as long as the number of cells is unbi-
ased with respect to the variable of interest. Using higher amounts than 10,000 cells is 
certainly also possible, but it is noteworthy that we have observed a large fraction of 
intergenic reads in highly concentrated samples, potentially due to incomplete DNase 
I digestion (data not shown). In summary, we validate that an input amount of at least 
1000 cells does not compromise the complexity of prime-seq libraries and hence that 
prime-seq is a very sensitive RNA-seq protocol.

Barcode swapping in prime‑seq is low

One potential concern with early barcoding methods is the swapping of barcodes due 
to the formation of chimeric molecules during PCR, resulting in a “contamination” of 
a cell’s expression profile with transcripts from another cell. This has been discussed in 
the context of scRNA-seq library generation [52, 53], but it is not clear to what extent 
it is relevant in bulk RNA-seq methods. To quantify barcode swapping, we generated 
prime-seq libraries from isolated total RNA from mouse embryonic stem cells (mESCs) 
and human-induced pluripotent stem cells (iPSCs) either separately or pooled after 
reverse transcription (pooling) as it is normally done in the prime-seq protocol (Addi-
tional file  1: Fig. S11A). We find that less than 0.1% of the mapped UMIs in the ten 
separately amplified human libraries, map to mouse, representing a low background 
rate due to mismapping and index swapping during sequencing. In contrast, ~0.5% of 
the mapped UMIs in the five human libraries that were generated together with five 
mouse libraries map to mouse (Additional file 1: Fig. S11B). So barcode swapping does 
occur, but at a relatively low level, consistent with previous findings for single human 
and mouse cells for our related mcSCBR-seq method [11] (Additional file 1: Fig. S11C) 
and that the amount of swapped barcodes correlates strongly with the amount of tran-
scripts in the pool (Additional file  1: Fig. S11D). Importantly, even 10% of barcode 
swapping has fairly little influence on power as shown in simulations (Additional file 1: 
Fig. S11E). In summary, we show that barcode swapping is present, but not a major 
issue for prime-seq as long as absolute expression levels, like the presence or absence 
of a gene, are interpreted accordingly. However, the amount of barcode swapping does 
depend on reaction conditions, specifically on the number of PCR cycles, but probably 
on more conditions such as types of polymerases [54], input amounts, library com-
plexity, and sequence similarities. Hence, better controlling and understanding bar-
code swapping within and across methods might be important.

5.3 Prime-seq, efficient and powerful bulk RNA-sequencing 211



Page 11 of 27Janjic et al. Genome Biology           (2022) 23:88 	

Two exemplary applications of prime‑seq

To exemplify the advantages with respect to sensitivity and throughput in an actual 
setting, we used prime-seq to profile cryopreserved human acute myeloid leukemia 
(AML) cells from patient-derived xenograft (PDX) models [23, 55]. These consisted 
of different donors and AML subtypes and were stored in freezing medium at – 80 
°C for up to 3.5 years (Fig. 5A). Due to the sensitivity of prime-seq, we could use a 
minimal fraction of the sample without thawing it by taking a 1-mm biopsy punch 
from the vial of cryopreserved cells and putting it directly into the lysis buffer. This 
allowed sampling of precious samples without compromising their amount or quality 
and resulted in 94 high-quality expression profiles that clustered mainly by AML sub-
type (Fig. 5B) as expected [56].

To further exemplify the performance of prime-seq, we investigated its ability to 
detect known differences in a well-established differentiation system [57]. We differ-
entiated five human-induced pluripotent stem cell (iPSCs) lines [36] to neural pro-
genitor cells (NPCs) and generated expression profiles using prime-seq (Fig. 5C). In a 
hierarchical clustering of well-known marker genes [58], the iPSCs and NPCs formed 
two distinct groups and the expression patterns were in agreement with their cellu-
lar identity. For example, the iPSC markers POU5F1, NANOG, and KLF4 showed an 
increased expression in the iPSCs and NES, SOX1, and FOXG1 in NPCs (Fig. 5D).

Prime‑seq is cost‑efficient

We have shown above that the power, accuracy, and library complexity is similar 
between prime-seq and TruSeq. The performance and robustness of the prime-seq 
protocol has been demonstrated by the two examples above as well as its many appli-
cations using this or previous versions of the protocol [9, 23–35, 42, 43, 59, 60]. In 

Fig. 5  Two exemplary applications of prime-seq. A Experimental design for an acute myeloid leukemia 
(AML) study, where a biopsy punch was used to collect a small fraction of a frozen patient-derived xenograft 
(PDX)-AML sample. B Prime-seq libraries were generated from 94 PDX samples, derived from 11 different 
AML-PDX lines (color-coded) from 5 different AML subtypes (symbol-coded) and cluster primarily by AML 
subtype. C Experimental design for studying the differentiation from five human-induced pluripotent stem 
cell lines (iPSCs) to neural progenitor cells (NPC). D Expression levels from 20 a priori known marker genes 
cluster iPSCs and NPCs as expected
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summary, one could argue that prime-seq performs as well as TruSeq for quantify-
ing gene expression levels. Other methods that generate tagged cDNA libraries using 
early barcoding have also been developed [16, 22, 61–64]. This includes BRB-seq that 
uses poly(A) priming and DNA-Pol I for second-strand synthesis and also performs 
similarly to TruSeq [22]. Decode-seq also uses poly(A) priming and template switch-
ing like prime-seq, but adds sample-specific barcodes and UMIs at the 5′ end [16]. In 
a direct comparison, Decode-seq performed slightly better than BRB-seq and due to a 
more flexible sequencing layout [16]. While slight differences in power, accuracy, and/
or library complexity might exist among these protocols, cross-laboratory bench-
marking on exactly the same samples as recently done, e.g., for scRNA-seq methods 
[5] or small RNA-seq methods [65], are probably needed to quantify such differ-
ences reliably. For now, it is probably fair to say that RNA-seq methods like BRB-seq, 
prime-seq, TruSeq, Smart-Seq, or Decode-seq all perform fairly equal with respect to 
quantifying gene expression levels. Hence, at a fixed budget, the cost per sample will 
determine to a large extent how many samples can be analyzed and hence how much 
biological insight can be gained.

To this end, we calculated the required reagent costs to generate a library from 
isolated RNA in a batch of 96 samples for the different commercial methods as well 
as for prime-seq, Decode-seq, and BRB-seq (Additional file 6 Table S4). With $2.53 
per sample prime-seq is the most cost-efficient method, followed by BRB-seq ($4.05) 
and Decode-seq ($6.58). Commercial methods range from $60 (NEBNext) to $164 
(SMARTer Stranded). This is illustrated by the number of libraries that can be gener-
ated by a fixed budget of $500 (Fig. 6A). Note that these costs include for all methods 
$1.39 per sample for two Bioanalyzer (Agilent) Chips (Additional file 6: Table S4) and 
do not consider the additional cost reduction that is associated with the direct bead-
based RNA extraction of prime-seq (see above). The drastic advantage of prime-seq, 
Decode-seq, and BRB-seq also becomes apparent when power is plotted as a function 
of costs with and without sequencing (10 million reads per sample) (Fig.  6B, Addi-
tional file 1: Fig. S12A). For example, to reach an 80% TPR at a desired FDR of 5%, 
one needs to spend $715 including sequencing costs for prime-seq, $795 when using 
Decode-seq, $1625 when using Illumina Stranded, and $3485 when using TruSeq 
(Additional file 1: Fig. S12B).

Cost efficiency with respect to time can also matter and we calculated hands-on and 
hands-off time for the different methods (Additional file 7: Table S5). Hands-on times 
vary from 30 to 35 min for the non-commercial, early barcoding methods to 52–191 
min for commercial methods. However, as all methods require essentially a full day of 
lab work, we consider the differences in required times not as decisive, at least not in 
a research lab setting where RNA-seq is not done on a daily or weekly basis. In sum-
mary, we find that prime-seq is the most cost-efficient bulk RNA-seq method cur-
rently available.

Discussion
In this paper, we present and validate prime-seq, a bulk RNA-seq protocol, and show 
that it is as powerful and accurate as TruSeq in quantifying gene expression levels, but 
more sensitive and much more cost-efficient. We validate the DNase I treatment and 
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determine that intronic reads are derived from RNA and can be used in downstream 
analysis. We also validate input ranges and the direct lysis and bead-based RNA puri-
fication of tissue and cell culture samples. Finally, we exemplify the use of prime-seq 
by profiling AML samples and NPC differentiation and show that prime-seq is cur-
rently the most cost-efficient bulk RNA-seq method. In the following, we focus our 
discussion on advantages and drawbacks of prime-seq in comparison to other RNA-
seq protocols. To this end, we distinguish protocols like TruSeq, Smart-Seq, or NEB-
Next that individually process RNA samples and generate full-length cDNA profiles 
(“full-length protocols”) from protocols like prime-seq, Decode-seq, or BRB-seq that 
use early barcoding and generate 5′ or 3′ tagged cDNA libraries (“tag protocols”).

Complexity, power, and accuracy are similar among most bulk RNA‑seq protocols

Initially, early barcoding 3′ tagged protocols generated slightly less complex libraries 
(i.e., detected fewer genes for the same number of reads), especially due to a consid-
erable fraction of unmapped reads [22, 66]. These reads are probably caused by PCR 
artifacts during cDNA generation and amplification. Protocol optimizations as shown 
for BRB-seq [22], Decode-seq [16], and here for prime-seq have reduced these arti-
facts and hence have improved library complexity to the level of standard full-length 
protocols. For prime-seq, we have shown quantitatively that its complexity, accuracy, 

Fig. 6  Prime-seq is very cost-efficient. A With a set budget of $500, prime-seq allows one to process 198 
samples, which is 1.6 times more samples than the next cost-efficient method. B The compared methods 
were grouped into low, middle, and high cost methods and the TruSeq MAQCII data was used as a basis 
for power analysis for all methods but prime-seq. The increase in sample size due to cost efficiency directly 
impacts the power to detect differentially expressed genes, as evident by the increased performance 
of prime-seq and other low cost methods (BRB-seq and Decode-seq), even when sequencing costs are 
included in the comparison (sequencing depth of 10 mio. reads at a cost of $3.40 per 1 mio. reads)
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and power is very similar to that of TruSeq. More comprehensive studies, ideally 
across laboratories [5, 48], would be needed to quantitatively compare protocols, also 
with respect to their robustness across laboratories and conditions and their biases 
for individual transcripts. For the context and methods discussed here, we would 
argue that there are no decisive differences in power, accuracy, and complexity among 
tag protocols and full-length protocols at least when performed under validated and 
optimized conditions.

Cost efficiency makes tag‑protocols preferable when quantifying gene expression levels

As shown above (Fig. 6) and as argued before [16, 22, 66], the main advantage of tag pro-
tocols is their cost efficiency. Their most obvious drawback is that they cannot quantify 
expression levels of different isoforms. Smart-Seq2 [67] and Smart-Seq3 [10] are rela-
tively cost-efficient full-length protocols that were developed for scRNA-seq. However, 
they have not been validated and optimized for bulk RNA-seq and would still be con-
siderably more expensive than most tag protocols. Furthermore, as reconstructing tran-
scripts from short-read data is difficult and requires deep sequencing, isoform detection 
and quantification is now probably more efficiently done by using long-read technolo-
gies [1]. However, from our experience, most RNA-seq projects quantify expression 
at the gene level not at the transcript level. This is probably because most projects use 
RNA-seq to identify affected biological processes or pathways by a factor of interest. 
As different genes are associated with different biological processes, but different iso-
forms are only very rarely associated with different biological processes, most projects 
do not profit much from quantifying isoforms. Hence, we would argue that quantifying 
expression levels of genes is the better option, as long as isoform quantification is not of 
explicit relevance for a project.

Another limitation is that all tag-protocols use poly(A) priming and hence do not 
capture mRNA from bacteria, organelles, or other non-polyadenylated transcripts. For 
full-length protocols like TruSeq, cDNA generation by random priming after rRNA 
depletion can be done. Another possibility is poly(A) tailing after rRNA depletion [68], 
but to our knowledge, this has not been adopted to tag-based protocols yet. How to 
efficiently combine profiling of polyadenylated, non-polyadenylated, and small RNA is 
certainly worth further investigating. However, it is also true that for eukaryotic cells, 
quantification of mRNAs contains most of the information. Hence, similar to the quanti-
fication of isoforms, we would argue that quantifying expression levels of genes by poly-
adenylated transcript is often sufficient, as long as non-polyadenylated transcripts are 
not explicitly relevant.

Furthermore, early barcoding and pooling necessitates calibrating input amounts. 
Input calibration is easy when starting with extracted RNA or when it is possible to 
count cells prior to direct lysis. When counting cells is not possible, we have also devel-
oped a protocol adaptation of prime-seq that allows for RNA quantification and nor-
malization after bead-based RNA isolation and prior to reverse transcription (https://​
doi.​org/​10.​17504/​proto​cols.​io.​s9veh​66).

Finally, early barcoding and pooling can lead to barcode swapping. We have shown 
that barcode swapping is not a major issue for prime-seq, but the amount of barcode 
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swapping is unknown for most tag-protocols. However, even rather high levels of bar-
code swapping have a much smaller impact on power than a decrease in sample size 
(Additional file 1: Fig. S11E) and as long as the interpretation of absolute expression lev-
els (e.g., presence/absence) is not crucial, the cost efficiency of tag-based protocols out-
weighs this drawback.

In summary, when quantification of isoforms and/or non-polyadenylated RNA is not 
necessary, a technically validated tag protocol has no drawbacks. Protocols that use 
poly(A) priming and template switching also have the advantage that they are very sen-
sitive, and for prime-seq, we have validated that it still works optimally also with 1000 
cells (~10–20 ng total RNA) as input. However, the decisive advantage of tag protocols 
is their drastically higher cost efficiency (Fig. 6), as this leads to drastically higher power 
and much more flexibility in the experimental design for a given budget. As repeated by 
biostatisticians over the decades, a good experimental design and a sufficient number of 
replicates is the most decisive factor for expression profiling. It is sobering how endur-
ing the n = 3 tradition is, as is nicely shown in [16], although it is known that it is better 
to distribute the same number of reads across more biological replicates [17]. Cost-effi-
cient tag protocols will hopefully make such experimental designs more common. While 
library costs are less notable for sequencing depths of 10 M reads or more (Fig. 6B), they 
may enable RNA-seq experiments that can be done with shallow sequencing, something 
which is less obvious and might be overlooked. Replacing qPCR has been advocated as 
one example by the authors of BRB-seq [22]. But also other applications, like character-
izing cell type composition [36], quality control of libraries, or optimizing experimental 
procedures can profit considerably from low library costs.

In summary, tag protocols allow flexible designs of RNA-seq experiments that should 
be helpful for many biological questions and have a vast potential when readily acces-
sible for many labs.

Validation, documentation, and cost efficiency make prime‑seq a good option for setting 

up a tag protocol

We have argued above that adding a tag protocol to the standard method repertoire of a 
molecular biology lab is advantageous due to its cost efficiency. As the different tag pro-
tocols discussed here perform fairly similar with respect to complexity, power, accuracy, 
sensitivity, and cost efficiency, essentially any of them would suffice. If one has a vali-
dated, robust protocol running in a lab or core facility, it is probably not worth switch-
ing. That said, our results might still help to better validate existing protocols, integrate 
direct lysis, and make use of intronic reads. If one does not have a tag protocol running, 
we would argue that our results provide helpful information to decide on a protocol and 
that prime-seq would be a good option for several reasons as laid out in the following.

A main difference among tag protocols is whether they tag the 5′ end, like Decode-seq, 
or tag the 3′ end like BRB-seq or prime-seq.  5′ tagging has some obvious advantages 
(see also [16]), including the possibility to read both ends of the cDNA as one cannot 
read through the poly(A) tail. Using the sequence information from the 5′ end is also 
important to distinguish alleles of B-cell receptors and T-cell receptors [69]. In scRNA-
seq, both 5′ and 3′ tag protocols have been successfully used, but 3′ tagging is currently 
the standard. The reason for this is not obvious, but it might be that the incorporation 
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of the barcode and the UMI is more difficult to optimize [10]. Additionally, the higher 
level of alternative splicing at the 5′ end could make gene-level quantification more dif-
ficult. More dedicated comparisons would be needed to further investigate these factors. 
Currently, 3′ tag protocols are more established and when using a suitable sequencing 
design, poly(A) priming does not compromise sequencing quality as validated by us and 
the widespread use of Chromium 10x v3 chemistry scRNA-seq libraries that have the 
same layout as prime-seq.

As shown above, prime-seq is among all protocols the most cost-efficient when start-
ing from purified RNA. It is also currently the only protocol for which a direct lysis is 
validated, which further increases cost efficiency of library production. This is especially 
advantageous when processing many samples, shallow sequencing is sufficient, and/or 
as sequencing costs continue to drop.

Finally, we think that prime-seq is the easiest tag protocol to set up. While many such 
protocols have been published and all have argued that their method would be useful, 
few have actually become widely implemented. The reasons are in all likelihood com-
plex, but we think that prime-seq has the lowest barriers to be set up by an individual 
lab or a core facility for three reasons: First, to our knowledge, it is the most validated 
non-commercial bulk RNA-seq protocol, based on the experiments presented here as 
well as our >5 years of experience in running various versions of the protocol with over 
6000 samples across 17 species resulting in over 20 publications to date. It is the only 
protocol for which direct lysis and sensitivity are quantitatively validated. Also, it is well 
validated in combination with zUMIs, the computational pipeline that was developed 
and is maintained by our group [45]. Second, it is not only cost-efficient per sample, but 
it also has low setup costs. It requires no specialized equipment and only the barcoded 
primers as an initial investment of ~$2000 for 96 primers, which will be sufficient for 
processing more than 240,000 samples. Finally, prime-seq is well documented not only 
by this manuscript, but also by a step-by-step protocol, including all materials, expected 
results, and alternative versions depending on the type and amounts of input material 
(https://​doi.​org/​10.​17504/​proto​cols.​io.​s9veh​66). Hence, we think that prime-seq is not 
only a very useful protocol in principle, but also in practice.

Conclusion
The multi-dimensional phenotype of gene expression is highly informative for many bio-
logical and medical questions. As sequencing costs dropped, RNA-seq became a standard 
tool in investigating these questions. We argue that the decisive next step is to use the pos-
sibilities of lowered library costs by tag protocols to leverage even more of this potential. 
We show that prime-seq is currently the best option when establishing such a protocol as 
it performs as well as other established RNA-seq protocols with respect to its accuracy, 
power, and library complexity. Additionally, it is very sensitive, is well documented, and is 
the most cost-efficient bulk RNA-seq protocol currently available to set up and to run.

Methods
A step-by-step protocol of prime-seq, including all materials and expected results, 
is available on protocols.io (https://​doi.​org/​10.​17504/​proto​cols.​io.​s9veh​66). Below, 
we briefly outline the prime-seq protocol, as well as describe any experiment-specific 

5.3 Prime-seq, efficient and powerful bulk RNA-sequencing 217



Page 17 of 27Janjic et al. Genome Biology           (2022) 23:88 	

methods and modifications that were made to prime-seq during testing and 
optimization.

Prime‑seq

Cell lysates, generally containing around 1000–10,000 cells, were treated with 20 μg 
of Proteinase K (Thermo Fisher, #AM2546) and 1 μL 25 mM EDTA (Thermo Fisher, 
EN0525) at 50 °C for 15 min with a heat inactivation step at 75 °C for 10 min. The sam-
ples were then cleaned using cleanup beads, a custom-made mixture containing Speed-
Beads (GE65152105050250, Sigma-Aldrich), at a 1:2 ratio of lysate to beads. DNA was 
digested on-beads using 1 unit of DNase I (Thermo Fisher, EN0525) at 20 °C for 10 min 
with a heat inactivation step at 65 °C for 5 min.

The samples were then cleaned and the RNA was eluted with the 10 μL reverse tran-
scription mix, consisting of 30 units Maxima H- enzyme (Thermo Fisher, EP0753), 
1×  Maxima H- Buffer (Thermo Fisher), 1 mM each dNTPs (Thermo Fisher), 1 μM tem-
plate-switching oligo (IDT), and 1 μM barcoded oligo (dT) primers (IDT). The reaction 
was incubated at 42 °C for 90 min.

Following cDNA synthesis, the samples were pooled, cleaned, and concentrated 
with cleanup beads at a 1:1 ratio and eluted in 17 μL of ddH2O. Residual primers were 
digested using Exonuclease I (Thermo Fisher, EN0581) at 37 °C for 20 min followed by 
a heat inactivation step at 80 °C for 10 min. The samples were cleaned once more using 
cleanup beads at a 1:1 ratio, and eluted in 20 μL of ddH2O.

Second-strand synthesis and pre-amplification were performed in a 50 μL reaction, 
consisting of 1× KAPA HiFi Ready Mix (Roche, 7958935001) and 0.6 μM SingV6 primer 
(IDT), with the following PCR setup: initial denaturation at 98 °C for 3 min, denatura-
tion at 98 °C for 15 s, annealing at 65 °C for 30 s, elongation at 68 °C for 4 min, and a final 
elongation at 72 °C for 10 min. Denaturation, annealing, and elongation were repeated 
for 5–15 cycles depending on the initial input.

The DNA was cleaned using cleanup beads at a ratio of 1:0.8 of DNA to beads and 
eluted with 10 μL of ddH2O. The quantity was assessed using a Quant-iT PicoGreen 
dsDNA assay kit (Thermo Fisher, P11496) and the quality was assessed using an Agilent 
2100 Bioanalyzer with a High-Sensitivity DNA analysis kit (Agilent, 5067-4626).

Libraries were prepared with the NEBNext Ultra II FS Library Preparation Kit 
(NEB, E6177S) according to the manufacturer instructions in most steps, with the 
exception of adapter sequence and reaction volumes. Fragmentation was performed 
on 2.5 μL of cDNA (generally 2–20 ng) using Enzyme Mix and Reaction buffer in a 6 
μL reaction. A custom prime-seq adapter (1.5 μM, IDT) was ligated using the Liga-
tion Master Mix and Ligation Enhancer in a reaction volume of 12.7 μL. The samples 
were then double-size selected using SPRI-select Beads (Beckman Coulter, B23317), 
with a high cutoff of 0.5 and a low cutoff of 0.7. The samples were then amplified 
using Q5 Master Mix (NEB, M0544L), 1 μL i7 Index primer (Sigma-Aldrich), and 1 
μL i5 Index primer (IDT) using the following setup: 98 °C for 30 s; 10–12 cycles of 
98 °C for 10 s, 65 °C for 1 min 15 s, 65 °C for 5 min; and 65 °C for 4 min. Double-size 
selection was performed once more as before using SPRI-select Beads. The quantity 
and quality of the libraries were assessed as before.
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Nextera XT Library Prep

Prior to using the NEBNext Ultra II FS Library Kit, libraries were prepared using the 
Nextera XT Kit (Illumina, FC-131-1096). This included the RNA extraction experiments 
(Fig. 4) as well as the AML experiment (Fig. 5B). These libraries were prepared as previ-
ously described [11].

Briefly, three replicates of 0.8 ng of DNA were tagmented in 20 μL reactions. Follow-
ing tagmentation, the libraries were amplified using 0.1 μM P5NextPT5 primer (IDT) 
and 0.1 μM i7 index primer (IDT) in a reaction volume of 50 μL. The index PCR was 
incubated as follows: gap fill at 72 °C for 3 min, initial denaturation at 95 °C for 30 s, 
denaturation at 95 °C for 10 s, annealing at 62 °C for 30 s, elongation at 72 °C for 1 min, 
and a final elongation at 72 °C for 5 min. Denaturation, annealing, and elongation were 
repeated for 13 cycles.

Size selection was performed using gel electrophoresis. Libraries were loaded onto 
a 2% Agarose E-Gel EX (Invitrogen, G401002) and were excised between 300 and 900 
bp and cleaned using the Monarch DNA Gel Extraction Kit (NEB, T1020). The libraries 
were quantified and qualified using an Agilent 2100 Bioanalyzer with a High-Sensitivity 
DNA analysis kit (Agilent, 5067-4626).

Barcoded oligo (dT) primer design

In order to enable more robust demultiplexing and to ensure full compatibility of our 
sequencing layout with the Chromium 10x v3 chemistry, oligo (dT) primers were 
designed to include a 12 nt cell barcode and 16 nt UMI. Candidate cell barcodes were 
created in R using the DNABarcodes package [70] to generate barcodes with a length of 
12 nucleotides and a minimum Hamming distance (HD) of 4, with filtering for self-com-
plementarity, homo-triplets, and GC-balance enabled. Candidate barcodes were filtered 
further, resulting in a barcode pool with a minimal HD of 5 and a minimal Sequence-
Levenshtein distance of 4 within the set. In order to balance nucleotide compositions 
among cell barcodes at each position, BARCOSEL [71] was used to further reduce the 
candidate set down to the final 384 barcodes.

Sequencing

Sequencing was performed on an Illumina HiSeq 1500 instrument for all libraries except 
for the IPSC/NPC experiment where a NextSeq 550 instrument was used. The following 
setup was used: Read 1: 28 bp, Index 1: 8 bp; Read 2: 50-56 bp.

Pre‑processing of RNA‑seq data

The raw data was quality checked using fastqc (version 0.11.8 [72]) and then trimmed of 
poly(A) tails using Cutadapt (version 1.12, https://​doi.​org/​10.​14806/​ej.​17.1.​200). Follow-
ing trimming, the zUMIs pipeline (version 2.9.4 ,[45]) was used to filter the data, with 
a Phred quality score threshold of 20 for 2 BC bases and 3 UMI bases. The filtered data 
was mapped to the human genome (GRCh38) with the Gencode annotation (v35) or the 
mouse genome (GRCm38) with the Gencode annotation (vM25) using STAR (version 
2.7.3a,[73]) and the reads counted using RSubread (version 1.32.4,[74]).
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Sensitivity and differential gene expression analysis of RNA‑seq data

The count matrix generated by zUMIs was loaded into RStudio (version 1.3.1093 [75]) 
using R (version 4.0.3 [76]). bioMart (version 2.46.0 [77]), dplyr (version 1.0.2 [78]), and 
tidyr (version 1.1.2 [79]) were used for data processing and calculating descriptive sta-
tistics (i.e., detected genes, reads, and UMIs). DESeq2 (version 1.30.0 [80]) was used 
for differential gene expression analysis. ggplot2 (version 3.3.3 [81]), cowplot (version 
1.1.1 [82]), ggbeeswarm (0.6.0 [83]), ggsignif (version 0.6.0 [84]), ggsci (version 2.9 [85]), 
ggrepel (version 0.9.0 [86]), EnhancedVolcano (1.8.0 [87]), ggpointdensity (version 0.1.0 
[88]), and pheatmap (version 1.0.12 [89]) were used for data visualization.

Power analysis of RNA‑seq data

Power simulations were performed following the workflow of the powsimR package 
(version 1.2.3 [49]). Briefly, RNA-seq data per method was simulated based on param-
eters extracted from the UHRR comparison experiment. For each method and sample 
size setup (6 vs. 6, 12 vs. 12, 24 vs. 24, and 48 vs. 48), 20 simulations were performed 
with the following settings: normalization = “MR,” RNA-seq = “bulk,” Protocol = 
“Read/UMI,” Distribution = “NB,” ngenes = 30000, nsims = 20, p.DE = 0.10. We ver-
ified with the data generated from the AML and NPC differentiation data that the 
gamma distribution (shape = 1, scale = 0.5) would be an appropriate log fold change 
distribution in this case (Additional file 1: Fig. S7A).

To simulate contamination by cross-contamination, we assumed that contamina-
tion increases with expression as shown in Additional file 1: Fig. S11D and can thus 
be simulated by sampling from the overall counts per gene in a pool. Different levels 
of contamination (0.5%, 1%, 2.5%, 5%, 10%) were simulated and added to the original 
count matrix. Power simulations were run as described above.

Cell preparation

Human embryonic kidney 293T (HEK293T) cells were cultured in DMEM media 
(TH.Geyer, L0102) supplemented with 10% FBS (Thermo Fisher, 10500-064) and 
100 U/ml Penicillin and 100 μg/ml Streptomycin (Thermo Fisher). Cells were grown to 
80% confluency and harvested by trypsinization (Thermo Fisher, 25200072).

Peripheral blood mononuclear cells (PBMCs) were obtained from LGC Standards 
(PCS-800-011). Before use, the cells were thawed in a water bath at 37 °C and washed 
twice with PBS (Sigma-Aldrich, D8537).

Prior to lysis, cells were stained with 1 μg/ml Trypan Blue (Thermo Fisher Scientific, 
15-250-061) and counted using a Neubauer counting chamber. Then, the desired number 
of cells (1000 or 10,000) was pelleted for 5 min at 200 rcf, resuspended in 50 μL of lysis 
buffer (RLT Plus (Qiagen, 1053393) and 1% ß-mercaptoethanol (Sigma-Aldrich,M3148) 
and transferred to a 96-well plate. Samples were then stored at − 80 °C until needed.

Tissue preparation

Striatal tissue from C57BL/6 mice between the ages of 6 and 12 months was harvested 
by first placing the mouse in a container with Isoflurane (Abbot, TU 061220) until the 
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mouse was visibly still and exhibited labored breathing. The mice were then removed 
from the container, and a cervical dislocation was performed. The mice were briefly 
washed with 80% EtOH, the head decapitated, and the brain removed. The brain was 
transferred to a dish with ice-cold PBS and placed in a 1-mm slicing matrix.

Using steel blades (Wilkinson Sword, 19/03/2016DA), 5 coronal incisions were made. 
Biopsy punches (Kai Medical, BPP-20F) were then taken from the striatum and the tis-
sue was transferred to a 1.5-mL tube with 50 μL of lysis buffer, RLT Plus, and 1% ß-mer-
captoethanol. The tubes were snap frozen and stored at − 80 °C until needed.

RNA extraction experiments

To determine differences due to RNA extraction, we isolated RNA using columns from 
the Direct-zol RNA MicroPrep Kit (Zymo, R2062) (condition: “Column”) and magnetic 
beads from the prime-seq protocol (conditions: “No Incubation,” “Incubation,” and 
“Magnetic Beads”) (see above for details on prime-seq). For the “Column” condition, the 
manufacturer instructions were followed and both the Proteinase K and DNase diges-
tion steps were performed as outlined in the protocol. For the magnetic bead isolation, 
the prime-seq protocol was used as outlined in the “Magnetic Beads” condition. For “No 
Incubation” condition, the Proteinase K digestion was skipped entirely. For the “Incuba-
tion” condition, the Proteinase K digestion was performed but with no enzyme; that is 
the heat cycling of 50 °C for 15 min and 75 °C for 10 min was carried out but no enzyme 
was added to the lysate.

gDNA priming experiment

For a graphical overview of the gDNA Priming experiment, see Fig. 2B. Frozen vials of 
mouse embryonic stem cells (mESC), which have been cultured as previously described 
(citation Bagnoli) (clone J1, frozen in Bambanker (NIPPON Genetics, BB01) on 04.2017), 
and HEK293T cells (frozen in Bambanker on 30.11.18, passage 25) were thawed. DNA 
was extracted from 1 million mESCs using DNeasy Blood & Tissue Kit (Qiagen, 69506) 
and RNA was extracted from 450,000 HEK293T cells using the Direct-zol RNA Micro-
Prep Kit (Zymo, R2062), according to the manufacturer instructions in both cases. The 
optional DNase treatment step during the RNA extraction was performed in order to 
remove any residual DNA.

After isolating DNA and RNA, the two were mixed to obtain the following conditions: 
10 ng RNA/ 7 ng DNA, 7.5 ng RNA/ 1.75 ng DNA, and 10 ng RNA/ 0 ng DNA. The 
10 ng RNA/ 7 ng DNA condition, which represents the highest contamination of DNA, 
was performed twice, once without DNase treatment and once with DNase treatment. 
Libraries were prepared from three replicates for each condition using prime-seq and 
were then sequenced (see above for detailed information).

MAQC‑III comparison experiment

For a graphical overview of the experimental design, see Additional file  1: Fig. S5. As 
only Mix A from the original MAQC-III Study was compared, 122.2 μL of ddH2O, 2.8 
μL of UHRR (100 ng/μL) (Thermo Fisher, QS0639), and 2.5 μL of ERCC Mix 1 (1:1000) 
(Thermo Fisher, 4456740) were combined to generate a 1:500 dilution of Mix A. Eight 
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RNA-seq libraries were constructed using prime-seq (see above methods) with 5 μL of 
the 1:500 Mix A.

The samples were sequenced and the data processed and analyzed as outlined above. 
Of the comparison data from the original MAQC-III Study, Experiment SRX302130 to 
SRX302209 from Submission SRA090948 were used as this was the sequence data from 
one site (BGI) and was sequenced using an Illumina HiSeq 2000 [48]. The TruSeq data 
was first trimmed to be 50 bp long and then processed with zUMIs as outlined above, 
with the exception of using both cDNA reads and not providing UMIs as there were 
none. Paired-end data was used to not penalize TruSeq, as this is a feature of the method.

Barcode swapping experiments

In order to estimate cross-contamination levels in prime-seq introduced by barcode 
swapping, we isolated RNA from human-induced pluripotent stem cells (line 29B5, pas-
sage 34) [60] and mouse ES cells (line JM8, passage 27) [2] using the Direct-zol RNA 
MicroPrep Kit (Zymo, R2062). RNA concentrations were measured using the Quanti-
Flour RNA Dye (Promega, E3310) and 8 ng of total RNA were added per well. For the 
experiment estimating the impact of amplification on contamination, different nano-
grams of RNA per well (0.5, 2, 8, 32, 128) were amplified with different numbers of cycles 
(17, 15, 13, 11, 9). Prime-seq was performed as described before with pooling of samples 
from the different species (Additional file 1: Fig. S11A). Contamination was assessed by 
mapping to a concatenated human and mouse genome and assigning reads to species 
based on which genome they mapped to best.

NPC differentiation experiment

To differentiate hiPSCs to NPCs, cells were dissociated and 9 × 103 cells were plated into 
each well of a low attachment U-bottom 96-well-plate in 8GMK medium consisting of 
GMEM (Thermo Fisher), 8% KSR (Thermo Fisher), 5.5 ml 100× NEAA (Thermo Fisher), 
100 mM sodium pyruvate (Thermo Fisher), 50 mM 2-Mercaptoethanol (Thermo Fisher) 
supplemented with 500 nM A-83-01 (Sigma-Aldrich), 100 nM LDN 193189 (Sigma-
Aldrich), and 30 μM Y27632 (biozol). A half-medium change was performed on days 2 
and 4. On day 6, Neurospheres from 3 columns were pooled, dissociated using Accumax 
(Sigma-Aldrich) and seeded on Geltrex (Thermo Fisher) coated wells. After 2 days, cells 
were dissociated and counted and 2 × 104 were lysed in 100 μL of lysis buffer (RLT Plus 
(Qiagen, 1053393) and 1% ß-mercaptoethanol (Sigma-Aldrich,M3148).

AML‑PDX sample collection

Acute myeloid leukemia (AML) cells were engrafted in NSG mice (The Jackson Labo-
ratory, Bar Harbour, ME, USA) to establish patient-derived xenograft (PDX) cells [55]. 
AML-PDX cells were cryopreserved as 10 Mio cells in 1 mL of freezing medium (90% 
FBS, 10% DMSO) and stored at – 80 °C for biobanking purposes. To avoid thawing these 
samples and thus harming or even destroying them, the frozen cell stocks were first 
transferred to dry ice under a cell culture hood. Next a sterile 1-mm biopsy punch was 
used to punch the frozen cells in the vial and transfer the extracted cells to one well of 
a 96-well plate containing 100 μL RLTplus lysis buffer with 1% beta mercaptoethanol. 
To ensure complete lysis, the lysate was mixed and snap frozen on dry ice. One biopsy 
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punch is estimated to contain 10 μL of cryopreserved cells corresponding to roughly 1 
× 10^5 cells given an even distribution of cells within the original vial. All 96 samples 
were collected in this manner, biopsy punches were washed using RNAse Away (Thermo 
Fisher Scientific) and 80% Ethanol for reuse. These lysates were subjected to prime-seq, 
including RNA isolation using SPRI beads. In total, PDX samples from 11 different AML 
patients were analyzed in 6 to 16 biological replicates (engrafted mice) per sample.

Cost comparisons

Costs were determined by searching for general list prices from various vendors. When 
step by step protocols were available, each component was included in the cost calcula-
tion, such as for the SMARTer Stranded Total RNA Kit (Takara, 634862), SMART-Seq 
RNA Kit (v4) (Takara, 634891), TruSeq Library Prep (Illumina, RS-122-2001/2), TruSeq 
Stranded Library Prep (Illumina, 20020595), and Illumina Stranded mRNA Prep (Illu-
mina, 20040534). In the case of BRB-seq, no publicly available step-by-step protocol 
was found, so the methods section was used to calculate costs [22]. Decode-seq has a 
publicly available protocol; however, the level of detail was insufficient to calculate exact 
costs; therefore, when specific vendors were not listed, we used the most affordable 
option that we have previously validated. In all cases, the prices included sales tax and 
were listed in euros and were therefore converted to USD using a conversion rate of 1.23 
USD to EUR. The costs for all methods can be found in Table S4.
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Fig. S1. Molecular workflow of prime-seq. (Related to Figure 1) oligo(dT)-primers are used to enrich mRNA,

which is then reverse transcribed using Maxima H-, a M-MLV reverse transcriptase. Full length first strand

synthesis is performed using a template switching oligo. Second strand synthesis and cDNA pre-amplification is

completed during the PCR using KAPA Hifi Polymerase, and this DNA is then used to generate libraries using the

NEBNEXT Ultra II FS Kit. Finally the libraries are sequenced with the following setup: read 1: 28bp, read 2: 8bp,

and read 3: 50-150bp.
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Fig. S2. prime-seq is a robust protocol and has been validated with numerous organisms. (Related to Figure

2A) (A) To date, 132 experiments consisting of 6,691 samples from 17 different organisms, ranging from

arabidopsis to zebrafish, have been processed with prime-seq. (B) Data from experiments with well-annotated

genomes suggests a substantial number of detected genes come from intronic reads.
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Fig. S3. Intronic reads are not derived from contaminating gDNA. (A) Samples containing total nucleic acids

were either treated with RNase A or DNase I, or remained untreated. Untreated samples had the highest

concentration, showing that genomic DNA is also used as a template when not removed, albeit less efficiently than

mRNA. cDNA yields were normalized to the number of input cells. (Related to Figure 2B) (B) Mapped reads from

different gDNA/RNA mixed conditions, showing that the DNase treated condition and the no DNA contamination

condition had the lowest fraction of intergenic and unmapped reads. (C) Fraction of assigned mapped reads per

genomic feature (exon, intron, intergenic) and species, showing an increase in mouse reads with higher gDNA

contamination.
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Fig. S4. Intron counts are enriched at the 3' prime end and correlate with exon counts. (A) Upset plot

showing the intersection of genes detected with reads mapped to exons, introns or both. Most genes are detected

in both introns and exons, followed by exons and introns only. Color represents the biotypes of the detected genes.

Genes detected in both introns and exons are enriched for protein coding genes. Boxplots above show the

expression levels of the genes by biotype. Genes detected with both intron and exon mapped reads are most

highly expressed, intron only detected genes are lowly expressed. (B) Mean expression based on exon counts

shows weak correlation to intron counts. (C) Histograms of expression levels of exon counts and intron counts

normalized to total counts (intron plus exon) show higher average expression for exon counts. (D) 3’ prime

enrichment of exon counts, intron counts and intron only counts. Counts per position relative to the 3’ prime per

million averaged over 2000 genes with highest overall expression. Exon and intron counts are enriched at the 3’

prime end of the genbody. Intron only counts follow the same pattern as intron counts in genes with exon counts.

(E) Exemplary exon and intron coverage for the gene ENAH show mapping of the intron counts coincides with

mapping of exon counts along the gene body. (F) Corresponding UMI counts of ENAH based on intron and exon

counting.
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Fig. S5. Experimental design comparing prime-seq to TruSeq data generated in the MAQC-III Study.

(Related to Figure 3) A 1:1000 concentration of Mix A, from the MAQC-III Study, was generated by mixing UHRR

and ERCC Mix 1. From this, eight libraries were generated using prime-seq and compared to five TruSeq

generated libraries.
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Fig. S6. prime-seq and TruSeq have similar mapping, gene detection, and expression. (Related to Figure 3)

(A) Feature distribution from prime-seq and TruSeq shows 78% and 85% of reads are exonic, intronic, and

ERCCs, respectively. (B) TruSeq and prime-seq exhibit a strong overlap of detected genes (33,230), with 3,589

and 6,766 genes expressed only in TruSeq and prime-seq, respectively. (C) Coefficient of determination of two

samples, either between (R2 = 0.64) or within methods (R2 = 0.94 for prime-seq and 0.97 for TruSeq). (D)

Gene-wise scatterplot of prime-seq and TruSeq mean normalized expression showing decent correlation of

endogenous genes (R2 = 0.67) and strong correlation of ERCC spike-in molecules (R2 = 0.95).
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Fig. S7. Power and FDR mostly depend on sample size and are similar between prime-seq and TruSeq.
(Related to Figure 3) (A) Log2 fold change distribution from the AML and NPC differentiation experiment (Figure 4)

compared to the log2 fold change distribution used in powsimR for power analysis confirms that simulation settings

match expected distributions. (B) Marginal power of prime-seq and TruSeq at differing samples per condition

shows both methods perform similarly well, crossing the 80% threshold with roughly 12 samples both for exon plus

intron and only exon counts. (C and D) FDR over different mean expression and log2 fold change strata (Related

to 3F and 3G). (E and F) analogous to Figure 3F and 3G but including only Exonic counts; prime-seq and TruSeq

exhibit similar TPR and FDR over different mean expression and log2 fold change strata. Filtering parameters:

detected UMI ≥ 1, detected gene present in at least 25%.
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Fig. S8. Performance of isolation methods is similar independent of prefiltering or usage of only Exon data.
(Related to Figure 4) (A) HEK293T cell samples were extracted using columns and magnetic beads, employing the

standard prime-seq protocol (“Magnetic Beads”), as well as variant protocols without proteinase K digestion (“No

Incubation”) and a proteinase K digestion control without enzyme (“Incubation”). All conditions had similar fractions

of usable reads (all but intergenic and ambiguity), with an increase in intronic reads in “Incubation” and “Magnetic

Beads” suggesting this increase is due to heat incubation. (B) Principal component analysis (PCA) of the 500 most

variable genes shows the largest variable is heat incubation. (C and D) Analysis of detected UMIs and detected

genes for unfiltered data and exonic only data shows that prime-seq using magnetic bead isolation is more

sensitive in HEK cells and similarly sensitive in PBMCs and tissue compared to prime-seq using column isolation.

Filtering parameters: detected UMI ≥ 1, detected gene present in at least 25% of samples and is protein coding.
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Fig. S9. Most genes are detected independent of the extraction method used. (Related to Figure 4) (A) Upset

plots showing a strong overlap of detected genes between columns and magnetic beads. (B) Up- and

down-regulated genes between column and bead-based RNA extractions (p>0.05, log2 FC > 2). (C) Density plots

of the differentially expressed genes relative to length and GC content. Genes upregulated in columns tend to be

longer with lower GC content.
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Fig. S10. prime-seq performs equally well with high- and low-input samples. (Related to Figure 5) (A)

Sensitivity, measured in detected UMIs and genes, is similar between high input (10,000 HEK293T cells) and low

input (1,000 HEK293T cells) conditions at various sequencing depths (filtering parameters: detected UMI ≥ 1,

detected gene present in at least 25% of samples and is protein coding). (B) Additionally, Pearson's correlations

between the high- and low-input conditions were high (pairwise comparison between: r = 0.93, pairwise

comparison within: r = 0.94, and average normalized mean expression, R2 = 0.97).
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Fig. S11. Cross-contamination levels are low, increase with additional cycles but do not impact power
simulations. (A) Experimental overview to detect cross-contamination. 1.RNA was isolated from hiPSCs and

mESC; 2. cDNA amplification of 8ng RNA per well; 3. pooling of only human samples or mouse and human

samples. (B) The percentage of contaminating UMIs (mapping best to the mouse genome) increases with pooling

but is generally low median early pooling: 0.52%. (C) Impact of amplification cycles on cross-contamination. 0

corresponds to the condition shown in panel B, 13 cycles of pre-amplification for 96 ng of input RNA (8 ng per

well). (D) Genewise contamination ranges from 0% to up to 10 % for lowly expressed genes. Contamination

decreases with increasing expression levels. (E) Power simulation with different levels of computationally added

contamination shows little impact on marginal TPR. An increase in the number of replicates leads to a small

increase in power for highly contaminated conditions relative to no contamination.
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Fig. S12. Power analysis shows prime-seq is able to reach 80% power earlier than less cost-efficient
methods. (Related to Figure 6) (A) True positive rate (TPR) and false discovery rates (FDR) corresponding to

Figure 6B, but with more incremental values. (B) prime-seq crosses an 80% power threshold with $715 when

sequencing costs are included compared to $795, $1,625, and $3,485 for low, middle, and high cost methods

respectively (10 million reads used for analysis at a cost of $3.40 per 1 mio. reads).
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Abstract

Comparing the molecular and cellular properties among primates is crucial to better under-

stand human evolution and biology. However, it is difficult or ethically impossible to collect

matched tissues from many primates, especially during development. An alternative is to

model different cell types and their development using induced pluripotent stem cells (iPSCs).

These can be generated from many tissue sources, but non-invasive sampling would decisively

broaden the spectrum of non-human primates that can be investigated. Here, we report

the generation of primate iPSCs from urine samples. We first validate and optimize the

procedure using human urine samples and show that suspension- Sendai Virus transduction

of reprogramming factors into urinary cells efficiently generates integration-free iPSCs, which

maintain their pluripotency under feeder-free culture conditions. We demonstrate that this

method is also applicable to gorilla and orangutan urinary cells isolated from a non-sterile

zoo floor. We characterize the urinary cells, iPSCs and derived neural progenitor cells

using karyotyping, immunohistochemistry, differentiation assays and RNA-sequencing. We

show that the urine-derived human iPSCs are indistinguishable from well characterized

PBMC-derived human iPSCs and that the gorilla and orangutan iPSCs are well comparable

to the human iPSCs. In summary, this study introduces a novel and efficient approach
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A non‑invasive method to generate 
induced pluripotent stem cells 
from primate urine
Johanna Geuder1, Lucas E. Wange1, Aleksandar Janjic1, Jessica Radmer1, Philipp Janssen1, 
Johannes W. Bagnoli1, Stefan Müller2, Artur Kaul3, Mari Ohnuki1* & Wolfgang Enard1*

Comparing the molecular and cellular properties among primates is crucial to better understand 
human evolution and biology. However, it is difficult or ethically impossible to collect matched tissues 
from many primates, especially during development. An alternative is to model different cell types 
and their development using induced pluripotent stem cells (iPSCs). These can be generated from 
many tissue sources, but non-invasive sampling would decisively broaden the spectrum of non-
human primates that can be investigated. Here, we report the generation of primate iPSCs from urine 
samples. We first validate and optimize the procedure using human urine samples and show that 
suspension- Sendai Virus transduction of reprogramming factors into urinary cells efficiently generates 
integration-free iPSCs, which maintain their pluripotency under feeder-free culture conditions. We 
demonstrate that this method is also applicable to gorilla and orangutan urinary cells isolated from a 
non-sterile zoo floor. We characterize the urinary cells, iPSCs and derived neural progenitor cells using 
karyotyping, immunohistochemistry, differentiation assays and RNA-sequencing. We show that the 
urine-derived human iPSCs are indistinguishable from well characterized PBMC-derived human iPSCs 
and that the gorilla and orangutan iPSCs are well comparable to the human iPSCs. In summary, this 
study introduces a novel and efficient approach to non-invasively generate iPSCs from primate urine. 
This will extend the zoo of species available for a comparative approach to molecular and cellular 
phenotypes.

Primates are our closest relatives and hence play an essential role in comparative and evolutionary studies in 
biology, ecology and medicine. We share the vast majority of our genetic information, and yet have considerable 
molecular and phenotypic differences1. Understanding this genotype–phenotype evolution is crucial to under-
stand the molecular basis of human-specific traits. Additionally, it is biomedically highly relevant to interpret 
findings made in model organisms, such as the mouse, and to identify the conservation and functional relevance 
of molecular and cellular circuitries2,3. However, obtaining comparable samples from different primates, espe-
cially during development, is practically and—more importantly—ethically very difficult or even impossible.

Embryonic stem cells have the potential to partially overcome this limitation by their ability to differentiate 
into all cell types in vitro and divide indefinitely4. However, the necessary primary material collection from 
an embryo is in most cases impossible. Fortunately, a pluripotent state can also be induced in somatic cells by 
ectopically expressing four genes5. Since this discovery of induced pluripotency, great efforts have been made 
to identify suitable somatic cells6 and optimize reprogramming methods7. Most of this research, however, has 
focused on human or mouse. While the methods are generally transferable and iPSCs from several different 
non-human primates8–10 and other mammals11,12 have been generated, these methods have not been optimized 
for non-model organisms.

One major challenge for establishing iPSCs of various non-human primates is the acquisition of the primary 
cells. So far iPSCs have been generated from fibroblasts, peripheral blood cells or vein endothelial cells derived 
during medical examinations or from post mortem tissue8–10,13,14. However, also these sources impose practical 
and ethical constraints and therefore limit the availability of the primary material.

To overcome these limitations, we adapted a method of isolating reprogrammable cells from human urine 
samples15,16 and applied it to non-human primates (Fig. 1). We find that primary cells can be isolated from 
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unsterile urine sampled from the floor, can be efficiently reprogrammed using the integration-free Sendai Virus17 
and can be maintained under feeder-free conditions as shown by generating iPSCs from human, gorilla and 
orangutan.

Results
Isolating human urinary cells from small‑volume and stored samples.  To assess which method is 
most suitable for isolating and reprogramming primate cells, we first tested different procedures using urinary 
cells from human samples (Fig. 1). We collected urine from several humans in sterile beakers and processed 
them as described in Zhou et al.15,16. We found varying cell numbers in the urine samples (range 46–2250 cells 
per ml; Supplementary Table S1) with about 60% living cells. As previously reported18,19, we initially observed 
two morphologically distinct colony types that became indistinguishable after the first passage and consisted of 
grain-shaped cells that proliferated extensively (Fig. 2a, Supplementary Figure S1b). In total we processed 19 
samples of several individuals in 122 experiments using different volumes and storage times (Supplementary 
Table S2). Similar to previous reports20, we isolated an average of 7.6 colonies per 100 ml of urine when process-
ing samples immediately with a considerable amount of variation among samples (0–70 colonies per 100 ml, 
Supplementary Table S2) and among aliquots (0–160 per 100 ml; Supplementary Table S2; Fig. 2b), but no dif-
ference between sexes (Supplementary Table S2). Furthermore, storing samples for up to 4 h at room tempera-
ture or on ice did not influence the number of isolated colonies (9 samples, 7.4 colonies on average per 100 ml, 

Figure 1.   Workflow overview for establishing iPSCs from primate urine. We established the protocol for iPSC 
generation from human urine based on a previously described protocol16. We tested volume, storage and culture 
conditions for primary cells and compared reprogramming by overexpression of OCT3/4, SOX2, KLF4 and 
MYC (OSKM) via lipofection of episomal vectors and via transduction of a Sendai virus derived vector (SeV). 
We used the protocol established in humans and adapted it for unsterile floor-collected samples from non-
human primates by adding Normocure to the first passages of primary cell culture and reprogrammed visually 
healthy and uncontaminated cultures using SeV. Pluripotency of established cultures was verified by marker 
expression, differentiation capacity and cell type classification using RNA sequencing.
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range: 0–17). As sample volumes can be small for non-human primates, we also tested whether colonies can be 
isolated from 5, 10 or 20 ml of urine (Fig. 2b). We found no evidence that smaller volumes have lower success 
rates as we found that for 42% of the 5 ml samples, we could isolate at least one colony (Supplementary Table S2). 
Many more samples and conditions would be needed to better quantify the influence of different parameters on 
the isolation efficiency of colonies. However, in most practical situations such parameters would not be used to 
make a decision as one would anyway try to obtain colonies with the urine samples at hand, especially in our 
case where samples from primates are rare. Fortunately, low-volume human urine samples stored for a few hours 
at room temperature or on ice are a possible source to establish primary urinary cell lines. In summary, these 
experiments are a promising starting point for the use of small-volume urine samples from non-human primates 
to generate primary cell lines, which may then be reprogrammed into iPSCs.
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Figure 2.   Establishing urinary cell isolation and reprogramming to iPSCs in human samples. (a) Human urine 
mainly consists of squamous cells and other differentiated cells that are not able to attach and proliferate (upper 
row). After ~ 5 days, the first colonies become visible and two types of colonies can be distinguished as described 
in Zhou (2012). Scale bars represent 500 μm. (b) Isolation efficiency of urine varies between samples. The 
efficiency between 5 ml, 10 ml and 20 ml of starting material is not different (Fisher’s exact test p > 0.5). (c) SeV 
mediated reprogramming showed significantly higher efficiency than Episomal plasmids (Wilcoxon rank sum 
test: p = 1.1e−05). (d) Established human colonies transduced with SeV expressed Nanog, Oct4 and Sox2; Scale 
bars represent 50 μm and (e) differentiated to cell types of the three germ layers; scale bar represents 500 µm in 
the phase contrast pictures and 100 µm in the fluorescence pictures. See also Supplementary Figure S1.

5.4 A non-invasive method to generate induced pluripotent stem
cells from primate urine 259



4

Vol:.(1234567890)

Scientific Reports |         (2021) 11:3516  | https://doi.org/10.1038/s41598-021-82883-0

www.nature.com/scientificreports/

Reprogramming human urinary cells is efficient when using suspension‑Sendai Virus trans‑
duction.  Next, we investigated which integration-free overexpression strategy would be the most suitable to 
induce pluripotency in the isolated urine cells. To this end we compared transduction by a vector derived from 
the RNA-based Sendai Virus14,17 in suspension10, to lipofection with episomal plasmids (Epi) derived from the 
Epstein Barr virus21,22. We chose to use the suspension transduction method as it yielded a significantly higher 
reprogramming efficiency than the method on attached cells (suspension reprogramming efficiency: 0.24%, 
N = 7; attached reprogramming efficiency: 0.09%, N = 7; Wilcoxon rank sum test: p = 0.003; Supplementary 
Table S3, Supplementary Figure S2d). Both systems have been previously reported to sufficiently induce repro-
gramming of somatic cells without the risk of genome integrations. In our experiments presented here, trans-
duction of urinary cells with a Sendai Virus (SeV) vector containing Emerald GFP (EmGFP) showed substan-
tially higher efficiencies than lipofection with episomal plasmids (~ 97% versus ~ 20% EmGFP+; Supplementary 
Figure S2a and S2b). We assessed the reprogramming efficiency of these two systems by counting colonies with 
a pluripotent-like cell morphology. Using SeV vectors, 0.19% of the cells gave rise to such colonies (Fig. 2c). In 
contrast, when using Episomal plasmids only 0.009% of the cells gave rise to colonies with pluripotent cell-like 
morphology (N = 23 and 18, respectively; Wilcoxon rank sum test: p = 0.00005), resulting in at least one colony 
in 87% and 28% of the cases. Furthermore, the first colonies with a pluripotent morphology appeared 5 days 
after SeV transduction and 14 days after Epi lipofection. To test whether the morphologically defined pluripotent 
colonies also express molecular markers of pluripotency, we isolated flat, clear-edged colonies from 5 indepen-
dently transduced urinary cell cultures on day 10. All clones expressed POU5F1 (OCT3/4), SOX2, NANOG and 
differentiated into the three germ layers during embryoid body formation as shown by immunocytochemistry 
(Fig. 2d,e). Notably, while the transduced cells also expressed the pluripotency marker SSEA4, this was also true 
for the primary urinary cells (Supplementary Figure S2c). SSEA4 is known to be expressed in urine derived 
cells18,23 and hence it is an uninformative marker to assess the reprogramming of urinary cells to iPSCs. Further-
more, SeV RNA was always absent after the first five passages (Supplementary Figure S3) and the pluripotent 
state could be maintained for over 100 passages (data not shown).

In summary, we find that the generation of iPSCs from human urine samples is possible from small volumes, 
and our results also reveal that reprogramming is most efficient when using suspension SeV transduction. Hence, 
we used this workflow for generating iPSCs from non-human primate cells.

Isolating cells from unsterile primate urine.  For practical and ethical reasons, the collection procedure 
is a decisive difference when sampling urine from non-human primates (NHPs). Samples from chimpanzees, 
gorillas and orangutans were collected by zoo keepers directly from the floor, often with visible contamination. 
Initially, culturing these samples was not successful due to the growth of contaminating bacteria. The isolation 
and culture of urinary cells only became possible upon the addition of Normocure (Invivogen), a broad-spec-
trum antibacterial agent that actively eliminates Gram+ and Gram− bacteria from cell cultures. We confirmed 
that Normocure did not affect the number of colonies isolated from sterile human samples (Supplementary 
Table S2). Furthermore, many NHP samples also had volumes below 5 ml. We attempted to isolate cells from a 
total of 70 samples, but only 24 NHP samples showed collection parameters comparable to human urine samples 
as described above (≥ 5 ml of sample, < 4 h storage at RT or 4 °C and no visible contamination). From chimpan-
zees, gorillas and orangutans we collected a total of 87, 70 and 39 ml of urine in 11, 8 and 5 samples from several 
individuals and isolated 0, 5 and 2 colonies respectively (Supplementary Table S4). For gorilla and orangutan this 
rate (7.3 and 5.2 colonies per 100 ml urine) is not significantly different from the rate found for human samples 
(6.0 per 100 ml across all conditions in Supplementary Table S2, p = 0.8 and 0.6, respectively, assuming a Poisson 
distribution). However, obtaining zero colonies from 87 ml of chimpanzee urine is less than expected, given the 
rate found in human samples (p = 0.005). While isolating primary cells from urine samples seems comparable to 
humans in two great ape species, it seems to have at least a two- to threefold lower rate in our closest relatives, 
suggesting that the procedure might work in many but not in all NHPs. Fortunately, it is possible to culture many 
samples in parallel so that screening for urinary cells in a larger volume with more samples is relatively easy.

The first proliferating cells from orangutan and gorilla could be observed after six to ten days (Fig. 3a,b) in 
culture and could be propagated for several passages, which is comparable to human cells. While we observed dif-
ferent proliferation rates and morphologies among samples, these did not systematically differ among individuals 
or species (Fig. 3b). Infection with specific pathogens, including simian immunodeficiency virus (SIV), herpes 
B virus (BV, Macacine alphaherpesvirus 1), simian T cell leukemia virus (STLV) and simian type D retroviruses 
(SRV/D), was not detected in these cells (data not shown).

Expression patterns of urinary cells are most similar to mesenchymal stem cells, epithelial 
cells and smooth muscle cells.  To characterize the isolated urinary cells, we generated expression profiles 
using prime-seq a 3′ tagged RNA-seq protocol24–26, on early passage primary urinary cells (p1–3) from three 
humans, one gorilla and one orangutan. Note that some of these samples contained cells from 1–4 different 
colonies (Supplementary Table S2 and S4) and hence could be mixtures of different cell types. To classify these 
urinary cells we compared their expression profile to 713 microarray expression profiles grouped into 38 cell 
types27 using the SingleR package28. SingleR uses the most informative genes from the reference dataset and 
iteratively correlates it with the expression profile to be classified. The most similar cell types were mesenchymal 
stem cells, epithelial cells and/or smooth muscle cells and at least two groups are evident among the six samples 
(Fig. 3c). To further investigate these cell types, we isolated 19 single colonies from six different individuals 
(Supplementary Table S1) and analyzed their expression profiles as described above. A principal component 
analysis revealed three clearly distinct clusters A, B and C with 10, 6 and 3 colonies, respectively (Fig. 3d). When 
we classified these 19 profiles using SingleR27,28 as described above, we found the three colonies from cluster C 
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clearly classified as epithelial cells from the bladder (Fig. 3e). This cluster shows high KRT7 expression, as also 
described in Dörrrenhaus et al.19 as well as high FOXA1 expression, both hinting towards an urothelial origin 
(Supplementary Figure S4). The colonies of the other two clusters are classified as MSCs, whereas cluster B also 
has a high similarity to epithelial profiles (Fig. 3e). They could resemble the two renal cell types described in 
Dörrrenhaus et al.19 and are probably derived from the kidney as also evident by their PAX2 and MCAM expres-
sion (Supplementary Figure S4). We also used differential gene expression and Reactome pathway analysis29 to 
further characterize the differences between these clusters (Supplementary Figure S4a, S4c). In sum, our findings 
indicate that at least three types of proliferating cells can be isolated from urine, one of urothelial and two of renal 
origin and that the same types can also be isolated from gorilla and orangutan.
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Figure 3.   Isolation and characterization of primate urinary cells. (a) Workflow of cell isolation from primate 
urine samples. NC Normocure, REMC renal epithelial mesenchymal cell medium. (b) Primary cells obtained 
from human, gorilla and orangutan samples are morphologically indistinguishable and display similar EmGFP 
transduction levels. Scale bars represent 400 μm. (c) The package SingleR was used to correlate the expression 
profiles from six samples of primate urinary cells (passage 1–3) to a reference set of 38 human cell types. 
Normalized scores of the eight cell types with the highest correlations are shown (MSC mesenchymal stem 
cells, SM smooth muscle, Epi epithelial, Endo endothelial). Color bar indicates normalized correlation score. 
(d) Principal component analysis of primary cells from single colony lysates using the 500 most variable genes. 
(e) Heatmap of normalized SingleR scores show that cluster C is classified as epithelial cell originating from the 
bladder. The scores for MSCs in Cluster A and B are similarly high, although cluster B also shows higher scores 
for epithelial cells than cluster A. See also Supplementary Figure S5.
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Reprogramming efficiency of urinary cells is similar in humans and other primates.  To gener-
ate iPSCs from the urinary cells isolated from gorilla and orangutan, we used Sendai Virus (SeV) transduction 
and the reprogramming timeline that we found to be efficient for human urinary cells (Fig. 4a). Human, gorilla 
and orangutan urinary cells showed similarly high transduction efficiencies with the EmGFP SeV vector (data 
not shown). Transduction with the reprogramming SeV vectors led to initial morphological changes after 2 days 
in all three species, when cells began to form colonies and became clearly distinguishable from the primary cells 
(Fig. 4b). When flat, clear-edged colonies appeared that contained cells with a large nucleus to cytoplasm ratio, 
these colonies were picked and plated onto a new dish. We found that the efficiency and speed of reprogram-
ming was variable (Supplementary Figure S5b), probably depending on the cell type, the passage number and 
the acute state (“health”) of the cells, in concordance with the variability and efficiency found in other studies 
utilizing urine cells as a source for iPSCs15. Also the mean reprogramming efficiency over all replicates was dif-
ferent (Kruskal–Wallis test, p = 0.015) for human (0.19%), gorilla (0.28%) and orangutan (0.061%). However, 
many more samples would be necessary to disentangle the effects of all these contributing factors. Of note, we 
observed that the orangutan iPSCs showed more variability in proliferation rates and morphology compared to 
human and gorilla iPSCs. Several subcloning steps were needed until a morphologically stable clone could be 
generated. However, the resulting iPSCs were stable and had the same properties as the other iPSCs (Fig. 4). To 
what extent this is indeed a property of the species is currently unclear. Importantly, from all primary samples 
that were transduced, colonies with an iPSC morphology could be obtained. So, while considerable variability in 
reprogramming efficiency exists, the overall success rate is sufficiently high and sufficiently similar in humans, 
gorillas and orangutans.

Urine derived primate iPSCs are comparable to human iPSCs.  We could generate at least two lines 
per individual from each primary cell sample, all of which showed Oct3/4, TRA-1-60, SSEA4 and SOX2 immu-
nofluorescence (Fig. 4c). Furthermore, karyotype analysis by G-banding in three humans, one gorilla and one 
orangutan iPS cell line revealed no recurrent numerical or structural aberrations in 33–60 metaphases analyzed 
per cell line. All five cell lines analyzed showed inconspicuous and stable karyotypes (Supplementary Figure S6). 
iPSCs from all species could be expanded for more than fifty passages, while maintaining their pluripotency, 
as shown by pluripotency marker expression (Fig. 4c) and differentiation capacity via embryoid body forma-
tion (Fig. 4d,e). Both the human and NHP iPSCs differentiated into ectoderm (beta-III Tubulin), mesoderm 
(α-SMA) and endoderm (AFP) lineages (Fig. 4e, Figure S7a). Dual-SMAD inhibition led to the formation of 
neurospheres in floating culture, as confirmed by neural stem cell marker expression (NESTIN+, PAX6+) using 
qRT-PCR (Supplementary Figure S7b).

To further assess and compare the urine-derived iPSCs, we generated RNA-seq profiles from nine human, 
three gorilla and four orangutan iPSC lines as well as the six corresponding primary urinary cells (see analysis 
above). As an external reference, we added a previously reported and well characterized blood-derived human 
iPS cell line that was generated using episomal vectors and adapted to the same feeder-free culture conditions 
as our cells (1383D2)30. All lines were grown and processed under the same conditions and in a randomized 
order in one experimental batch. We picked one colony per sample and used prime-seq, a 3′ tagged RNA-seq 
protocol24–26 to generate expression profiles with 19,000 genes detected on average.

We classified the expression pattern of the iPSCs relative to the reference dataset of 38 cell types using SingleR 
as described for the urinary cells. ES cells or iPS cells are clearly the most similar cell type for all our iPS samples 
including the external PBMC-derived iPSC line (Fig. 5a). Principal component analysis of the 500 most variable 
genes (Fig. 5b), shows clear clustering of the samples according to cell type (54% of the variation in PC1) and 
species (23% of the variance in PC2). The external, human blood-derived iPSC line is interspersed among our 
human urine derived iPS cell lines. Using the pairwise Euclidean distances between samples to assess similarity, 
they also cluster first by cell type and then by species (Supplementary Figure S5d). When classifying the expres-
sion pattern of the iPSCs relative to a single cell RNA-seq dataset covering distinct human embryonic stem cell 
derived progenitor states (Chu et. al. 2016), again all our iPSC lines are most similar to embryonic stem cells and 
are indistinguishable from the external PBMC-derived iPSC line (Fig. 5c), also confirming the immunostainings. 
Finally, expression distances within iPS cells of the same species were similar, independent of the individual and 
donor cell type (Fig. 5d).

Taken together, these analyses do not only indicate that our urine derived iPS cells show a pluripotent expres-
sion profile and differentiate as expected for iPS cells but can also not be distinguished from an iPSC line derived 
in another laboratory from another cell type with another vector system. Hence, the expression differences 
among species are far larger than these technical sources of variation, indicating that these cells are well suited 
to assess species differences among primates in iPS cells as well as in cell types derived from these pluripotent 
cells by in vitro differentiation strategies.

Discussion
Here, we adapted a previously described protocol for human urine samples16 to isolate proliferating cells from 
unsterile primate urine. We show that these urinary cells can be efficiently reprogrammed into integration-free 
and feeder-free iPSCs, which are closely comparable among each other and to other iPSCs. Our findings have 
implications for generating and validating iPSCs from primates and other species for comparative studies. Addi-
tionally, some aspects might also be of relevance when generating iPSCs from human urinary cells for medical 
studies.

Human urine mainly contains cells, such as squamous cells, which are terminally differentiated and can-
not attach or proliferate in culture. The first proliferating cells from human urine were isolated in 197231 and 
since then a variety of different cells have been isolated and described that can proliferate, differentiate and be 
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Figure 4.   Generation and characterization of primate iPSCs. (a) Workflow for reprogramming of primate 
urinary cells. Urine collection and cell seeding is carried out in primary medium, then after 5 days changed 
to REMC medium, and only passaged for the first time after 10–14 days. When the cells reach confluency 
reprogramming is induced and after 5 days the medium is changed to mTeSR1. Once the reprogrammed 
cells are ready to be picked, the cells are seeded in StemFit medium. REMC renal epithelial mesenchymal 
cell medium. (b) Cell morphology of the three species is comparable before (p0), during (p1–3) and after 
reprogramming (~ p5). Scale bar represents 400 µm. (c) Immunofluorescence analysis of pluripotency 
associated proteins at passage 10–15: TRA-1-60, SSEA4, OCT4 and SOX2. Nuclei were counterstained with 
DAPI. Scale bars represent 200 µm. (d) Differentiation potency into the three germ layers. iPSC colony before 
differentiation, after 8 days of floating culture and after 8 days of attached culture. Scale bar represents 400 µm. 
(e) Immunofluorescence analyses of ectoderm (β-III Tubulin), mesoderm (α-SMA) and endoderm markers 
(α-Feto) after EB outgrowth. Nuclei were counterstained with DAPI. Scale bars represent 400 μm. See also 
Supplementary Figure S7a.
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reprogrammed to iPSCs (see32 for a recent overview). As these urine-derived stem cells (UDSCs) can be isolated 
non-invasively at low costs and reprogrammed efficiently16, they are increasingly used to generate iPSCs from 
patients (e.g.33–35). Perhaps the only major drawback of using UDSCs for iPSC generation is that the number of 
UDSCs that can be grown per milliliter is quite variable among samples. While parameters such as body size, 
age and cell count correlate with the number of isolated colonies20, isolation can fail despite large volumes and 
can be successful despite small volumes (Supplementary Table S1, Supplementary Table S2). As UDSC culturing 
is neither very cost- nor time-intensive, the best practical solution will in most cases be to try isolating UDSCs 
independent of those parameters.

While it is known for a long time that different types of UDSCs can be isolated, the quantitative relation 
between morphology, marker expression, potency and reprogramming efficiency among the different UDSCs is 
not clear. The RNA-seq profiles of single colonies presented here, allow for the first time to classify them based on 
genome-wide expression patterns. In agreement with previous findings using marker staining and morphological 
analysis19, we find three different cell types, of which one is most similar to epithelial cells from the bladder and 
the other two are most similar to mesenchymal stem cells and probably originate from the kidney. Importantly, 
all three cell types seem to reprogram with sufficient efficiency and the expression of pluripotency markers like 
KLF4 and OCT3/4 in all three cell types (Supplementary Figure S4) might be one factor why the reprogramming 
efficiency of UDSCs is relatively high compared to other primary cells. Regarding the reprogramming method, 
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Figure 5.   Characterization of primate iPSCs by expression profiling. (a) The package SingleR was used to 
correlate the expression profiles from seventeen samples of primate iPSCs (passage 1–3) to a reference set of 
38 human cell types. The twelve cell types with the highest correlations are shown (MSC mesenchymal stem 
cells). All lines are similarly correlated to embryonic stem cells and iPS cells. Color bar indicates correlation 
coefficients. (b) Principal component analysis of primary cells and derived iPSC lines using the 500 most 
variable genes. PC1 separates the cell types and PC2 separates the species from each other. (c) Correlation 
coefficient of iPSCs compared to a single cell dataset covering distinct human embryonic stem cell derived 
progenitor states (Chu et al. 2016). (d) Expression distances of all detected genes are averaged from pairwise 
distances for six different groups of comparisons. Note that the distance between individuals and between 
species is calculated within iPSCs and distances between individuals within species. Pairwise t-tests are all below 
0.01 (**) for comparisons to the cell-type and species distance and all above 0.05 (n.s.) for comparisons within 
the species. See also Supplementary Figure S5.
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we find that transduction using the commercial Sendai Virus based vector in suspension10 is substantially more 
efficient for UDSCs than lipofection of episomal plasmids, and also leads to a change in morphology within 
2 days. While it is established that Sendai Virus reprogramming is an expensive but efficient method to gener-
ate iPSCs from fibroblasts7,36, our findings indicate that the suspension method might be especially efficient for 
UDSCs. Finally, a relevant side note of our findings is that SSEA4, which is occasionally used as a marker for 
pluripotency37,38, is not useful when starting from urinary cells as these express SSEA4 at already high levels 
(Supplementary Figure S2c). In summary, our findings contribute to a better understanding of human UDSCs 
and to a method to more efficiently reprogram them into iPSCs.

Maybe more important are the implications of our study for isolating urinary stem cells for the generation of 
iPSC from primates and other mammals. This could be useful in contexts where invasive sampling is difficult, as 
it is the case for non-model primates and many other mammals, and where iPSCs are needed for conservation11 
or comparative approaches as discussed below. So how likely is it that one can find UDSCs in other primates 
and mammals? In humans, UDSCs originate from the kidney and the urinary tract as also shown by our tran-
scriptional profiles. We isolated UDSCs from orangutan and gorilla and found similar transcriptional profiles, 
morphologies and growth characteristics. Given the general similarity of the urinary tract in mammals and our 
successful isolation of UDSCs in two apes, it seems likely that most primates, and maybe even most mammals, 
shed UDSCs in their urine. However, our failure to isolate UDSCs from chimpanzees suggests that even very 
closely related species might have at least 2–3 times less of those cells in their urine. An alternative possibility 
is that the culture conditions, e.g. the FBS, do not work for isolating chimpanzee UDSCs. However, given that 
UDSCs from gorilla and orangutan can be isolated under these conditions and fetal calf serum works for tissue 
cultures of chimpanzee kidneys39, we think that a lower concentration of UDSCs in some species is the more likely 
cause. Hence, from which species UDSCs can be isolated in practice might depend mainly on the concentration 
of UDSCs and the available amount of urine. Fortunately, this can be easily tested for any given species of inter-
est, as culturing systems are very cost-efficient. Furthermore, our procedure to use unsterile samples from the 
ground to isolate such cells broadens the practical implementation of this approach considerably.

Given that it is possible to isolate UDSCs from a species, the efficiency of reprogramming and iPSC mainte-
nance will determine whether one can generate stable iPSCs from them. Fortunately, the efficiency of reprogram-
ming UDSCs is shown to be high, probably higher than for many other primary cell types6. This is especially 
true when using SeV transduction in suspension as is evident from the fact that we could generate iPSCs from 
all twelve UDSC reprogramming experiments (Supplementary Table S5). To what extent this reprogramming 
procedure works in other species is currently unclear, but as the Sendai virus is thought to infect all mamma-
lian cells40 it could be widely applicable. Additionally, iPSCs have been previously generated from many spe-
cies, even avian species11, when using human reprogramming factors and culture conditions, albeit with over 
tenfold lower reprogramming efficiencies41,42. So, while in principle it should be possible to isolate iPSCs from 
many or even all mammals, variation in reprogramming efficiency with human factors and culture conditions 
to keep cells pluripotent with and without feeder cells42 will considerably vary among species and will make it 
practically difficult to obtain and maintain iPSCs from some species. Investigating the cause of this variation 
more systematically will be important to better understand pluripotent stem cells in general and to generate 
iPSCs from many species in practice. Recent examples of such fruitful investigations include the optimization 
of culture conditions for baboons43, and the optimization of feeder-free culture conditions for rhesus macaques 
and baboons42. A related aspect of generating iPSCs from different species is testing whether iPSCs from a given 
species are actually bona fide iPSCs. While for humans a variety of tools exist, such as predictive gene expression 
assays, validated antibody stainings and SNP arrays for chromosomal integrity, these tools cannot be directly 
transferred to other species. Fortunately, due to the availability of genome sequences, RNA-sequencing in com-
bination with human or mouse reference cell types to which generated iPSCs can be compared, but also rather 
traditional techniques such as karyotyping, the characterization of non-human iPSCs becomes feasible as also 
shown in this paper. In summary, while extending the zoo of comparable iPSCs is a daunting task and requires 
considerable more method development, we think our method to isolate UDSCs from unsterile urine could be 
a promising tool in this endeavor.

Assuming that our approach works in at least some non-human primates (NHPs), the effectiveness and non-
invasiveness of the protocol allows sampling many more individuals and species than currently possible. Why 
is this important? So far, iPSCs have been generated from only a few individuals in a very limited set of NHP 
species. One main application is to model biomedical applications of iPSCs in primates such as rhesus macaques 
or marmosets44. As these species are used as model organisms, non-invasive sampling is less of an issue. Another 
main application are studies investigating the molecular basis of human-specific phenotypes e.g. by comparing 
gene expression levels in humans, chimpanzees and an outgroup8,9,45,46 to infer human-specific changes more 
robustly47. A third type of application with considerable potential has been explored much less, namely using 
iPSCs in a comparative framework to identify molecular or cellular properties that are conserved, i.e. functional 
across species2,3,48. This is similar to the comparative approach on the genotype level in which DNA or protein 
sequences are compared in orthologous regions among several species to identify conserved, i.e. functional 
elements49. This information is crucial, for example, when inferring the pathogenicity of genetic variants50. 
Accordingly, it would be useful to know whether a particular phenotypic variant, e.g. a disease associated gene 
expression pattern, is conserved across species. This requires a comparison of the orthologous cell types and states 
among several species. Primates are well suited for such an approach, because they bridge the evolutionary gap 
between human and its most important model organism, the mouse, and because phenotypes and orthologous 
cell states can be more reliably compared in closely related species. However, for practical and ethical reasons, 
orthologous cell states are difficult to obtain from several different primates. Hence, just as human iPSCs allow 
one to study cell types and states that are for practical and ethical reasons not accessible, primate iPSCs extend 
the comparative approach to these cell types and states, leveraging unique evolutionary information that is not 
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only interesting per se, but could also be of biomedical relevance. As our method considerably extends the pos-
sibilities to derive iPSCs from primates, it could contribute towards leveraging the unique information generated 
during millions of years of primate evolution.

Methods
Experimental model and subject details.  Human urine samples.  Human urine samples from healthy 
volunteers were obtained with written informed consent and processed anonymously. This experimental proce-
dure was ethically approved by the responsible committee on human experimentation (20-122, Ethikkommis-
sion LMU München). All experimental procedures were performed in accordance with relevant guidelines and 
regulations. Additional information on the samples is available in Supplementary Table S2.

Primate urine samples.  Primate urine was collected at the Hellabrunn Zoo in Munich, Germany. Caretakers 
noted the time and most likely donor and took up available urine on the floor with a syringe, hence the collec-
tion procedure was fully non-invasive without any perturbation of the animals. Due to the collection procedure 
we do not know with certainty from which individual the samples were derived. Additional information on the 
samples can be found in Supplementary Table S4.

iPSC lines.  iPSC lines were generated from human and non-human primate urinary cells. Reprogramming 
was done using two different techniques. Reprogramming using SeV (Thermo Fisher) was performed as suspen-
sion transduction as described before10. Episomal vectors were transfected using Lipofectamine 3000 (Thermo 
Fisher). iPSCs were cultured under feeder-free conditions on Geltrex (Thermo Fisher) -coated dishes in Stem-
Fit medium (Ajinomoto) supplemented with 100 ng/ml recombinant human basic FGF (Peprotech), 100 U/ml 
Penicillin and 100 μg/ml Streptomycin (Thermo Fisher) at 37 °C with 5% carbon dioxide. Cells were routinely 
subcultured using 0.5 mM EDTA. Whenever cells were dissociated into single cells using 0.5 × TrypLE Select 
(Thermo Fisher) or Accumax (Sigma Aldrich), the culture medium was supplemented with 10 µM Rho-associ-
ated kinase (ROCK) inhibitor Y27632 (BIOZOL) to prevent apoptosis.

Isolation of cells from urine samples.  Urine from human volunteers was collected anonymously in 
sterile tubes. Usually a volume of 5–50 ml was obtained. Urine from NHPs was collected from the floor at Hel-
labrunn Zoo (Munich) by the zoo personnel, using a syringe without taking special precautions while collecting 
the samples. Samples were stored at 4 °C until processing for a maximum time span of 5 h. Isolation of primary 
cells was performed as previously described by Zhou et al. 2012. Briefly, the sample was centrifuged at 400×g for 
10 min and washed with DPBS containing 100 U/ml Penicillin, 100 μg/ml Streptomycin (Thermo Fisher), 2.5 µg/
ml Amphotericin (Sigma-Aldrich). Afterwards, the cells were resuspended in urinary primary medium consist-
ing of 10% FBS (Life Technologies), 100 U/ml Penicillin, 100  μg/ml Streptomycin (Thermo Fisher), REGM 
supplement (ATCC) in DMEM/F12 (TH. Geyer) and seeded onto one gelatine coated well of a 12-well-plate. To 
avoid contamination stemming from the unsanitary sample collection, 100 µg/ml Normocure (Invivogen) was 
added to the cultures until the first passage. 1 ml of medium was added every day until day 5, where 4 ml of the 
medium was aspirated and 1 ml of renal epithelial and mesenchymal cell proliferation medium RE/MC prolif-
eration medium was added. RE/MC consists of a 50/50 mixture of Renal Epithelial Cell Basal Medium (ATCC) 
plus the Renal Epithelial Cell Growth Kit (ATCC) and mesenchymal cell medium consisting of DMEM high 
glucose with 10% FBS (Life Technologies), 2 mM GlutaMAX-I (Thermo Fisher), 1 × NEAA (Thermo Fisher), 
100 U/ml Penicillin, 100 μg/ml Streptomycin (Thermo Fisher), 5 ng/ml bFGF (PeproTech), 5 ng/ml PDGF-AB 
(PeproTech) and 5 ng/ml EGF (Miltenyi Biotec). Half of the medium was changed every day until the first colo-
nies appeared. Subsequent medium changes were performed every second day. Passaging was conducted using 
0.5 × TrypLE Select (Thermo Fisher). Typically 15 × 103 to 30 × 103 cells were seeded per well of a 12-well plate.

Single colony isolation from urine samples.  For the UDSC single colony characterization experiment 
we seeded cells of 3 ml urine sample per well and chose the wells with only one colony for further characteriza-
tion. The cells grew without further passage for two weeks (some colonies appeared only after one week) and 
were dissociated, counted and lysed in RLT Plus (Qiagen) as soon as they reached a sufficient size to be counted.

Generation of NHP iPSCs by Sendai virus vector infection.  Infection of primary cells was performed 
with the CytoTune-iPS 2.0 Sendai Reprogramming Kit (Thermo Fisher) at a MOI of 5 using a modified protocol. 
Briefly, 7 × 105 urine derived cells were incubated in 100 µl of the CytoTune 2.0 SeV mixture containing three 
vector preparations: polycistronic Klf4–Oct3/4–Sox2, cMyc, and Klf4 for one hour at 37 °C. To control transduc-
tion efficiency 3.5 × 105 cells were infected with CytoTune-EmGFP SeV. Infected cells were seeded on Geltrex 
(Thermo Fisher) coated 12-well-plates, routinely 10 × 103 and 25 × 103 cells per well. Medium was replaced with 
fresh Renal epithelial and mesenchymal cell proliferation medium RE/MC (ATCC) every second day. On day 5, 
medium was changed to mTeSR1 (Stemcell Technologies), with subsequent medium changes every second day. 
After single colony picking, cells were cultured in StemFit (Ajinomoto) supplemented with 100 ng/ml recombi-
nant human basic FGF (Peprotech), 100 U/ml Penicillin and 100 μg/ml Streptomycin (Thermo Fisher).

Immunostaining.  Cells were fixed with 4% PFA, permeabilized with 0.3% Triton X-100, blocked with 5% 
FBS and incubated with the primary antibody diluted in 1% BSA and 0.3% Triton X-100 in PBS overnight 
at 4 °C. The following antibodies were used: Human alpha-Smooth Muscle Actin (R&D Systems, MAB1420), 
Human/Mouse alpha -Fetoprotein/AFP (R&D Systems, MAB1368), Nanog (R&D Systems, D73G4), Neuron-
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specific beta-III Tubulin (R&D Systems, MAB1195), Oct-4 (NEB, D7O5Z), Sox2 (NEB, 4900S), SSEA4 (NEB, 
4755), EpCAM (Fisher Scientific, 22 HCLC, TRA-1-60 (Miltenyi Biotec, REA157) and the isotype controls IgG2a 
(Thermo Fisher, eBM2a) and IgG1 (Thermo Fisher, P3.6.2.8.1). The next day, cells were washed and incubated 
with the secondary antibodies for one hour at room temperature. Alexa 488 rabbit (Thermo Fisher, A-11034) 
and Alexa 488 mouse (Thermo Fisher, A-21042) were used in a 1/500 dilution. Nuclei were counterstained using 
DAPI (Sigma Aldrich) at a concentration of 1 µg/ml.

Karyotyping.  iPSCs at ~ 80% confluency were treated with 50 ng/ml colcemid (Thermo Fisher) for 2 h, harvested 
using TrypLE Select (Thermo Fisher) and treated with 75 mM KCL for 20 min at 37 °C. Subsequently, cells were fixed 
with methanol/acetic acid glacial (3:1) at − 20 °C for 30 min. After two more washes of the fixed cell suspension in 
methanol/acetic (3:1) we followed standard protocols for the preparation of slides with differentially stained mitotic 
chromosome spreads using the G-banding technique. Between 33 and 60 metaphases were analyzed per cell line.

RT‑PCR and PCR analyses.  Total RNA was extracted from cells lysed with Trizol using the Direct-zol 
RNA Miniprep Plus Kit (Zymo Research, R2072). 1 µg of total RNA was reverse transcribed using Maxima H 
Minus Reverse Transcriptase (Thermo Fisher) and 5 µM random hexamer primers. Conditions were as follows: 
10 min at 25 °C, 30 min at 50 °C and then 5 min at 85 °C. Quantitative polymerase chain reaction (qPCR) studies 
were conducted on 5 ng of reverse transcribed total RNA in duplicates using PowerUp SYBR Green master mix 
(Thermo Fisher) using primers specific for NANOG, OCT4, PAX6 and NESTIN. Each qPCR consisted of 2 min 
at 50 °C, 2 min at 95 °C followed by 40 cycles of 15 s at 95 °C, 15 s at 55 °C and 1 min at 72 °C. Cycle threshold 
was calculated by using default settings for the real-time sequence detection software (Thermo Fisher). For rela-
tive expression analysis the quantity of each sample was first determined using a standard curve and normalized 
to GAPDH and the average target gene expression (deltaCt/average target gene expression).

Genomic DNA for genotyping was extracted using DNeasy Blood and Tissue Kit (Qiagen). PCR analyses 
were performed using DreamTaq (Thermo Fisher). Primate primary cells were genotyped using primers that 
bind species-specific Alu insertions (adapted from51).

To confirm the transgene-free status of the iPSC lines, SeV specific primers were used described in CytoTune-
iPS 2.0 Sendai Reprogramming Kit protocol (Thermo Fisher).

In vitro differentiation.  For embryoid body formation iPSCs from one confluent 6-well were collected 
and subsequently cultured on a sterile bacterial dish in StemFit without bFGF. During the 8 days of suspension 
culture, medium was changed every second day. Subsequently, cells were seeded into six gelatin coated wells of a 
6-well-plate. After 8 days of attached culture, immunocytochemistry was performed using α-fetoprotein (R&D 
Systems, MAB1368) as endoderm, α-smooth muscle actin (R&D Systems, MAB1420) as mesoderm and β-III 
tubulin (R&D Systems, MAB1195) as ectoderm marker.

For directed differentiation to neural stem cells (NSCs) cells were dissociated and 9 × 103 cells were plated into 
each well of a low attachment U-bottom 96-well-plate in 8GMK medium consisting of GMEM (Thermo Fisher), 
8% KSR (Thermo Fisher), 5.5 ml 100 × NEAA (Thermo Fisher), 100 mM Sodium Pyruvate (Thermo Fisher), 
50 mM 2-Mercaptoethanol (Thermo Fisher) supplemented with 500 nM A-83–01 (Sigma Aldrich), 100 nM 
LDN 193189 (Sigma Aldrich) and 30 µM Y27632 (biozol). Half medium change was performed at days 4, 8, 11. 
Neurospheres were lysed in TRI reagent (Sigma Aldrich) at day 7 and differentiation was verified using qRT PCR.

Bulk RNA‑seq library preparation.  In this study two bulk RNA-seq experiments were performed, one 
to validate the generated iPS cells and the corresponding primary cells and one to further characterize human 
UDSCs derived from single colonies. For the first experiment one colony per clone corresponding to ~ 2 × 104 cells 
and 2 × 103 primary cells of each individual was lysed in RLT Plus (Qiagen) and stored at − 80 °C until processing. 
While for the single colony urinary cell characterization experiment we used lysate from 500 to 1000 cells per 
colony. The prime-seq protocol, which is based on SCRB-seq24–26, was used for library preparation24–26. The full 
protocol can be found on protocols.io (https​://www.proto​cols.io/view/prime​-seq-s9veh​66). Even though prime-
seq was used in both cases some minor differences between the two experiments exist. In particular in regards 
to the oligo dT primers that were used and the library preparation method as highlighted below. Briefly, proteins 
in the lysate were digested by Proteinase K (Ambion), RNA was cleaned up using SPRI beads (GE, 22%PEG). In 
order to remove isolated DNA, samples were treated with DNase I for 15 min at RT. cDNA was generated using 
oligo-dT primers containing well specific (sample specific) barcodes and unique molecular identifiers (UMIs). 
Unincorporated barcode primers were digested using Exonuclease I (New England Biolabs). cDNA was pre-
amplified using KAPA HiFi HotStart polymerase (Roche) and pooled before library preparation. Sequencing 
libraries for the iPSC/primary cell experiment were constructed from 0.8 ng of preamplified cleaned up cDNA 
using the Nextera XT kit (Illumina). Sequencing libraries for the single colony experiment were constructed using 
NEBNext (New England Biolabs) according to the prime-seq protocol. In both cases 3′ ends were enriched with a 
custom P5 primer (P5NEXTPT5, IDT) and libraries were size-selected for fragments in the range of 300–800 bp.

Sequencing.  Libraries were paired-end sequenced on an Illumina HiSeq 1500 instrument. Sixteen/twenty-
eight bases were sequenced with the first read to obtain cellular and molecular barcodes and 50 bases were 
sequenced in the second read into the cDNA fragment.

Data processing and analysis.  All raw fastq data were processed with zUMIs52 using STAR 2.6.0a53 to 
generate expression profiles for barcoded UMI data. All samples were mapped to the human genome (hg38). 
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Gene annotations were obtained from Ensembl (GRCh38.84). Samples were filtered based on number of genes 
and UMIs detected, and genes were filtered using HTS Filter. DESeq254 was used for normalization and variance 
stabilized transformed data was used for principal component analysis and hierarchical clustering.

Mitochondrial and rRNA reads were excluded and singleR (v1.4.0, https​://bioco​nduct​or.org/packa​ges/Singl​
eR/) was used to classify the cells. SingleR was developed for unbiased cell type recognition of single cell RNA-
seq data, however, here we applied the method to our bulk RNA seq dataset28. The 200 most variable genes were 
used in the ‘de’ option of SingleR to compare the obtained expression profiles to55 as well as HPCA27. Based on 
the highest pairwise correlation between query and reference, cell types of the samples were assigned based on 
the most similar reference cell type.

We averaged and compared pairwise expression distances for different groups (Fig. 5d): the distances among 
iPSC clones within and between each species (N = 14 samples), the average of the distances between 1383D2 
and the urinary derived human iPSCs (N = 9) and the average of the pairwise distance between and within indi-
viduals among iPSCs and species (within individuals: N = 6 (6 individuals with more than one clone), between 
individuals: N = 8).

Data availability
RNA-seq data generated here are available at GEO under accession number GSE155889.

Code availability
 Code is available upon request.
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Figure S1. Cell types found in human urine samples 

Different types of cells can be found in urine samples directly after collection and after proliferation. (a) Different 

cells found in human samples after centrifugation. Squamous cells as well as various smaller round cells can be found. 

(b) Two different types of cells can be distinguished after one week of culture. 
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Figure S2. Transfection/Transduction efficiency of urinary cells 

(a) GFP expression of urinary cells transfected with pcxle-EGFP episomal plasmids or CytoTune EmGFP transduced 

after 5 days (b) FACS analysis of GFP expressing cells 5 days post transfection/transduction (c) SSEA4 expression 

of urinary cells (d) Reprogramming efficiency comparison between attached and suspension reprogramming 

(suspension reprogramming efficiency: 0.2371%, N=7; attached reprogramming efficiency: 0.09%, N=7; Wilcoxon 

rank sum test: p=0.00265) 

 

 

 

 

 

 

5.4 A non-invasive method to generate induced pluripotent stem
cells from primate urine 273



4 
 

 

 

 

 

Figure S3. SeV absence verification of primate iPSC lines 

Exemplary SeV absence PCR of human and nonhuman primate iPSCs. (a) Exemplary gorilla and human PCR 

targeting the SeV genome and B2M, GAPDH and OCT4 as controls. A standard dilution of the SeV product shows 

the sensitivity of this assay. (b) SEV detection PCR showing human and both primate species have no trace of SeV. 

The positive control are passage 1 EmGFP transduced fibroblasts.  
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Figure S4. Characterization of human UDSCs originating from single colonies 

Expression profiles of single colonies from human urine samples were subjected to further analysis. (a) Heatmap of 

top differentially expressed genes between the clusters. (b) Marker gene expression of different cell clusters. Cells in 

cluster c express urothelial cell markers (FOXA1 and KRT7). Pluripotency markers (KLF4 and POU5F1) are 

expressed in all clusters. PAX2 and MCAM expression is higher in cluster A and B. (c) Top 5 Reactome pathways 

enriched in the set of genes differentially expressed between one group and both other groups.  
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Figure S5. UDSCs and corresponding iPSC characteristics 

(a) Overview of collected urine samples and properties of the samples, associated with successful isolation of 

proliferating cells. (b) Reprogramming efficiency shown as colonies per number of seeded cells between species. (c) 

Heatmap of mesenchymal stem cell and iPSC marker expression. (d) Euclidean distance between samples.  
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Figure S6. Karyograms of primate iPSC lines 

Exemplary karyotyping analysis of human and nonhuman primate iPSCs. (a) human female, 46,XX (b) human male, 

46,XY (c) gorilla male, 48,XY and (d) orangutan female, 48,XX. All karyotyped iPSC lines showed normal 

karyotypes without recurrent numerical or structural chromosomal alterations. Note: Ape chromosomes were ordered 

according to their homologies with human chromosomes and accordingly, human chromosome 2 corresponds to each 

two gorilla and orangutan chromosomes with homology to the long and the short arm, respectively. 
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Figure S7. Differentiation capacity of iPSCs 

(a) Immunofluorescence analyses of ectoderm (β-III Tubulin), mesoderm (α-SMA) and endoderm markers (α-Feto) 

after EB outgrowth. Nuclei were counterstained with DAPI. Upper 3 panels are taken from Figure 4, lower 2 panels 

show isotype controls for above antibodies.Nuclei are stained with DAPI in all panels; Scale bars represent 400μm. 

(b) Dual-SMAD inhibition leads to the formation of neurospheres in floating culture, confirmed by neural stem cell 

marker expression (NESTIN+, PAX6+) using qRT-PCR. 
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Abstract

Genomes can be seen as notebooks of evolution that contain unique information on successful

genetic experiments. This allows to identify conserved genomic sequences and is very useful

e.g. for finding disease-associated variants. Additional information from genome comparisons

across species can be leveraged when considering phenotypic variance across species. Here,

we exemplify such a cross-species association study for the gene TRNP1 that is important

for mammalian brain development. We find that the rate of TRNP1 protein evolution is

highly correlated with the rate of cortical folding across mammals and that TRNP1 proteins

from species with more cortical folding induce higher proliferation rates in neural stem cells.

Furthermore, we identify a regulatory element in TRNP1 whose activity correlates with

cortical folding in Old World Monkeys and Apes. Our analyses indicate that coding and

regulatory changes in TRNP1 have modulated its activity to adjust cortical folding during

mammalian evolution and provide a blueprint for cross-species association studies.

https://www.biorxiv.org/content/10.1101/2021.02.05.429919v2.full
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