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Abstract 

Anti-N-methyl-D-aspartate receptor (NMDAR) autoimmune encephalitis is a rare but 

severe disease of the central nervous system (CNS). Patients suffering from this antibody-

mediated disease experience cognitive and memory deficits, which, if untreated, can 

progress to severe neurological symptoms and even to death. The aim of this PhD project 

was to investigate cellular and circuit mechanisms of NMDAR encephalitis in a mouse 

model of the disease, employing passive transfer of recombinant monoclonal NMDAR 

antibodies into the brain with minipumps over 18 days. Specifically, I focused on 

structural and functional alterations of neurons in the CA1 layer of the hippocampus. 

Using confocal imaging in ex vivo preparations of hippocampal pyramidal neurons and 

interneurons expressing GFP, I show that NMDAR antibodies alter dendritic spines, the 

structural correlates of learning and memory, with interneurons affected differentially 

than pyramidal neurons in CA1. While dendritic spine density of pyramidal cells 

remained unchanged, dendritic spine density of interneurons was increased. Moreover, 

all spines were affected morphologically. These results demonstrate that interneurons 

may be more sensitive to NMDAR signalling perturbations. I next addressed how NMDAR 

antibodies affect neuronal function and thus performed in vivo two-photon Ca2+ imaging 

in animals performing a spatial navigation task, to investigate the stability and plasticity 

of hippocampal spatial representations thereby assessing memory and cognition in the 

mouse. Interestingly, animals that received NMDAR antibodies were not impaired in 

performance of the spatial navigation task, when compared to control animals. 

Furthermore, these animals did not exhibit differences in place cell coding, with spatial 

information content, place field size, reliability and place field shift comparable to 

controls. However, as a result of the chronic infusion of NMDAR antibodies, place cell 

activity became more confined, as indicated by a lower number of place fields per place 

cell, and became more stable, as indicated by a higher correlation of place fields between 

sessions and higher place cell recurrence. These findings corroborate earlier reports 

arguing for an increase in place cell stability upon pharmacological NMDAR blockade, 

thus emphasizing the pathophysiological role of compromised NMDAR function in 

NMDAR encephalitis. Importantly, the representational drift of place cells was reduced, 

possibly as a result of LTP decay inhibition and PV interneuron activity decrease. Taken 

together, these results demonstrate the effect of NMDAR antibodies on structure and 



Abstract 

5 

  

function of CA1 neurons in a mechanism consistent with reduced NMDAR signalling 

caused by NMDAR antibodies.
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Zusammenfassung 

Die Anti-N-Methyl-D-Aspartat-Rezeptor (NMDAR) Autoimmunenzephalitis ist eine 

seltene, aber schwere Erkrankung des Zentralnervensystems. Patienten, die an dieser 

Antikörper-vermittelten Krankheit leiden, haben kognitive Defizite und 

Gedächtnisdefizite, die unbehandelt zu schweren neurologischen Symptomen und sogar 

zum Tod führen können. Das Ziel dieser Doktorarbeit war die zellulären Mechanismen 

der NMDAR-Enzephalitis in einem passiven Transfer-Mausmodell mit rekombinanten 

monoklonalen NMDAR-Antikörpern zu untersuchen. Insbesondere konzentrierte ich 

mich auf strukturelle und funktionelle Veränderungen von Neuronen in der CA1-Schicht 

des Hippocampus. Unter Verwendung der konfokalen Mikroskopie in ex vivo 

Präparationen von hippocampalen GFP-exprimierenden Pyramidenneuronen und 

Interneuronen zeige ich, dass NMDAR-Antikörper dendritische Dornen, die strukturellen 

Korrelate erregender Postsynapsen, verändern, wobei Interneurone in CA1 anders 

beeinflusst werden als pyramidale Neurone. Während die dendritische Dornendichte von 

Pyramidenzellen unverändert blieb, war die dendritische Dornendichte von 

Interneuronen erhöht. Darüber hinaus waren alle Dornen morphologisch betroffen. 

Diese Ergebnisse zeigen, dass Interneurone empfindlicher auf NMDAR-Signalstörungen 

reagieren können und legen nahe, dass die Plastizität des dendritisches Dornen durch 

NMDAR-Antikörper beeinflusst werden kann. Mittels in vivo Zweiphotonen-Ca2+-Imaging 

durchgeführt in Tieren, während sie eine Navigationsaufgabe ausführen, untersuchte ich 

die Stabilität und Plastizität von ‚Ortszellen‘ (engl. place cells), welche dadurch 

charakterisiert sind, dass sie aktiv werden, wenn sich das Tier an einer bestimmten 

Position in einer Umgebung befindet. Interessanterweise waren Tiere, die NMDAR-

Antikörper erhielten, in der Ausführung der Navigationsaufgabe im Vergleich zu 

Kontrolltieren nicht beeinträchtigt. Darüber hinaus unterschieden sich die Ortszellen in 

Antikörper-infundierten Tieren nicht hinsichtlich Informationsgehalt, Feldgröße, 

Feldverschiebung und Zuverlässigkeit im Vergleich zu Kontrolltiere. Nach der 

chronischen Infusion von NMDAR-Antikörpern wurde die Ortszellaktivität jedoch 

definierter und wies eine geringere Anzahl von Ortsfeldern auf. Zudem erhöhte sich die 

Stabilität der Antworteigenschaft dieser Ortszellen, was durch eine erhöhte Korrelation 

der Ortsfelder und eine grössere Wiederholungsrate nachweisbar war. 

Pharmakologische Untersuchungen mit NMDAR Blockern kamen interessanterweise zu 

ähnlichen Ergebnissen und legen somit nahe, das der pathophysiologische Mechanismus 
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des Autoantikörper-vermittelten Kognitionsdefizits primär auf einer funktioneller 

Einschränkung des NMDAR beruht (Hayashi, 2019; Silva et al., 2015). Wichtig ist, dass die 

Dynamik (repräsentationale Drift) der Ortszellen abnahm, möglicherweise als Folge 

prolongierter Langzeitpotenzierung (LTP) und der Abnahme der PV-

Interneuronenaktivität. Zusammengefasst zeigen diese Ergebnisse die Wirkung von 

NMDAR-Antikörpern auf Struktur und Funktion von CA1-Neuronen in einem 

Mechanismus, der mit einer durch die NMDAR-Antikörper verursachten reduzierten 

NMDAR-Signalgebung konsistent ist. 
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1. INTRODUCTION 

1.1. AUTOIMMUNE ENCEPHALITIS 

The term encephalitis first came into public awareness during the 1917-1926 pandemic 

of encephalitis lethargica, also known as sleepy sickness. It was a devastating and 

mysterious disease that killed approximately 500,000 people worldwide and left many 

more with permanent symptoms such as parkinsonism or psychosis. Given that it 

coincided with the 1918 Spanish flu pandemic, many contemporary hypotheses were 

developed around the infectious origin of encephalitis lethargica (McCall et al., 2008). A 

recent study in patients presenting with similar symptoms brought forward the idea that 

it may have been caused by autoimmune processes targeting deep grey matter neurons 

(Dale et al., 2004).  

The example of encephalitis lethargica illustrates how enigmatic manifestations of 

autoimmunity can be. Autoimmune encephalitis is a disease characterized by brain 

inflammation caused by autoimmune processes. It is no longer a rarity but rather gaining 

on importance, as the prevalence of autoimmune encephalitis is comparable to infectious 

encephalitis (13.7/100,000 and 11.6/100,000 for autoimmune and infectious 

encephalitis, respectively), and the detection of autoimmune encephalitis is still 

increasing (Dubey et al., 2018).  

1.1.1. Anti-N-methyl-D-aspartate Receptor (NMDAR) autoimmune 

encephalitis 

History 

Anti-N-methyl-D-aspartate receptor (NMDAR) autoimmune encephalitis was originally 

identified in four young women with ovarian teratoma, who developed acute psychiatric 

symptoms, seizures, memory deficits, decreased level of consciousness and 

hypoventilation. Cerebrospinal fluid (CSF) samples from these patients hinted at 

inflammatory abnormalities and when researchers incubated the serum or CSF with live 

hippocampal neurons, antibodies bound to an antigen expressed at the cytoplasmic 

membrane (Vitaliani et al., 2005). Thus, the initial report suggested that this disorder is 

directly antibody mediated.  
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Direct proof came several years later, when Dalmau et al. (2007) demonstrated that CSF 

and serum from encephalitis patients contained antibodies that reacted with NMDAR. All 

teratomas examined in that study contained nervous tissue and strongly expressed 

NMDAR and reacted with patients’ antibodies. Autopsies of NMDAR encephalitis patients 

showed extensive microgliosis, rare T-cell infiltrates, and neuronal degeneration 

predominantly in the hippocampus (Dalmau et al., 2007).  

Although initially described as a female disease linked to ovarian teratoma, it has been 

since appreciated that men can also be affected by the disease and the symptoms may 

develop in the presence of a tumour as well as without it. Nevertheless, this disease 

affects mostly young female patients - female to male ratio is 8:2 and 37% of patients are 

younger than 18 years at presentation of the disease (Dalmau et al., 2019).  

Clinical course 

The disease manifest clinically in several distinct stages: Initially, patients typically 

present with a viral prodrome lasting several weeks, which deteriorates into psychiatric 

symptoms, such as hallucinations, mania, agitation and confusion (Figure 1). In most 

cases, the disease progresses into severe neurological symptoms (hypoventilation, 

stereotypical movements, seizures, coma), often requiring intensive care unit 

hospitalization (Dalmau et al., 2008). Typical treatment strategies involve tumour 

resection (if identified), aggressive immunosuppression with steroid treatment and B cell 

depletion with rituximab (Prüss, 2021). This strategy achieves overwhelmingly positive 

outcomes, 80% of patients fully recover and only 12% of patients relapse within 2 years 

(Titulaer et al., 2013). Although diagnosis of NMDAR encephalitis is challenging at 

symptom onset, it has become clinically recognizable and effective treatment is available. 

It is diagnosed through IgG antibody detection in the CSF using a commercially available 

essay (Euroimmun) and is often accompanied by oligoclonal bands. Best predictor of the 

clinical outcome are antibody titres in the CSF rather than in the serum (Gresa-Arribas et 

al., 2014). 
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Figure 1. Clinical 
course of NMDAR 

encephalitis. 
Initial symptoms 
include a viral-like 

prodrome 
followed by a first 
psychosis episode, 
characterized by 
agitation and 

confusion. 
Symptoms 

progress into 
serious 

neurological 
symptoms such as 
seizures and coma. 

Available 
treatment is 
effective with 80% 
patients reaching 
full recovery. If 
untreated, NMDAR 
encephalitis could 
be fatal. Modified 
after Kayser and 
Dalmau (2016). 

 

 

Knut 

Probably the most famous patient with NMDAR encephalitis was Knut the polar bear 

(Ursus maritimus), who drowned in 2011 in the Berlin Zoological Garden following a 

seizure. Using the diagnostic criteria applied to human patients, Knut was shown to have 

suffered from NMDAR encephalitis. A high concentration of NMDAR antibodies was 

detected in Knut’s CSF and his brain showed plasma cell infiltration with minimal 

neuronal loss. Knut was the first non-human case of this disease, and this finding 

suggested that it might be a disease relevant to other mammals (Prüss et al. 2015). The 

unfortunate tale of Knut helped to raise public awareness of new autoimmune diseases. 

1.1.2. Cellular and molecular mechanisms of NMDAR encephalitis 

Mechanism of humoral (auto)immunity 

Since its discovery 14 years ago, it has become widely accepted that NMDAR encephalitis 

is predominantly antibody mediated. The origin of autoantibody producing autoreactive 

B cells has been a subject of intensive research. B cells undergo positive and negative 

selection, while developing in the bone marrow to ensure proper development, both 
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involving B cell receptors on the cytoplasmic membrane. Negative selection occurs 

through the presentation of self-antigens to the B cell; if it reacts to the self-antigen, then 

the B cell undergoes one of three fates: clonal deletion (apoptosis), receptor editing or 

anergy (dormant state). B cells further mature in germinal centres after antigen-mediated 

activation and undergo clonal expansion, affinity maturation and class switch to become 

memory B cells or plasma cells (Abbas et al., 2021). During B cell development, antibodies 

are assembled by random gene segment reassortment to produce a vast number of 

specificities. Interestingly, most of all antibodies expressed by immature B cells are self-

reactive and are removed at central and peripheral checkpoints during B cell 

development (Wardemann et al., 2003). Such mechanisms of immune system tolerance 

ensure that mature B cells do not bind self-antigens.  

The risk of developing autoreactive antibodies lies in the disruption of checkpoint 

regulation, which could lead to autoreactive clones evading the checkpoints. This has 

been proposed as a possible cause of several autoimmune diseases, in some cases 

associated with primary immune system deficiency, but not in the case of NMDAR 

encephalitis (Prüss, 2021). Therefore, NMDAR encephalitis probably occurs as a correct 

reaction to an incorrectly placed antigen (i.e., tumour). 

T cells appear to be important for NMDAR encephalitis as well, as indicated by the 

perivascular T cell infiltrates, primarily CD4+ T helper cells, in patient autopsies (Tüzün 

et al., 2009).  Indeed, presence of mature T helper cells is necessary for disease 

development in mice (Jones et al., 2019). This highlights the importance of T cell – B cell 

interaction in antibody mediated autoimmunity. Specifically, there could be a role of 

NMDAR-specific T helper cells in the generation of mature B cells producing NMDAR-

specific antibodies (Dao et al., 2021). In addition, antigen-specific T cells could stimulate 

the maturation of autoreactive B cells in a scenario where B cells present the antigen to 

T cells (e.g., a viral protein) together with an autoantigen (Sanderson et al., 2017). This 

mechanism could explain the strong link between infection and autoimmunity.  

The variable clinical manifestation of the same pathogenic antibody in individual patients 

may be attributed to several factors, such as affinity of the antibody for its epitope or 

glycosylation of NMDAR receptor interfering with antibody access, but most likely the 

biggest source of variability is the amount of intrathecal synthesis of antibodies by plasma 

cells (Prüss, 2021).   
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Antibody-mediated receptor internalization 

NMDARs are heterotetrameric receptors composed of two obligatory GluN1 subunits in 

combination with two GluN2 (further subtypes GluN2A-D) and/or GluN3 subunits 

(Monyer et al., 1992). While all combinations are possible, most frequent compositions 

of subunits are two GluN1 with  two GluN2A or GluN2B. GluN2A-NMDARs are 

predominantly anchored at the postsynaptic density of synapses, whereas GluN2B-

NMDARs are usually located in the extrasynaptic portion of the cytoplasmic membrane 

(Papouin et al., 2012). 

The main pathological effect of autoantibodies is mediated by reversible internalization 

of NMDARs, both synaptic as well as extrasynaptic receptors, while sparing other 

glutamate receptors and post-synaptic density proteins (Hughes et al., 2010; Planagumà 

et al., 2015). In case of the GluN1 antibody, internalization occurs through antibody 

binding to asparagine in 368. position on the extracellular amino-terminal domain of 

GluN1 leading to crosslinking of the receptors, which targets them for internalization and 

lysosomal degradation (Kreye et al., 2016). Loss of NMDARs from the cytoplasmic 

membrane is positively correlated with antibody titre (Hughes et al., 2010) and 

antibodies are solely responsible for receptor internalization, since their depletion from 

the CSF abrogates these effects. In vitro studies of NMDAR internalization have shown 

that antibody effects begin to take place 2 hours after the exposure, with the peak of 

NMDAR reduction at 12 hours after exposure. After that, there is a steady state of NMDAR 

levels for as long as the neurons are exposed to the antibody. This may reflect a 

population of receptors unaffected by the antibodies or represent a state of equilibrium 

between internalization and insertion of NMDARs. This internalization effect is 

independent of NMDAR activity since no difference was observed after agonist addition. 

Decrease in available receptors does not induce compensatory changes in glutamate 

receptor gene expression (Moscato et al., 2014). 

Treatment of cultured neurons with NMDAR antibodies decreases NMDA evoked 

currents, which is mediated by removal of functional receptors from the membrane 

(Moscato et al., 2014) rather than by direct allosteric blockade (Jones et al., 2019). As a 

consequence of NMDAR current reduction, synaptic plasticity is impaired as evidenced 

by a reduction of long-term potentiation (LTP) in cultured hippocampal neurons 

(Mikasova et al., 2012) as well as in vivo (Rosch et al., 2018). These effects do not seem to 

be specific to a neuronal population since both excitatory and inhibitory neurons are 

affected to the same degree (Moscato et al., 2014). Although neurons are impaired 
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functionally, their structure remains largely normal, since the number of synapses and 

dendritic structure or survival of cultured hippocampal neurons is not affected (Hughes 

et al., 2010). However, a decrease in inhibitory synapse density on excitatory neurons has 

been reported (Moscato et al., 2014). This could result in increased excitability, and is 

complemented by the increase of extracellular glutamate upon antibody injection into the 

brain (Manto et al., 2010). 

Receptor trafficking dysregulation 

NMDARs interact with many scaffolding proteins and binding partners, one of which is 

the Ephrin type B2 receptor (EphB2R). EphB2R is a tyrosine kinase receptor that 

modulates synaptic plasticity through stabilization and clustering of NMDAR in the 

postsynaptic membrane. This effect is dependent on the ephrin-B2 ligand binding to 

EphB2R and is mediated through conformational changes of the receptor (Dalva et al., 

2000). At synapses, antibodies cause a rapid dispersion of GluN2A-NMDAR preventing 

their synaptic retention through blockade of NMDAR-EphB2R interaction. In contrast, 

extrasynaptic GluN2B-NMDAR trafficking is reduced, consistent with receptor 

crosslinking and subsequent internalization (Mikasova et al., 2012), suggesting that 

NMDARs with different subunit composition are differentially affected by the antibodies. 

This finding proposed an additional mechanism of pathology though antibody-mediated 

disruption of NMDAR stabilization at synapses by EphB2R, in addition to the antibody-

mediated internalization of NMDARs (Hughes et al., 2010).  

Planagumà et al. (2016) demonstrated the effectiveness of ephrin-B2 in antagonizing the 

deficits in the mouse model of NMDAR encephalitis by co-infusing ephrin-B2 

intrathecally together with patient antibodies. They showed that all antibody-mediated 

effects, ranging from impaired behaviour to reduced synaptic plasticity, can be prevented 

or mitigated by the administration of soluble ephrin-B2. The authors hypothesise that 

antibody binding to NMDAR directly interferes with EphB2R interaction, which results in 

a reduction of the fraction of synaptic NMDARs as well as a reduction in phosphorylation 

of NMDAR through the kinase activity of EphB2R. This study also extended the 

understanding of the pathophysiology of NMDAR encephalitis by showing that changes 

are specific to the post-synapse: in contrast to severe LTP reduction, paired-pulse 

facilitation was unaffected, suggesting largely intact presynaptic release mechanisms 

(Planagumà et al., 2016).   

Further studies focusing on binding partners of NMDARs showed that dopamine receptor 

D1 dynamics are altered by NMDAR antibodies through surface crosstalk between 



1. Introduction 

14 

  

NMDAR and D1 (Gréa et al., 2019). These synaptic receptor dynamics alterations by 

NMDAR antibodies from patient CSF have disruptive effects on dopamine signalling and 

cause changes in cell-surface dopamine receptor cluster density (D1R decrease, D2R 

increase; Carceles-Cordon et al., 2020).  

Taken together, two pathological mechanisms conveyed by autoantibodies have been 

proposed: receptor internalization and trafficking disruption. Moreover, these findings 

show a delicate interplay of synaptic receptors and proteins through mutual stabilization 

in post-synaptic complexes, the disruption of which has detrimental effects on neuronal 

function.  

1.1.3. Relevance of antibodies in health and disease 

There has been an ongoing discussion about the relevance of circulating anti-NMDAR 

antibodies in healthy people and patients suffering from various psychiatric diseases. 

This section recapitulates the shifting views in the field over the past decade.  

NMDAR antibody immunoglobulin classes 

The initial description of NMDAR encephalitis identified IgG antibody class as the main 

mediator of the disease, and IgG antibodies were seen as the hallmark of the disease as 

well as a predictor of clinical outcome (Dalmau et al., 2007; Hughes et al., 2010). The 

picture of the disease with IgG as the main culprit was challenged when a large study 

(> 5000 individuals) described 20 % seroprevalence in the general population, 

regardless of the clinical status (i.e., healthy or diseased). When seroprevalence of 

individual immunoglobulin subtypes was investigated, all immunoglobulin classes were 

found (except IgE) with a prevalence of IgA > IgM > IgG, and seroprevalence significantly 

increased with age and was higher in men than women (Hammer et al., 2014). In vitro 

internalization essays showed functionality of all investigated antibodies, thereby 

suggesting that all naturally occurring antibodies against the NMDAR have pathogenic 

potential irrespective of the epitope and immunoglobulin class (Castillo-Gómez et al., 

2017).  

To account for the pathogenicity of NMDAR antibodies in the disease, it was suggested 

that the blood brain barrier (BBB) plays a decisive role in enabling access of antibodies 

to the brain parenchyma. This central role of BBB was supported by the finding that 

antibodies cause deficits only in ApoE mutant mice (leaky BBB), as well as schizophrenic 

patients with history of birth complications or neurotrauma having more severe 

symptoms, indicating past or present BBB insufficiency. Therefore according to this 
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hypothesis, naturally occurring NMDAR antibodies must cross the BBB for exerting 

pathological effects or antibody must be secreted intrathecally by B cells (Hammer et al., 

2014).  

Remarkably, not only humans, but also other mammals, such as dogs, cats, mice, rats and 

monkeys, show high seroprevalence of NMDAR antibodies, with Ig class distribution 

comparable with humans. Functionality of all antibodies across species was again verified 

by NMDAR endocytosis essays and a positive correlation between antibody titre and age 

was shown for different species and antibody classes (Pan et al., 2018).  

NMDAR antibodies in healthy population 

The origin of the disease is also subject of a heated debate. An association was uncovered 

between influenza antibody and NMDAR antibody seropositivity, suggesting molecular 

mimicry could play a role (Hammer et al., 2014). The same authors hypothesise that one 

of the driving factors is chronic stress, supporting their view on the loss of seroprevalence 

age dependence in monkeys (long life in captivity is a proven stressor) and human 

migrants (described by the authors as suffering from ‘unfriendly environment’; Pan et al., 

2018).  A further link between the NMDAR encephalitis and infection is provided by the 

finding that 27% patients with herpes simplex virus 1 (HSV) encephalitis develop 

autoimmune encephalitis, often associated with NMDAR antibodies (Armangue et al., 

2018; Prüss et al., 2012). 

The absence of evidence of brain inflammation in the passive transfer mouse models of 

NMDAR encephalitis, such as T-cell infiltration (Planagumà et al., 2015) or microgliosis 

(Pan et al., 2018), led some authors to conclude that antibodies do not cause encephalitis 

but only shape behavioural phenotype upon entering the brain (Hammer et al., 2014). 

Further speculations emerged that NMDAR antibodies may have a detrimental effect on 

the immune system itself by modulating B and T cell function via their surface NMDARs, 

and NMDAR encephalitis could be a result of such a dysregulation of the immune system 

(Ehrenreich, 2018). Some authors go as far as casting doubts on whether NMDAR 

encephalitis is a separate disease entity and should be treated as such (Ehrenreich, 2018, 

2017).  

NMDAR antibodies in psychosis 

On the other hand, a much smaller study by Jézéquel et al. (2017), comprised of 48 

schizophrenic patients and 102 controls, reported the presence of circulating IgG NMDAR 

antibodies in about 20% of psychotic patients diagnosed with schizophrenia and only 
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very few healthy subjects. By employing a sophisticated imaging technique able to track 

a single molecule using quantum dot nanoparticles, they show that antibodies from 

patients, but not healthy subjects, specifically alter surface dynamics and nanoscale 

organisation of NMDAR. They show increased motility of synaptic NMDARs, which leads 

to higher exchange rate between synaptic and extrasynaptic compartments and thus 

decreased fraction of available NMDAR at the post synaptic density. Moreover, antibodies 

from patients and controls do not compete for the binding site on NMDAR, suggesting 

they target different epitopes with potentially different relevance for pathology. 

Importantly, they show that psychotic patient antibodies cause synaptic plasticity 

deficits, while antibodies from healthy controls have no effect. Taken together, they 

suggest a pathogenically relevant role of NMDAR antibodies in schizophrenic patients 

and so the term ‘autoimmune psychosis’ was coined (Jézéquel et al., 2017).  

Another study of 300 patients contradicted these findings by showing that none of the 

schizophrenic patients had NMDAR antibodies of the IgG class. Moreover, only IgG 

NMDAR antibodies are highly specific for NMDAR encephalitis and cause a decrease of 

NMDAR levels. In contrast, IgA or IgM antibodies occur infrequently and non-specifically 

in other diseases and do not alter the receptor levels (Hara et al., 2018). Several other 

studies attempted to replicate the high seropositivity of psychotic patients for NMDAR 

antibodies and reported that these cases in psychotic patients are extremely rare (Bien 

et al., 2021; Kelleher et al., 2020). Consequently, the newly emerged field of autoimmune 

psychosis was once again disproved (Graus and Dalmau, 2021). 

Untangling inconsistencies 

Untangling apparent inconsistencies in the published literature is not an easy task, and 

further research is needed to reconcile the opposing opinions in the field and shed more 

light on the significance of NMDAR antibodies in various diseases and the contribution of 

different immunoglobulin classes to NMDAR encephalitis phenotype (Figure 2). The 

discrepancies may be assigned to the detection techniques used in different studies, such 

as immunofluorescence with live or fixed cells expressing NMDARs, serum incubation 

with rat brain sections or more sophisticated essays (single molecule imaging). 

Nonetheless, specificity of some of these essays might be questioned. Samples used for 

NMDAR antibody detection (i.e., CSF or serum) also varied between the studies, 

highlighting the importance of CSF analysis for reliable detection of autoantibodies. 

Indeed, CSF-only reactivity has been shown for ~25 % cases of NMDAR encephalitis 

(Gresa-Arribas et al., 2014). 
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The presence of germline antibodies against NMDARs in NMDAR encephalitis patients 

indicates that tolerance induction against the NMDAR protein is incomplete or absent 

(Kreye et al., 2016). Under physiological conditions and without access to the brain the 

presence of peripheral antibodies may not pose a risk. In case of NMDAR exposure to the 

immune system through a tumour, this may trigger positive selection and expansion of 

high-affinity NMDAR-reactive B cells. When these affinity-matured cells access the brain 

and get activated through exposure to the autoantigen, these memory B cells then induce 

and fuel full-blown encephalitis.  

Current status of the field 

A following summary can be drawn: Antibodies to central nervous system antigens, such 

as NMDAR antibodies, may be a part of the normal immune repertoire of mammals. They 

may be converted to immunogens via exposure to brain antigens outside the central 

nervous system (teratoma or through cell injury/death), infection (HSV, influenza) or 

chronic life stress. However, the key fact remains: patients with NMDAR antibodies in CSF 

have NMDAR encephalitis and suffer from severe psychiatric symptoms, which is 

compatible with the glutamate hypothesis of psychosis and schizophrenia given the 

molecular mechanism of antibody-mediated receptor internalization. 

Figure 2. Shifting views in the field of 
NMDAR encephalitis.  Since the initial 
discovery of NMDAR encephalitis 14 years ago, 
investigations of NMDAR antibodies have 
gradually shifted from NMDAR encephalitis 
patients to psychotic patients, suggesting an 
autoimmune origin of many psychiatric 
diseases. This was later disproved. Broad 
seroprevalence of NMDAR antibodies in 
healthy individuals was also suggested and 
doubts were cast about relevance of antibodies 
in disease. Due to low specificity of 
autoantibodies detected in healthy people, 
studies refocused on first onset psychosis 
patients, which subsequently leads back to 
NMDAR encephalitis. Key publications with 
senior authors and respective print years are 
highlighted.  

1.1.4. Mouse models of NMDAR encephalitis 

Passive transfer mouse model  

The mouse model of NMDAR encephalitis was initially reported by Planagumà et al. 

(2015). In this model of passive transfer of human antibodies, CSF from patients or 

healthy controls was infused into mice using an intracerebroventricular catheter 

connected to subcutaneously implanted osmotic minipumps that continuously delivered 
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CSF over 14 days. Mice infused with patient CSF developed reversible memory deficits, 

anhedonic and depressive-like behaviour, without affecting their locomotor activity or 

social behaviour. Mice were examined for brain bound human antibodies and prominent 

deposits were found in hippocampi of mice infused with patient CSF, which were 

confirmed to target NMDAR subunits. Patient CSF infused mice had decreased NMDAR 

cluster density in the hippocampus, while post-synaptic density (PSD) protein-95 and α-

amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor (AMPAR) density 

remained unaffected (Planagumà et al., 2015). This work was a cornerstone in the 

investigation the effect of NMDAR antibodies and was since adapted a number of times.  

Monoclonal antibodies 

Another breakthrough came when direct pathogenicity of NMDAR antibodies was proven 

(Kreye et al., 2016). A recombinant NMDAR antibody was generated from memory B cells 

isolated from CSF of patients through cloning of immunoglobulin genes from single B 

cells. The recombinant antibody recapitulated the NMDAR downregulation and NMDAR 

current reduction, the hallmark effects of patient CSF application in cultured neurons. 

Further evidence of the vital contribution of NMDAR antibodies in the disease pathology 

was brought forward when the monoclonal NMDAR antibody was shown to recapitulate 

all behavioural symptoms associated with the mouse model of patient CSF infusion 

(Malviya et al., 2017). 

Active immunization  

Since then, several mouse models employing an active immunization approach were 

developed. Mice infected with HSV spontaneously developed antibodies against NMDAR 

(Linnoila et al., 2019), providing a further link between NMDAR encephalitis and HSV 

infection in humans (Prüss et al., 2012). Spontaneous development of the disease in mice 

can also be achieved through active immunization with whole, conformationally 

stabilized NMDARs (Jones et al., 2019) or extracellular peptides of GluN1 subunit (Ding 

et al., 2021; Pan et al., 2018). While passive transfer of patient antibodies has been proven 

useful in isolating specific pathological effects of the recombinant antibody, mouse 

models employing active immunization are better suited for the investigation of disease 

mechanisms, since they better recapitulate the complete clinical picture, including 

neuroinflammation and immune cell infiltration (Jones et al., 2019). An advantage of the 

active immunization model can be its combination with immunosuppression, similarly to 

human therapy. Moreover, such a mouse model is an analogy to experimental 
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autoimmune encephalomyelitis (EAE), a well-established animal model for multiple 

sclerosis research (Robinson et al., 2014).  

1.1.5. Autoimmune encephalitis spectrum 

NMDAR encephalitis is currently the most common autoimmune encephalitis. Over the 

past decade, the field rapidly expanded with publications describing new pathological 

autoantibodies and distinguishing new disease entities. Several other antibodies target 

synaptic proteins and receptors, such as metabotropic glutamate receptor 1 (mGluR1; 

Smitt et al., 2000), aquaporin-4 (Lennon et al., 2005), AMPAR (Lai et al., 2009), myelin 

oligodendrocyte glycoprotein (MOG; Brilot et al., 2009), leucine-rich glioma activated 1 

(LGI1; Lai et al., 2010), contactin-associated protein-like 2 (CASPR2; Irani et al., 2010) 

and mGluR5 (Spatola et al., 2018). Currently, 25 antibodies implicated in autoimmunity 

are known and new antibodies are being discovered, with respective clinical pictures 

varying widely from cognitive impairment and stereotypical movements to epileptic 

seizures.  

Changing clinical practice 

These discoveries have significantly improved clinical routines – several commercial 

diagnostic essays allow for routine testing for the presence of any of these autoantibodies, 

thus enabling faster diagnosis and more efficient and earlier treatment initiation. 

Therefore, research of underlying mechanisms of these diseases will bring important 

insights and further improvement of clinical practice. Several innovative therapies have 

already been brought forward. Chimeric autoantibody receptor T cells can be engineered 

to detect and deplete B cells specific to a given autoantibody (such as NMDAR antibody), 

via extracellular presentation of the target antigen (receptor protein containing the 

known binding site). Another novel strategy is ‘aquaporumab’, an aquaporin-4 selective 

antibody, which lacks the binding site for complement, the mediator of its cytotoxicity, 

which can outcompete the pathogenic patient autoantibody (Prüss, 2021).  

Autoantibodies in neurodegenerative diseases 

The existence of so many antibodies targeting synaptic proteins and receptors brings 

forward the interesting notion, that immune system interference in brain function may 

be more widespread than previously thought. Some antibodies can manifest symptoms 

similar to those of neurodegenerative diseases: LGI1 antibodies can resemble the typical 

clinical picture of Alzheimer’s disease (Marquetand et al., 2016). Antibodies specific to 
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voltage gated potassium channels can mimic frontotemporal dementia (McKeon et al., 

2007). Gamma-aminobutyric acid (GABA) receptor b antibodies can mirror amyotrophic 

lateral sclerosis (ALS), suggesting the intriguing possibility that antibody-mediated 

autoimmunity could be one of several pathways leading to the ALS phenotype 

(Schumacher et al., 2019). On top of these ‘phantom’ diseases, which are antibody-

mediated and highly immunosuppressant responsive, an association exists between 

autoantibodies and diseases of proven neurodegenerative origin. In ALS, antibodies 

against cortical motoneurons may contribute to neurodegeneration (May et al., 2014).  

It seems conceivable that subthreshold levels of pathogenic antibodies in individuals 

suffering from mild cognitive impairment, subclinical psychotic episodes or age-related 

cognitive decline can have an autoimmune origin. Although a study looking for 8 different 

autoantibodies in psychotic patients produced no hits (Bien et al., 2021), antibody levels 

may still be below the detection or clinically relevant threshold and therefore this 

possibility cannot be fully excluded. The fact that a significant fraction of the healthy 

population carries NMDAR antibodies of unknown specificity (Hammer et al., 2014) 

suggests that antibodies to synaptic structures could influence neuronal function and 

thus cognition and memory.  

It may be necessary in the future to screen even asymptomatic patients for 

autoantibodies. For instance, asymptomatic mothers with autoantibodies could endanger 

the development of their unborn children. Antibodies from pregnant mothers 

seropositive for NMDAR encephalitis could cross into the foetus through placenta and 

accumulate in the developing brain. These quantities can be sufficient for 

neurodevelopmental abnormalities and increased offspring mortality in animal models 

(Jurek et al., 2019). However, these experimental findings may not be fully translatable 

to human patients, as observed mortality rates and developmental impairments in 

children of NMDAR patient mothers are not nearly as severe (Dalmau, 2020). 

Nevertheless, these findings illustrate the potential necessity to screen the general 

population for pathogenic autoantibodies. 

1.2. HIPPOCAMPUS 

The hippocampus has the highest expression of NMDARs in the brain. For this reason, the 

hippocampus is in the centre of NMDAR encephalitis pathophysiology. Indeed, highest 

NMDAR antibody binding is observed in the hippocampus and key NMDAR encephalitis 

symptoms are consistent with hippocampal function disruption, such as impaired 
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memory and cognition. This chapter introduces the hippocampus, which is one of the 

most thoroughly investigated structures in the brain. The discovery of place cells, grid 

cells and time cells established that the hippocampus plays a critical role in memory 

formation by providing spatiotemporal map that integrates various sensory information. 

The hippocampus allows the experience to be stored in such a way that it allows later for 

conscious recollection of that experience.  

Extensive knowledge about the hippocampus originated from lesion studies in humans. 

The case of the best known and the most studied patient in neuroscience, Henry Molaison 

(HM), brought about a significant understanding of the role of hippocampal formation in 

episodic memory. It was described in a seminal publication (Scoville and Milner, 1957), 

which is one the most cited articles in modern medical literature.  

HM had both of his hippocampi together with adjacent areas removed in a bid to cure his 

debilitating epilepsy. There was a profound change in his behaviour following the 

surgery, as he developed a severe amnesia. His cognitive abilities and personality 

remained intact as was his working memory, however he was unable to consolidate any 

information into his long-term memory. Interestingly, HM’s motor learning skills were 

intact which he demonstrated through increased performance of a task; only he was 

oblivious to having trained such task (Corkin, 1968). Researchers concluded that 

nondeclarative learning relies on memory circuits separate from hippocampal formation 

and that it does not require conscious memory processes.  

HM was only one of many patients that developed severe amnesia after hippocampal 

resection, because the hippocampus is highly susceptible to epilepsy, stroke, or 

encephalitis. Research on these patients helped shape modern neuroscience and 

establish the notions of episodic and semantic memory as subcategories of declarative 

memory. Episodic memory seems to be dependent on the hippocampus, whereas 

semantic memory appears to reside in anterior temporal lobes. Patients with 

hippocampal damage have episodic memory deficits but are perfectly able to form 

semantic memories (factual knowledge). Given that amnesia of HM and other patients 

with hippocampal lesions was only anterograde, i.e., patients were able to retain old 

memories, the hippocampus seems to be involved in forming new memories. This 

important insight suggested that memories over time become independent of the 

hippocampus, presumably by moving into cortical areas. 
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1.2.1. Hippocampal function 

According to the original work by O’Keefe and Nadel (1978), the hippocampus supports 

memory for items or events in a spatiotemporal context. Indeed, studies have shown that 

populations of spatially tuned neurons, dubbed place cells, form a spatial map of an 

environment whereas another population of cells map the temporal dimension of that 

environment, hence called time cells (O’Keefe and Nadel, 1978). Therefore, episodes are 

spatially and temporally discrete events. Consistently with this idea, both temporal and 

spatial boundaries of a task strongly modulate hippocampal activity (Bird et al., 2010). 

There is also considerable evidence suggesting that the hippocampus contributes to a 

broad range of behaviours beyond spatial cognition. In animals, these include cells 

selective for odour and auditory cues (Aronov et al., 2017), landmark views and goals 

(Gauthier and Tank, 2018; Rolls and O’Mara, 1995). Interestingly, the hippocampus plays 

a role in mapping of dimensions entirely dissociated from physical space, such as social 

space (Tavares et al., 2015).  

It is a generally acknowledged fact that the hippocampus is essential for episodic 

memory, however, it is still not clear to what extent spatial navigation depends on the 

hippocampus. People with bilateral hippocampal lesions can retain spatial memories and 

are even able to navigate the streets of London as taxi drivers (Maguire et al., 2006). In 

contrast, lesions to other brain regions, such as the retrosplenial cortex, seem to have 

much more profound effects on spatial memory and navigation (Takahashi et al., 1997). 

Rodents with hippocampal lesions are impaired in the Morris water maze task, but their 

ability to navigate physical space is intact (Pearce et al., 1998). Patients with hippocampal 

lesions are impaired in imagining scenes (Hassabis et al., 2007), suggesting they are 

unable to access or create the cognitive map necessary for such a task. These studies 

illustrate our limited understanding of the role of the hippocampus in complex cognitive 

behaviours. 

Importantly, the hippocampus does not seem to encode a global cognitive map but rather 

a series of maps, each tied to a specific context or modality (Eichenbaum, 2015, 2014). 

Even multiple maps of the same environment can stably coexist in the hippocampus, 

suggesting a level of redundancy or different attractor states. Often upon repeated entry 

of an animal to a linear track arena, the pre-existing spatial map can be recalled in a 

flipped orientation, possibly representing disorientation of the animal (Sheintuch et al., 

2020). Our brains construct individual, overlapping spatial maps that might not compete 

with each other. Often, we form maps of indoor environments, without necessarily 
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connecting them to the global map (outdoors), further supporting the notion that the 

hippocampus constructs multiple episodic maps each tailored to the requirements of a 

specific episode or task. 

It can be concluded that the hippocampus uses space and time as primary dimensions for 

defining contexts or episodes, however other dimensions can be incorporated into the 

map if they are determined to be relevant in the event-defined context. 

1.2.2. Hippocampal structure 

Hippocampus in humans is an elongated structure, buried deep within the medial 

temporal lobe and its shape resembles that of a seahorse, hence the name hippocampus. 

In rodents it is a prominent structure situated right underneath the cortex. A cross section 

of the hippocampus reveals the classic laminar structure consisting of dentate gyrus (DG) 

and cornu ammonis (CA) 1-4 (Figure 3).  

The main input from cortex comes from the entorhinal cortex through the subiculum of 

the hippocampus, giving rise to the name ‘perforant pathway’ due to its laminar pattern. 

These glutamatergic projections terminate in the DG, CA1 and CA3 regions of the 

hippocampus. The DG projects into CA3 via the ‘mossy fibre’ pathway, which in turn 

projects into CA1 through the ‘Schaffer collateral’ pathway. Finally, CA1 projects back to 

the entorhinal cortex, completing the loop. Together, these 3 pathways form what is 

known as trisynaptic circuit (Schultz and Engelhardt, 2014).  

The functioning of the trisynaptic loop was traditionally proposed to be contained within 

cross section (radial) axis composed of largely independent sections stacked on the 

longitudinal axis. We now know that the hippocampus is interconnected also on the 

longitudinal axis, and individual segments may perform parallel computations. 

Traditional categorization of pyramidal neurons into individual layers, e.g. CA1, CA2 and 

CA3, disregards the fact that these are heterogeneous populations of neurons, which can 

be further subdivided along the longitudinal axis (anterior and posterior in humans or 

dorsal and ventral in rodents), along the transversal axis (proximal and distal) as well as 

along the radial axis (deep and superficial). The mounting evidence for the heterogeneity 

of its pyramidal neurons and diversity of information processing the hippocampus is 

involved in suggests that pyramidal cell identity is a spectrum rather than a discrete 

category. 
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Figure 3. Hippocampal structure.  Left, original drawing by Ramon y Cajal (1901). DG, dentate gyrus; 
CA, cornu ammonis; Sub, subiculum; EC, entorhinal cortex. Right, schematized depiction of individual 
sublayers (stratum) in CA1. Adapted from Ramon y Cajal (1901) under the Public Domain License. 

Structure of hippocampal neurons 

CA1 pyramidal neurons receive direct input from the entorhinal cortex, whose perforant 

path projections target CA1 apical dendrites in stratum lacunosum moleculare, the region 

furthest from the soma towards DG. Input from Schaffer collateral projections of 

hippocampal CA3 pyramidal neurons target CA1 apical dendrites in stratum radiatum, 

closer to the soma and below stratum lacunosum moleculare. Cell bodies of CA1 

pyramidal neurons are located in the stratum pyramidale. Basal dendrites of these 

neurons are located in stratum oriens, which stretches from stratum pyramidale towards 

the external capsule. These apical and basal dendrites of hippocampal pyramidal neurons 

branch extensively into secondary, tertiary, and fourth-degree dendrites, and the 

complexity of the dendritic arbour itself plays an important role in neuronal function. 

Firstly, computational processes are performed through local dendritic action potentials 

(Sheffield and Dombeck, 2015). Secondly, the branching pattern physically restrict 

biochemical signal spreading from activated synapses, serving as one of the key factors 

that define the biochemical signalling pattern (Yasuda, 2019).  

In the hippocampus, 10-15 % of neuronal population are GABAergic interneurons. 

Contrary to excitatory, glutamatergic pyramidal neurons that are located in compact 

layers with orthogonal dendrites, hippocampal interneurons are dispersed throughout 

all subfields and have diverse morphology. Although traditionally categorized 

morphologically into groups such as Chandelier cells, basket cells or bistratified cells 

(Freund and Buzsáki, 1996), hippocampal interneurons are morphologically diverse 

population. The morphology may be tightly linked with their function, with some 

interneurons forming only local connections while others possess long-range projections. 
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Interneurons provide inhibitory synaptic input that plays a critical role in regulation of 

single cell excitability and timing of action potentials, thereby synchronizing circuits and 

facilitating oscillatory activity. Interneurons are further classified based on the 

expression of various molecules into parvalbumin- (PV), somatostatin- (SST), 

cholecystokinin- and vasoactive intestinal peptide-positive interneurons (Pelkey et al., 

2017).  

1.2.3. Hippocampal circuits  

The incoming information from all sensory and motor association cortices enters the 

hippocampus via the perforant path, goes through the trisynaptic loop and is returned 

back to the entorhinal cortex by CA1 projections. However, the information flow in the 

trisynaptic circuit is also not unidirectional as once was widely believed. Although most 

projections terminate on granule cells of the DG, the perforant pathway projects also 

directly to CA1 and CA3. In addition, CA3 cells provide feedback to granule cells in DG. 

Entorhinal cortex provides topographically different inputs into the hippocampus. The 

medial entorhinal cortex (MEC) is associated with spatial processing, whereas lateral 

entorhinal cortex (LEC) is associated with item recognition and emotions (Schultz and 

Engelhardt, 2014). MEC-CA1 collateral contacts mostly deep pyramidal neurons in the 

proximal part of CA1, whereas LEC-CA1 contacts superficial neurons located in the distal 

part of CA1 (Masurkar et al., 2017). This differential input is reflected in CA1 neuron 

properties: deep pyramidal neurons have higher spatial information content and larger 

fraction of place cells compared to superficial neurons (Danielson et al., 2016).  

Dorsal and ventral hippocampus is differentially involved in spatial information 

processing versus emotional memory and cognition. The ventral hippocampus is highly 

connected to prefrontal cortex and amygdala, whereas the dorsal hippocampus contains 

highest resolution spatial map. In humans, the hippocampus appears broadly subdivided 

into an anterior segment that supports emotion, stress and sensorimotor integration, and 

a posterior part dedicated to declarative memory and cortex-supported cognition.  

Place cells  

The hippocampus has been most studied in experiments regarding spatial navigation and 

spatial memory. Place cells are hippocampal pyramidal cells that fire when the animal is 

in a specific location (O’Keefe and Dostrovsky, 1971). Place cells line up the spatial 

dimensions of the environment with their firing fields (place fields) at largely uniform 

distribution, thus creating a spatial map for that environment. Position of the animal can 
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be predicted/decoded from activity of many cells with considerable accuracy (Stefanini 

et al., 2020). Place cells provide a framework for allocentric memory, serving as a 

reference map for the animal while navigating. They are active in light and dark 

conditions, suggesting place cells are not dependent on a single modality such as visual 

input, and neither somatosensory input since self-motion information alone is 

insufficient to generate stable firing fields (Zaremba et al., 2017). Therefore, place cells 

integrate complex inputs into their spatial selectivity.  

 Pyramidal cells across all hippocampal fields have place fields, and their properties vary, 

suggesting that individual hippocampal areas perform different computations related to 

encoding of space (Hainmueller and Bartos, 2018). The same place cells participate in 

encoding of different environments, but the relationship between their firing fields varies 

from one environment to the next (O’Keefe and Nadel, 1978), a feature known as 

remapping (Fyhn et al., 2007; O’Keefe and Nadel, 1978). When an animal experiences an 

environment for the first time, place cells rapidly form place fields along its dimensions 

to form a new place map for the novel environment, a phenomenon known as remapping. 

Remapping is manifested as a change of firing rates in the presence of a stable place code, 

known as rate remapping, and under certain conditions as a complete reorganization of 

the hippocampal place code in which both place and rate of firing changes, known as 

global remapping (Fyhn et al., 2007). 

Destruction of DG has little effect on CA1 place fields (McNaughton et al., 1989). These 

findings suggested that most of the spatial information exhibited by place cells is 

conveyed from cortex through other pathways than the traditional trisynaptic circuit, 

most likely through direct projections from the entorhinal cortex to CA1 and CA3. 

Although vast majority of experimental evidence comes from animal studies, the 

existence of spatially tuned cells has also been demonstrated in the human brain. Patients 

with intracranial electrodes navigating a virtual town experienced distinct locations to 

which some of the hippocampal neurons became tuned (Ekstrom et al., 2003). This 

suggests that mechanisms of space encoding are largely conserved across mammals.  

It has long been known that place cells form an association with a physical location 

(O’Keefe and Nadel, 1978), however the direct implication of place cells in driving spatial 

navigation was not demonstrated until recently by Robinson et al. (2020). In a virtual 

spatial navigation task in mice, the authors selectively manipulated a group of neurons 

associated with a reward location, i.e., a particular zone of the virtual arena in which a 

reward was delivered. When activating a small group of these reward zone place cells, 
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mice exhibited licking behaviour normally associated only with the reward zone. Thus, 

this study demonstrated a causal role for place cell activity in guiding spatial navigation 

and supporting spatial memory. Surprisingly, activation of a very small fraction of the 

total place cell population produced a detectable change in behaviour. This suggest that 

the neural representation is both sparse and efficient. Moreover, the effect of such small 

and selective CA1 stimulation could be amplified through attractor dynamics in 

downstream regions (Robinson et al., 2020). 

During spatial learning, place fields in the CA1 region of the hippocampus reorganize to 

represent new goal locations. The stabilization and successful retrieval of these newly 

acquired CA1 representations of behaviourally relevant places is NMDAR-dependent and 

necessary for subsequent memory retention performance. Thus, remembering newly 

learnt goal locations requires NMDAR–dependent stabilization and enhanced 

reactivation of goal-related hippocampal assemblies (Dupret et al., 2010). 

Spatial firing selectivity of place cells is thought to rely upon two interacting mechanisms: 

sensing the position of the animal relative to familiar landmarks and measuring the 

distance and direction that the animal has travelled from previously occupied locations. 

This process, known as path integration, is an evolutionarily conserved strategy that 

allows an individual to maintain an internal representation of its current location by 

integrating time over distance and direction travelled (Jayakumar et al., 2019). 

Time cells  

In striking similarity to place cells, existence of time cells in the hippocampus has been 

demonstrated (Manns et al., 2007). These cells fire when an animal is at a particular time 

in a temporally structured task. Therefore, these cells encode time, rather than space, and 

are limited by the temporal dimensions of the experience - that is, by temporal cues 

(beginning and end of an episode) and are marked by critical intervals. Time cells 

therefore behave just as place cells, which are be governed by spatial cues and spatial 

dimensions of the environment (Eichenbaum, 2013).  

Increasing evidence suggests that firing sequences of time cells develop with learning, are 

memory specific and predict the accuracy of subsequent memory across a broad variety 

of tasks. Finally, time cells and place cells are the same neurons and form the same 

neuronal ensembles, which can encode the temporal and spatial organization of 

experiences (Eichenbaum, 2014). In humans, a similar function has been attributed to 

temporal parietal junction which thus represent the ‘when’ pathway in the human brain 

(Davis et al., 2009). 
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Reward cells  

Reward cells are specialized neurons in CA1 and subiculum that encode the location of a 

reward in mice performing a goal-oriented spatial learning task. The same cells are active 

near multiple reward sites in different environments during global remapping and their 

identity is fully conserved, that is, reward cells always encode for reward and never for a 

place (Gauthier and Tank, 2018). Reward also modulates the entorhinal spatial coding: 

grid cells increase firing rate in fields near the reward and non-grid spatial cells shift their 

fields towards the reward location, thus enriching the reward location (Butler et al., 

2019). The discovery of reward cells provided a cellular correlates of goal memory 

located in the hippocampal–entorhinal cortex circuit. The dopaminergic system is 

thought to be implicated in reward signalling (Sosa and Giocomo, 2021). Reward cells 

represent one opportunity to assess cognition of the animal, contrary to the ‘automatic’ 

navigation system provided by place cells and grid cells. Indeed, when a reward is omitted 

in a familiar environment, reward cells fire to signify the animal’s expectation of a reward 

in that location (Gauthier and Tank, 2018). Moreover, selective stimulation of reward 

cells elicit reward associated behaviour (Robinson et al., 2020) and the 

overrepresentation of the goal location in the place cell population has been shown to 

correlate with learning performance (Dupret et al., 2010). 

Theta rhythm and sharp-wave ripples 

In rodents, hippocampal electro-encephalogram (EEG) is dominated by oscillations of 

about 8 Hz (known as theta oscillation) when the animal is locomoting, exploring or in 

the rapid eye movement (REM) stage of sleep. When rodents are engaged in non-

exploratory behaviour or in the non-REM stage of sleep, hippocampal EEG is dominated 

by sharp-wave ripples (SWR), characterized by large irregular activity caused by 

synchronized activity discharges. Hippocampal cells are strongly modulated by theta 

phase and fire bursts that are phase locked to the theta rhythm (O’Keefe and Recce, 1993). 

Place cells show a phenomenon known as theta phase precession: as the animal moves 

through the place field, the phase locking of action potentials shifts backwards to earlier 

theta phases. This provides a precise information about animal’s position in a large firing 

field. Moreover, theta phase precession allows sequences of place cell firing to be 

reactivated in a compressed manner with each theta cycle, representing the animal’ past 

and future trajectory (Wilson and McNaughton, 1993).  
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Hippocampal theta yields two patterns before navigational decisions. First, when the 

animal pauses at a maze junction and looks in each direction, theta sequences project 

ahead of the animal in directions of the different choices, first one direction and then the 

other. This is thought to help the animal evaluate each path (Johnson and Redish, 2007). 

Second, during movement before a maze junction, future choices are represented on 

alternating theta cycles, thereby encoding multiple possible scenarios (Kay et al., 2020). 

Future-signalling spikes occur on late phases of theta, whereas spikes signalling the 

current or past location occur on the early phases (Kay et al., 2020; Sosa and Giocomo, 

2021). Therefore, place cells can fire in a sequence that represents a future trajectory of 

an animal to a goal location, even before it moves. This may be involved in the animal’s 

planning of routes and evaluating behavioural choices.  

Trajectory replay events 

During SWR, place cells fire with each theta cycle to form activation sequences similar to 

those manifested when the animal is navigating. These sequences, called trajectory replay 

events or replays, can represent place cell sequences in an order in which their place 

fields were recently visited, since trajectory replays require previous experience for their 

formation. NMDARs are required for replay sequence encoding but not for the retrieval 

of trajectory replay events (Silva et al., 2015). 

However, it has been demonstrated that, in an environment that has been previously 

sampled, the hippocampus is able to generate replays of place cell sequences in an order 

that has never been experienced before. Moreover, replay sequences can represent not 

yet experienced trajectories, such as a novel path to a remembered goal location (Pfeiffer 

and Foster, 2013). These findings suggest an intriguing possibility that place cells have a 

role in navigational planning. Replay sequences could represent constructive attempts to 

read out information from an existing cognitive map and apply such information to a 

future navigational behaviour, such as finding more efficient way to a reward. 

Alternatively, replay sequences may be involved in the systems consolidation process, as 

a mechanism whereby the events recently experienced by the animal are replayed to the 

neocortex in order to update the permanent, neocortical memory stores (Diba and 

Buzsáki, 2007). 

Pattern separation & pattern completion 

To distinguish between similar objects and events that have different relevance for 

behaviour, the brain needs to transform similar inputs into well separated neuronal 
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representations of memory. Conversely, different objects that have identical behavioural 

relevance need to be grouped into a common representation. These processes are known 

as pattern separation and pattern completion, respectively, and the hippocampus is 

engaged in these tasks (Knierim and Neunuebel, 2016). 

Recurrent CA3-CA3 synapses are thought to be the synaptic mechanism for pattern 

completion, where neural representations fall into one of the attractor states that are 

robust to incomplete input information (Guzman et al., 2016). The opposite operation, 

pattern separation, is mediated by the DG through input information decorrelation, i.e. 

reduction in correlation of two representations (Allegra et al., 2020). DG constantly 

performs pattern separation, thereby pushing the downstream network to remap, while 

CA3 through its attractor dynamics counteract this process with pattern completion 

computation (Knierim and Neunuebel, 2016). 

In the framework of attractor dynamics of neural networks, the structure of synaptic 

connectivity defines an energy landscape, which determines the attractor states (local 

energy minima) the network may converge to when the animal is encountering an 

environment. This synaptic structure ensures that the network possesses a set of stable 

attractors that are localized in the space of neuronal variables reflecting their synaptic 

interactions, rather than their physical location in the hippocampus (Tsodyks, 1999). 

Long-term changes in excitability and/or synaptic connectivity may alter this energy 

landscape of the network, thus leading to gradual changes in spatial representations and 

the probability of a given representation to recur (Sheintuch et al., 2020). Therefore, as 

described above, the neural representation of an environment in the CA1 is a result of 

these upstream attractor dynamics, allowing to recall a representation of a familiar 

environment or, when the environments are sufficiently distinct, trigger global 

remapping into a new representation. 

Mixed selectivity 

It is possible to predict the activity of a neuron from the activity of all the other neurons, 

regardless of how well that neuron encodes position. Therefore, correlation patterns in 

CA1 only partially arise from position encoding. Some components of the correlation 

pattern encode the internal state of the animal. Understanding of neuronal activity may 

not only require knowledge about the external variables but also about the internal state 

of the organism (Meshulam et al., 2017).  

Each variable can be encoded by a group of highly specialized neurons. However, this 

significantly limits the number of possible combinations of network responses. Instead, 
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when variables are mixed nonlinearly, the neural representation can be high-

dimensional. Mixing position encoding with head direction and other variables may lead 

to poor spatial tuning of most individual cells, but it vastly increases the computational 

capacity of the network. Therefore, a distributed code can reliably represent multiple 

combinations of variables. Correlated activity between neurons has been shown to 

convey information, since destruction of correlation between the neurons leads to 

information loss from the network (Stefanini et al., 2020). Modelling suggests that 

pairwise correlations accounts for only 10% information (Schneidman et al., 2006), 

whereas higher order correlation models reveal around 20% information (Pillow et al., 

2008). 

Neuronal ensembles 

Already in 1949, D. Hebb predicted the existence of cooperative activity of groups of 

neurons and postulated that these form basic units of perceptive integration (Hebb, 

1949). Thanks to advances in neuronal activity recording and data science, today we 

know that neurons form ensembles with temporally correlated activity between them. 

Brain activity is characterized by a limited set of spatiotemporal coactivity patterns, 

which occur spontaneously under no stimulation and upon a visual stimulus presentation 

are recruited into the stimulus representation (Carrillo-Reid et al., 2015). This is 

consistent with the hypothesis that pre-existing Hebbian cell ensembles may be the 

substrate for microcircuit sensory processing in primary visual cortex (Hamm et al., 

2017). Recruitment of individual neurons into existing ensembles can be variable, with 

several neurons forming the core ensemble and other neurons participating sporadically 

or participate in several ensembles (Carrillo-Reid et al., 2015), further suggesting mixed 

selectivity of neuronal responses.  

Engram cells  

Memory consolidation is a process whereby a newly formed memory transitions from 

fragile to a stable, long-term state. This is thought to be conveyed by selective 

stabilization of neurons encoding an experience, also called engram cells (Goode et al., 

2020). By employing learning-dependent cell labelling, it is possible to tag a specific 

group of neurons encoding a memory. When an ensemble of neurons representing a given 

context was artificially activated during conditioning in a distinct context, animals formed 

a hybrid memory representation. Reactivation of the network within the conditioning 

context was sufficient for driving future recall of a contextual fear memory, and thus 
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represent a component of a distributed memory engram (Garner et al., 2012). Moreover, 

memory consolidation is accompanied by an increase in synaptic strength and dendritic 

spine density specifically in engram cells (Ryan et al., 2015). These findings suggest that 

a specific pattern of connectivity of engram cells may be crucial for memory storage and 

that strengthened synapses in these cells critically contribute to the memory retrieval 

process. 

1.2.4. Dendritic spines 

In the central nervous system of vertebrates, dendritic spines are mushroom-like 

protrusions on dendrites of neurons, harbouring most of the excitatory postsynapses in 

the brain. According to some estimates, there are 100 trillion of spines in the human 

brain. The spine density varies greatly depending in the brain region and neuron type, 

ranging between 1 and 10 spines per micrometre (Yuste, 2010). The main characteristic 

of spines is the spine head, with a volume up to 1 µm3, containing synaptic proteins 

forming a disc-shaped PSD that clusters glutamate receptors with other receptors and 

signalling molecules into the postsynaptic membrane. PSD is positioned opposite of the 

presynaptic terminal, which can in some cases consist of multiple presynaptic sites. The 

spine head forms a functional compartment and is connected to the dendritic shaft via a 

narrow neck, approximately 0.2 µm wide, which acts as a diffusion barrier and thus 

influences spine’s electrophysical and metabolic properties. Mature spines can contain 

intracellular structures such as mitochondria, ribosomes and vesicular clusters, to 

support material requirements for synaptic transmission (Kasai et al., 2021). 

Dendritic spine morphology 

Spines grow and shrink, spines are formed and eliminated throughout the life of an 

individual. In addition, there is a large variability in spine shapes even on a single 

dendrite. It has long been known that spine head size positively correlates with PSD size 

and synaptic strength (Bosch and Hayashi, 2012), which is suggestive of a tight coupling 

between spine structure and its function. These morphological changes are mediated by 

cytoskeleton formed by F-actin filaments, which serve both as a structural framework as 

well as regulator of protein and vesicular trafficking (Matus, 2000).  

Although spine morphology is tightly linked with activity, spines undergo significant 

fluctuations in size even when activity is entirely suppressed,  or when the network 

develops in absence of synaptic transmission (Kasai et al., 2021). Under baseline 

conditions in vivo, spine volume fluctuate by more than 10%. Interestingly, stable spines 
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are not spared of morphology fluctuations (Steffens et al., 2021). To put that in 

perspective, LTP-associated changes are around 21 % (Wiegert et al., 2019). According 

to some estimates, spontaneous baseline fluctuations in spine size can account for up to 

50% of the overall variability (Dvorkin and Ziv, 2016). This is suggesting that dendritic 

spines are intrinsically dynamic entities. Although spines morphologically respond to 

synaptic activity, the spontaneous morphological dynamics are almost as great. The 

intrinsic changes may be a result of ongoing biological and metabolic processes.  

Dendritic spines are classically categorized based on their morphology into stubby (short 

without a prominent neck), thin (long without a prominent head) and mushroom spines 

(with head and neck). However, such a categorization is purely arbitrary and spine 

morphology is rather a spectrum of morphological features. An extreme case of thin 

spines are filopodia, which lack an actual spine head. Filopodia are transient structures 

with a short lifetime (less than 4 days) which were thought to be precursors of newly 

form spines. However, recent evidence from super-resolution microscopy argues against 

this preconception and therefore filopodia may have a different, yet unknown 

physiological role (Steffens et al., 2021).   

Morphological changes associated with synaptic activity 

Spines that undergo synaptic plasticity display a corresponding change in morphology. 

Specifically, LTP achieved with repetitive stimulation of spines through glutamate 

uncaging results in rapid and selective enlargement of stimulated spines, which is 

associated with AMPAR-mediated currents and is dependent on NMDAR activity and 

actin polymerization (Wiegert et al., 2019; Yuste, 2010). Furthermore, this effect is more 

pronounced in small spines than in large mushroom spines, suggesting that small spines 

may be preferential sites for LTP induction whereas large, already potentiated spines 

represent physical traces of long-term memory (Matsuzaki et al., 2004). Moreover, 

stimulation of a dendritic shaft with glutamate induces a location specific, de novo spine 

growth (Kwon and Sabatini, 2011). Conversely, long-term depression (LTD) induced 

through chemical or electrical means leads to shrinkage or loss of dendritic spines 

(Okamoto et al., 2004).  

In addition to the morphology changes, LTP promotes spine survival whereas LTD 

destabilizes synapses. When plasticity inducing events follow in a sequence, the effect of 

last event dominates over earlier stimulation. Increase in spine volume correlates well 

with LTP 30 minutes after induction, however spines return to pre-LTP volumes within 

24 hours. Nevertheless, a long-lasting, synapse-specific memory of the potentiation event 
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is maintained, since potentiated spines have increased survival rates for at least 7 days 

(Wiegert et al., 2019). These findings show that synaptic strength and synaptic 

morphology can be dissociated, although they are to some extent correlated. Thus, the 

precise role of morphological changes of spines in synaptic transmission and plasticity 

still remain an open question.  

Protein signalling associated with synaptic plasticity  

During the induction of LTP or LTD, firing of action potentials leads to pulses of calcium 

influx a few milliseconds long, which are subsequently translated into signalling that lasts 

for many hours. This ‘slow signalling’ has far-reaching consequences, and it adds another 

layer of complexity into synaptic plasticity. The incoming Ca2+ binds to Ca2+ binding 

proteins, the most important of which is calmodulin (CaM). CaM in turn signals to other 

molecules, such as CaM-dependent kinase II (CaMKII), which acts as a slow integrator of 

Ca2+ influx and mediates spine volume increase. On the other hand, spine volume 

decrease is mediated by calcineurin, a CaM-dependent phosphatase (Kasai et al., 2021). 

CaMKII, calcineurin and other CaM-dependent kinases/phosphatases activate or 

deactivate a host of downstream signalling molecules which then diffuse on a micrometre 

scale. Their spatial spreading is a function of diffusion and inactivation rate, and depends 

on physical factors, such as spine neck or dendrite diameter (Yasuda, 2019). In this way, 

neighbouring spines can share signalling molecules normally associated only with the 

potentiated spine.  

Indeed, it has been shown that spines neighbouring to a selectively stimulated spine are 

subjected to changes in synaptic plasticity. In an in vitro single spine LTP induction, 

increase in spine volume is modestly mirrored in spines less than 5 micrometres away. 

Similarly, these nearest neighbour spines have increased survival rates, a feature 

normally associated with the potentiated spine. Although LTP changes in neighbouring 

spines are scarcely reported, it is an important evidence for spreading effect of synaptic 

changes (Wiegert et al., 2019). Shrinkage and pruning (removal) of neighbouring spines 

on the other hand is much more pronounced and it can extend up to 15 micrometres from 

the stimulated spine. This is likely due to higher spreading of calcineurin, which has a 

destabilizing effect on F-actin and thus results in spine shrinkage (Hayama et al., 2013). 

Moreover, previously potentiated spines are protected against pruning. Many proteins 

that regulate spine shrinkage and enlargement also regulate F-actin dynamics (Kasai et 

al., 2021). 
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Whether a spine will follow LTD or LTP depends on the magnitude of intracellular Ca2+ 

elevation. Activation of CaMKII and calcineurin occurs in Ca2+ nanodomains, which are 

cytosolic areas within 10 nm of open NMDARs, where peak Ca2+ concentration can exceed 

10 µM. While high frequency stimulation leads to sharp increase in intracellular Ca2+ 

concentration (100-1000x) and subsequent CaMKII activation, low frequency 

stimulation only leads to moderate Ca2+ concentration and thus calcineurin activation. A 

critical role in deciding which synaptic pathway should a spine go is mediated by GABA 

receptors which regulate the intracellular Ca2+ concentration. GABAergic neuron activity 

has been shown necessary for LTD induction (Nishiyama et al., 2010). Thus, spine growth 

and shrinkage are determined by spine intracellular Ca2+ levels mediated by NMDAR, and 

inhibitory neurons play a key role in determining these levels. 

Spines and memory 

As outlined above, small spines are preferential target to LTP and subjects of greater 

morphological fluctuations. It is therefore believed that small spines play a central role in 

creation of new memories (Kasai et al., 2003). Large spines are stable, presumably 

maintaining pre-existing connections with little interference. Small spines are unstable, 

and responsible for new memory acquisition and retention by transforming themselves 

into large spines. Large spines are rarely eliminated, whereas small spines undergo 

constant remodelling, formation and elimination, particularly during intense neuronal 

activity and LTP. Distribution of spines in the brain is left-skewed and approximately 

80% of spines are small (Kasai et al., 2021). This gives rise to the enormous storage 

capacity of the brain. Small spines are close to the pruning threshold and their lifetime is 

short, consistent with short lifetime of most new memories. Thus, it is believed that 

memory lifetime corelates with synaptic structure, with large spines being the structural 

basis for long-term memory. 

This hypothesis is supported by the observation that individuals with schizophrenia, who 

often have short-term memory deficits, have reduced spine density driven by selective 

decrease in small spines while density of large spines is maintained (MacDonald et al., 

2017). Moreover, mice with selective knock-out of calcineurin, important pruning 

regulator, have schizophrenia-like symptoms accompanied by selective loss of small 

spines (Okazaki et al., 2018).  

Proteins crucial for spine structure and function have been implicated in autism spectrum 

disorder. Consistently, mice lacking an important PSD scaffold protein SHANK1 have 

overall reduced spine size together with weaker synaptic transmission. Remarkably, 
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these mice have increased performance in a spatial learning task, however their long-

term memory retention of this task is impaired (Hung et al., 2008). This provides an 

additional evidence for the role of small spines in encoding new memories. In another 

mouse model of autism spectrum disorder, altered spine morphology is not the main 

driver of cognitive disabilities. Instead, increased spine turnover rates have been shown 

to be responsible for memory deficits, and this originates from intrinsic changes in spine 

dynamics rather than from altered activity levels (Nagaoka et al., 2016). Thus, not only 

reduction in spine size but also increased spine turnover rates have been shown to result 

in impairment of long-term memory formation. 

Consistently, network modelling has suggested the largest effectivity when operating 

with highly skewed synaptic weights (i.e., spine size), which also maximizes the capacity 

of the network to retain stable activity patterns (Chen et al., 2010). This mostly 

theoretical framework has been confirmed by experiments, which showed that a small 

fraction of strong connections accounts for neuronal stimulus-specific responses in 

cortical microcircuits (Cossell et al., 2015). 

1.2.5. Methodological advances 

In vivo visualization of neurons and their processes has been a major milestone in 

neuroscience and was enabled by the advent of two-photon excitation laser scanning 

microscopy. Living tissue is a difficult environment for the traditional microscopy 

techniques such as wide-field or confocal microscopy, due to their sensitivity to 

scattering and photobleaching.  

The principle of two-photon excitation was originally proposed by the Nobel laureate M. 

Göppert-Mayer in her doctoral thesis (Göppert‐Mayer, 1931). 60 years after this initial 

proposition, two-photon excitation microscopy was invented by W. Denk (Denk et al., 

1990). Until then, only electrophysiological recordings were used to investigate neuronal 

activity in vitro (e.g., patch-clamp) and in vivo (e.g., tetrodes). Optical recordings of 

neuronal activity have several advantages over electrophysiological recordings. First, 

microscopy allows for large-scale recordings and reveals also entirely silent cells as well 

as different cell populations (e.g., interneurons). Second, optical approach is generally 

less invasive for the recorded cell than electrodes and allows for long-term, chronic 

assessment of the same neurons. Since its discovery more than 30 years ago, thousands 

of publications employed two-photon imaging approaches for investigations of structural 
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and functional plasticity of neurons, and significantly advanced our understanding of the 

brain.  

Two-photon excitation microscopy 

In two-photon fluorescence, two low-energy photons emitted by a femtosecond pulsing 

laser (e.g., Ti:Sapphire) arrive simultaneously at the fluorophore, thereby causing a 

higher-energy electronic transition in a fluorescent molecule (Figure 4). Two-photon 

excitation is a nonlinear process: absorption rate depends on the second power of the 

excitation light intensity, which is highest at the focal plane and drops quadratically above 

and below. As a result, fluorophores are excited almost exclusively in a diffraction-limited 

volume. This represents the first of three key advantages of two-photon microscopy: low-

density scattered excitation photons will not excite the fluorophore. The consequence of 

this excitation localization is a three-dimensional contrast and resolution which 

eliminates the need to reject out-of-focus light with a pinhole. When excitation photons 

enter tissue, they are scattered through collisions with tissue molecules and their paths 

are altered. Scattering in adult brain is about twice as high as in juvenile tissue, and 

approximately half of the incident light is scattered every 200 µm. The far-red or infrared 

wavelengths used in two-photon imaging constitute the second advantage, since these 

low-energy, long-wavelength photons penetrate better through the tissue. This improved 

penetration is due to reduced scattering and reduced absorption by endogenous 

chromophores (Oheim et al., 2001). The last key advantage of two-photon microscopy is 

that all photons captured by the detector contribute to the signal. Given that the majority 

of excitation light is scattered deep in tissue, these photons will not cause a signal and 

therefore will not contribute to the background (Denk et al., 1990).  
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Figure 4. Jablonski diagram of the two-
photon fluorescence process of a green 
fluorescent protein (GFP) molecule. In 
case of one photon excitation process 
(blue arrow), a single photon excites the 
fluorophore. In case of two photon 
excitation (red arrow), two photons of 
twice the wavelength arrive 
simultaneously at the fluorophore. In 
both cases, excitation leads to a single 
photon emission (green arrow). Higher 
orders of excitation (e.g., three/four 
photon) are also possible.  

 

 

 

 

Although photon scattering can be compensated for by increasing laser power, the 

imaging depth is ultimately limited by the out-of-focus fluorescence signal generated at 

the surface of the sample. After this point is reached, increasing excitation light will 

enhance background and signal equally. Two-photon imaging can reach to a depth of 1 

mm (Theer et al., 2003), however the record imaging depth stands at 1.6mm and reaches 

the limit set by excitation of out-of-focus fluorescence (Kobat et al., 2011).  

The above-mentioned depth limitation of two-photon imaging can be circumvented by 

higher-order photon excitation, such as three-photon excitation imaging. Subcortical 

structures, such as vasculature and red-fluorescent protein labelled neurons, have been 

imaged in an intact mouse brain with the excitation wavelength 1,700 nm (Horton et al., 

2013). Though imaging of deep brain structures with three-photon excitation is 

technically feasible, its use is cost prohibitive. 

Genetically encoded Ca2+ indicators 

Electrical activity of cells in living tissue can be assessed noninvasively using genetically 

encoded Ca2+ indicators, which react to changes in intracellular Ca2+ concentration with 

changes in fluorescence. Ca2+ is one of the most ubiquitous messengers in cellular biology, 

and diverse extracellular signals and intracellular events are encoded into 

spatiotemporal Ca2+ dynamics. These dynamics are involved in vital processes, such as 

metabolism, transcription and apoptosis. Action potentials are characterized by strong 

increase in intracellular Ca2+ concentration. Influx of Ca2+ into the cytoplasm follows 

membrane depolarization and occurs through cytoplasmic membrane receptors 

(voltage-gated Ca2+ channels and NMDARs; Hodgkin and Huxley, 1952) and intracellular 
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Ca2+ stores such as endoplasmic reticulum and mitochondria (Bootman and Berridge, 

1995). Thus, intracellular Ca2+ levels are an excellent proxy for neuronal activity. 

Consequently, efforts have been undertaken to develop molecular tools to monitor and 

quantify the spatiotemporal dynamics of intracellular Ca2+ (Lin and Schnitzer, 2016). 

Fluorescent imaging with Ca2+ indicators has achieved rapid progress in visualizing Ca2+ 

at the levels of cell populations, single cells or subcellular compartments. 

Over the past two decades, optical visualization of neuronal activity has become a 

standard research approach in animal models, transforming brain research in the 

process. GCaMP is a genetically encoded calcium indicator initially developed by Nakai et 

al. (2001). It is a synthetic fusion of the green fluorescent protein, calmodulin, and M13, 

a peptide sequence from myosin light-chain kinase. When bound to Ca2+, GCaMP exhibits 

green fluorescence with excitation wavelength peak of 480 nm and emission wavelength 

peak of 510 nm (Nakai et al., 2001). The GCaMP-family of genetically encoded calcium 

indicators has since been improved, with every generation bringing an improvement in 

signal-to-noise ratio and a range of temporal kinetics. To date, the most widely used 

versions are GCaMP6f and GCaMP7, which have the ability to resolve single action 

potentials in brain tissue with a half rise and decay time of 140 ms and 550 ms, 

respectively (Lin and Schnitzer, 2016). GCaMP can be delivered to cells by a viral vector 

(such as adeno-associated virus), either through a local injection directly into the tissue 

of interest or by intracerebroventricular injections. Downside of local injections of viral 

vectors are the highly variable expression depending on the concentration of virus 

particles. Overexpression in a subset of cells can lead to intracellular aggregation, nuclear 

filling and potentially even to cell death (Yang et al., 2018). 

Hippocampal window 

Imaging in the hippocampus is inherently difficult, given that the hippocampus lies more 

than 1 mm below the skull. Unrestricted optical access to hippocampal neurons in vivo 

was achieved by the development of a hippocampal window. This procedure involves the 

removal of the overlying cortex through a craniotomy followed by insertion of a 

microendoscopic lens or a steel cannula with a glass coverslip. This technique was 

pioneered by Mizrahi et al. (2004) and allowed observation of hippocampal dendritic 

spines for several hours. Chronic imaging over several months was later accomplished 

(Attardo et al., 2015; Gu et al., 2014).  

The impact of cortex removal or damage to the hippocampus is a concern when using 

hippocampal windows. Following the surgery, mice exhibit transient microgliosis and 
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astrogliosis which is limited to ipsilateral hemisphere and declines within a few weeks. 

Moreover, the surgical procedure does neither affect the survival of hippocampal neurons 

nor of dendritic spines (Gu et al., 2014). Mice that underwent hippocampal window 

surgery exhibit normal behaviour, as their fear conditioning performance, spatial 

learning performance and locomotor behaviour remains intact (Gu et al., 2014; 

Hainmueller and Bartos, 2018). Therefore, surgical procedures involved in hippocampal 

window preparations do not affect the brain function to a greater degree, since other 

brain regions potentially substitute for the removed cortical areas. It provides an 

excellent opportunity to investigate hippocampal neurons in vivo.  

1.3. HIPPOCAMPUS-ASSOCIATED DISEASES 

As described in Section 1.1.1, NMDAR encephalitis is characterized by psychotic 

symptoms, namely delusion and hallucinations, and was in the past often misdiagnosed 

as schizophrenia (Kayser and Dalmau, 2016). These symptoms are consistent with 

disruption of hippocampal function (see Section 1.2.1) and are caused by antibody-

mediated disruption of NMDAR signalling. The following chapter describes other 

hippocampus-associated diseases and illustrates experimental approaches that are used 

in conjunction with research of hippocampal function in animal models.  

1.3.1. Schizophrenia 

Glutamate hypothesis of schizophrenia 

The basis of the glutamate hypothesis of schizophrenia builds on the long-standing 

observation that interference with NMDARs in humans and animals through 

pharmacological or genetic means leads to psychotic symptoms (Balu, 2016). For more 

than two decades, antagonists of NMDAR (ketamine, phencyclidine) have been used to 

generate animal models of schizophrenia and psychosis (Hamm et al., 2017). Similarly, 

administration of NMDAR antagonists in schizophrenic patients cause aggravation of 

symptoms (Malhotra et al., 1997). These findings put the spotlight on NMDAR in research 

of schizophrenia pathophysiology. 

Evidence from patients and animal models 

Impairment of cognition and declarative memory is a key symptom of patients with 

schizophrenia, and the severity of these deficits serves as one of the best predictors of 

patient outcome (Murray and Van Os, 1998). Changes in anatomy, blood perfusion, and 
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neuronal activity have been reported in the hippocampus of schizophrenic patients 

(Tamminga et al., 2010). Extensive post-mortem study of brains of schizophrenic patients 

revealed evidence for morphological alterations of dendrites of glutamatergic neurons 

and reduced general levels of presynaptic terminals in cortex. Moreover, several key 

components of glutamate metabolism have altered expression in schizophrenia, though 

there is no clear evidence of reduction of mRNA expression of glutamate receptors (Hu et 

al., 2015). Hypofunction of the glutamatergic system could interfere with the mnemonic 

role of the hippocampus, namely with the pattern completion function of the CA3 and 

pattern separation function of the DG. It is believed that psychosis is caused by an 

imbalance between internally generated predictions and actual sensory input, which 

could result in illusory experiences and decrease an individual’s ability to discriminate 

between past and present memories, thus creating cognitive ‘mistakes’ leading to 

psychotic events (Tamminga et al., 2010).  

Specific morphological alterations of CA1 have been reported in schizophrenia patients, 

such as CA1 deformity possibly reflecting shrinkage, which might result from neuronal 

hyperactivity (Zierhut et al., 2013). These results suggest a potential primary role of this 

area in the disease pathophysiology. Deficits in CA1 may be directly involved in the 

pathogenesis of hallucinations and delusions, core symptoms in schizophrenia.  

Supporting evidence for the glutamate hypothesis of schizophrenia came from an animal 

model with reduced levels of the NMDAR co-agonist D-serine (serine racemase knock-

out mice), in which impaired long-term potentiation, reduced dendritic spine density, 

reduced hippocampal volume, and impaired memory was shown. Upon administration of 

D-serine, the electrophysical and cognitive deficits were normalized (Balu et al., 2013). 

Moreover, there is extensive and direct evidence of alterations of glutamate signalling in 

the brains of schizophrenic patients; it was shown that schizophrenic patients have 

elevated levels of glutamate in the medial prefrontal cortex (Poels et al., 2014). 

Schizophrenia is a highly heritable disorder, and the genetic risk is conferred through a 

large number of alleles. Variations in genes involved in glutamate signalling, including 

NMDAR, and the immune system have been reported (Ripke et al., 2014), providing a link 

between the immune system and psychosis.  

Our understanding of NMDAR functionality has been extended by single molecule 

imaging studies, which have shown that NMDARs are highly mobile structures and their 

trafficking between synaptic and extrasynaptic areas is a highly regulated process (Groc 

et al., 2009). Numerous synaptic proteins have been suggested to interact with NMDARs 



1. Introduction 

42 

  

as scaffolding partners, such as dopamine receptors, nicotinic receptors, EphB2R (Petit-

Pedrol and Groc, 2021), or to regulate NMDAR membrane trafficking, such as protein 

kinase C, stress hormones or PDZ domains (Groc et al., 2009, 2004; Mikasova et al., 2017). 

Some of these binding partners of NMDARs have been shown to play a role in 

schizophrenia, such as disrupted in schizophrenia 1 (DISC1; Brandon and Sawa, 2011). 

Consequently, a theory of synaptic disorganization has been developed around the 

intriguing idea that NMDAR dysfunction could arise from alterations of the molecular 

environment rather than from a direct effect on ionotropic function of the receptor 

through mutations or allosteric regulation.  

A substantial support for the glutamate hypothesis of psychosis is provided by the severe 

psychiatric symptoms presented in NMDAR encephalitis patients and the rapid 

improvement of symptoms after removal of NMDAR antibodies (Dalmau et al., 2007). 

Based on this fundamental observation of immune system-mediated NMDAR 

hypofunction and elaborating on the synaptic disorganization hypothesis, a search has 

been ongoing to identify NMDAR antibodies in psychotic patients with various illnesses. 

Indeed, pathogenic antibodies have been identified in psychotic patients (Jézéquel et al., 

2017), however, subsequent studies failed to reproduce this finding (Bien et al., 2021; 

Kelleher et al., 2020). 

Discoordination hypothesis  

According to the discoordination hypothesis in schizophrenia, NMDAR hypofunction 

leads to impaired coordination of neuronal ensemble activity which in turn leads to 

information processing impairment (Szczurowska et al., 2018). This may form the basis 

for cognitive deficits in psychosis (Phillips and Silverstein, 2003). Increase in theta 

modulation of CA1 neuron firing and a resulting increase of pairwise correlation of 

neuronal activity after a psychotomimetic dose of dizocilpine (MK-801) was 

demonstrated in the hippocampus (Szczurowska et al., 2018). The authors hypothesize 

that the neuronal discoordination is driven by alterations of GABAergic interneuron 

activity, in line with previous findings showing disproportional sensitivity of GABAergic 

interneurons to NMDAR antagonists (Li et al., 2002). Interestingly, a genetic model of 

partial ablation of the GluN1 subunit of NMDAR in corticolimbic GABAergic interneurons 

in mice resulted in symptoms partially resembling those of NMDAR antibodies, including 

memory deficits and anhedonic behaviours (Belforte et al., 2010). Indeed, a central role 

of GABAergic interneurons in the context of NMDAR hypofunction in schizophrenia has 

been repeatedly suggested (Nakazawa and Sapkota, 2020).  
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Taken together, an extensive body of research in schizophrenic patients and animal 

models suggests that NMDAR dysfunction is at its core. The strongest argument in favour 

of the glutamate hypothesis of schizophrenia comes from the ability of NMDAR 

antagonists and NMDAR antibodies to induce psychotic symptoms in animals and in men. 

Emerging evidence points towards GABAergic interneurons as the prime target of 

NMDAR dysregulation.  

Genetic models of schizophrenia 

Deletions in the 22q11.2 portion of the human chromosome 22 result in sporadic cases 

of schizophrenia in 30 % of carriers, and represents the highest genetic risk factor in 

schizophrenia (McDonald-McGinn et al., 2015). Investigations in a mouse model of 

22q11.2 deletion syndrome revealed that mutant mice have reduced performance in a 

goal-oriented learning task, and exhibit compromised stability and plasticity of 

hippocampal spatial maps during navigation. Specifically, the place cell fraction in mutant 

mice was 25 % smaller than in controls, and spatial tuning of individual place cells is less 

diffuse as indicated by fewer place fields per place cell. Furthermore, hippocampal spatial 

maps were less stable in mutant mice, as a significantly smaller fraction of place cells 

recurred from day to day in mutant mice, and place cells displayed a greater shift in 

preferred firing locations on subsequent days as assessed by centre of mass (COM) shift.  

Stability of place cell ensembles (recurrence probability and COM shift) correlates with 

learning performance in the goal-oriented learning task in control animals while the 

correlation is lost in mutant mice. In mutant mice, the place cell enrichment in goal 

location was absent in a striking difference to controls. Thus, place cell enrichment 

supports learning of the new goal location, and the lack of place cell enrichment may be 

associated with significantly worse performance during the goal-oriented learning task 

in mutant mice. This may be mediated through a lack of place field shift in mutant mice 

toward the reward location. Thus, these findings demonstrate that disrupted spatial 

representations underline the cognitive deficits in schizophrenic mice (Zaremba et al., 

2017). 

Mutations in the Disc1 gene, which encodes a scaffolding synaptic protein, is associated 

with schizophrenia and the Disc1-L100P mouse strain exhibit schizophrenia-like 

symptoms with working memory deficits accompanied by LTP deficits in the CA1 (Cui et 

al., 2016). Mutant mice have intact spatial coding, and their place cell properties are 

largely indistinguishable from control mice. However, mutant mice show a decrease in 

the number of place fields per place cell and a decrease in hippocampal theta power. 
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Moreover, there is a higher number of active interneurons in mutant mice and these 

interneurons fire with faster action potential kinetics. Furthermore, mutant mice have a 

reduced density of PV-interneurons in CA1 (Mesbah-Oskui et al., 2015). Alterations in 

interneuron activity and PV-interneuron density are consistent with reports of aberrant 

GABAergic signalling in schizophrenia (Li et al., 2002). The precise role of hippocampal 

interneurons in spatial working memory is yet to be understood and will help understand 

the cellular correlates of cognitive impairment in schizophrenia. 

1.3.2. NMDAR ablation 

Knock-out mouse models 

Different subunits confer distinct physiological and molecular properties to NMDARs. 

Knock-out rodent models of the many genes comprising NMDARs have been generated 

to dissect their respective contribution to synaptic plasticity and learning. These findings 

are summarized in Table 1.   
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Table 1. NMDAR deletions in rodent models of NMDAR hypofunction.  

Gene  Region Phenotype Reference 

GluN2A Whole brain Impaired spatial working 

memory and spatial novelty 

preference  

Sakimura et al., 1995 

GluN2B Cortex + CA1 Impaired hippocampal LTD, 

impaired learning and memory 

Brigman et al., 2010 

GluN2B Hippocampus Impaired spatial working 

memory 

von Engelhardt et al., 

2008 

GluN1 CA3 Larger place fields in novel 

environment, impaired 

acquisition of novel spatial 

memories 

Nakazawa et al., 2003 

GluN1 CA1 + DG Impaired LTP, impaired spatial 

discrimination, impaired 

pattern separation 

Bannerman et al., 2012 

GluN1 DG Impaired LTP, impaired spatial 

working memory 

Niewoehner et al., 2007 

 

GluN1 CA1 Impaired LTP, impaired spatial 

memory, altered place field 

specificity and size, decorrelated 

place cell activity 

McHugh et al., 1996 

 

GluN2A knock-out mice show moderate deficiency in spatial learning, such as spatial 

working memory and novelty preference (Sakimura et al., 1995). Knock-out mice lacking 

GluN2B in pyramidal neurons in cortex and CA1 have normal LTP in the hippocampus 

while LTD is impaired. Mutants are impaired on cortico-hippocampal learning and 

memory tasks (Brigman et al., 2010). Mice lacking GluN2B in the forebrain are impaired 

on a range of spatial and nonspatial memory tasks. In contrast, hippocampus-specific 

GluN2B ablation spares hippocampus-dependent memory (hidden-platform water maze) 

but induces a selective, spatial working memory deficit for recently visited places (von 

Engelhardt et al., 2008). Mice with selective deletion of the GluN1 subunit in CA3 

pyramidal cells are impaired in the rapid acquisition of novel spatial memories but their 
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ability to recall previously acquired memories is intact. CA1 place cells in the CA3-specific 

GluN1 knock-out mice had significantly larger place fields in novel environments, but 

normal place fields in familiar environments (Nakazawa et al., 2003). DG specific GluN1 

knock-out mice displayed impaired LTP in the perforant path and have impaired spatial 

working memory. Mutant mice acquire spatial reference memory as well as controls, 

however they have deficits in using that information in a forced choice task (Bannerman 

et al., 2012; Niewoehner et al., 2007).  

CA1-specific GluN1 knock-out mice lack NMDAR-mediated postsynaptic currents and 

LTP in the CA1 region. Also, these mice show impaired spatial memory (measured in the 

hidden platform version of the Morris water maze) but display good performance in 

nonspatial learning tasks. Remarkably, CA1-KO neurons display clear spatial selectivity 

despite the complete lack of NMDAR dependent synaptic plasticity. While fields in CA1-

KO mice are present and stable, there are significant alterations of the quality and size of 

individual fields and spatial information carried by neuronal ensembles. Moreover, 

activity of CA1-KO neurons is significantly decorrelated, since neurons tuned to similar 

locations do not fire together (McHugh et al., 1996).  

Pharmacological blockade 

Several studies investigating the role of NMDARs in spatial learning and hippocampal 

function using NMDAR antagonists reported relatively normal place cell function 

(Hayashi, 2019; Kentros et al., 1998). These studies showed that long-term stabilization 

of newly formed place fields is NMDAR-dependent, suggesting the spatial learning 

process may be related to LTP, while formation and short-term stability of place fields is 

independent of NMDARs. Interestingly, NMDAR blockade by 3-[(R)-2-carboxypiperazin-

4-yl]-propyl-1-phosphonic acid (CPP) does not affect place cell properties such as field 

size, information content, reliability, firing rate (Kentros et al., 1998). However, intrinsic 

dynamics of place cells, such as survival rates or activity differences between sessions, 

have been shown to be supressed by chronic treatment with CPP (Hayashi, 2019). On the 

level of behaviour, chronic intracerebroventricular infusion of the NMDAR antagonist 

(2R)-amino-5-phosphonovaleric acid (APV) with subcutaneously implanted osmotic 

minipumps resulted in selective deficits in spatial learning but not spatial navigation. 

Moreover, NMDAR antagonism with APV impaired the encoding of new spatial 

information but did not disrupt the retrieval of previously acquired spatial information 

(Morris et al., 2013).  
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This evidence from region-specific NMDAR knock-out mice and pharmacological 

blockade of NMDAR argue that NMDAR-dependent mechanisms participate directly in 

spatial learning. Importantly, impairment on the behavioural level is not due to 

sensorimotor disturbances since other forms of learning and navigation are intact 

(Morris et al., 2013). The changes of place cell properties appear rather mild compared 

to the behavioural deficits of NMDAR supressed mice. However, even small alterations of 

spatial coding at the CA1 level may be amplified in the downstream network. 

Furthermore, the spatial learning deficits in NMDAR supressed mice could arise from 

decorrelated neuronal activity: Hebbian synaptic plasticity mechanisms in downstream 

regions may fail to integrate such corrupt input into a robust memory (Tsien et al., 1996). 

Moreover, it has been hypothesised that changes in functional circuit ensembles rather 

than simple alterations in response properties of individual neurons generate 

pathophysiology. Chronic administration of the NMDAR antagonist ketamine results in 

disruption of neuronal ensemble activations, with a systematic disorganization of 

neuronal activity wherein the presence of distinct ensembles became less pronounced 

and recurring ensemble activations became less reliable over time (Hamm et al., 2017).
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2. AIM OF THE STUDY 

Psychiatric symptoms and cognitive deficits are key manifestations of NMDAR 

encephalitis and are consistent with hippocampal dysfunction. Moreover, the largest 

amount of NMDAR antibody binding occurs in the hippocampus, further supporting the 

central role of the hippocampus in NMDAR autoimmune encephalitis pathophysiology 

(Kayser and Dalmau, 2016). Research in a mouse model of the disease has shown a 

reduction in hippocampal NMDAR density and short-term memory deficits (Planagumà 

et al., 2015). Although initial studies used patient CSF to induce NMDAR encephalitis, the 

paramount role of NMDAR-specific antibody  in NMDAR encephalitis pathophysiology 

has been demonstrated (Kreye et al., 2016). Building on previously published literature, 

the overall aim of my PhD project was to investigate cellular correlates of psychiatric and 

cognitive symptoms associated with NMDAR encephalitis in a mouse model of the disease 

using a monoclonal recombinant NMDAR antibody. 

The NMDAR is a synaptic protein crucial for excitatory synaptic transmission and 

synaptic plasticity (Vyklicky et al., 2014). Given that NMDAR antibodies disrupt NMDAR 

signalling at synapses (Section 1.1.2) and that synaptic morphology is tightly coupled 

with synaptic plasticity (Section 1.2.4), I investigated the impact of NMDAR antibodies on 

dendritic spines. This forms the first part of my project, and these points were 

investigated utilizing confocal microscopy: 

• Is dendritic spine density changed? 

• Are dendritic spines affected morphologically? 

• Are excitatory pyramidal neurons and inhibitory interneurons differentially 

affected by NMDAR antibodies? 
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NMDAR dysfunction has been implicated in several other neurological diseases, 

demonstrating compromised response properties of hippocampal neurons (Section 1.3). 

Thus, in the second part of my project, I investigated the effect of NMDAR antibodies on 

the function of CA1 hippocampal neurons, particularly focusing on spatially tuned cells 

(place cells). Research questions in this part were answered employing in vivo two-

photon imaging in mice and following questions were answered: 

• Are neuronal activity rates affected under anaesthesia and in awake mice? 

• Are response properties of individual hippocampal place cells affected by 

NMDAR antibodies? 

• Is the long-term stability of spatial representations in the hippocampus affected? 

• Is the plasticity of spatial representations in the hippocampus affected? 

• Is encoding of space in hippocampal neuronal network compromised? 

• What is the impact of NMDAR antibodies on coordinated neuronal activity 

patterns (ensemble activations)? 
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3. MATERIALS AND METHODS 

3.1. SURGICAL PROCEDURES 

3.1.1. Mice 

All experiments in this work that involved animals were carried out according to national 

and institutional guidelines. Experiments were approved by the government of the state 

of Bavaria under the license number 55.2-2532.Vet_02-18-80. The number of animals 

together with their genotype and age is summarized in Table 2. 

Table 2. Mice used in the study.  

 

Mice were bred and kept in-house (CAM facility) and housed in groups of 2-5 animals on 

a 12-hour light/dark cycle. Animals had free access to food and water. After the surgery, 

mice were kept individually. Mice for functional imaging experiments were kept on an 

inverted light/dark cycle and their access to water was limited to 1 ml per day starting 

one week before the training.  

3.1.2. Hippocampal window  

30 minutes before the surgery, analgesia (Metacam 1 mg/kg and Metamizol 200 mg/kg) 

was administered orally. Animals were anesthetized with a mixture of Medetomidine (0.5 

mg/kg), Midazolam (5.0 mg/kg) and Fentanyl (0.05 mg/kg) intra-peritoneally. Once the 

animals were deeply anesthetized, they were removed from the cage and positioned in a 

stereotactic frame. Body temperature was maintained at 37 ℃ using a heating pad and 

eyes were protected against drying by applying an eye ointment (Bepanthen, Bayer). The 

scalp was washed three times alternating 70 % ethanol and iodine (Betadine) solution. 

Next, 2 % lidocaine (Xylocaine) was applied on the shaved scalp. After 5-10 minutes, a 

Experiment type Number  Genotype Gender ratio  

m:f 

Age  

mean (months) ± SD (days) 

Dendritic spines 10 GFP-M 7:3 3.0 ± 31 

13 GAD67 9:4 3.5 ± 10  

In vivo imaging 9 PV-cre 3:6 2.2 ± 22 

4 SST-cre 2:2 2.5 ± 5 



3. Materials and Methods 

51 

  

longitudinal incision was made, using a sterile scalpel blade. Lidocaine was applied on the 

exposed skull again for several minutes.  

Then, periosteum was removed, and shallow scratches were made onto the exposed skull 

with the apex of the scalpel blade in order to increase the bonding surface between the 

dental cement and the skull. The centre location of the window was 2.0 mm posterior 

from bregma and 2.0 mm lateral from the midline. Using a dental drill (NSK Presto II), a 

3 mm diameter circular craniotomy was performed. The dura was gently peeled away 

using fine forceps. The exposed cortex was then aspired by applying suction through a 27 

G blunt needle while the aspired area was continuously flushed with ice-chilled, sterile 

saline. Whenever any major bleeding occurred, aspiration was paused and a small piece 

of sterile Gelfoam (Pfizer) was applied until the bleeding stopped. Cortical aspiration was 

continued until the external capsule of the hippocampus became visible. Bleeding was 

stopped by applying Gelfoam and the area was cleared of debris and blood clots. Next, 

viral vectors AAV2/9-syn-jGCaMP7s-WPRE and AAV2/1-CAG-Flex-tdTomato-WPRE-

bGH (AddGene) were diluted 1:10 and 1:50 in saline, respectively. The solution was 

injected into the hippocampus at 3 locations evenly spanning the excavated area. At each 

location, a thin glass pipette was slowly lowered 0.4 mm into the hippocampus, where 

500 nl of virus solution was injected and left to diffuse for 5 minutes before the pipette 

was retracted. A hippocampal window was then inserted into the craniotomy and sealed 

around the edges with dental cement (Superbond C&B, Sun Medical). The hippocampal 

window consisted of a 1.5 mm long stainless-steel cannula of 3 mm in diameter, to which 

a 3 mm coverslip was glued using a Pattex ultra superglue (Henkel). A small amount of 

histoacryl tissue adhesive (Braun) was applied on the skull surface. 

Once the hippocampal window was secured in place, the surgery proceeded with the 

insertion of the brain infusion catheter. A brain infusion catheter (brain infusion kit 3, 

Alzet) was inserted into the contralateral hemisphere (relative to the hippocampal 

window) at 0.2 mm posterior, 1.0 mm lateral from bregma and 2.2 mm depth from the 

brain surface. For the brain infusion catheter insertion, a small hole was drilled at the 

stereotactic location and the catheter was slowly lowered into the brain and secured with 

dental cement. The brain infusion catheter was connected to a piece of plastic tubing 

approximately 2 cm long and filled with sterile saline and sealed on the opposite end. The 

loose end of tubing was inserted into a subcutaneous pocket on the back of the animal. 

Two skull screws were inserted into the skull to provide further stabilizing points. To 
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provide an interface for head fixation, a metal head bar was affixed to the skull with dental 

cement.  

The anaesthesia was antagonized with an intraperitoneal injection of Naloxone (1.2 

mg/kg), Flumazenil (0.5 mg/kg) and Atipamezole (2.5 mg/kg) mixture. Mice were given 

a subcutaneous injection of 0.5 ml saline and placed on a heating pad, where they 

remained until they sufficiently recovered from the procedure. Analgesia (Metacam, 1 

mg/kg) was administered orally 24, 48 and 78 hours after the surgery. 

Osmotic minipump was implanted on day 0 of the experiment (30-40 days after surgery). 

After the mice were anesthetized, their backs were shaved and disinfected around the 

area of the subcutaneously implanted plastic tubing. Through a small skin incision, the 

plastic tubing was located, the sealed end cut and osmotic minipumps were connected to 

the open end. Osmotic minipump was inserted into a subcutaneous pocket on the right 

side of the animal. The skin was sutured, and animals left to recover on a heating pad. 

Analgesia (Metacam, 1 mg/kg) was given 24, 48 and 78 hours after the surgery. 

3.1.3. Brain infusion for ex vivo analyses  

For animals used for ex vivo analysis of dendritic spines, bilateral brain infusion catheter 

was implanted to deliver human antibodies. For this, animals were given analgesia and 

anesthetized as described above. Animals were positioned in the stereotax and the skull 

was exposed through a skin incision. For each hemisphere, a hole was drilled into the 

skull at 0.2 mm posterior and 1.0 mm lateral from bregma using a dental drill. Brain 

infusion catheters connected to the osmotic minipumps through a piece of tubing were 

stereotactically lowered 2.2 mm into the brain and secured with dental cement. Osmotic 

minipumps were then inserted into subcutaneous pockets on both sides of the animal. 

The skin was sutured over the entire implant. Anaesthesia was antagonized, mice were 

rehydrated with 0.5 ml saline injected subcutaneously and allowed to recover on a 

heating mat. Metacam was administered orally at 24, 48 and 78 hours after the surgery. 

3.1.4. Osmotic minipump preparation 

The solution for the brain infusion was prepared by diluting the control or NMDAR 

antibody in sterile saline. For ex vivo experiments (no window) and for in vivo imaging 

(with window) a total of 20 µg and 100 µg of antibody was delivered, respectively. The 

increased dose of antibodies for in vivo imaging was necessary due to lower infusion 

efficiency in these experiments. The delay between brain catheter implantation and 
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antibody infusion (30-40 days) may have resulted in tissue growth and clogging, thereby 

limiting the flow through the catheter. Osmotic minipumps were preassembled by 

connecting the brain infusion catheter through a piece of plastic tubing to the minipump 

filled with the antibody solution. To prime minipumps before the implantation, 

assembled minipumps were transferred to sterile saline and kept at 37 °C overnight.  

3.1.5. Human antibodies 

Recombinant human antibodies used in this work were kindly provided by Dr. Prüß 

(DZNE, Berlin), the generation of which was reported previously (Kreye et al., 2016). 

Briefly, single antibody secreting cells and memory B cells were isolated from CSF 

samples from patients with NMDAR encephalitis. Individual cells were subjected to 

reverse transcriptase-polymerase chain reaction (PCR), nested PCR and sequencing. 

Obtained immunoglobulin genes cloned into expression vectors were transfected into 

HEK cells and antibodies were harvested from the supernatant. Monoclonal antibodies 

were screened for reactivity on HEK cells transfected with the NMDAR. Out of 170 

monoclonal antibodies generated, 9 were identified as NMDAR-reactive. The clone 003-

102 was used in this work (refer to Kreye et al. (2016) for further details). The control 

antibody (mGo53) is a nonreactive human IgG antibody (Wardemann et al., 2003). 

3.2. IMMUNOHISTOCHEMISTRY 

At the end of the experiment, mice were deeply anesthetized with Ketamine (130 mg/kg) 

and Xylazine (10 mg/kg) mixture and perfused with 4 % paraformaldehyde (PFA, Sigma 

Aldrich) through cardiac perfusion. Brains were dissected and further fixed in PFA 

overnight at 4 ℃. Next, brains were embedded in 3 % agarose and cut into 100 µm coronal 

sections using a vibratome (Leica VT1000). Sections were stored in 0.05 % NaN3 in 

phosphate buffered saline (PBS, Sigma Aldrich). 

3.2.1. Anti-human IgG staining 

Successful antibody infusion was verified by anti-human IgG staining. Sections were 

transferred into a 48-well plate filled with PBS. Next, Sections were blocked in blocking 

buffer consisting of 10 % normal goat serum (NGS, Sigma Aldrich), 1 % bovine serum 

albumin (BSA, Sigma Aldrich), 0.5 % Triton X-100 (Sigma Aldrich) in PBS for 2 hours at 

room temperature. Sections were washed with PBS and incubated with goat anti-human 

IgG AF633 (Catalogue number A-21091, ThermoFisher Scientific) diluted 1:500 in 
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incubation buffer (5 % NGS, 1 % BSA, 0.5 % Triton X-100 in PBS) overnight at 4℃. The 

next day, sections were washed 3 times with PBS for 5 minutes and incubated with DAPI 

(1:10,000 in PBS, ThermoFisher Scientific). Sections were mounted with Vectashield 

mounting medium (Vectashield) on glass slides and edges sealed with nail polish. 

Human IgG concentration in CSF and sera samples obtained from mice receiving the 

infusion was determined using ELISA (Mabtech) according to manufacturer’s 

instructions.  

3.2.2. Anti-IBA1 and anti-GFAP staining  

Free-floating brain sections were blocked in blocking buffer (see above) for 2 hours at 

room temperature. Sections were washed with PBS and incubated with rabbit anti-IBA1 

(ab178846, Abcam) and rat anti-GFAP (13-0300, ThermoFisher Scientific) antibodies 

diluted 1:500 in incubation buffer for 24 hours at 4 ℃. Then, sections were washed 3 

times with PBS for 5 minutes and incubated with goat anti-rabbit AF568 and goat anti-

rat AF633 diluted 1:500 in incubation buffer for 24 hours at 4 ℃. Sections were washed 

3 times with PBS for 5 minutes and incubated with DAPI diluted 1:5,000 in PBS for 30 

minutes. Sections were mounted with Vectashield mounting medium (Vectashield) on 

glass slides and sealed with nail polish.  

3.2.3. Anti-PV and anti-SST staining 

Free-floating brain sections were blocked in blocking buffer for 2 hours at room 

temperature, washed with PBS and incubated with rabbit anti-PV (ab11427, Abcam) or 

rabbit anti-GFAP (HPA019472, Sigma Aldrich) antibodies diluted 1:200 in incubation 

buffer overnight at 4 ℃. The next day, sections were washed 3 times with PBS for 5 

minutes and incubated with goat anti-rabbit AF647 diluted 1:500 in incubation buffer 

overnight at 4 ℃. Sections were then washed 3 times with PBS for 5 minutes and 

incubated with DAPI diluted 1:5,000 in PBS for 30 minutes. Sections were mounted with 

Vectashield mounting medium (Vectashield) on glass slides and sealed with nail polish.  

3.3. CONFOCAL IMAGING 

To verify brain infusion efficiency, low resolution overviews of brain sections stained for 

human IgG were imaged on a confocal microscope (Leica SP8, 20x, 0.75 NA, 0.73x0.73 

µm). Sections with positive hippocampal staining were identified and inspected for 

typical antibody binding pattern (high intensity CA1, low intensity DG). High resolutions 
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scans were taken to verify presence of synaptic pattern of the antibody staining (63x, 1.4 

NA, 0.05x0.05 µm).  

For reconstruction of dendritic spines, high resolution images (63x, 1.4 NA, pinhole 0.7 

AU, 0.05x0.05x0.05 µm) of GFP expressing neurons were taken with the confocal 

microscope in the Stratum Oriens of CA1 layer of the hippocampus. The images were 

deconvolved using Huygens software (Scientific Volume Imaging) using dedicated 

settings (CMLE, 15 signal to noise ratio, 40 iterations). 

Sections stained for IBA1 (microglia) and GFAP (astrocytes) were imaged at confocal 

microscope (Leica SP8, 40x, 1.3 NA, 0.2x0.2x0.4 µm). IBA1-positive and GFAP-positive 

cells were manually counted using the cell counter plugin in FIJI.  

Sections stained for PV or SST were imaged at confocal microscope (Leica SP8, 20x, 0.75 

NA, 0.54x0.54 µm).  

3.4. IN VIVO IMAGING 

3.4.1. Virtual reality task 

Three weeks after the surgery, mice were put on a water restriction scheme. Mice 

received approximately 1 ml of water daily and their average weight was reduced to 85 % 

of their initial weight. Mice underwent handling and habituation to the head fixation for 

three consecutive days for 15-20 minutes per day. Once mice were habituated, they began 

the training in a head-fixed spatial navigation task for 30-60 minutes daily for 7 days. In 

this task, mice ran on an air supported styrofoam ball, which was restricted to backward 

and forward movements only with a blocking pin. The movement of the mouse was 

recorded via a computer mouse (MX-518, Logitech) and translated into the 

corresponding movement on the virtual track. The virtual reality setup consisted of a 

toroidal screen made of white paper, on which video feedback was projected though a 

top mounted projector (Samsung), which covered most of the mouse’s visual field. To 

prevent any stray light reaching the detectors, the projector was operated in a flickering 

mode at 16 kHz synchronized in antiphase to the laser scanning. 

The virtual track was a 3-metre corridor containing proximal and distal visual cues along 

the entire length, which were covered with textures. Mice collected 10 µl water rewards 

at determined locations marked by a prominent visual cue, which were delivered through 

a lick port. Once the mouse reached the end of the track, the screens were blanked for 2 

seconds, and the mouse was teleported back to the beginning. Two linear tracks were 



3. Materials and Methods 

56 

  

presented to the mouse at each imaging timepoint: a familiar context and a novel context. 

The novel track was visually different from the familiar one but consisted of similar 

shapes and textures. The number and locations of rewards was different on each track. 

Mice alternated between runs in the familiar and novel tracks in a random order. Mice 

were habituated to the imaging setup for 2-3 days and then trained in the virtual spatial 

navigation task for at least 7 consecutive days. By the end of the training period mice were 

proficient at the task and achieved at least 1 trial per minute. Mice not passing this 

threshold were excluded from the experiment. During the 7-day training period, only the 

familiar environment was presented to the mouse. On each imaging session, a new novel 

environment was presented. 

3.4.2. Optical recording of activity 

While mice performed the task in the virtual environment, activity of neurons was 

monitored through somatic fluorescence of the calcium indicator GCaMP7s. Data were 

collected on a two-photon microscope (Hyperscope, Scientifica) operated using the 

SciScan software (Scientifica). Field of views (FOV) measured 250 by 250 µm (512 by 512 

pixels) with a single imaging plane for early experiments or several imaging planes for 

later experiments, in which volumetric imaging was performed. Volumetric scanning was 

achieved by using a piezo module, mounted onto the objective, allowing for fast vertical 

movement of the objective resulting in 4 imaging planes. Imaging data was acquired at 

30 Hz using a resonant scanner. A Ti:sapphire  laser (Mai Tai, Spectra Physics) was 

operated at 950nm to simultaneously excite  GCaMP7s (green) and TdTomato (red). 

Green and red channels were isolated using a dichroic and 2 bandpass filters (525/625 

nm, ThorLabs) and detected using GaASP photo-multiplier tubes (PMTs, Hamamatsu). 

Typical laser power underneath the objective (16x, 0.8 NA, Nikon) was 20-30 mW and 

was adjusted according to the signal detected by the PMTs. Imaging session typically 

lasted 15-20 minutes. 

3.4.3. Behavioural recording 

During the two-photon imaging data acquisition, pupil diameter and position, whisking 

and licking were recorded using an infra-red camera (DMK 22BUC03, ImagingSource), 

while running speed and position on the track were recorded using the computer mouse 

sensor. Synchronization of the behavioural data, reward timing and two-photon image 

timing was achieved by triggering all data acquisitions by the laser shutter opening times. 
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3.4.4. Imaging under anaesthesia 

Mice were induced with 3 % isoflurane (vol/vol, in pure O2) for 1-2 minutes. Then, mice 

were positioned under the objective and their eyes were protected with eye creme. 

Constant body temperature and breathing rate were monitored with a physiological 

monitoring station (Harvard apparatus). In order to achieve stable anaesthesia depth, 

isoflurane was reduced to 1.5 % and maintained for 20 minutes, and then further lowered 

to 1 % for another 10 minutes. After this period, the respiration stabilized at about 100-

130 breaths per minute. Respiration rate was used as a readout for anaesthesia depth 

and was adjusted whenever the respiration rate was outside the desired range. Once the 

respiration rate stabilized, the recording of spontaneous activity was started.  

3.4.5. Imaging data processing 

Analysis of in vivo calcium imaging data was performed in FIJI (Schindelin et al., 2012) 

and MATLAB (R2018a, MathWorks) using custom written scripts. Motion artefacts of the 

imaging data were corrected with fast Fourier transform-based rigid transformation of 

individual frames relative to a selected template, which typically was the average of the 

first 5 frames. Whenever two channels were simultaneously recorded, motion artefacts 

were estimated using the red channel (TdTomato) and used for global motion artifact 

correction. When multiple imaging planes were acquired simultaneously, motion 

correction was performed independently for each plane. Processed data was visually 

inspected for motion artefacts and discarded whenever excessive z-drift was apparent. 

Next, motion corrected and time averaged data for each imaging session were aligned to 

sessions from the same FOV using image transformation.  

Pyramidal cells in CA1 were segmented into regions of interest (ROIs) by outlining their 

cell bodies. Segmentation of individual neurons was achieved automatically using the 

constrained non-negative matrix factorization (CNMF) framework (Pnevmatikakis et al., 

2016). This method identifies cell bodies based on their spatiotemporal correlation and 

simultaneously de-mixes overlapping components. ROIs extracted using the CNMF 

algorithm were visually inspected and manually corrected whenever necessary. Next, 

ROIs that corresponded to the same neurons were manually matched across imaging 

sessions. ROIs were carefully inspected at each imaging session to make sure that they 

were clearly visible throughout the entire imaging series. ROIs corresponding to PV or 

SST interneurons were identified by their TdTomato expression.  
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Calcium fluorescence traces were obtained from each ROI by frame-wise averaging of all 

pixels in a given ROI, resulting in a vector of mean fluorescence over time. Significant Ca2+ 

transients corresponding to single action potentials or bursts of neuronal firing were 

identified in fluorescence traces according to published methods (Dombeck et al., 2019). 

Briefly, Ca2+ traces were corrected for a baseline drift by subtracting the 8th percentile of 

the fluorescence value distribution in a 10s sliding window. Next, Ca2+ traces were 

smoothed with a 2 Hz low pass filter. Baseline fluorescence was obtained by subtracting 

the 8th percentile from the raw fluorescence trace in a 1 s sliding window. The filtered 

fluorescence trace was divided by the median of 50th percentile of the baseline value 

which yielded a normalized (dF/F) trace. Candidate Ca2+ transients were fitted with an 

exponential fit using an autoregressive model (Friedrich et al., 2017). This denoised trace 

was then used for Ca2+ transient detection. Ca2+ transients were defined as peak events, 

which exceeded 6 times the baseline value (median of the entire trace), with a minimum 

threshold of 20% of the normalized trace. This threshold ensured that low signal-to-noise 

ratio events were excluded from the analysis. Minimal distance between Ca2+ transients 

was 1 s. Multiple transient peaks within a single, long lasting Ca2+ transient were 

considered only if there was a further increase of 3 times the baseline value within a 

single Ca2+ transient. Result of this procedure was a binarized trace, where all values that 

did not contain a Ca2+ transient were masked to zero. 

3.5. QUANTIFICATION AND STATISTICAL ANALYSIS  

3.5.1. Rate maps 

For the place field analysis, only epochs in which the mouse ran more than 1 cm/s for at 

least 1 s were considered. Each track was divided into 100 spatial bins and the time spent 

in each bin and the number of Ca2+ events per bin were computed. The resulting maps 

(‘occupancy’ and ‘Ca2+ event number’) were smoothed using a Gaussian kernel (12 bins). 

Next, the activity rate map was calculated for each neuron by dividing the smoothed map 

of Ca2+ event numbers by the smoothed map of occupancy.  

3.5.2. Identification of spatially tuned cells 

Spatial information content in bits per Ca2+ event was calculated for all active cells (Ca2+ 

transient frequency > 0.05 Hz) according to the formula below (Markus et al., 1994): 
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𝑆𝑝𝑎𝑡𝑖𝑎𝑙 𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 = ∑ 𝑝𝑖 (
𝑟𝑖
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where pi is the probability of the mouse to be in the i-th bin (time spent in i-th bin/total 

running time), ri is the Ca2+ event rate in the i-th bin and r is the overall mean Ca2+ event 

rate. For significant place cell detection, each fluorescence trace was subjected to a two-

step permutation to generate a shuffle distribution: the trace was cut into segments 

containing a single Ca2+ transient (e.g., trace containing 10 Ca2+ transients results in 10 

segments) and these segments were permuted in a random order. Next, permuted trace 

was circularly shifted by a random amount. 1000 distinct shuffles were generated for 

each trace, and the spatial information was calculated for each iteration. This process 

yielded the p-value of the real spatial information relative to the shuffled data. Cells with 

spatial information higher than that of 95% of their shuffle distribution were considered 

significant place cells. The fraction of place cells in each session was defined as the 

number of significant place cells out of the number of all cells in that session. 

3.5.3. Place field properties  

Place field width, centre of mass and number of place fields were computed for each place 

cell. Place field width was defined as the full width at half maximum of the binned rate 

map (see Figure 16A).  Place cells with multiple fields were defined whenever multiple 

peaks of the rate map exceeded 50 % of the maximal value of the rate map with a drop of 

at least 25 % between neighbouring fields. The centre of mass (COM) of a place field was 

defined for each place cell as: 

𝐶𝑂𝑀 =  
∑ ∆𝐹𝑖𝑥𝑖

𝑁
𝑖

∑ ∆𝐹𝑖
𝑁
𝑖

 

Where N is the number of bins, ΔFi is the is the mean fluorescence of the i-th bin and xi is 

the distance of the i-th bin from the start of the track. For all cells that had a defined place 

field in the familiar track during two consecutive sessions, the offset between the place 

field locations was defined as the distance between the two COMs of the place fields. 

3.5.4. Population vector correlations 

Similarity between neuronal representations of different environments and/or different 

imaging sessions was assessed with mean population vector (POV) correlations (Leutgeb 

et al., 2005). POV of an i-th bin was defined as Ca2+ event rate in i-th bin for all place cells 

having a place field in that session. POV was correlated to the matching location in 
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another session. This process was repeated for all position bins and the result was a N-

by-N cross-correlation matrix, where N is the number of position bins (100).  

3.5.5. Rate map correlation 

Rate maps represent the binned Ca2+ activity rate divided by binned occupancy, smoothed 

with a Gaussian kernel (see Section 3.5.1). For each place cell, the level of similarity 

between the representations of familiar and novel environment or between 

representations of familiar environment on different imaging sessions were determined 

by calculating the rate map correlation. The stability of a place field was measured as the 

correlation between rate maps for runs in the familiar environment on two different 

sessions. Place cell reliability was defined as mean pairwise cross-correlation of rate 

maps corresponding to individual traversals made on the same track on the same day.  

3.5.6. Position decoding 

In order to assess spatial coding accuracy of the network, position of the animal on the 

virtual track was predicted using the recorded neuronal activity and compared to actual 

position of the animal. For position decoding analysis, the Maximum Correlation 

Coefficient classifier was used, which is a part of the Neural Decoding Toolbox (Meyers, 

2013). Rate maps for each traversal of the linear track were randomly split into 70 % 

training data and 30 % test data (e.g., if total of 10 traversals were made, 7 would be used 

for training and 3 for testing).  

The classifier derives a mean POV (template) for each class from the training data. In this 

case, each position bin on the virtual track is one class, and the template for each class is 

generated by averaging all training points within each class (i.e., the bin-wise average of 

rate maps across all place cells in that session). The classifier makes prediction on the test 

data by calculating the Pearson’s correlation coefficient between a test point and the 

templates derived from the training set, and the class with the highest correlation value 

is returned as the predicted label (i.e., the inferred position bin). Model performance was 

measured by calculating the mean error (ME) rate defined as the mean of absolute 

difference between the predicted and actual position. 

Cross-validation of the model was performed n-times, where n equals the number of 

traversals in the session, and which generated a distribution of ME values. In each 

iteration, different trials were assigned to the training and test datasets, which ensured 

equal contribution of the data to training and testing of the model. The reported value of 
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model performance is the mean of the ME distribution. The purpose of the cross-

validation procedure was to generate a more reliable estimate of the model performance. 

To estimate chance rates of position decoding analysis, the data was shuffled by randomly 

permuting the vector of rate maps associated with the vector of positions. Next, the 

complete procedure described above was repeated and a shuffled distribution of ME 

values was generated. 

3.5.7. Discrimination between contexts 

Discrimination between the familiar and the novel context was quantified using the 

Discrimination Index: 

𝐷𝑖𝑠𝑐𝑟𝑖𝑚𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝐼𝑛𝑑𝑒𝑥 =  
𝑃𝑂𝑉𝐹𝑎𝑚1−𝐹𝑎𝑚2 − 𝑃𝑂𝑉𝐹𝑎𝑚−𝑁𝑜𝑣

𝑃𝑂𝑉𝐹𝑎𝑚1−𝐹𝑎𝑚2 + 𝑃𝑂𝑉𝐹𝑎𝑚−𝑁𝑜𝑣

 

Where POVFam1-Fam2 is the mean POV correlation between the first and the second block 

of 10 runs in the familiar environment and POVFam-Nov is the mean POV correlation 

between all runs in the familiar environment and all runs in the novel environment. 

Discrimination index value of 0 signify no discrimination between contexts and a value of 

1 signify perfect discrimination between the familiar and the novel contexts.  

3.5.8. Identification of neuronal ensembles 

Neuronal ensemble activations were defined as frames with significant levels of 

coactivity (Carrillo-Reid et al., 2016; Hamm et al., 2017).  

Significance of ensemble activations was evaluated through a bootstrapping procedure 

to identify the chance levels of neuronal coactivations occurring due to uncorrelated 

variations in firing rates across neurons. First, fluorescence traces of individual neurons 

were normalized by dividing the entire trace by its maximal value. Normalized 

fluorescent traces were then averaged across neurons, which yielded a coactivity value 

for each frame ranging from 0 to 1, representing a fraction of total possible activity of the 

entire network. To generate the chance distribution of coactivation, each neuron’s trace 

was randomly shifted in time and frame-wise coactivation was calculated for the shuffled 

dataset; this step was repeated 1,000 times. Ensemble activations were then identified as 

coactivity levels greater than 99% of the chance distribution. To exclude similarity of 

adjacent frames, only ensemble activations separated by at least 1.5 s were considered. 

This procedure was performed for each experiment separately and identified typically 

between 100-150 ensemble activation frames.  
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Next, neuronal ensemble activation frames were analysed for recurring patterns of 

activity. Pairwise Pearson’s correlations between ensemble activation frames were 

calculated, resulting in n-by-n similarity matrix where n is the number of ensemble 

activation frames. Ensembles recurring significantly above chance were identified with 

bootstrapping. For this, neuron identity was shuffled 1,000 times within each frame, 

keeping overall activity constant. In each iteration, pairwise frame-frame correlations 

were calculated for the shuffled dataset. Significant similarity threshold was defined as 

99th percentile of the shuffle distribution and was used to quantify the proportion of 

significant ensemble repeats and to adjust display of similarity matrices in Figure 20B.  

Network state can be represented in an n-dimensional space, where n is the number of 

simultaneously recorded neurons. Principal component analysis (PCA) of the n-

dimensional network state was used to reduce the network state into 3 principal 

components. k-means clustering on the PCA reduced space was repeated for values of k 

ranging from 2 to 15 to evaluate the optimal number of clusters. For each iteration of k, 

the clustering solution was evaluated with silhouette analysis. A silhouette value 

measures how similar a point is to points in its own cluster, when compared to points in 

other clusters. High silhouette values indicate that a point is well matched to its own 

cluster, and poorly matched to other clusters. This step was repeated 100 times to ensure 

the stability of the solution. k with the highest silhouette value was selected as the best 

number of clusters. For visual representation in Figure 20C, k-means clustering with k = 4 

was performed.  

3.5.9. Statistical analysis 

Statistical testing in this work was performed in Prism (GraphPad) and MATLAB. Data is 

presented as mean ± standard deviation (SD) or standard error of the mean (SEM). All 

statistical tests are described in the figure legends. Where applicable, parametric 

statistical tests were performed. All comparisons were two-sided, ANOVA tests were one-

way or two-way tests. Statistical comparison of bootstrapped means (Figure 7J and 

Figure 8J) was performed by drawing 2 random samples from the pooled data and 

calculating the difference of their means; this procedure was repeated 10,000 times. The 

resulting p-value is expressed as the fraction of values equal to or more extreme than the 

true value.  

Although data presented here is of a nested nature (animals – recording sessions – 

neurons), single neurons were chosen as statistical units in accordance with established 
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conventions in the field (Hainmueller and Bartos, 2018; Silva et al., 2015). Moreover, 

statistical analysis of pooled neurons represents a unique opportunity to investigate 

changes in statistics distributions. 
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4. RESULTS 

4.1. PASSIVE TRANSFER MOUSE MODEL OF NMDAR ENCEPHALITIS 

To induce NMDAR encephalitis, I employed chronic passive transfer of human antibodies 

into the cerebral ventricles of mice using osmotic minipumps (Figure 5A). The antibodies 

diluted in sterile saline were continuously infused into the brain through bilateral 

intracerebroventricular catheters over 14 days, after which the minipumps became fully 

exhausted. For the following 4 days (days 15-18), the antibody further diffuses from the 

ventricular system and reaches the peak in brain immunopositivity 18 days after the 

infusion was started (Planagumà et al., 2015). For this reason, animals were sacrificed at 

day 18 of the experiment (Figure 5B). Mice were perfused, their brains sectioned and 

stained for presence of human IgG (see Section 3.2). Brains infused with NMDAR but not 

control antibody showed clear human IgG immunopositivity throughout the brain 

(Figure 5C). The staining pattern of animals that received brain infusion resembled the 

staining pattern of sections directly incubated with the NMDAR antibody (Figure 5D). 

This binding pattern was consistent with NMDAR expression throughout the brain 

(Planagumà et al., 2015). The strongest antibody binding was in the hippocampus, while 

other brain areas such as the cortex and cerebellum showed approximately 20 % of that 

of the hippocampus.  
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Figure 5. Passive transfer of human monoclonal IgG antibodies into mice.  A , Schematic of the 
brain infusion setup consisting of intracerebroventricular catheters connected through a piece of 
tubing to subcutaneously implanted osmotic minipumps (top). Antibody solution was delivered 
bilaterally (bottom). B , A timeline depicting the experimental procedure. C, Anti-human IgG-stained 
sections of control and NMDAR infused mice (black area corresponds to high antibody depos its). D , 
Quantification of a relative staining intensity of brain sections incubated directly with NMDAR 
antibody. Images were taken with identical laser power and a mean intensity of a standardized area 
was computed. Values are normalized to CA1 levels. S ignificance was evaluated with one-way ANOVA. 
n = 4 sections from 4 mice. Data is mean ± SD. *** p  < 0.001. 

Next, I asked the question what the extent of tissue damage and neuroinflammation 

associated with the cannula insertion and the intracerebroventricular delivery is. Low 

impact on the brain function is critical for in vivo imaging of neuronal structure and 

function. For this, a group of mice (n = 5) received intracerebroventricular saline infusion 

for 14 days, after which the mice were sacrificed, and their brains were analysed for 

neuroinflammation by quantifying the number of microglia (IBA1) and astrocytes 

(GFAP). Numbers of immunopositive cells were quantified in the ipsilateral and 

contralateral cortices in the immediate vicinity of the insertion site (Figure 6A). This 

analysis showed a trend towards higher IBA1-positive cell counts on the ipsilateral cortex 
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next to the insertion side of the catheter, compared with cell counts obtained from a sham 

animal that received no intracerebroventricular infusion (317 cells/mm2 and 349 

cells/mm2 IBA1-positive cells for sham and minipump group, respectively). GFAP-

immunopositive cell counts were significantly increased on the ipsilateral hemisphere 

(104 cells/mm2 and 366 cells/mm2 GFAP-positive cells for sham and minipump group, 

respectively). Importantly, both IBA1 and GFAP-immunopositive cells remained at 

baseline levels on the contralateral cortex.  

Quantification of IBA1 and GFAP-immunopositive cell counts in the CA1 layer of the 

hippocampus did not show any significant increase compared to the baseline levels (258 

cells/mm2 and 254 cells/mm2 IBA1-positive cells, 407 cells/mm2 and 450 cells/mm2 

GFAP-positive cells for the sham and minipump group, respectively; Figure 6B). Together, 

these results show that intracerebroventricular catheters are associated with a 

significant increase in GFAP-immunopositive cell counts in the immediate vicinity (0.5-

1.0 mm) of the cortical insertion site. Furthermore, the neuroinflammation does not 

extend to the hippocampus, particularly the CA1, further warranting the use of the model 

for hippocampal neuron investigations.  
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Figure 6. Assessment of inflammation caused by intracerebroventri cular infusion. A , Overview 
of a coronal section stained for microglia (IBA1, green) and astrocytes (GFAP, red). Below, 
quantification of IBA1 and GFAP-immunopositive cells in areas with varying distance from midline 
(white rectangles). B, Quantification of IBA1 and GFAP-immunopositive cells in CA1 layer of the 
hippocampus. n(surgery) = 5 animals, n(no surgery) = 1 animal. Statistical comparison was performed with 
Bonferroni corrected one sample t-tests against cell counts of the animal that had received no 
surgery. * p < 0.05, ** p < 0.01. 
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4.2. STRUCTURAL ALTERATIONS OF CA1 NEURONS  

Data presented in this chapter were obtained together with Sebastian Ehrt (Figure 7) and 

Anna Brauer (Figure 8), MD students in the Liebscher lab. To investigate structural 

alterations of dendritic spines in excitatory neurons, GFP-M animals were implanted with 

osmotic minipumps. 18 days later, mice were sacrificed and their brains inspected for 

antibody deposits using a confocal microscope (Figure 7A, B). Neuronal somata in the 

CA1 region of the hippocampus (Figure 7C, F) were located and their basal dendrites in 

stratum oriens were imaged at high resolution (Figure 7D, G). Typical branches were 100-

150 µm long, and images of dendrites starting at the neuronal soma were acquired.  

Quantification of dendritic spines (Figure 7E, H) revealed an increase in spine density as 

a function of distance to the soma, which plateaued at 80-100 µm from the neuron soma 

(Figure 7I). For this reason, I focused the analysis on this portion of dendritic arbour for 

each neuron investigated. The comparison of two main morphological parameters of 

dendritic spines, head diameter and spine length, showed identical spine head diameters 

between the groups (Figure 7J; p = 0.13). However, spines of NMDAR infused mice were 

significantly longer than spines from the control group (p < 0.001). Comparison of overall 

dendritic spine density revealed no significant difference between the control and 

NMDAR group (Figure 7K, p = 0.6). When classifying dendritic spines based on 

morphological features into stubby (short with no neck), thin (long with no head) and 

mushroom (with neck and head), I found no significant differences between the groups 

(Figure 7L, p = 0.6). Together, these results show that NMDAR antibodies do not affect 

dendritic spine density of excitatory pyramidal neurons in the hippocampus. However, 

these spines are morphologically affected.  
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Figure 7. Ex vivo analysis of dendritic spines of CA1 pyramidal neurons in GFP -M mice. A and B, 
overview scans of hippocampi of control and antibody infused mice. C and F, GFP-expressing 
pyramidal neurons located in the CA1 layer of  the hippocampus. D and G, dendrites in stratum oriens 
of these neurons imaged at high resolution. E and H, 3D reconstructions of dendrites and dendritic 
spines in D and G. Stubby spines are depicted in red, thin spines in yellow, and mushroom spines in 
orange. I, Dendritic spine density as a function of distance from the neuron soma. Data is represented 
as mean ± SD. Significance was evaluated with two-way ANOVA; effect of treatment: F(1,1512) = 0.84, 
p = 0.36; effect of soma distance: F(28, 1512) = 60.6, p < 0.001; interaction: F(28,1512) = 0.90, p = 0.62. J, 
Cumulative distribution function plot of all spine head diameters and spine lengths. p (head 

diameter) = 0.13, p(spine length) < 0.001, comparison of bootstrapped means. K , Total dendritic spine 
density. p = 0.6, two-tailed t-test. L , Spine density of spines classified as stubby, thin and mushroom. 
effect of treatment: F(1, 228) = 0.3, p = 0.6; effect of spine type: F(2, 228) = 248, p < 0.001; interaction: 
F(2, 228) = 0.10, p = 0.9, two-way ANOVA with Šidák multiple comparisons test. n (Control) = 12,595 
spines in 45 stretches from 5 animals, n (NMDAR) = 10,226 spines in 33 stretches from 5 animals, data 
shown in boxplots with the central mark corresponding to the median, the bottom and top edges to 
the 25th and 75th percentiles, respectively, whiskers are the most extreme data points.  
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To further understand the effect of NMDAR antibodies on neuronal structure, I 

investigated dendritic spines in CA1 neurons in the GAD67 mouse line, which expresses 

GFP in inhibitory interneurons majority of which are SST interneurons. As previously, 

GAD67 animals were implanted with osmotic minipumps and sacrificed at day 18 of the 

intracerebroventricular infusion. Brains of NMDAR antibody-infused mice but not 

controls showed positive staining (Figure 8A, B). GFP-expressing interneurons in CA1 

(Figure 8C, F) were imaged at high resolution (Figure 8D, G). A high variability in spine 

density was found along the dendritic arbour of these interneurons (data not shown), 

with majority of dendritic spines located on dendrites further away from the neuron 

soma. Therefore, I focused my analysis to dendritic stretches starting at 100 µm from the 

soma and reconstructed dendritic spines in these stretches (Figure 8D, G).  

The analysis of dendritic spine density as a function of distance from the soma starting at 

100 µm (Figure 8I) showed no dependence on soma distance (p = 0.19). This eliminated 

the soma distance as a confounding factor and warranted the comparison of spine density 

between the groups. Analysis of morphological parameters revealed significantly shorter 

spines with smaller spine heads in the NMDAR infused group (Figure 8J; p(head 

diameter) = 0.04, p(spine length) = 0.004). Analysis of dendritic spine density showed significant 

increase in total spine density in the NMDAR group compared to the control group 

(Figure 8K; p = 0.04). When classifying dendritic spines into stubby, thin and mushroom 

spines, there was a significant increase in stubby spine density in the NMDAR group 

(Figure 8L; p = 0.03). These results show that CA1 interneurons undergo structural 

changes upon NMDAR antibody exposure, leading to increased overall spine density and 

decrease in spine size.  
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Figure 8. Ex vivo  analysis of dendritic spines in CA1 interneurons of GAD67 mice . A and B, 
overview scans of hippocampi of control and antibody infused mice. C and F, GFP-expressing 
interneurons located in CA1 layer of the hippocampus. D and G, Dendrites in stratum oriens of these 
neurons imaged at high resolution. E and H , 3D reconstructions of dendrites and dendritic spines in 
D and G. Stubby spines are depicted in red, thin spines in yellow, and mushroom spines in orange. I, 
Dendritic spine density as a function of distance from the neuron soma. Data is represented as mean 
± SD. Significance was evaluated with two-way ANOVA; effect of treatment: F(1, 1011) = 1.2, p = 0.3; 
effect of soma distance: F(30, 1011) = 1.2, p = 0.2; interaction: F(30,  1011) = 0.9, p = 0.6. J, cumulative 
distribution function plot of all spine head diameters and spine lengths. Significance was evaluated 
through bootstrapped means; p (head diameter) = 0.04, p(spine length) = 0.004. K, Total dendritic spine 
density. p = 0.04, two-tailed t-test. L, Spine density of spines classified as stubby, thin and mushroom. 
On each box, the central mark indicates the median, and the bottom and top edges of the box indicate 
the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme data poin ts. 
Significance was evaluated with two-way ANOVA; effect of treatment: F(1,  252) = 8.3, p = 0.004; effect 
of spine type: F(2, 252) = 63.5, p < 0.001; interaction: F(2,  252) = 0.7, p = 0.5. Multiple comparisons were 
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performed through Šidák test. n (Control) = 1,305 spines in 46 stretches from 7 animals, n (NMDAR) = 1,422 
spines in 40 stretches from 6 animals. * p  < 0.05, ** p < 0.01. 

4.3. FUNCTIONAL ALTERATIONS OF CA1 NEURONS  

4.3.1. Spontaneous activity under anaesthesia 

Imaging neurons under isoflurane anaesthesia pose a unique opportunity to assess their 

spontaneous activity under baseline conditions, without confounding factors such as 

ongoing cognitive processes or locomotor activity. Imaging of spontaneous activity was 

performed at the beginning (day 0, baseline) and at the end of the experiment (day 18, 

peak of antibody deposits; Figure 9A).  

The same FOVs were imaged before and after the antibody infusion and activity rates of 

pyramidal neurons were quantified (Figure 9B). In total, 2,222 (day 0) and 1,524 (day 

18) cells in the control group and 2,219 (day 0) and 2,069 (day 18) cells in the NMDAR 

group were analysed. Fluorescence traces of these neurons were scored for amplitude 

and frequency of Ca2+ events (Figure 9C) and pairwise correlations between traces of 

simultaneously recorded neurons (Figure 9D). At day 0, the amplitude of calcium 

transients was 0.41 and 0.42 for control and NMDAR groups, respectively. At day 18, 

there was a significant increase in transient amplitude in the NMDAR group when 

compared to controls (control: 0.38 and NMDAR: 0.46, p < 0.001; Figure 9E). Moreover, 

frequency of calcium transients increased at day 18 in the NMDAR group (0.21 Hz) when 

compared to the control group (0.15 Hz, p < 0.01; Figure 9F). Baseline transient 

frequency was 0.16 Hz and 0.18 Hz for the control and NMDAR group, respectively. Mean 

pairwise correlation between neurons in each FOV was 0.04 (control) and 0.05 (NMDAR) 

at baseline. At the end of the infusion, there was a significant decrease in mean pairwise 

correlations in the NMDAR group (0.03) when compared to the control group (0.04, 

p < 0.001). These results indicate that NMDAR antibodies cause an increase in 

spontaneous activity of CA1 pyramidal neurons.  
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Figure 9. Spontaneous activity of pyramidal neurons under isoflurane anaesthesia.  A, Timeline 
of the experiment. Imaging under anaesthesia was done at day 0 (before) and day 18 (after). The 
same mice were used for awake imaging. B , Example FOVs for control (upper two rows) and NMDAR 
(lower two rows) groups with neurons colour coded based on integral of the trace (area under curve) 
representing the overall activity. C, Corresponding fluorescence traces of neurons in B. D, Pairwise 
correlation matrix for neurons in B. E, Amplitude of Ca2+ transients. Effect of time: F(1, 8030) = 1.2, 
p = 0.3; effect of treatment: F(1, 8030) = 14.9, p < 0.001; interaction: F(1, 8030) = 14.9, p < 0.001. F, 
Frequency of Ca2+ transients. Effect of time: F(1, 8030) = 0.1, p = 0.7; effect of treatment: F(1,  8030) = 5.3, 
p = 0.02; interaction: F(1, 8030) = 5.3, p = 0.02. G, Pairwise correlation between neurons. Effect of time: 
F(1, 8030) = 171, p < 0.001; effect of treatment: F(1, 8030) = 60, p < 0.001; interaction: F(1, 8030) = 60, 
p < 0.001. Significance was evaluated with two-way ANOVA followed by Šidák multiple comparisons 
test. ** p < 0.01, *** p < 0.001. n(Control) = 2,222 (day 0) and 1,524 (day 18) cells from 5 animals, 
n(NMDAR) = 2,219 (day 0) and 2,069 (day 18) cells from 4 animals. Data is shown as mean ± SEM.  
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4.3.2. In vivo two-photon imaging in behaving mice 

In order to understand the impact of NMDAR antibodies on neuronal function, I 

investigated response properties of hippocampal neurons in vivo in behaving mice. To 

this end, I developed a hippocampal window preparation combined with delayed 

intracerebroventricular infusion.  

To perform in vivo imaging of hippocampal neurons, mice were implanted with a 

hippocampal window consisting of a 1.5 mm long stainless-steel cannula with a 3 mm 

glass coverslip glued to one end (Figure 10A). A single intracerebroventricular catheter 

was implanted on the hemisphere opposite to the hippocampal window (Figure 10B). 

After baseline imaging was acquired, osmotic minipump was implanted subcutaneously 

and connected to the intracerebroventricular catheter through a piece of plastic tubing. 

A total of 100 µg of recombinant control or NMDAR antibody was delivered through the 

brain catheter. Animals that received NMDAR antibody but not controls showed clear 

human IgG staining throughout the brain, most prominently in the hippocampus (Figure 

10C).  

A total of 9 PV-cre mice and 4 SST-cre mice underwent the surgery at the age of 

approximately 2 months (see Table 2). Mice were left to recover 3-4 weeks, after which 

training and screening began. By the end of the training period mice were proficient at 

the task and achieved at least 1 trial per minute. Two-photon imaging was conducted at 

days -5, 0, 5, 10, 14 and 18. Timepoints 1 and 2 represent the baseline (i.e., before 

antibody administration), timepoints 3 and 4 represent the early symptomatic stage and 

timepoints 5 and 6 represent the late symptomatic stage (Figure 10D).  

Two photon fluorescence data was collected at each session, while the animals performed 

the virtual spatial navigation task. The imaging data was corrected for motion artifacts 

with image registration procedure based on rigid transformation. ROIs corresponding to 

individual neuron bodies were extracted from motion-corrected data (Figure 10E). ROIs 

corresponding to the same neurons were drawn (Figure 10F). 
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Figure 10. In vivo imaging in the hippocampus combined with intracerebroventricular infusion. 
A, Schematic of a hippocampal window consisting of 1.5  mm long stainless-steel cannula with a 3 mm 
glass coverslip glued to one end. B, Position of the hippocampal window and the 
intracerebroventricular catheter on the skull. C, Representative brain sections of mice infused with 
the control (top) and NMDAR (bottom) antibody. Anti -human IgG staining (inverted). D, Timeline of 
the experiment with key procedures highlighted. Gradual increase in antibody concentration is 
depicted in colour gradient. E, Simplified imaging data processing scheme.  F , Representative example 
of a single FOV for all imaging timepoints for a PV-cre mouse. Excitatory neurons are segmented in 
green colour and inhibitory PV interneurons in black colour.  
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At each imaging session, mice performed a head-fixed spatial navigation task in a virtual 

reality setup (Figure 11A). During this task, mice ran on the familiar and novel tracks and 

collected water rewards (Figure 11B). Familiar and novel contexts were alternated in a 

random fashion after each completed trial. While mice performed the spatial navigation 

task, the position of the animal on the virtual track was recorded (Figure 11C). At the 

same time, licking (Figure 11D) and pupil diameter (Figure 11E) were tracked.  

Figure 11. Head-fixed spatial navigation task in a virtual reality.  A, Virtual reality setup consisting 
of an air-supported styrofoam ball, toroidal screen with a top -mounted projector, and a two-photon 
microscope. Movement of the ball rotation was restrained with a pin to forward and backward 
rotations. B , Design of the virtual linear track. Two linear tracks were presented to the mouse in a 
randomly alternating fashion. The same context 1 was used on each imaging session (familiar 
context) and a new context 2 was used on each imaging session (novel context). C , Example position 
trace showing random alternation between contexts. D , Licking detection. Top, an infrared camera 
image of the mouse’s snout with the lick port used for water rewards delivery (highlighted with a 
dashed ellipse). Licks were detected through thresholding (green area). Bottom, example licking 
binary trace. E, Pupil tracking. Top, an infrared camera image of the mouse’s eye with pupil diameter 
depicted with green circle. Bottom, example pupil diameter trace. Peaks co rrespond to pupil dilation 
in response to screen blanking between individual trials.  
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4.3.3. Virtual spatial navigation task 

Three behavioural readouts were recorded to monitor the animal’s performance on the 

virtual navigation task and to quantify the learning: running speed, licking and pupil 

diameter (proxy for arousal). Behavioural readouts binned along the virtual tracks 

showed typical behaviour in the spatial navigation task: the animals consistently run 

through the virtual linear track until they approached the reward location, which was 

marked by prominent visual and auditory cues. The animals tended to slow down ~20 cm 

before the reward location (Figure 12A) and increased licking in reward anticipation 

(Figure 12D), accompanied by increase in pupil diameter (Figure 12G). The performance 

in the familiar environment was constant throughout individual trials of a single imaging 

session as well as throughout the entire experiment. However, animal’s behaviour in the 

novel environment was characterized by a relatively poor performance in the five initial 

trials, as indicated by the absence of running speed reduction (Figure 12B), increase in 

licking (Figure 12E) and pupil dilation (Figure 12H) prior to reward delivery. In later 

trials (11-15 trials), the performance on the novel track was similar to the familiar track, 

indicating that the mice learned to associate the reward with a new location during the 

imaging session, which typically lasted 10 minutes and 20 trials per track. Behaviour was 

quantified as the difference between the beginning of each reward trial and just before 

the reward delivery (illustrated in Figure 12E), and learning performance (i.e., reward 

expectation) was expressed as a ratio of these differences in trials 1-5 versus trials 11-15 

(Figure 12C, F, I). Although the learning performance was consistently greater in the 

novel environment than in the familiar environment, there was no difference in 

behavioural performance between the control and NMDAR groups. 
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Figure 12. Behavioural readouts during head-fixed spatial navigation task in virtual reality . 
Three variables were assessed: running speed (A-C), licking (D-F) and arousal state through pupil 
diameter tracking (G-I). A, D, G, Behavioural readouts binned along the entire track for familiar (FAM, 
blue) and novel (NOV, orange) environments. Location of reward delivery is marked for both 
environments by dashed lines. B, E , H , Evaluation of the behavioural performance for 1 -5 runs and 
11-15 runs for snips of 80 cm (reward trials) centred on reward location (red dashed line) for each 
run. Performance (i.e., reward expectation) can be measured by reduced running, increased licking 
and pupil dilation prior to the reward delivery. C, F, I , Quantification of the behavioural performance  
over the entire experiment. Behaviour was quantified as the difference between the beginning of each 
reward trial (no reward expectation; mean of -40 to -34 cm) and just prior to reward delivery 
(immediate reward expectation; mean of -6 to -1 cm). Area is highlighted in E. Performance is 
expressed as a ratio of these differences in trials 1-5 versus 11-15 trials. Data is expressed as mean 
± SD (A, B, E, F, G, H) or mean ± SEM (C, F, I). Significance was evaluated with two -way ANOVA with 
Bonferroni correction. Running, familiar; effect of time: F(5, 301) = 1.0, p = 0.9; effect of treatment: F(1 , 

301) = 1.3, p = 0.5; interaction: F(5, 301) = 1.5, p = 0.4. Novel; effect of time: F(5, 303) = 0.7, p = 1; effect of 
treatment: F(1,  303) = 3.0, p = 0.2; interaction: F(5, 303) = 1.6, p = 0.3. Licking, familiar; effect of time: 
F(5,  267) = 2.4, p = 0.1; effect of treatment: F(1,  267) = 5.0, p = 0.06; interaction: F(5, 267) = 1.5, p = 0.4. 
Novel; effect of time: F(5, 266)  = 1.7, p = 0.3; effect of treatment: F(1,  266) = 3.3, p = 0.1; interaction: F(5,  

266) = 0.5, p = 1. Arousal, familiar; effect of time: F(5, 287) = 2.3, p = 0.1; effect of treatment: F(1 , 

287) = 0.2, p = 1; interaction: F(5, 287) = 1.4, p = 0.5. Novel; effect of time: F(5, 291) = 0.1, p = 1; effect of 
treatment: F(1,  291) = 0.4, p = 1; interaction: F(5, 291) = 1.2, p = 0.6. Binned behavioural readouts were 
smoothed with a Gaussian kernel (σ  = 12 cm). Behavioural data of mice with insufficient imaging data 
quality were also included in this analysis. n(Control) = 8 mice, n(NMDAR) = 7 mice.  
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4.3.4. Activity rates of pyramidal neurons 

Calcium traces corresponding to activity of individual neurons were extracted from two-

photon imaging data (see Section 3.4.5). Frames containing Ca2+ events, which 

correspond to action potentials or action potential trains, were identified on entire traces 

(Figure 13A) and amplitude and frequency of Ca2+ transients were quantified. Pyramidal 

neurons were found to have significantly lower Ca2+ transient amplitudes at timepoint 5 

(0.68 and 0.62 a.u. for control and NMDAR groups, p < 0.001) and timepoint 6 (0.67 and 

0.62 a.u. for control and NMDAR groups, p < 0.01) when compared to control (Figure 

13B). Frequency of Ca2+ transients of pyramidal neurons was on average 0.22 and 0.20 

Hz for the control and NMDAR group and there were no significant differences (Figure 

13C, p = 0.18). Pairwise correlations between Ca2+ traces of neurons in a given FOV were 

computed next (Figure 13D). Mean pairwise correlation was 0.026 and 0.023 for the 

control and NMDAR group and there were no significant differences (Figure 13E, p = 0.7). 

Figure 13. Activity rates of CA1 pyramidal neurons.  A, example Ca2+ traces. B , Amplitude of Ca2+ 

transients; effect of time: F(5, 24270) = 10.9, p < 0.001; effect of treatment: F(1, 24270) = 12.1, p < 0.001; 
interaction: F(5,  24270) = 10.3, p < 0.001. C, Frequency of Ca2+ transients; effect of time: F(5,  24270) = 30.9, 
p < 0.001; effect of treatment: F(1, 24270) = 1.8, p = 0.18; interaction: F(5, 24270) = 4.6, p < 0.001. D, 
example cross-correlation matrix for a single FOV. E , Pairwise correlations of neuronal Ca2+ traces; 
effect of time: F(5, 24270) = 0.9, p = 0.5; effect of treatment: F(1, 24270) = 0.1, p = 0.7; interaction: F(5, 

24270) = 0.6, p = 0.7. Significance was evaluated with two-way ANOVA. Multiple comparisons were 
performed with Šidák test. n(Control) = 1895 cells, n(NMDAR) = 2152 cells. ** p < 0.01, *** p < 0.001. 
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4.3.5. Spatially tuned neurons 

Spatially tuned cells (place cells) are characterized by bursts of activity when the animal 

is in a particular location of the virtual linear track (place field). Neurons with spatial 

tuning above chance levels were identified using a bootstrapping procedure (see Section 

3.5.2), while only considering periods where the animal was running (Figure 14A). 

Activity rate maps, which represent spatially binned activity, were computed for each 

trial and each place cell separately. Place cells typically showed stereotyped patterns of 

activity in majority of trials (Figure 14B). On average, 20-25 % of CA1 pyramidal cells 

were place cells, and these seemed randomly distributed throughout the CA1 (Figure 

14C). Place fields of CA1 place cells lined up the entire lengths of both familiar and novel 

tracks and collectively formed distinct spatial tuning maps (place maps) that were 

specific for each of the environments (Figure 14D). 
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Figure 14. Ca2+ traces of spatially tuned cells.  A , Example Ca2+ traces of spatially tuned cells (place 
cells). Blue, raw trace; red, deconvolved trace; red triangles, Ca 2+ events. Below, running speed. 
Bottom, position on the virtual linear track. B , Activity rate map of a single place cell for individual 
trials (track traversals). C, FOV depicting place cells (red) and non-place cells (blue). D, Spatial map 
for all place cells for familiar (left) and novel (right) environments from a single experiment, sorted 
to maximum activity rate on the familiar track.  
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Next, pyramidal cells were categorized based on their activity levels into silent cells, place 

cells (significant spatial tuning) and non-place cells (without spatial tuning). A threshold 

of 0.3 transients per minute was chosen to categorize cells as silent or active (Figure 15A). 

On average, 35.6 % and 37.3 % of neurons were classified as silent in the control and 

NMDAR group, respectively. From active cells, 25.3 % (control group) and 21.6 % 

(NMDAR group) were place cells. The remainder of cells did not display spatially tuned 

activity or was spatially tuned only weakly (non-place cells). Next, I asked the question 

whether place fields are uniformly distributed in the familiar and novel tracks (Figure 

15B). Considering active cells only, most cells had a place field only in the familiar 

environment (22.3 % of active cells in control and 20 % in NMDAR group). There was a 

significant difference in the fraction of active cells having a place field in familiar track 

only at day -5 (20 % and 15 % for the control and NMDAR group, respectively; p = 0.034). 

Fewer place cells had a place field in the novel track only. On average, 11.2 % and 10.0 % 

of active cells had a place field in the novel environment only for control and NMDAR 

group, respectively. There was a significant decrease in in the fraction of active cells 

having a place field in the novel track only at day 10 (9.5 % and 6.4 % for the control and 

NMDAR group, respectively; p = 0.034). From active cells, 6.0 % in control and 5.0 % in 

NMDAR groups had a place field in both familiar and novel tracks.  
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Figure 15. CA1 pyramidal cell proportions. A, Proportions of non-place cells, place cells and silent 
cells out of all recorded cells. Effect of time: F(5 , 144) = 4.4, p = 0.001; effect of treatment: F(1, 144) = 5.7, 
p = 0.004; interaction: F(5, 144) = 0.7, p = 0.6. B, Proportions of active cells having a place field in 
familiar environment only, novel environment only, both or none. Effect of time: F(5, 144) = 4.4, 
p = 0.001; effect of treatment: F(1, 144) = 4.9, p = 0.003; interaction: F(5, 144) = 1.2, p = 0.3. Significance 
was evaluated with two-way multivariate ANOVA. Multiple comparisons were performed with Šidák 
test. n(Control) = 1895 cells, n(NMDAR) = 2152 cells. * p < 0.05. 

4.3.6. Place cell properties 

The ability to navigate spatial environments is one of the best characterized cognitive 

processes of rodents and is enabled by a dedicated network, the most prominent part of 

which is the hippocampus. Spatially tuned cells, also known as place cells, constitute a 

large fraction of hippocampal neurons with clearly defined properties. The following 

section focuses on characterization of properties of individual CA1 place cells, which are 

defined by one or more place fields.  

First, place field properties were analysed, focusing on the number and width of 

individual place fields (schematized in Figure 16A). Mean place field width was 42.0 cm 
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and 41.0 cm for control and NMDAR groups, respectively, and there was no difference 

between the groups (Figure 16B). However, the average number of place fields per place 

cell was significantly lower in the NMDAR group (1.4 and 1.3 place fields per place cell 

for control and NMDAR groups, effect of treatment: F(1, 7524) = 18.0, p < 0.001), with a 

significant difference between the groups at timepoint 6 (Figure 16C; p < 0.001).  

Spatial information content is a measure of spatial firing selectivity and was on average 

3.47 and 3.44 bits per Ca2+ event for control and NMDAR groups, respectively. There were 

no differences in spatial information content at any timepoints (Figure 16D).  

Place cell reliability is expressed as the mean cross-correlation of individual traversal rate 

maps and measures how reliably will a place cell fire in its place field. Mean reliability of 

place cells in the control group was 0.46 and 0.46 in the NMDAR group and none of the 

timepoints were significantly different (Figure 16E). 

Next, I looked at the long-term stability of place cells in the first recording session. Figure 

16F shows activity rates of place cells that had a place field on day -5 for all imaging 

timepoints (only familiar track is shown, sorted to the first session). Place cells were 

sorted based on the place field location on the first imaging session in descending order, 

and place maps present on day -5 were visually appreciable in all subsequent timepoints. 

However, majority of place cells lost their place field between the first and the second 

imaging sessions, and there was relatively little change between the subsequent 

timepoints.  

I then asked the question whether there was any change in long-term stability of activity 

rate maps of individual place cells. To that end, I investigated correlation of rate maps 

between individual timepoints (Figure 16G). Focusing on place cells that had a place field 

on two consecutive timepoints, I found a significant increase in mean place field 

correlations of the NMDAR group when compared to the control group (effect of 

treatment: F(1, 1475) = 17.7, p < 0.001). Moreover, place cells that had a place field on both 

day 0 and day 5 were significantly more correlated in the NMDAR group than the control 

group (p < 0.001).  

In the next step, mean rate maps of place cells that had a place field in a given timepoint 

(vertical axis) were correlated to rate maps of the same cells on all the other timepoints 

(horizontal axis), regardless of whether they had a place field in these timepoints or not. 

There was a progressive decrease and increase in rate map correlations for timepoints 

moving forward and backward in time, respectively. However, there was a marked 
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increase in rate map correlations for timepoints 5 and 6 in the NMDAR group (Figure 

16H).  

To quantify the stability of place field locations between the timepoints, I calculated the 

COM shift (see Section 3.5.3). When analysing place cells that had a place field on two 

consecutive timepoints, the average COM shift was 31.0 cm and 27.4 cm for the control 

and NMDAR group, respectively, and there was no difference between the groups (Figure 

16I). When looking only at COM shift of place cells that had a place field on timepoint 1 

(quantification of place maps in Figure 16F), the mean COM shift was 49.7 cm for the 

control group and 50.8 cm for the NMDAR group.  

Next, I analysed the similarity between spatial maps, that contain place fields of all place 

cells. For this, POV correlations were calculated to quantify the stability of the neural 

representation of the familiar environment on different imaging sessions. POVs for a 

given session, representing activity rates for all place cells in a single location (position 

bin), were correlated to matching locations in the target session, yielding a cross-

correlation matrix (Figure 16J). POV correlation to day -5 decreased with an exponential 

decay and there was no difference between control and NMDAR groups (Figure 16K). 

However, POV correlations to timepoint 6 were significantly increased in the NMDAR 

group for day 10 (control: 0.43, NMDAR: 0.51; p < 0.001) and day 14 (control: 0.56, 

NMDAR: 0.64; p < 0.001) when compared to controls, suggesting that spatial 

representations in the later timepoints became progressively more stable in the NMDAR 

group.  

Together, these results indicate that CA1 spatial coding in mice infused with the NMDAR 

antibody was relatively intact with levels of spatial information, reliability, COM shift and 

place field width comparable to controls. However, place cells in the NMDAR group 

became significantly more stable as indicated by increased POV correlations and place 

field correlations, and these changes were associated with progressive antibody infusion 

into the brain.  
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Figure 16. Spatial tuning maps and place cell properties.  A , Schematic of place field properties 
quantification. B , Place field width. Effect of time: F(5 , 10061) = 3.7, p = 0.003; effect of treatment: F(1,  

10061) = 9.7, p = 0.002; interaction: F(5, 10061) = 1.3, p = 0.3. C, Mean number of place fields per place 
cell. Effect of time: F(5,  7524) = 2.0, p = 0.08; effect of treatment: F (1,  7524) = 18.0, p < 0.001; interaction: 
F(5, 7524) = 1.1, p = 0.4. D, Spatial information content of all cells for each timepoint. Effect of time: F(5, 

48552) = 4.7, p < 0.001; effect of treatment: F(1, 48552) = 4.2, p = 0.04; interaction: F(5, 48552) = 3.2, 
p = 0.008. E, Reliability of place cells for each timepoint. Effect of time: F(5, 7524) = 8.1, p < 0.001; effect 
of treatment: F(1 , 7524) = 0.4, p = 0.5; interaction: F(5, 7524)  = 3.9, p = 0.002. F, Normalized activity rates 
for cells that had a place field on the familiar track on the first im aging session (day -5). Cells are 
sorted according to day -5, only familiar track is shown. G, Place field correlation of place cells having 
a place field on two consecutive timepoints. Effect of time: F(5, 1475) = 7.3, p < 0.001; effect of 
treatment: F(1,  1475) = 17.7, p < 0.001; interaction: F(5, 1475) = 2.2, p = 0.07. H, Mean place field 
correlation for control (left) and NMDAR (right) antibody infused mice. I, COM shift. Left, COM shift 
of place cells having a place field on two conse cutive timepoints. Effect of time: F(5, 1475) = 2.5, 
p = 0.04; effect of treatment: F(1, 1475) = 5.2, p = 0.02; interaction: F(5, 1475) = 2.5, p = 0.04. Right, COM 
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shift of cells having a place field on TP1. Effect of time: F(5 , 5592) = 196.2, p < 0.001; effect of treatment: 
F(1,  5592) = 0.8, p = 0.4; interaction: F(5,  5592) = 0.3, p = 0.93. J, POV correlations for control (left) and 
NMDAR (right) antibody treated mice. K, Quantification of POV correlations to timepoint 1 (left) and 
timepoint 6 (right). POV corr. to TP1; effect of time: F(5,  132) = 3.8*e3, p < 0.001; effect of treatment: 
F(1, 132) = 0.01, p = 0.9; interaction: F(5 , 132) = 1.8, p = 0.1. POV corr. to TP6; effect of time: F(5,  

132) = 2.5*e3, p < 0.001; effect of treatment: F(1,  132) = 26.1, p < 0.001; interaction: F(5, 132) = 12.6, 
p < 0.001. Data is shown as mean ± SEM. Statistical comparisons were performed with two -way 
ANOVA. Multiple comparisons were performed with Šidák test. n (Control) = 1,895 cells from 6 animals, 
n(NMDAR) = 2,152 cells from 7 animals. * p < 0.05, ** p < 0.01, *** p < 0.001. 

Place cells are dynamic features and retain their spatial tuning for variable periods of 

time. The CA1 population of place cells turns over within several days, the speed of which 

has important implications for spatial coding. For this reason, I next investigated place 

cell dynamics. Recurrence of place cells is defined as the fraction of cells remaining place 

cells within a given time interval, irrespective of place field location. Around 35 % of place 

cells survived from an initial timepoint to the next, while around 15 % of place cells 

survived over the span of thee timepoints (Figure 17A). While the survival rates of place 

cells from control and NMDAR groups remained undistinguishable under baseline 

conditions (timepoints 1 and 2), there was an overall trend towards higher survival rates 

for place cells of later timepoints in the NMDAR infused group. Furthermore, timepoint 3 

place cells survived significantly longer in the NMDAR group than in the control group 

(mean survival: 22 % and 29 % for the control and NMDAR group, respectively; effect of 

treatment: F(1, 96) = 5.1, p = 0.026).  

CA1 cells undergo dynamic changes in response properties, whereby gaining or losing 

spatial tuning (Figure 17B). I found the ratios of lost place cells to be significantly lower 

in the NMDAR group with mean ratios of lost cells 0.07 and 0.05 for control and NMDAR 

groups, respectively (effect of treatment: F(1, 120) = 11.3, p = 0.002). Similarly, ratios of 

gained place cells were significantly lower in the NMDAR group when compared to the 

control group (0.06 and 0.05 in control and NMDAR group, respectively; effect of 

treatment: F(1, 120) = 8.2, p = 0.005). These results suggest that place cell turnover is 

slower following the antibody infusion in the NMDAR group, resulting in increased 

survival rates of existing place cells. 
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Figure 17. Place cell dynamics.  A , Place cell recurrence for individual timepoints. Day 5 place cells: 
effect of time: F(3, 96) = 370.1, p < 0.001; effect of treatment: F(1,  96) = 5.1, p = 0.026; interaction: F(3,  

96) = 0.7, p = 0.6. B, Place cell turnover between consecutive timepoints. Lost, effect of time: F(4, 

120) = 8.5, p < 0.001; effect of treatment: F(1 , 120) = 11.3, p = 0.002; interaction: F(4,  120) = 0.6, p = 0.7. 
Gained, effect of time: F(4, 120) = 1.1, p = 0.4; effect of treatment: F (1, 120) = 8.2, p = 0.005; interaction: 
F(4, 120) = 0.3, p = 0.9. Significance was evaluated with two-way ANOVA with Bonferroni correction. 
n(Control) = 12 FOVs from 6 animals, n (NMDAR) = 14 FOVs from 7 animals. * p < 0.05, ** p < 0.01. 

4.3.7. Network spatial coding 

Analysis of single place cells has proven informative and straightforward, however 

information in the brain is not encoded by single neurons but rather by a distributed 

neural code, where neurons cooperate to encode information about position, motion 

direction or velocity (Stefanini et al., 2020). Therefore, I measured how well neurons 

encoded position by making predictions about the animal’s position based on the 

neuronal activity recorded. For this, the Maximum Correlation Classifier was trained 

using data from all place cells in a given experiment with 70 % of data used for training 

and 30 % for testing (see Section 3.5.6). The classifier accurately predicted the animal’s 

position on the familiar track for both control and NMDAR groups (Figure 18A). The 

decoding error for the familiar environment was on average 32 cm and 36 cm (effect of 

treatment: F(1, 132) = 3.3, p = 0.15), for the novel environment 61 cm and 64 cm (effect of 

treatment: F(1, 108) = 0.1, p = 1) for the control and NMDAR group, respectively (Figure 

18B). The decoding error obtained by chance rate was estimated on shuffled data and 

was 100 cm for both groups. There were no significant differences in position encoding 

between the control and NMDAR group at any timepoint.  
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Figure 18. Decoding of the animal’s position from the neuronal activity.  A, Maximum Correlation 
Classifier used for position decoding. Examples of decoder performance on day 18 data for control 
(top) and NMDAR (bottom) group using activity from all place cells. B, Quantification of decoder 
performance for all FOVs for familiar (solid lines), novel (dashed lines) and shuffled data (dotted 
line). n(Control) = 12 FOVs, n(NMDAR) = 14 FOVs. Significance was evaluated with two-way ANOVA with 
Bonferroni correction; Familiar: effect of time: F(5 , 132) = 2.5, p = 0.07; effect of treatment: F(1 ,  

132) = 3.3, p = 0.15; interaction: F(5, 132) = 0.16, p = 1. Novel: effect of time: F(5, 108) = 3.3, p = 0.02; 
effect of treatment: F(1 , 108) = 0.1, p = 1; interaction: F(5, 108) = 0.8, p = 1. 

To probe neuronal discrimination between contexts, consistency of rate maps was 

determined between the first 10 consecutive runs versus the second 10 consecutive runs 

in the familiar environment. Similarly, the remapping of place cells between the familiar 

and novel contexts was quantified by comparing all runs in the familiar contexts to all 

runs in the novel context (Figure 19A). This analysis was performed for each experiment 

(i.e., FOV), and place cells were identified as cells with a significant place field in either or 

both of the contexts. To quantify the similarity between the contexts, POV correlation 

analysis was performed (Figure 19B). Spatial map consistency in the familiar 

environment was high (0.7 both groups, POV correlation between first and second 

blocks). The same measure of trial-to-trial consistency for runs in novel environment was 

generally lower, indicating initially less stable representation (0.4, data not shown). 

Consistency between familiar and novel environments was low (0.1, POV correlation 

between familiar and novel runs), indicating that animals perceived the environments as 

different.  

To quantify the animal’s ability to discriminate between familiar and novel contexts, a 

discrimination index was calculated (Figure 19C). Discrimination index values range 

between 0 and 1; low discrimination index indicates high similarity of spatial maps in the 

two environments and high discrimination index indicates that spatial maps are very 

different. The mean discrimination index was 0.79 and 0.78 for the control and NMDAR 
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group, respectively, and there were no significant differences between the groups (effect 

of treatment: F(1, 132) = 0.3, p = 0.6). These results suggest that mice from both control and 

NMDAR groups are able to discriminate between familiar and novel environments 

equally well.  

Figure 19. Discrimination between familiar and novel contexts.  A , Rate maps for the first 10 
(Familiar 1) and the second 10 (Familiar 2) runs in the familiar environment and 20 runs in the novel 
environment. Place cells having a place field in any of the contexts are shown, sorted according to 
Familiar 1. Data for day 18 are shown. B, POV correlations for the data presented in A. Significance 
was evaluated with a t-test (p = 0.3). C, Discrimination index for all timepoints. Significance was 
evaluated with two-way ANOVA. Effect of time: F(5, 132) = 6.4, p < 0.001; effect of treatment: F(1,  

132) = 0.3, p = 0.6; interaction: F(5, 132) = 1.3, p = 0.3.  

4.3.8. Neuronal ensembles 

Monitoring large numbers of neurons with Ca2+ imaging enables examination of the 

functional relationships between neurons and to investigate recurrent patterns of 

activity in local neuronal populations. Rather than acting alone, neurons are organized 

into functional units that fire in synchrony. In vivo, neuronal circuits cycle between 

periods of quiescence and periods of highly synchronized activity. Ensemble activations, 

or distinct groups of coactive neurons, represent recurrent activity states and form 

computational building blocks of neuronal circuits (Carrillo-Reid et al., 2015). 

I next asked the question whether NMDAR antibodies affect neuronal function on the 

ensemble level, disregarding of the spatial tuning. Ensemble activations corresponding to 

significant population coactivity states were statistically identified for each imaging 

experiment, and these were primarily driven by a number of highly coactive neurons 

(Figure 20A). This analysis indicated that such population-wide activation events occur 

well above chance levels and neurons participating in an ensemble activation were 

randomly distributed in the CA1 pyramidal cell population (Figure 20B). To characterize 

whether ensemble activations represent recurring patterns or one-off events (Figure 



4. Results 

91 

  

20C), ensemble activation frames were cross-correlated within each single imaging 

session (Figure 20D). This revealed that ensemble activations are indeed recurring 

events and several possible states existed in each session.  

Neuronal network state is characterized by instantaneous patterns of activity across all 

cells which can be represented in n-dimensional space, where n is the number of recorded 

neurons (typical FOV contained 150-200 neurons). Following principal component 

dimensionality reduction, k-means clustering was performed on the first 3 principal 

components. This analysis revealed that ensemble activations consist of a small number 

of unique states (Figure 20E). Neuronal ensemble similarity, defined as mean ensemble 

frame cross-correlation, was progressively increased in the NMDAR group compared to 

the control group (Figure 20F). On average, the ensemble similarity was 0.17 and 0.2 for 

the control and NMDAR group, respectively (effect of treatment: F(1, 144) = 4.2, p = 0.04).  

The number of neuronal ensembles was defined for each experiment through k-means 

clustering (best number of clusters; Figure 20G). The average best number of clusters 

was 4.3 and 4.6 clusters for the control and NMDAR group, respectively, and there was 

no difference between the groups. The quality of clustering, representing the distinctness 

of neuronal ensemble activations, was further evaluated by Euclidean distance 

comparison (Figure 20H). The mean Euclidean distance within the clusters was 8.2 and 

6.7 a.u. for the control and NMDAR group, respectively, and there was no difference 

between the groups.  
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Figure 20. Neuronal ensembles.   A, Example traces of neurons with correlated activity. B, FOV 
depicting neurons belonging to a single neuronal ensemble (yellow) or no ensemble (blue). C , Raster 
plots of control (top) and NMDAR (bottom) of all neurons in the given FOV for a single ensemble. D, 
Frame-frame correlation matrix for ensemble activations. E , Network states in principal component 
space. k-means clustering for k = 4 was performed. F, Neuronal ensemble similarity (correlation). 
Effect of time: F(5, 144) = 0.6, p = 0.7; effect of treatment: F(1, 144) = 4.2, p = 0.04; interaction: F(5,  

144) = 0.4, p = 0.8. G, Number of distinct ensembles (clusters in PCA space) identified with k -means 
clustering. Clustering was repeated for values of k between 2 and 15. Significance was evaluated with 
two-way ANOVA. Effect of time: F(5,  144) = 0.7, p = 0.6; effect of treatment: F(1, 144) = 0.6, p = 0.4; 
interaction: F(5, 144) = 0.6, p = 0.7. H, Mean Euclidean distance within clusters. Effect of time: F(5, 
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144) = 1.0, p = 0.4; effect of treatment: F(1,  144) = 2.7, p = 0.06; interaction: F(5 , 144) = 0.8, p = 0.5. For 
analyses in C-E data from day 18 were used. Data is shown as mean ± SEM. *  p < 0.05. 

4.3.1. Activity rates of CA1 interneurons 

Interneurons form an integral part of CA1 circuits and are essential for correct 

functioning of the hippocampus. I next asked the question whether interneurons are 

differentially affected by NMDAR antibodies. PV-positive and SST-positive interneurons 

were identified in two-photon images based on the expression of the red fluorescence 

molecule tdTomato, in addition to the green calcium indicator GCaMP7s. Validity of this 

approach was confirmed with immunohistochemistry, when brain sections from animals 

used for in vivo imaging were stained with commercial anti-PV and anti-SST antibody and 

imaged with a confocal microscope (Figure 21A). A total 99 PV interneurons (43 cells 

control group, 56 cells NMDAR group) and 128 SST interneurons (68 cells control group, 

60 cells NMDAR group) were identified. Ca2+ transients in traces of PV and SST 

interneurons were processed as described previously (Figure 21B).  

For PV interneurons, transient amplitude was on average 0.21 a.u. and 0.15 a.u. (Figure 

21C), transient frequency was 0.8 Hz and 0.3 Hz (Figure 21D) for the control and NMDAR 

group, respectively. PV interneurons displayed a high degree of correlated activity 

(Figure 21E) and the mean pairwise correlation was 0.35 and 0.26 for the control and 

NMDAR group, respectively (Figure 21F). Although none of the differences were 

statistically significant, there was a trend towards lower amplitude and frequency in 

NMDAR group, indicating a possible decrease in activity of PV interneurons.  

For SST interneurons, transient amplitude was on average 0.55 a.u. and 0.62 a.u. (Figure 

21G) and transient frequency was 0.012 Hz and 0.010 Hz (Figure 21H). Pairwise 

correlations of SST interneurons were markedly lower than that of PV interneurons 

(Figure 21I) and was 0.08 and 0.09 for the control and NMDAR group, respectively 

(Figure 21J). There were no significant differences.  
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Figure 21. Activity rates of pyramidal neurons and PV and SST interneurons.  A , Immunostaining 
for PV (left) and SST (right) interneurons in CA1. Bottom, overlay of endogenous flex -tdTomato 
expression with immunostaining for PV (left) or SST (right) antibody. B, In vivo images of PV (left) 
and SST (right) interneurons with example traces below. C, Transient amplitude of PV interneurons. 
Effect of time: F(5, 590) = 0.7, p = 0.6; effect of treatment: F(1, 590) = 2.9, p = 0.09; interaction: F (5,  

590) = 0.5, p = 0.8. D, Transient frequency of PV interneurons; effect of time: F(5 , 590) = 1.8, p = 0.1; 
effect of treatment: F(1 , 590) = 1.3, p = 0.2; interaction: F(5, 590) = 0.1, p = 1. E, Example cross-
correlation matrix of PV interneurons in B. F, Pairwise correlation of PV interneurons; effect of time: 
F(5, 590) = 2.2, p = 0.5; effect of treatment: F(1, 590) = 1.9*e-4, p = 1; interaction: F(5, 590)  = 0.8, p = 0.5. G, 
Transient amplitude of SST interneurons; effect of time: F(5, 778) = 0.6, p = 0.7; effect of treatment: F(1, 
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778) = 1.3, p = 0.3; interaction: F(5, 778) = 1.3, p = 0.3. H, Transient frequency of SST interneurons; 
effect of time: F(5, 778) = 1.1, p = 0.4; effect of treatment: F(1, 778) = 0.2, p = 0.7; interaction: F(5, 

778) = 0.2, p = 1. I, Example cross-correlation matrix of SST interneurons in B. J, Pairwise correlation 
of SST interneurons; effect of time: F(5, 778) = 0.4, p = 0.9; effect of treatment: F(1, 778) = 4.0, p = 0.05; 
interaction: F(5,  778) = 1.0, p = 0.4. Data was normalized to the mean of the two baseline sessions.  n(PV)  
= 99 cells (43 control, 56 NMDAR); n(SST) = 128 cells (68 control, 60 NMDAR). 
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5. DISCUSSION 

In this PhD work, I show how recombinant NMDAR antibodies affect structure and 

function of CA1 neurons in the mouse model of NMDAR encephalitis. I first investigated 

neuronal morphology in ex vivo preparations. I was able to show that in excitatory 

pyramidal neurons, NMDAR antibodies cause morphological alterations (lengthening) of 

dendritic spines without affecting their density. On the other hand, spine density in 

inhibitory interneurons is increased and spines tend to be smaller.  

To probe the effect of NMDAR antibodies on neuronal function in vivo, I developed a 

hippocampal window preparation combined with intracerebroventricular infusion. This 

allowed me to assess the activity of the same neurons before and after administration of 

NMDAR antibodies. Under anaesthesia, CA1 pyramidal cells displayed increased 

amplitude and frequency of Ca2+ transients at the end of the infusion (day 18), reflecting 

an increase in spontaneous firing activity, while coordination of neuronal activity was 

impaired, as indicated by decreased pairwise correlations between simultaneously 

recorded neurons. In awake, behaving mice NMDAR antibodies decreased activity rates 

on pyramidal neurons, as indicated by decreased amplitude of Ca2+ transients at days 14 

and 18.  

Mice that received NMDAR antibodies performed the virtual spatial navigation task 

equally well as mice receiving control antibodies, as indicated by equal changes in 

running speed, licking and arousal in reward anticipation. Focusing on place cells, the 

cellular basis of spatial navigation, I found that spatial coding in mice infused with the 

NMDAR antibody was relatively intact with levels of spatial information, reliability, COM 

shift and place field width comparable to mice infused with the control antibody. 

However, there was a selective loss of place cells with multiple place fields in the NMDAR 

group, as indicated by lower mean number of place fields per place cell. Furthermore, 

place cells in the NMDAR group became more stable after NMDAR antibody infusion 

(days 5 – 18), as indicated by increased place field correlations and POV correlations, and 

recurrence of place cells from one session to the next. These differences in single place 

cell properties were not reflected at the population level, since mice that received NMDAR 

antibodies encoded space equally well as controls and were able to discriminate equally 

well between the familiar and novel contexts. 

To further scrutinize the impact of NMDAR antibodies on neuronal network function, I 

focused my analysis on neuronal ensembles, the computational building blocks of 
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neuronal networks. At the level of neuronal ensembles, NMDAR antibodies were 

associated with increased ensemble similarity while the number and distinctness of 

ensembles remained unchanged. Finally, I investigated the impact of NMDAR antibodies 

on CA1 interneurons, which are an essential part of hippocampal circuits. There was a 

trend toward decreased amplitude and frequency of Ca2+ transients in PV interneurons 

and a trend towards lower coordination of SST interneurons. Together, these results 

indicate a phenotype of NMDAR encephalitis associated with increased stability of spatial 

representations in CA1 layer of the hippocampus.  

5.1. ANIMAL MODELS OF NMDAR ENCEPHALITIS  

Passive transfer of NMDAR antibodies using intracerebroventricular infusion has proven 

straightforward and informative. However, this approach was associated with several 

difficulties in this study. First, the time gap between implantation of the brain catheter 

and infusion of the antibody solution led to catheter clogging, resulting in a reduced 

transfer efficiency. For this reason, the antibody dose was increased from 20 µg for 

immediate infusion (data in Section 4.2) to 100 µg for delayed infusion (data in Section 

4.3) to compensate for the lower efficiency. Second, bilateral intracerebroventricular 

infusion using two minipumps resulted in enlargement of the ventricles due to the 

volume of infused solution. This posed a problem for in vivo imaging experiments, where 

the same set of cells was tracked throughout the experiment. The brain tissue shift 

associated with intracerebroventricular infusion resulted in warping of the CA1 layer and 

rendered locating the same cells in a single focal plane impossible. Therefore, an 

alternative approach was chosen for in vivo imaging experiments, employing a single 

minipump with increased antibody concentration.  

Intracerebroventricular infusion of recombinant monoclonal NMDAR antibodies 

represent a convenient way of studying isolated antibody effects. However, brain 

catheter insertion is associated with significant brain damage and inflammation of 

adjacent cortical areas. Furthermore, the surgical intervention associated with the 

minipump implantation on day 0 had adverse effects on animal’s performance of the task 

on the following imaging session (day 5). General anaesthesia required for this resulted 

in drowsiness and reduction in locomotor activity for several days following the 

intervention. Thus, a mouse model that eliminates these issues would be a great asset to 

future experiments. A prospective model of NMDAR encephalitis is adoptive transfer of B 

cells, engineered to secrete the recombinant NMDAR antibody. In such a model, B cells 
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(murine or human) could be cultured in vitro and administered into the mouse 

ventricular system through a single stereotactic injection. In this way, a defined number 

of B cells would colonize the ventricular system and secrete antibodies into the CSF in a 

controlled way. An advantage of the intrathecal injection of B cells is the bypass of the 

BBB, which would otherwise hinder the transfer of B cells and antibodies from blood to 

CSF in a scenario where the B cells were injected intravenously. Moreover, the B cells 

could be engineered to express a fluorescent marker, such as GFP. Consequently, the 

efficiency of NMDAR encephalitis induction could be monitored in CSF samples collected 

serially through cisterna magna puncture and proliferation of B cells could be monitored 

with fluorescence-associated cell sorting and the antibody concentration could be 

assessed with ELISA assay. The number of injected B cells could be optimized to achieve 

a defined antibody dose over a specific period of time, and B cells could be reinjected if 

necessary. If successful, such a model would have two advantages over existing models 

of NMDAR encephalitis: first, compared to brain infusion, it would be minimally invasive 

and eliminate the need for bulky and problematic minipump setup. Second, it would be 

considerably more straightforward without the need for strict biosafety, as is the case of 

the HSV1 model (Linnoila et al., 2019), or expertise in protein synthesis in case of the 

holoreceptor model (Jones et al., 2019).  

Although a more complete picture of NMDAR encephalitis is painted by models 

employing active immunization, the adoptive B cell transfer model could be used to study 

isolated roles of recombinant antibodies and B cells in pathophysiology of NMDAR 

encephalitis. 

5.2. DENDRITIC SPINES IN NMDAR ENCEPHALITIS  

The data presented in my thesis suggest that NMDAR antibodies alter dendritic spines, 

with interneurons affected differentially than pyramidal neurons in CA1. While dendritic 

spine density of pyramidal cells remained unchanged, these spines were affected 

morphologically. Both dendritic spine density and morphology of CA1 interneurons was 

affected, suggesting that interneurons may be more sensitive to NMDAR signalling 

perturbations. Since dendritic spines are known to morphologically respond to synaptic 

plasticity events (see Section 1.2.4), morphological changes in dendritic spines may be 

associated with LTP reduction caused by NMDAR antibodies (Hughes et al., 2010). 

However, the opposite effects were observed in pyramidal cells and interneurons: 

lengthening and shortening of spines, respectively. The reason for this differential effect 
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of NMDAR antibodies remains unknown. The finding of unchanged dendritic spine 

density of pyramidal neurons is consistent with previous reports, where dendritic spine 

density was found not to be affected by NMDAR antibodies when exposed in cell culture 

(Hughes et al., 2010). Structural analysis of interneurons revealed increased spine 

density in GAD67 mouse line, which expresses GFP mostly in SST interneurons. On the 

other hand, in vivo imaging revealed a trend towards decreased activity and synchrony of 

hippocampal interneurons. A possible explanation for this could be a homeostatic 

increase in dendritic spine density in response to decreased synaptic transmission 

caused by NMDAR antibodies. Furthermore, changes in dendritic spine morphology 

reported here are suggestive of dendritic spine plasticity changes. This could be 

investigated in a follow-up experiment, in which dynamics of CA1 dendritic spines would 

be investigated employing in vivo timelapse two-photon imaging in the mouse model of 

NMDAR encephalitis.  

Given the above, it would be worthwhile to perform timelapse imaging of dendritic spines 

in stratum oriens of CA1 neurons, both excitatory pyramidal neurons (GFP-M mouse line) 

as well as inhibitory interneurons (GAD67 mouse line), to answer the question what the 

impact of NMDAR antibodies is on dendritic spine plasticity. If results of these 

experiments would confirm alterations of spine dynamics, such as spine survival and 

rates of spine elimination and formation, it would suggest that pathogenicity of NMDAR 

antibodies is mediated through altered neuronal circuit connectivity rather than through 

excitability changes of individual neurons. A timelapse in vivo study of CA1 dendritic 

spines showed a ~15 % decrease in spine density and corresponding increase in spine 

elimination rate in response to NMDAR antagonist MK-801 (Attardo et al., 2015). Given 

the superior potency of MK-801 over NMDAR antibodies in inhibiting NMDAR activity, a 

substantially smaller effect on spine turnover rates could be expected. Furthermore, 

spine size could be assessed before and after the NMDAR antibody infusion to provide a 

more conclusive evidence of spine morphological alterations. In addition, if these 

experiments were conducted at the same time scale as experiments in this study, it would 

enable a direct comparison between structural and functional changes associated with 

NMDAR encephalitis, such as temporal order of these changes.  

5.3. NEURONAL ACTIVITY UNDER NMDAR ANTAGONISTS  

There are mixed opinions on whether NMDAR antagonists affect activity rates of CA1 

pyramidal neurons when administered in vivo. Interestingly, while NMDAR antagonists 
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consistently inhibit neuronal activity in vitro (Lowe et al., 1990), in vivo effects are less 

straightforward. Several studies reported no effect on activity rates by NMDAR 

antagonist CPP (Hayashi, 2019; Kentros et al., 1998; Silva et al., 2015) or MK-801 

(Szczurowska et al., 2018) when applied in vivo. However, chronic treatment with 

NMDAR antagonist ketamine, which represents a mouse model of schizophrenia, resulted 

in increased activity rates when compared to saline treatment (Hamm et al., 2017). The 

origin of the discrepancy in effects of different NMDAR antagonists on neuronal activity 

in vivo is speculative, however a contributing factor could be the competitive and non-

competitive mechanisms of NMDAR blockade of CPP and ketamine, respectively (Anis et 

al., 1983; Lowe et al., 1990). 

Results of the present work suggest that spontaneous activity rates under anaesthesia 

(Ca2+ transient amplitude and frequency) increased after NMDAR antibodies treatment, 

in agreement with published literature (Hamm et al., 2017). Furthermore, correlation of 

neuronal activity decreased after treatment with NMDAR antibodies when compared to 

controls. However, this is in disagreement with results of the previous study, which found 

an increase in pairwise correlation after chronic ketamine treatment (Hamm et al., 2017). 

This discrepancy could be due to differences in experimental setup, particularly 

anesthetized (this study) vs. awake state of the animal. Furthermore, since high doses of 

isoflurane are known to affect synchrony of local ensembles (Lissek et al., 2016), the 

fluctuations in isoflurane levels could account for the observed differences in neuronal 

synchrony, despite best efforts to keep the anaesthesia level at a constant rate. The notion 

of spontaneous hyperactivity of neurons in neurodegenerative diseases has been 

described previously. In a mouse model of Alzheimer’s disease (AD), spontaneous activity 

of CA1 neurons increased already well before the formation of plaques (Busche et al., 

2012). Thus, neuronal hyperactivity is associated with cognitive deficits in 

neurodegenerative diseases, such as AD (Busche et al., 2012, 2008). 

However, the effect of NMDAR antibodies on spontaneous neuronal activity was lost 

when recordings were performed in awake, behaving mice. There was no difference in 

frequency of Ca2+ transients or in pairwise correlations between the control and NMDAR 

group. However, there was a slight reduction in Ca2+ transient amplitudes at days 14 and 

18. These results suggest that the increased inhibitory drive during wakefulness may be 

masking the excitability changes leading to altered spontaneous transmission under 

anaesthesia.  
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5.4. PLACE CELLS IN NMDAR HYPOFUNCTION 

I found that animals that received NMDAR antibodies were not impaired in performance 

of the spatial navigation task when compared to control animals. Although there was 

evidence of reward location learning in the novel environment, the predominant strategy 

of the mice was associating the reward delivery with an audible clicking sound made by 

the water dispenser valve whenever water rewards were delivered. Furthermore, water 

rewards were delivered regardless of whether the mouse paused in the reward zone. 

Under such conditions, the most efficient strategy employed by the mice was running 

until they heard the click and then stopping to collect their rewards, without the necessity 

to associate the reward locations with spatial cues and wait time in the reward zone. 

Therefore, the task used in this study has minimal spatial learning demands and can thus 

be classified as spatial navigation task rather than spatial learning task. This has two 

implications for the results of this study: First, spatial navigation in mice is NMDAR 

independent (Morris et al., 2013), which could explain the absence of performance 

impairment in NMDAR antibody-infused animals, despite the mouse model of NMDAR 

encephalitis having well-established behavioural phenotype (Malviya et al., 2017; 

Planagumà et al., 2015). Indeed, animals receiving chronic systemic infusion of the 

NMDAR antagonist APV are impaired on spatial learning task but not on spatial 

navigation task (Morris et al., 2013). Moreover, basic behaviour such as running speed is 

not affected by NMDAR antagonists (Hayashi, 2019; Kentros et al., 1998; Silva et al., 

2015). Second, the low cognitive demand of the task may account for the relatively low 

proportion of place cells in the present work (20-25 %) compared to published literature 

(30-50 %; Hainmueller and Bartos, 2018; Shuman et al., 2020). Place cell properties in 

CA1, such as reliability and proportion of spatially tuned cells, are influenced by the level 

of attention the mouse pays to the environment (Kinsky et al., 2018). Minimal learning 

demands of the task used in this study are suggested by the fact that location of the 

reward was not enriched in place fields, similarly to other studies employing spatial 

navigation task (Hayashi, 2019). On the other hand, place fields in spatial learning tasks 

accumulate around the goal or reward location (Gauthier and Tank, 2018; Zaremba et al., 

2017). Moreover, place cell properties have been shown to be impaired on spatial 

learning task in a mouse model of schizophrenia, whereas place cells were not impaired 

on the spatial navigation version of the task in the same animals (Zaremba et al., 2017). 

Therefore, the choice of the task has critical implications for place cell properties and 

their dependence on NMDAR signalling.  
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Several other studies investigated CA1 place cells and spatial representations under 

NMDAR antagonists. Kentros et al. (1998) investigated long-term stability and plasticity 

of place cells in rats using familiar and novel open field arenas. The authors report that 

NMDAR blockade had no effect on spatial information content, reliability and long-term 

stability of place cells in the familiar environment. Furthermore, the stability of familiar 

environment spatial maps was unchanged after the NMDAR antagonist administration 

(Kentros et al., 1998; Morris et al., 2013; Silva et al., 2015), suggesting that NMDAR 

blockade does not interfere with previously formed place maps. A more recent study 

investigating the impact of chronic pharmacological blockade of NMDARs on place cell 

function using Ca2+ imaging in mice performing a spatial navigation task in a virtual 

reality reported no effect on place field properties or spatial information content of place 

cells. However, place cell recurrence was increased upon administration of NMDAR 

antagonist CPP (Hayashi, 2019), a result replicated in the present study.  

A study by Zaremba et al. (2017) investigating place cells in the 22q11.2 deletion mouse 

model of schizophrenia found a 25 % decrease in fraction of place cells, 6 % decrease in 

average place fields per place cell and 15 % increase in COM shift between sessions when 

compared to controls. In the present study, a comparable decrease in average place fields 

per place cell was found. However, the decrease in place cell fraction and increase in COM 

shift was not replicated in this study. This discrepancy may be due to different mouse 

models used and the differences in behavioural tasks. Indeed, differences in virtual reality 

designs can influence properties of place cells, such as place field width. Place fields on a 

virtual track 1.8 m long were 16 cm wide on average (Hayashi, 2019), whereas on a 3 m 

long track used in this study the mean place field width was 42 cm. Although significant 

differences in fraction of familiar environment place cells were observed at day -5 and 

novel environment place cells at day 10, these changes are likely due to intrinsic 

variability and individual mouse differences and do not represent a robust NMDAR 

antibody effect. Indeed, relatively large baseline variability in place cell fraction (up to 

25 %) has been reported by other authors (Shuman et al., 2020).  

Curiously, NMDA receptor blockade did not prevent remapping when animals alternated 

between the familiar and novel environments. This result is consistent with published 

reports, which also found intact ability of CA1 neurons to remap, despite the NMDAR 

antagonist CPP completely abolishing the LTP in CA1 (Kentros et al., 1998; Silva et al., 

2015). Therefore, NMDAR antagonists seem to have no effect on place field formation in 

novel environments. However, NMDAR blockade resulted in long-term instability of 
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novel maps, leading to a new remapping upon a second visit to the novel environment 

one day later (Kentros et al., 1998). This could be the result of the novel environment 

representation formed on the first encounter failing to stabilize overnight and being 

recalled on the second visit. Instead, the previously seen environment is perceived as a 

different environment on the second visit on the following day. The mechanism behind 

this failure to retain a memory could be dysregulation of SWR, which is essential for 

memory consolidation in the hippocampus (Zaremba et al., 2017). Long-term stability of 

novel place cells could not be investigated in this study, since a new novel environment 

was presented on each imaging session. These data suggest that there may be NMDAR 

independent mechanisms of place field formation and maintenance. Despite NMDAR 

antagonist CPP sparing individual place field properties, Bayesian decoding of animal’s 

position from neuronal activity revealed a higher error between reconstructed and actual 

position suggesting a degraded place cell coding under NMDAR blockade (Silva et al., 

2015). Although properties of individual place cells were found to be affected by NMDAR 

antibodies in this study, there was no difference in position reconstruction error between 

the control and NMDAR group. 

Breakdown of spatial coding and interneuron synchronization is associated with epilepsy 

in a pilocarpine treatment mouse model of epilepsy. Epileptic mice have altered timing of 

inhibition in the DG, leading to a decrease in synchronization between CA1 and DG. As a 

result of this desynchronization, place cells have reduced information content, reduced 

place cell reliability, reduced place cell proportion and increased position decoding error 

when compared to controls. Furthermore, place cells in epileptic mice completely 

remapped within a week. Strikingly, this place cell instability emerged only 6 weeks after 

epileptogenesis and was dissociated from interneuron death and seizure onset. This 

temporal dissociation suggests that place cell instability is mediated by an unknown 

circuit mechanism that is independent of seizure onset and interneuron loss (Shuman et 

al., 2020). Although these results on place cell instability were not replicated in this study, 

most likely owing to differences in disease models, these findings could however have an 

implication for the present study: given the 6-week time lag between the onset of 

epileptic seizures and the onset of spatial coding instability, the timeline of experiments 

in this work may not have been sufficiently long to capture more dramatic effects of 

NMDAR antibodies. Even though the mice begin to experience behavioural symptoms 10 

days into the NMDAR antibody infusion (Planagumà et al., 2015), place cell instability 

may take longer to manifest.  
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The role of place cells in memory retention was long debated. According to the original 

theory, place cells should retain stable place fields to encode long-term memory of 

familiar environments (O’Keefe and Nadel, 1978). Indeed, evidence emerged that place 

cells are extremely stable entities with stable place fields for up to 153 days (Thompson 

and Best, 1990). With the advent of large-scale recordings however, an alternative 

hypothesis emerged that dynamic aspects of place coding may facilitate distinct memory 

traces of events occurring in the same environment (Leutgeb et al., 2005). Mounting 

evidence supports the latter hypothesis. A study by Ziv et al. (2013) was the first to 

observe long-term dynamics of CA1 place cells in vivo and reported that place cell coding 

is highly dynamic. Specifically, there is only 25 % overlap in subset of cells with 

statistically significant place fields between sessions 5 days apart. Thus, cells come in and 

out of the place coding ensemble leading to a spatial representation decaying in time. 

However, a small fraction of place cells retain their spatial tuning for long periods of time. 

Although spatial maps have a fluctuating membership, the place cell overlap in sessions 

30 days apart was sufficient to accurately predict mouse’s location using a decoder 

trained on data recorded 30 days prior (Ziv et al., 2013). Data in this work show that CA1 

place cell coding is indeed dynamic, with ~30 % overlap in place cell subsets over 5-day 

intervals. Nevertheless, a fraction of place cells retained stable place fields over the entire 

length of the experiment (23 days). NMDAR antibodies decreased the dynamics of place 

cell coding, as indicated by lower turnover rates when compared to controls.  

It has long been known that NMDAR blockade impairs memory acquisition and LTP 

(Morris et al., 1986). However, NMDARs are also involved in memory retention. LTP is a 

long-lasting phenomenon which decays within weeks of its induction (Barnes, 1979). 

Interestingly, spatial memory retention can be enhanced by blocking the LTP decay, 

achieved by chronic administration of NMDAR antagonist CPP (Villarreal et al., 2002). 

These data suggest that LTP is involved in maintaining spatial memory and is actively 

reversed by NMDAR activation. Therefore, the rate of change of place cell activity could 

also be an NMDAR activation-dependent process, which could be slowed down through 

reduced NMDAR activity. The data presented in this study suggest that NMDAR 

antibodies indeed reduced the speed of change in place cell activity, as indicated by 

increase in place field correlation and increase in place cell recurrence accompanied by 

reduced place cell turnover rates.  

An important question is what could be the link between long-term memory deficits 

observed in patients (Kayser and Dalmau, 2016) and decreased place cell dynamics 
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observed in this study. One possibility is that altered place cell dynamics could interfere 

with the cortical transfer and therefore hamper long-term memory formation.  

5.5. NEURONAL ENSEMBLES 

Analysis of single neurons tuned to single features (e.g., place cells) has proven 

informative and straightforward. However, focusing analyses to only a fraction of cells 

begs the question what is the role of the other neurons in encoding a specific feature, such 

as physical space. That question can be answered twofold: First, neurons deemed as 

feature-unresponsive may be encoding other variables that are not measured in a 

particular experiment, such as time or nonspatial dimensions. Moreover, individual 

neurons may be only weakly tuned to a given stimulus and thus not pass the statistical 

thresholding step. Second, all neurons may participate in encoding of multiple variables 

through nonlinear responses. Indeed, there is evidence that information is not carried by 

individual cells, place cells or time cells, but rather through a diffuse, distributed neural 

code, where neurons cooperate to encode information about position, motion direction 

or velocity. Individual neuron responses are only weakly predictive of their contribution 

to network code, that is, the neurons with clearly identifiable responses might not 

necessarily be the most important ones. In addition, even non-place cells encode position 

through their activity correlated with place cells (Stefanini et al., 2020).  

Neuronal ensemble analysis in this work revealed presence of neuronal ensembles in 

both the control and NMDAR group, with intact number and distinctness of ensembles 

occurring in each session. There was however and increase in ensemble similarity as 

indicated by higher correlation of ensemble activation frames. This contrasts with results 

of a previous study, which reported a decrease in ensemble similarity in a ketamine 

model of schizophrenia (Hamm et al., 2017). This discrepancy may partly originate in the 

fact that ensemble analysis in this study was performed on data from mice performing 

the spatial navigation task, as opposed to spontaneously occurring ensembles 

investigated by Hamm et al. (2017). Furthermore, this increase in ensemble stability may 

reflect the decrease in diffusivity of place cell firing (i.e., lower number of place fields per 

place cell). 

A study by Poll et al. (2020) investigated the neural mechanisms underlying memory 

deficits in a mouse model of AD (APP/PS1) using time-lapse in vivo imaging of c-Fos 

reporter system of neuronal activity. By exposing the mice to familiar and novel contexts 

associated with fear conditioning, they were able to observe neuronal ensembles 
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encoding the experience in each context. Interestingly, baseline as well as learning 

induced changes in neuronal activity of AD mice were comparable to those of control 

mice, indicating CA1 network per se was not disturbed. The fact that the memory trace is 

intact in AD mice is in striking contrast to the learning deficit of these mice, and it 

indicates that the memory engram is present regardless of memory performance. 

Strikingly, the novel ensemble (an ensemble encoding the novel environment) interfered 

with the recall of the familiar ensemble during memory retrieval. Although the neuronal 

ensembles are intact, the interference between them impedes memory recall. This 

suggests that AD mice perceived the familiar environment as novel on repeated visits. 

Furthermore, pharmacological silencing of the novel ensemble during re-exposure to 

familiar context rescued memory deficits in AD mice. The presence of a novel ensemble 

in a familiar environment indicated a possible defect in pattern separation and pattern 

completion functions of the hippocampus, resulting in a mismatch between contextual 

experiences in AD (Poll et al., 2020). Moreover, a similar misclassification phenotype was 

reported in aged mice, where visits of the same environment resulted in less similar 

representations and visits to a novel environment resulted in more similar CA1 

representations compared with young mice (Attardo et al., 2018). These results suggest 

that cognitive impairments may not be manifested as absent or corrupted neuronal 

ensembles, but rather errors in hippocampal integration and experience mismatch. 

5.6. ROLE OF CA1 INTERNEURONS IN SPATIAL CODING  

Interneuron dysfunction has been implicated in cognitive and spatial coding deficits in 

rodent models of neurodegenerative diseases, such as AD (Mably et al., 2017), 

schizophrenia (Zaremba et al., 2017) or Down’s syndrome (Raveau et al., 2018). However, 

different studies suggest that CA1 interneuron inhibition impairs spatial coding (Shuman 

et al., 2020) or have no effect on spatial coding (Royer et al., 2012). These seemingly 

contradictory findings could be explained by relatively robust resistance of place cell 

coding to input perturbation. Indeed, modelling suggests that the amount of suppression 

may be the critical factor in determining whether perturbation of hippocampal 

interneurons alter CA1 spatial coding. While modest (25 %) loss of PV and SST 

interneurons has no discernible effect on spatial coding, high levels of interneuron loss 

can lead to impaired spatial coding. Interestingly, loss of majority of PV interneurons (75 

%) can lead to increased place cell stability. Such increase in stability may be a result of 
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increased reliance on inputs that are more consistent than inhibition (Shuman et al., 

2020). 

In data presented in this work, there was a trend towards decreased activity of PV 

interneurons and a trend towards lower pairwise correlations between SST 

interneurons. Given the above, the reduction in PV interneuron activity could be a 

contributing factor in the increased stability of spatial representations described in this 

study. However, interneurons exhibit high firing rates that far exceed Ca2+ indicator 

kinetics (Lin and Schnitzer, 2016) as well as the sampling rate of the imaging system used 

in this study (Varga et al., 2012). Activity rates of CA1 interneurons presented here are 

thus only a coarse approximation of the true firing rates. However, Ca2+ traces of 

interneurons can still be used to approximate average firing rates over time (Hainmueller 

and Bartos, 2018). Nevertheless, it is possible that changes in CA1 interneurons activity 

rates are seriously underestimated in this study.  

5.7. CONCLUDING REMARKS 

Taken together the results of my PhD work, I show the effect of NMDAR antibodies on 

structure of hippocampal dendritic spines and on function of hippocampal place cell 

ensembles. They reveal differential effects of NMDAR antibodies on hippocampal 

dendritic spines, with interneurons being more susceptible to NMDAR antibodies than 

pyramidal neurons. Whether NMDAR antibodies also affect dynamic properties of 

hippocampal dendritic spines, such as turnover rates, remains unknown. However, 

morphological changes in dendritic spines associated with NMDAR antibodies are 

suggestive of this possibility. Thus, further experiments are needed to confirm the results 

of this study. 

Behavioural task used in this study represent a convenient and adequate paradigm for 

investigations of place cells, particularly for relatively short training period (7 days) 

compared to more demanding spatial learning tasks (15 days; Hainmueller and Bartos, 

2018) as well as overall high rate of trials thereby reducing the length of the imaging 

session. A follow-up experiment could be designed to investigate the long-term stability 

of novel environment place cells. Furthermore, specific aspects of spatial learning could 

be investigated next, such as transmission of information stored in the hippocampus to 

other brain areas involved in spatial learning, such as the prefrontal cortex. Indeed, it has 

been shown that an intact memory engram could exist in the hippocampus, but 

downstream areas failed to retrieve this information (Poll et al., 2020).  
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As a result of chronic infusion of NMDAR antibodies, place cells were more confined, as 

indicated by a lower number of place fields per place cell, and were more stable, as 

indicated by higher correlation of place fields between sessions and higher recurrence. 

Interestingly, the overall effect of NMDAR antibodies on hippocampal spatial processing 

was relatively mild, despite the cognitive symptoms the mice present with already at day 

10 (Planagumà et al., 2015). This suggests place cells themselves might not be faithfully 

reporting on the cognitive state of the animals. These findings are consistent with 

literature, reporting little (Silva et al., 2015) or no effect (Kentros et al., 1998) of NMDAR 

antagonists on place cell function. Remarkably, there was an increase in place cell 

stability associated with NMDAR antibodies, an effect similar to other NMDAR 

antagonists (Hayashi, 2019). The mechanism behind this change could be decreased LTP 

decay, which is known to be a NMDAR-dependent process (Villarreal et al., 2002). The 

rate of change in place cell coding was slowed down in this study, possibly as a result of 

this LTP decay inhibition. This hypothesis could be answered with electrophysiology 

experiments, investigating the LTP decay within a week of continuous NMDAR antibodies 

treatment. Furthermore, decrease in PV interneuron activity could contribute to 

increased place cell stability (Shuman et al., 2020).  

Given the effects on structure and function of hippocampal neurons, the next question is 

how do these changes translate into connectivity of local neurons and their long-range 

projections. White matter changes are associated with NMDAR encephalitis in patients 

(Finke et al., 2013), further suggesting that this disease affects the whole brain and is not 

limited to the hippocampus. Moreover, connectivity changes following NMDAR 

encephalitis could explain the persistent cognitive symptoms that some patients 

experience long after the acute phase subsided. More research is needed to better 

understand brain changes pertinent to this debilitating disease the NMDAR encephalitis 

is. 
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